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Foreword

Multimedia technology and networking are changing at a remarkable rate. Despite the telecoms crash of
2001, innovation in networking applications, technologies, and services has continued unabated. The
exponential growth of the Internet, the explosion of mobile communications, the rapid emergence of
electronic commerce, the restructuring of businesses, and the contribution of digital industries to growth and
employment, are just a few of the current features of the emerging digital economy.

The Encyclopedia of Multimedia Technology and Networking captures a vast array of the compo-
nents and dimensions of this dynamic sector of the world economy. Professor Margherita Pagani and her
editorial board have done a remarkable job at compiling such a rich collection of perspectives on this fast
moving domain. The encyclopaedia’s scope and content will provide scholars, researchers and professionals
with much currentinformation about concepts, issues, trends and technologies in this rapid evolving industrial
sector.

Multimedia technologies and networking are at the heart of the current debate about economic growth
and performance in advanced economies. The pervasive nature of the technological change and its
widespread diffusion has profoundly altered the ways in which businesses and consumers interact. As IT
continues to enter workplaces, homes and learning institutions, many aspects of work and leisure are
changing radically. The rapid pace of technological change and the growing connectivity that IT makes
possible have resulted in a wealth of new products, new markets and new business models. However, these
changes also bring new risks, new challenges, and new concerns.

In the multimedia and technology networks area broadband-based communication and entertainment
services are helping consumer and business users to conduct business more effectively, serve customers
faster, and organise their time more effectively. In fact, multimedia technologies and networks have a strong
impact on all economic activity. Exponential growth in processing power, falling information costs and
network effects have allowed productivity gains, enhanced innovation, and stimulated further technical
change in all sectors from the most technology intensive to the most traditional. Broadband communications
and entertainment services are helping consumer and business users conduct their business more effectively,
serve customers faster, organise their time more effectively, and enrich options for their leisure time.

At MIT, | serve as co-director of the Communications Futures Program, which spans the Sloan School
of Management, the Engineering School, and the Media Lab at the Massachusetts Institute of Technology
(USA). By examining technology dynamics, business dynamics, and policy dynamics in the communications
industry, we seek to build capabilities for roadmapping the upcoming changes in the vast communications
value chain. We also seek to develop next-generation technological and business innovations that can create
more value in the industry.

Furthermore, we hope that gaining a deeper understanding of the dynamics in communications will help
us not only to make useful contributions to that field, but also to understand better the general principles that
drive industry and technology dynamics. Biologists study fruit flies because their fast rates of evolution permit
rapid learning that can then be applied to understanding the genetics of slower clockspeed species, like
humans. We think of the communications industry as the industrial equivalent of a fruit fly; that is, a fast
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clockspeed industry whose dynamics may help us understand better the dynamic principles that drive many
industries.

Convergence is among the core features of information society developments. This phenomenon needs
to be analyzed from multiple dimensions: technological, economic, financial, regulatory, social, and political.
The integrative approach adopted in this encyclopaediato analyze multimedia and technology networking is
particularly welcome and highly complementary to the approach embraced by our work at MIT.

I am pleased to be able to recommend this encyclopedia to readers, be they looking for substantive
material on knowledge strategy, or looking to understand critical issues related to multimedia technology and
networking.

Professor Charles H. Fine
Massachusetts Institute of Technology
Sloan School of Management
Cambridge, October 2004
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Preface

The term encyclopedia comes from the Greek words gyxbxiog modeia , enkyklios paideia (“in a circle of
instruction™).

The purpose of the Encyclopedia of Multimedia Technology and Networking is to offer a written
compendium of human knowledge related to the emerging multimedia digital metamarket.

Multimedia technology, networks and online interactive multimedia services are taking advantage of a
series of radical innovations in converging fields, such as the digitization of signals, satellite and fibre optic
based transmission systems, algorithms for signal compression and control, switching and storage devices,
and others, whose combination has a supra-additive synergistic effect.

The emergence of online interactive multimedia (OIM) services can be described as a new technological
paradigm. They can be defined by a class of new techno economic problems, a new pool of technologies
(techniques, competencies and rules), and a set of shared assumptions. The core of such a major shift in the
evolution of information and communications services is the service provision function. This shirtoccurs even
if the supply of an online interactive multimedia service needs a wide collection of assets and capabilities
pertaining also to information contents, network infrastructure, software, communication equipment and
terminals.

By zooming in on the operators of telecommunications networks (common carriers or telecoms), it is
shown that though leveraging a few peculiar capabilities in the technological and managerial spheres, they
are trying to develop lacking assets and competencies through the set-up of a network of collaborative
relations with firms in converging industries (mainly software producers, service providers, broadcasters,
and media firms). This emerging digital marketplace is constantly expanding.

As new platforms and delivery mechanisms rapidly roll out, the value of content increases, presenting
content owners with both risks and opportunities. In addition, rather than purely addressing the technical
challenge of the Internet, wireless and interactive digital television, much more emphasis is now being given
to commercial and marketing issues. Companies are much more focused on the creation of consistent and
compelling user experiences.

The use of multimedia technologies as the core driving element in converging markets and virtual
corporate structures will compel considerable economic and social change.

Set within the framework of IT as a strategic resource, many important changes have taken place over
the last years that will force us to change the way multimedia networks develop services for their users.

. The change in the expectations of users, leading to new rapid development and implementation
techniques;

. The launch of next generation networks and handsets;

. The rapid pace at which new technologies (software and hardware) are introduced;

. Modularization of hardware and software, emphasizing object assembly and processing (client server
computing);

. Development of non-procedural languages (visual and object oriented programming);
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. An imbalance between network operators and independent application developers in the value network
for the provision of network dependent services;

. Telecommunications integrated into, and inseparable from, the computing environment;

. Need for integration of seemingly incompatible diverse technologies.

The force behind these realities is the strategic use of IT. Strategic management which takes into
consideration the basic transformation processes of this sector will be a substantial success factor in securing
a competitive advantage within this deciding future market. The change from an industrial to an information
society connected therewith, will above all else be affected by the dynamics of technological developments.

This strategic perspective manifests itself in these work attributes:

. an appreciation of IT within the context of business value;

. a view of information as a critical resource to be managed and developed as an asset;

. a continuing search for opportunities to exploit information technology for competitive advantage;
. uncovering opportunities for process redesign;

. concern for aligning IT with organizational goals;

. a continuing re-evaluation of work assignments for added value;

. skill in adapting quickly to appropriate new technologies;

. an object/modular orientation for technical flexibility and speed in deployment.

Accelerating economic, technological, social, and environmental change challenges managers and policy
makers to learn at increasing rates, while at the same time the complexity of the systems in which we live
isgrowing.

Effective decision making and learning in aworld of growing dynamic complexity requires us to develop
tools to understand how the structure of complex systems creates their behaviour.

THE EMERGING MULTIMEDIA MARKET

The convergence of information and communication technology has lead to the development of a variety of
new media platforms that offer a set of services to a community of participants. These platforms are defined
as media which enable the exchange of information or other objects such as goods and services (Schmid,
1999).

Media can be defined as information and communication spaces, which based on innovative information
and communication technology (ICT), supports content creation, management and exchange within a
community of agents. Agents can be organizations, humans, or artificial agents (i.e., software agents).

The multimedia metamarket—generated by the progressive process of convergence involving the
television, informatics and telecommunication industries—comes to represent the «strategic field of action»
of this study.

According to this perspective, telecommunications, office equipment, consumer electronics, media, and
computers were separate and distinct industries through the 1990s. They offered different services with
different methods of delivery. But as the computer became an “information appliance”, businesses moved
to take advantage of emerging digital technologies, virtual reality, and industry boundaries blurred.

As aresult of the convergence process, we cannot, therefore, talk about separate and different industries
and sectors (telecommunications, digital television, and informatics). Such sectors are propelled towards an
actual merging of different technologies, supplied services and the users’ categories being reached. A great
ICT metamarket is thus originated.

Multimedia finds its application in various areas including, but not limited to, education, entertainment,
engineering, medicine, mathematics, and scientific research.
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In education, multimedia is used to produce computer based training courses.

Multimedia is heavily used in the entertainment industry, especially to develop special effects in movies
and animation for cartoon characters. Multimedia games such as software programs available either as CD-
ROMs or online are a popular pastime.

In engineering, especially mechanical and automobile engineering, multimedia is primarily used for
designing a machinery or automobile. This lets an engineer view a product from various perspectives, zoom
critical parts and do other manipulations, before actually producing it. This is known as computer aided design
(CAD).

In medicine, doctors can get trained by looking at a virtual surgery.

In mathematical and scientific research, multimedia is mainly used for modelling and simulation. For
example, a scientist can look at a molecular model of a particular substance and manipulate it to arrive at
a new substance.

Multimedia technologies and networking are at the heart of the current debate about economic growth
and performance in advanced economies.

ORGANIZATION OF THIS ENCYCLOPEDIA

The goal of the Encyclopedia of Multimedia Technology and Networking is to improve our understanding
of multimedia and digital technologies adopting an integrative approach.

The encyclopedia provides numerous contributions providing coverage of the most important issues,
concepts, trends and technologies in multimedia technology each written by scholars throughout the world
with notable research portfolios and expertise.

The encyclopedia also includes brief description of particular software applications or websites related
to the topic of multimedia technology, networks and online interactive multimedia services.

The encyclopedia provides a compendium of terms, definitions and explanations of concepts, processes
and acronyms offering an in-depth description of key terms and concepts related to different areas, issues
and trends in multimedia technology and networking in modern organizations worldwide.

Thisencyclopediais organized in a manner that will make your search for specific information easier and
quicker. It is designed to provide thorough coverage of the field of multimedia technology and networking
today by examining the following topics:

. From Circuit Switched to IP-Based Networks
» Network Optimization
e Information Systems in Small Firms
. Telecommunications and Networking Technologies
. Broadband Solution for the Last Mile to the Residential Customers
* Overview
e Copper Solutions
. Multimedia Information Management
. Mobile Computing and Commerce
e General Trends and Economical Aspects
* Network Evolution
. Multimedia Digital Television
. Distance Education Technologies
. Electronic Commerce Technologies Management
. End User Computing
. Information Security Management
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. Open Source Technologies and Systems
. IT and Virtual Communities
. Psychology of Multimedia Technologies

The encyclopedia provides thousands of comprehensive references on existing literature and research
on multimediatechnologies.

In addition, a comprehensive index is included at the end of the encyclopedia to help you find cross-
referenced articles easily and quickly. All articles are organized by titles and indexed by authors, making it
a convenient method of reference for readers.

The encyclopedia also includes cross-referencing of key terms, figures and information related to
multimediatechnologies and applications.

All articles were reviewed by either the authors or by external reviewers via a blind peer-review process.
In total, we were quite selective regarding inclusion of submitted articles in the encyclopedia.

INTENDED AUDIENCE

This encyclopedia will be of particular interest to teachers, researchers, scholars and professionals of the
discipline, who require access to the most current information about the concepts, issues, trends and
technologies in this emerging field. The encyclopedia also serves as a reference for managers, engineers,
consultants, and others interested in the latest knowledge related to multimedia technology and networking.



XXii

Acknowledgements

Editing this encyclopediawas an experience without precedent, which enriched me a lot both from the human
and professional side. | learned a lot from the expertise, enthusiasm, and cooperative spirit of the authors of
this publication. Without their commitment to this multidisciplinary exercise, | would not have succeeded.

The efforts that we wish to acknowledge took place over the course of the last two years, as first the
premises, then the project, then the challenges, and finally the encyclopedia itself took shape.

| owe a great debt to colleagues all around the world who have worked with me directly (and indirectly)
on the research represented here. I am particularly indebted to all the authors involved in this encyclopedia
which provided the opportunity to interact and work with the leading experts from around the world. | would
like to thank all of them.

Crafting a wealth of research and ideas into a coherent encyclopedia is a process whose length and
complexity | underestimated severely. | owe a great debt to Sara Reed, Assistant Managing Editor, and
Renée Davies, Acquisitions/Development Editor. They helped me in organizing and carrying out the complex
tasks of editorial management, deadline coordination, and page production—tasks which are normally kept
separate, but which, in this encyclopedia, were integrated together so we could write and produce this book.

Mehdi Khosrow-Pour, my editor, and his colleagues at Idea Group Publishing have been extremely helpful
and supportive every step of the way. Mehdi always provided encouragement and professional support. He
took on this project with enthusiasm and grace, and | benefited greatly both from his working relationship with
me and his editorial insights. His enthusiasm motivated me to initially accept his invitation for taking on this
big project.

A further special note of thanks goes also to Jan Travers at Idea Group Publishing, whose contributions
throughout the whole process from inception of the initial idea to final publication have been invaluable.

I would like to acknowledge the help of all involved in the collation and review process of the encyclopedia,
without whose support the project could not have been satisfactorily completed.

Most of the authors also served as referees for articles written by other authors. Their constructive and
comprehensive reviews were valuable to the overall process and quality of the final publication.

Deep appreciation and gratitude is due to members of the Editorial Advisory Board: Prof. Raymond A.
Hackney of Manchester Metropolitan University (UK), Prof. Leslie Leong of Central Connecticut State
University (USA), Prof. Nadia Magnenat-Thalmann of University of Geneva (Switzerland), Prof. Lorenzo
Peccati of Bocconi University (ltaly), Prof. Nobuyoshi Terashima of Waseda University (Japan), Prof.
Steven John Simon of Mercer University (USA), Prof. Andrew Targowski of Western Michigan University
(USA), Prof. Enrico Valdani of Bocconi University (Italy).

| owe a debt of gratitude to New Media&TV-lab the research laboratory on new media inside I-LAB
Centre for Research on the Digital Economy of Bocconi University where | have the chance to work for the
past five years. I’m deeply grateful to Prof. Enrico Valdani (Director I-LAB) for always having supported
and encouraged my research endeavors inside I-LAB.

I would like to thank Prof. Charles Fine at Massachusetts Institute of Technology (Sloan School of
Management) for writing the foreword of this publication. Thanks also to Anna Piccolo at Massachusetts
Institute of Technology for all her support and encouragement.



XXiii

Thanks go to all those who provided constructive and comprehensive reviews and editorial support
services for coordination of this two year-long project.

My deepest appreciation goes to all the authors for their insights and excellent contributions to this
encyclopedia. Working with them in this project was an extraordinary experience in my professional life.

Inclosing, I’'m delighted to present this encyclopediato you and I’m proud of the many outstanding articles
thatare included herein. I’'m confident that you will find it to be a useful resource to help your business, your
students, or your business colleagues to better understand the topics related to Multimedia Technology and
Networking.

Margherita Pagani

Bocconi University

I-LAB Centre for Research on the Digital Economy
Milan, 2004



XXiv

About the Editor

Dr. Margherita Pagani is head researcher for the New Media & TV-lab at the I-LAB Centre for Research on
the Digital Economy of Bocconi University where she also teaches in the Management Department. She is an
associate editor of the Journal of Information Science and Technology (JIST) and International Journal of
Cases on Electronic Commerce. She has been a visiting scholar at the Massachusetts Institute of Technology
and visiting professor at Redlands University (California). Dr. Pagani has written many refereed papers on
multimediaand interactive television, digital convergence, and content management, which have been published
in many academic journals and presented in academic international conferences. She has worked with
Radiotelevisione Italiana (RAI) and as a member of the workgroup, “Digital Terrestrial” for the Ministry of
Communicationsin Italy. Dr. Paganiisthe author of the books “La Tv nell’eradigitale” (EGEA 2000), “Multimedia
and Interactive Digital TV: Managing the Opportunities Created by Digital Convergence” (IRM Press 2003), and
“Full Internet mobility in a 3G-4G environment: managing new business paradigms” (EGEA 2004). She edited the
Encyclopedia of Multimedia Technology and Networking (IGR 2005).



Adoption of Communication Products and the

Individual Critical Mass

Markus Voeth
University of Hohenheim, Germany

Marcus Liehr
University of Hohenheim, Germany

THE ECONOMICS OF
COMMUNICATION PRODUCTS

Communication products are characterized by the
fact that the benefit that results from their use is
mainly dependent on the number of users of the
product, the so-called installed base, and only depen-
dent to a minor degree on the actual product charac-
teristics. The utility of a videoconferencing system,
for example, is quite small at the product launch
because only a few users are present with whom
adopters can communicate. Only the increase in the
number of users leads to an enhancement of the utility
for each user.

The additional benefit that emerges from an in-
crease inthe installed base can be ascribed to network
effects. A change in the installed base can affect the
utility of products directly as well as indirectly. Direct
network effects occur if the utility of a product
directly depends on the number of other users of the
same or a compatible product (for example, e-mail,
fax machines, videoconferencing systems). Indirect
network effects, on the other hand, result only indi-
rectly from an increasing number of users because
they are caused by the interdependence between the
offer and demand of network products, as is the case
with CD and DVD players (Katz & Shapiro, 1985).
Therefore, direct network effects can be rated as
demand-side network effects, while indirect network
effects can be classified as supply-side network ef-
fects (Lim, Choi, & Park, 2003). For this reason,
direct and indirect network effects cause different
economic implications (Clements, 2004). As direct
network effects predominantly appear in connection
with communication products, the following observa-
tions concentrate exclusively ondirect network effects.

Due to direct network effects, the diffusion of
communication products is characterized by a criti-

cal mass, which “occurs at the point at which enough
individualsin asystem have adopted an innovation so
thatthe innovation’s further rate of adoption becomes
self-sustaining” (Rogers, 2003, p. 343). Besides this
market-based critical mass, there isalsoacritical mass
at the individual level. This individual critical mass
signifies the threshold of the installed base that has to
be exceeded before an individual iswilling to adopta
communication product (Goldenberg, Libai, & Muller,
2004).

Network effects cause a mutual dependence be-
tween the installed base and the individual willingness
toadoptacommunication product. Thisagainresults
in the so-called start-up problem of communication
products (Markus, 1987): If merely aminor installed
base exists, acommunication product is sufficiently
attractive only for asmall number of individuals who
are then willing to adopt the product. However, the
installed base will not increase if the communication
product does not generate a sufficient utility for the
potential adopters. Thus, the possibility of the failure
of product diffusion is especially presentat the launch
of a communication product; this is due to the
naturally low diffusion rate at this particular point of
time and the small attractiveness resulting from this.

Therefore, the supplier of acommunication prod-
uct must have the aim of reaching a sufficient number
of users who then continue using the product and
motivate other individuals to become users, thus
causing the diffusion to become self-sustaining. In
this context, the management of compatibility
(Ehrhardt, 2004), the timing of market entry
(Srinivasan, Lilien, & Rangaswamy, 2004), penetra-
tion pricing (Lee & O’Connor, 2003), the giving away
of the communication product (Shapiro & Varian,
1999), and price discrimination, which is based on the
individual’s social ties (Shi, 2003), are frequently
discussed marketing measures. In order to market

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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communication products, though, it is first of all
necessary to gain knowledge about the characteristics
of network effects and their influence on the adoption
of communication products. Afterwards, the corre-
sponding marketing measures can be derived.

CHARACTERISTICS OF NETWORK
EFFECTS

Generally, two dimensions of the emergence of direct
network effects are distinguished (Shy, 2001). Onthe
one hand, network effects arise in the framework of
active communication, that is, when contacting an
individual in order to communicate with him or her.
On the other hand, network effects also result from
the possibility of being contacted by other individuals
(passive communication). As direct network effects
therefore result from the possibility of interacting with
other users, they do not automatically arise from the
purchase of a product, but rather from its use.
Regarding the functional correlation between net-
work effects and the installed base, the literature
especially distinguishes the four functional types
presented in Figure 1 (Swann, 2002). While the linear
function (Figure 1a) stands for the assumption that
regardless of the point of time of the adoption, each
new adopter causes network effects to the same
degree, the convex function (Figure 1b) represents the
assumption that each later adopter causes higher
additional network effects than earlier adopters. Those
two types of functions commonly represent the as-
sumption that network effects are indefinitely in-

Figure 1. The functional form of network effects
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creasing in a social system. In contrast to this, the
concave and the s-shaped functions express the
assumption that network effects are limited by a
saturation level. However, while in the case of a
concave function (Figure 1c) every later adopter
causes lower additional network effects than earlier
adopters, the s-shaped function (Figure 1d) is a
mixture of the convex function with a low installed
base and the concave function with a higher installed
base. As the problem of the functional relationship
between network effects and the installed base has not
received much attention in the literature, there is no
clear indication on the real relationship.

In reference to the network effects’ dependency
on the number of users, An and Kiefer (1995)
differentiate between network effects that depend on
the worldwide installed base (global network effects)
and networks effects that depend on the number of
neighbouring users (local network effects). However,
the abstraction from the identity of the users of a
communication product often proves inadequate when
practical questions are tackled (Rohlfs, 1974). As
communication products serve the satisfaction of
communicational needs, network effects naturally
depend onthe form of anindividual’s communication
network. When deciding about the adoption of a
camera cell phone, for example, people create high
network effects with whom the potential adopter
wants to exchange photos or videos. Therefore, it can
be assumed that the adoption of people with whom the
individual communicates more often or more inten-
sively creates higher network effects than the adop-
tion of people with a lower frequency or intensity of
communication. Furthermore, groups of individuals
exist, each of which display asimilar communication
frequency and intensity regarding the individual, thus
making it necessary to differentiate between groups
characterized by similarly high network effects for
the individual (Voeth & Liehr, 2004).

NETWORK EFFECTS AND THE
INDIVIDUAL CRITICAL MASS

Due to network effects, the adoption of communica-
tion products is characterized by the fact that the
installed base hasto surpass an individual threshold in
order to make an individual willing to adopt the
communication product. One approach at analyzing
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individual thresholds is Granovetter’s (1978) thresh-
old model, whichisgrounded inthe collective behavior
literature. The aim of this model is the representation
of binary decision situations, in which a rationally
acting individual has to choose among two different
mutually exclusive alternatives of action. For the
individual, the utility and the connected costs that
result from the decision here depend onthe number of
otherindividuals who have each respectively taken the
same decision. In this case, the observed individual
will decide on one of the two alternatives if the absolute
orrelative share of other individuals who have already
chosen this alternative exceeds an individual thresh-
old. When surpassing this threshold, the utility that
results from the decision is at least as high as the
resulting costs for the first time.

Differentindividuals have varying thresholds; indi-
viduals with a low threshold will thus opt for one
decisionalternative atarelatively early point of time,
whereas individuals with a higher threshold will only
decide for one alternative when a great number of
otherindividuals have already made this decision. The
distribution of individual thresholds therefore helps to
explain how individual behavior influences collective
behavior in a social system (Valente, 1995).

Onthe basis of the threshold model, the concept of
anindividual threshold of the installed base, which has
to be surpassed in order to make an individual adopt
a communication product, can be described as fol-
lows.

The critical threshold for the adoption of acommu-
nication product represents the degree of the installed
base, for whichthe utility of acommunication product
corresponds to the costs that result from the adoption
of the product; this means that the net utility of the
communication product is zero and the individual is
indifferentabout adopting or notadopting the product.
The utility of a communication product assumedly
results from the sum of network effects and from the
stand-alone utility that is independent fromiits installed
base. The costs of the adoption are created mainly by
the price, both of the purchase and the use of the
product. Thus, the critical threshold value represents
the installed base for which network effects equal the
margin of the price and the stand-alone utility of a
communication product. For the purpose of anotional
differentiation between thresholds of collective be-
havior in general and thresholds of communication
products in particular, this point of the installed base
will hereinafter be designated as individual critical mass.

Under the simplifying assumption of a linear
correlation among network effects and the installed
base, the individual critical mass can be graphically
determined as shown in Figure 2. In this exemplary
case, the individual critical mass has the value of 4;
that is, four persons have to adopt the communica-
tion product before the observed individual is willing
to adopt the communication product.

The individual critical mass is the result of an
individual comparison of the utility and the costs of
a communication product. Therefore, it is product
specific and can be influenced by a change of
characteristics of the observed communication prod-
uct that improve or reduce its net utility. As the
individual assessments of the utility of the object
characteristics vary, the individual critical masses of
acertaincommunication product are unequally dis-
tributed in a social system. For the thresholds of
collective behavior, Valente (1995) assumes that the
individual thresholds are normally distributed in a
social system. Due to the fact thatindividual critical
masses can be changed by the supplier via the
arrangement of the characteristics of acommunica-
tion product, itisassumed for communication prod-
uctsthata “truncated normal distributionisareliable
working assumption” (Goldenbergetal., 2004, p. 9)
“for the distribution of the individual critical mass.”

Thedistribution of individual critical masses di-
rectly affects the diffusion of a communication
product, as can be shown by the following example.
If there are 10 individuals in a social system with a
uniform distribution of individual critical masses
ranging between 0 and 9, the diffusion process
immediately starts with the adoption of the person
that has an individual critical mass of 0. Subse-

Figure 2. The individual critical mass
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quently, the diffusion process will continue until all
members of the social system have adopted the
communication product. In contrast, if the individual
critical masses are continuously distributed between
1and 10, the diffusion process will not start at all as
everybody wants at least one person to adopt before
they themselves do so. Against this background, a
communication product should be arranged inaway
that makes merely a small individual critical mass
necessary foras many individuals as possible; conse-
quently, a big share of individuals will be willing to
adopt the communication product even though the
installed base issmall.

MEASURING INDIVIDUAL CRITICAL
MASSES

The empirical measurement of thresholds in general
and individual critical masses in particular have been
largely neglected in the past (Lidemann, 1999). One
of the few measuring approaches of the individual
critical mass was made by Goldenberg et al. (2004),
who use atwo-stage survey in order to determine the
individual critical masses for an advanced fax ma-
chine, videoconferencing, an e-mail system, and acell
phone with picture-sending ability. As the authors
intend to separate network effects from word-of-
mouth effects, the informants were given a descrip-
tion of a scenario in which the survey object did not
contain any network effects in the first step. On the
basis of this scenario, the informants had to state the
percentage of their friends and acquaintances who
would have to adopt the survey object until they
themselves would adopt it. In a second step, the
authors extended the scenario by assigning network
effectsto the survey objects and asked the informants
again to state the number of previous adopters.
Because of the used scenarios, the difference of
previous adopters that arises between the two stages
allows a conclusion about the presence of network
effects and can thus be interpreted as the individual
critical mass.

Thedirectapproach at measuring individual criti-
cal masses by Goldenberg et al. (2004) is not suffi-
cient from a survey point of view, for the values this
method arrives at are only valid for the one survey
object specified in the survey. Consequently, this
directinquiry into individual critical masses has to be

considered inept as a basis for the derivation of
marketing activities for the following reason: If the
distribution of individual critical masses isnot at the
core of the study, but rather the analysis of how
changesin characteristics of acommunication prod-
uctinfluence individual critical masses, thisextremely
specific inquiry would clearly increase the time and
resources required for the survey because the analysis
of each change would call for the construction of a
new scenario.

Against the background of this criticism, Voeth
and Liehr (2004) use an indirect approach at the
measuring of individual critical masses. In this ap-
proach, network effects are explicitly seen as a part
of the utility of acommunication product. Here, utility
assessments of characteristics of communication prod-
uctsare asked for rather than letting informants state
the number of persons who would have to have
adopted the product at an earlier point of time.
Subsequently, the individual critical mass can be
determined as the installed base, for which the posi-
tive utility constituents of the communication product
at least equal the costs of the adoption for the first
time. Methodically, the measuring of individual criti-
cal masses is carried out by using a further develop-
ment of the traditional conjoint analysis (Green,
Krieger, & Wind, 2001), which allows conclusions
about the part worth of object characteristics on the
basis of holistic preference statements. In addition to
the stand-alone utility components and the costs of the
adoption, the installed base of a communication
productis integrated into the measuring of individual
critical masses as a network-effects-producing char-
acteristic.

The chosen conjoint approach, which is desig-
nated as hierarchical limitconjointanalysis, presents
acombination of limit conjointanalysisand hierarchi-
cal conjoint analysis. The limit conjoint analysis
enables the integration of choice decisions into the
traditional conjointanalysis and simultaneously pre-
serves the advantage of a utility estimation on the
individual level, which the traditional conjoint analy-
sis contains (Backhaus & VVoeth, 2003; Voeth, 1998).
Subsequent to the traditional conjoint analysis, the
informant is asked which stimuli they would be willing
to buy; this makes the direct integration of choice
decisions into conjoint analysis possible. The infor-
mants thus get the possibility of stating their willing-
nessto buy one, several, all, or none of the stimuli. In
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the hierarchical conjointanalysis, the object charac-
teristics are pooled into constructs on the basis of
logical considerations or empirical pilot surveys
(Louviere, 1984). In a subsequent step, a conjoint
design (sub design) is generated for each of these
constructs, which allows the determination of the
interdependence between the construct and the re-
spective characteristics. Additionally, one more con-
joint design (meta design) is generated with the
constructs in order to determine the relationship
between the constructs and the entire utility. The
measuring of individual critical masses using the
hierarchical conjoint analysis aims at the specifica-
tion of the entire assessment of communication
products by means of the meta design, and at the
determination of the structure of network effects by
means of the sub design (Voeth & Liehr, 2004).
Because of this, the meta design contains the costs
of the adoption of a communication product, the
stand-alone utility, and network effects. The sub
design, on the other hand, is used to analyze the
structure of network effects by using different group-
related installed bases (e.g., friends, family, ac-
quaintances) as conjoint features.

By means of an empirical analysis of the adoption
ofacameracell phone, Voethand Liehr (2004) study
the application of the hierarchical limit conjointanaly-
sis for the measuring of individual critical masses. The
main findings of this study are the following.

. As an examination of the validity of the utility
estimation shows good values for face validity,
internal validity, and predictive validity, the
hierarchical limitconjointanalysis can be rated
suitable for measuring network effects.

. The analysis of the part worth reveals that, on
the one hand, the number of friends that have
adopted a camera cell phone generates the
highest network effects, and on the other hand,
the adoptions of people the individual is not
related with create only low network effects.

. In most cases, network effects tend towards a
saturation level. A functional form that leads to
indefinitely increasing network effects could
rarely be observed.

. A high percentage of informants have an indi-
vidual critical mass of zero and thus will adopt
the survey product even though no one else has
adopted the communication product before.

. Asinthe measuring approach by Goldenberg et
al. (2004), the individual critical masses exhibit
abell-shaped distribution.

Although the indirect approach turns out to be
suitable for the measuring of individual critical masses,
continuative empirical studies regarding the suitability
of different variants of conjoint analysis would be
desirable.

CONCLUSION

The adoption of communication products is deter-
mined by the installed base and the network effects
resulting from it. In order to derive marketing activi-
ties for communication products, it is therefore nec-
essary to gather information about the characteristics
of network effects and the level of the installed base,
which is necessary in order to make an individual
willing to adopt a communication product.

Based on the measurement of the individual criti-
cal mass, itis possible to determine the profitability of
marketing measures for communication products.
For example, if the start-up problem of a communi-
cation product is to be solved by giving away the
product to selected persons in the launch period, itis
not advisable to choose individuals with a low indi-
vidual critical mass. Instead, itisrecommendable to
give the product to persons with a high individual
critical mass. Thisis due to the fact that persons with
alow individual critical mass would adopt the commu-
nication product shortly after the launch anyway,
while persons with a high individual critical mass
would adopt—ifatall—atamuch later date. Against
this background, the measuring of the individual
critical mass is highly relevant for the marketing of
communication products.
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KEY TERMS

Adoption: Result of an innovation decision pro-
cess. Decision to use an innovation.

Conjoint Analysis: Decompositional method of
preference measurement. On the basis of holistic
preference statements, the part worth of object char-
acteristics are derived.

Diffusion: Process of the spread of an innova-
tion in a social system.
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Hierarchical Conjoint Analysis: Variant of
conjoint analysis that allows the integration of an
extended amount of conjoint features.

Individual Critical Mass: Characteristic of the
installed base that has to be surpassed in order to make
anindividual willing to adopt acommunication prod-
uct.

Installed Base: Number of current users of a
certain communication product and compatible prod-
ucts.

Limit Conjoint Analysis: Further development
of traditional conjoint analysis in which choice data
is directly integrated into conjoint analysis.

Network Effects: Consumption effect in which
the utility of acommunication product increases with
the number of other users of the same or acompatible
product.
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INTRODUCTION

We seem to be entering an era of enhanced digital
connectivity. Computers and the Internet have be-
come so embedded in the daily fabric of people’s
lives that they simply cannot live without them
(Hoffman et al., 2004). We use this technology to
work, to communicate, to shop, to seek out new
information, and to entertain ourselves. With this
ever-increasing diffusion of computers in society,
human-computer interaction (HCI) is becoming in-
creasingly essential to our daily lives.

HCI design was dominated first by direct ma-
nipulationand then delegation. The tacitassumption
of both styles of interaction has been that the human
will be explicit, unambiguous, and fully attentive
while controlling the information and command flow.
Boredom, preoccupation, and stress are unthinkable,
even though they are very human behaviors. This
insensitivity of current HCI designs is fine for well-
codified tasks. It works for making plane reserva-
tions, buying and selling stocks, and, as a matter of
fact, almost everything we do with computers today.
Butthis kind of categorical computing is inappropri-
ate for design, debate, and deliberation. In fact, it is
the major impediment to having flexible machines
capable of adapting to their users and their level of
attention, preferences, moods, and intentions.

The ability to detect and understand affective
states of a person with whom we are communicating
is the core of emotional intelligence. Emotional
intelligence (EQ) is a facet of human intelligence
that has been argued to be indispensable and even
the most important for a successful social life
(Goleman, 1995). When it comes to computers,
however, not all of them will need emotional intelli-
gence, and none will need all of the related skills that
we need. Yet man-machine interactive systems
capable of sensing stress, inattention, and heedful-
ness, and capable of adapting and responding appro-
priately to these affective states of the user are likely

to be perceived as more natural, more efficacious
and more trustworthy. The research area of ma-
chine analysis and employment of human affective
states to build more natural, flexible HCI goes by a
general name of affective computing, introduced
first by Picard (1997).

BACKGROUND:
RESEARCH MOTIVATION

Besides the research on natural, flexible HCI, vari-
ous research areas and technologies would benefit
from efforts to model human perception of affective
feedback computationally. For instance, automatic
recognition of human affective states isan important
research topic for video surveillance as well. Auto-
matic assessment of boredom, inattention, and stress
will be highly valuable in situations where firm
attention to a crucial but perhaps tedious task is
essential, such as aircraft control, air traffic control,
nuclear power plantsurveillance, or simply drivinga
ground vehicle like a truck, train, or car. An auto-
mated tool could provide prompts for better perfor-
mance, based on the sensed user’s affective states.

Another area that would benefit from efforts
toward computer analysis of human affective feed-
back is the automatic affect-based indexing of digital
visual material. A mechanism for detecting scenes
or frames that contain expressions of pain, rage, and
fear could provide a valuable tool for violent-con-
tent-based indexing of movies, video material, and
digital libraries.

Other areas where machine tools for analysis of
human affective feedback could expand and en-
hance research and applications include specialized
areas in professional and scientific sectors. Monitor-
ing and interpreting affective behavioral cues are
important to lawyers, police, and security agents
who are often interested in issues concerning decep-
tion and attitude. Machine analysis of human affec-

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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Table 1. The main problem areas in the research on affective computing

of human affective states.

e What is an affective state? This question is related to psychological issues pertaining to the
nature of affective states and the way affective states are to be described by an automatic analyzer

o What kinds of evidence warrant conclusions about affective states? In other words, which human
communicative signals convey messages about an affective arousal? This issue shapes the choice
of different modalities to be integrated into an automatic analyzer of affective feedback.

e How can various kinds of evidence be combined to generate conclusions about affective states?
This question is related to neurological issues of human sensory-information fusion, which shape
the way multi-sensory data is to be combined within an automatic analyzer of affective states.

tive states could be of considerable value in these
situations where only informal interpretations are
now used. It would also facilitate research in areas
such as behavioral science (in studies on emotion
and cognition), anthropology (in studies on cross-
cultural perceptionand production of affective states),
neurology (in studies on dependence between emo-
tional abilities impairments and brain lesions), and
psychiatry (in studies on schizophrenia) in which
reliability, sensitivity, and precision are persisting
problems.

BACKGROUND:
THE PROBLEM DOMAIN

While all agree that machine sensing and interpreta-
tion of human affective information would be quite
beneficial for manifold research and application
areas, addressing these problems is not an easy task.
The main problem areas are listed in Table 1.

On one hand, classic psychological research fol-
lows from the work of Darwin and claims the
existence of six basic expressions of emotions that
areuniversally displayed and recognized: happiness,
anger, sadness, surprise, disgust, and fear (Lewis &
Haviland-Jones, 2000). In other words, all non-
verbal communicative signals (i.e., facial expres-
sion, vocal intonations, and physiological reactions)
involved in these basic emotions are displayed and
recognized cross-culturally. On the other hand, there
is now a growing body of psychological research
that strongly challenges the classical theory on emo-
tion. Russell (1994) argues that emotion in general
can best be characterized in terms of a multi-

dimensional affect space, rather than in terms of a
small number of emotion categories. Social
constructivists argue that emotions are socially con-
structed ways of interpreting and responding to
particular classes of situations and that they do not
explainthe genuine feeling (affect). Also, there is no
consensus on how affective displays should be la-
beled (Wierzbicka, 1993). The main issue here is
that of culture dependency; the comprehension of a
givenemotion label and the expression of the related
emotion seem to be culture dependent (Matsumoto,
1990). In summary, it is not certain that each of us
will express a particular affective state by modulat-
ing the same communicative signals in the same
way, nor is it certain that a particular modulation of
interactive cues will be interpreted always in the
same way independent of the situation and the
observer. The immediate implication is that prag-
matic choices (e.g., application- and user-profiled
choices) must be made regarding the selection of
affective states to be recognized by an automatic
analyzer of human affective feedback.

Affective arousal modulates all verbal and non-
verbal communicative signals (Ekman & Friesen,
1969). Hence, one could expect that automated
human-affect analyzers should include all human
interactive modalities (sight, sound, and touch) and
should analyze all non-verbal interactive signals
(facial expressions, vocal expressions, body ges-
tures, and physiological reactions). Yet the reported
research does not confirm this assumption. The
visual channel carrying facial expressions and the
auditory channel carrying vocal intonations are widely
thought of as most important in the human recogni-
tion of affective feedback. According to Mehrabian
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Table 2. The characteristics of an ideal automatic human-affect analyzer

conditions)

user-profiled affect-interpretation labels)

* multimodal (modalities: facial expressions, vocal intonations)
e robust and accurate (despite auditory noise, occlusions and changes in viewing and lighting

¢ generic (independent of variability in subjects’ physiognomy, sex, age and ethnicity)

e sensitive to the dynamics (time evolution) of displayed affective expressions (performing
temporal analysis of the sensed data, previously processed in a joint feature space)

e context-sensitive (performing application- and task-dependent data interpretation in terms of

(1968), whether the listener feels liked or disliked
depends on 7% of the spoken word, 38% on vocal
utterances, and 55% on facial expressions. This
indicates that while judging someone’s affective state,
people rely less on body gestures and physiological
reactions displayed by the observed person; they rely
mainly on facial expressions and vocal intonations.
Hence, automated affect analyzers should at least
combine modalities for perceiving facial and vocal
expressions of affective states.

Humans simultaneously employ the tightly coupled
modalities of sight, sound, and touch. As a result,
analysis of the perceived information is highly robust
and flexible. Hence, in order to accomplish a
multimodal analysis of human interactive signals ac-
quired by multiple sensors, which resembles human
processing of such information, input signals cannot
be considered mutually independent and cannot be
combined only at the end of the intended analysis, as
the majority of current studies do. The input data
should be processed in a joint feature space and
according to a context-dependent model (Pantic &
Rothkrantz, 2003).

In summary, an ideal automatic analyzer of
human affective information should be able to emu-
late at least some of the capabilities of the human
sensory system (Table 2).

THE STATE OF THE ART

Facial expressions are our primary means of com-
municating emotion (Lewis & Haviland-Jones, 2000),
and it is not surprising, therefore, that the majority
of efforts in affective computing concern automatic
analysis of facial displays. For an exhaustive survey
of studies on machine analysis of facial affect, the
readers are referred to Pantic and Rothkrantz (2003).
This survey indicates that the capabilities of cur-
rently existing facial affect analyzers are rather
limited (Table 3). Yet, given that humans detect six
basic emotional facial expressions with an accu-
racy ranging from 70% to 98%, it is rather signifi-
cant that the automated systems achieve an accu-
racy of 64% to 98% when detecting three to seven
emotions deliberately displayed by five to 40 sub-

Table 3. Characteristics of currently existing automatic facial affect analyzers

issue)

current facial affect analyzers

¢ handle a small set of posed prototypic facial expressions of six basic emotions from portraits or
nearly-frontal views of faces with no facial hair or glasses recorded under good illumination

¢ do not perform a task-dependent interpretation of shown facial behavior — yet, a shown facial
expression may be misinterpreted if the current task of the user is not taken into account (e.g., a
frown may be displayed by the speaker to emphasize the difficulty of the currently discussed
problem and it may be shown by the listener to denote that he did not understand the problem at

¢ do not analyze extracted facial information on different time scales (proposed inter-video-
frame analyses are usually used to handle the problem of partial data) — consequently, automatic
recognition of the expressed mood and attitude (longer time scales) is still not within the range of

10
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jects. An interesting point, nevertheless, is that we
cannot conclude that a system achieving a 92%
average recognition rate performs better than a
system attaining a 74% average recognition rate
when detecting six basic emotions from face im-
ages. Namely, in spite of repeated references to the
need for areadily accessible reference set of images
(image sequences) that could provide a basis for
benchmarks for efforts in automatic facial affect
analysis, no database of images exists that is shared
by all diverse facial-expression-research communi-
ties.

If we consider the verbal part (strings of words)
only, without regard to the manner in which it was
spoken, we might miss important aspects of the
pertinent utterance and even misunderstand the
spoken message by not attending to the non-verbal
aspect of the speech. Yet, in contrast to spoken
language processing, which has witnessed signifi-
cant advances in the last decade, vocal expression
analysis has not been widely explored by the audi-
tory research community. For a survey of studies on
automatic analysis of vocal affect, the readers are
referred to Pantic and Rothkrantz (2003). This
survey indicates that the existing automated systems
for auditory analysis of human affect are quite
limited (Table 4). Yet humans can recognize emo-
tion in a neutral-content speech with an accuracy of
55% to 70% when choosing from among six basic
emotions, and automated vocal affect analyzers
match this accuracy when recognizing two to eight
emotions deliberately expressed by subjects re-
corded while pronouncing sentences having a length

of one to 12 words. Similar to the case of automatic
facial affect analysis, no readily accessible refer-
ence set of speech material exists that could provide
abasis for benchmarks for efforts in automatic vocal
affect analysis.

Relatively few of the existing works combine
different modalities into a single system for human
affective state analysis. Examples are the works of
Chen and Huang (2000), De Silva and Ng (2000),
Yoshitomietal. (2000), Goetal. (2003), and Song et
al. (2004), who investigated the effects of a com-
bined detection of facial and vocal expressions of
affective states. In brief, these studies assume clean
audiovisual input (e.g., noise-free recordings, closely-
placed microphone, non-occluded portraits) from an
actor speaking a single word and displaying exag-
gerated facial expressions of abasic emotion. Though
audio and image processing techniques in these
systems are relevant to the discussion on the state of
the art in affective computing, the systems them-
selves have all (as well as some additional) draw-
backs of single-modal affect analyzers and, in turn,
need many improvements, if they are to be used for
a multimodal context-sensitive HCI, where a clean
input from a known actor/announcer cannot be
expected and a context-independent data interpreta-
tion does not suffice.

CRITICAL ISSUES

Probably the most remarkable issue about the state
of the art in affective computing is that, although the

Table 4. Characteristics of currently existing automatic vocal affect analyzers

e perform singular classification of input audio signals into a few emotion categories such as
anger, irony, happiness, sadness/grief, fear, disgust, surprise and affection

o do not perform a context-sensitive analysis (i.e., application-, user- and task-dependent analysis)
of the input audio signal

e do not analyze extracted vocal expression information on different time scales (proposed
inter-audio-frame analyses are used either for the detection of supra-segmental features, such as
the pitch and intensity over the duration of a syllable, word, or sentence, or for the detection of
phonetic features) — computer-based recognition of moods and attitudes (longer time scales) from
input audio signal remains a significant research challenge

e adopt strong assumptions to make the problem of automating vocal-expression analysis
more tractable (e.g., the recordings are noise free, the recorded sentences are short, delimited by
pauses, carefully pronounced by non-smoking actors to express the required affective state) and
use the test data sets that are small (one or more words or one or more short sentences spoken by
few subjects) containing exaggerated vocal expressions of affective states
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recentadvances in video and audio processing make
audiovisual analysis of human affective feedback
tractable, and although all agreed that solving this
problem would be extremely useful, merely a couple
of efforts toward the implementation of such a
bimodal human-affect analyzer have been reported
to date.

Another issue concerns the interpretation of au-
diovisual cues in terms of affective states. The
existing work employs usually singular classification
of input data into one of the basic emotion catego-
ries. However, pure expressions of basic emotions
are seldom elicited; most of the time, people show
blends of emotional displays. Hence, the classifica-
tion of human non-verbal affective feedback into a
single basic-emotion category is not realistic. Also,
not all non-verbal affective cues can be classified as
acombination of the basic emotion categories. Think,
for instance, about the frustration, stress, skepti-
cism, or boredom. Furthermore, it has been shown
that the comprehension of a given emotion label and
the ways of expressing the related affective state
may differ from culture to culture and even from
person to person. Hence, the definition of interpre-
tation categories in which any facial and/or vocal
affective behavior, displayed at any time scale, can
be classified is a key challenge in the design of
realistic affect-sensitive monitoring tools. One source
of help is machine learning; the system potentially
can learn its own expertise by allowing the user to
define his or her own interpretation categories
(Pantic, 2001).

Accomplishment of a human-like interpretation
of sensed human affective feedback requires prag-
matic choices (i.e., application-, user- and task-
profiled choices). Nonetheless, currently existing
methods aimed at the automation of human-affect
analysis are not context sensitive. Although ma-
chine-contextsensing (i.e., answering questions like
who is the user, where is the user, and what is the
user doing) has witnessed recently a number of
significantadvances (Pentland, 2000), the complex-
ity of this problem makes context-sensitive human-
affect analysis a significant research challenge.

Finally, no readily accessible database of test
material that could be used as a basis for bench-
marks for efforts in the research area of automated
human affect analysis has been established yet. In
fact, even in the research on facial affect analysis,
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which attracted the interest of many researchers,
there isa glaring lack of an existing benchmark face
database. This lack of common testing resources
forms the major impedimentto comparing, resolving,
and extending the issues concerned with automatic
human affectanalysis and understanding. Itis, there-
fore, the most critical issue in the research on
affective computing.

CONCLUSION

As remarked by scientists like Pentland (2000) and
Oviatt (2003), multimodal context-sensitive (user-,
task-, and application-profiled and affect-sensitive)
HCIl is likely to become the singlemost widespread
research topic of the Al research community. Break-
throughs in such HCI designs could bring about the
most radical change in the computing world; they
could change not only how professionals practice
computing, but also how mass consumers conceive
and interact with the technology. However, many
aspects of this new-generation HCI technology, in
particular ones concerned with the interpretation of
human behavior at a deeper level and the provision
of the appropriate response, are not mature yet and
need many improvements.
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KEY TERMS

Affective Computing: The research area con-
cerned with computing that relates to, arises from, or
deliberately influences emotion. Affective computing
expands HCI by including emotional communication,
together with the appropriate means of handling
affective information.

Benchmark Audiovisual Affect Database: A
readily accessible centralized repository for retrieval
and exchange of audio and/or visual training and
testing material and for maintaining various test
results obtained for a reference audio/visual data set
in the research on automatic human affect analysis.

Context-Sensitive HCI: HCI in which the
computer’s context with respect to nearby humans
(i.e., who the current user is, where the user is, what
the user’s current task is, and how the user feels) is
automatically sensed, interpreted, and used to en-
able the computer to act or respond appropriately.

Emotional Intelligence: A facet of human
intelligence that includes the ability to have, express,
recognize, and regulate affective states, employ
them for constructive purposes, and skillfully handle
the affective arousal of others. The skills of emo-
tional intelligence have been argued to be a better
predictor than 1Q for measuring aspects of success
inlife.

Human-Computer Interaction (HCI): The
command and information flow that streams be-
tween the user and the computer. It is usually
characterized in terms of speed, reliability, consis-
tency, portability, naturalness, and users’ subjective
satisfaction.

Human-Computer Interface: A software appli-
cation, asystem that realizes human-computer inter-
action.
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Multimodal (Natural) HCI: HCI in which com-
mand and information flow exchanges via multiple
natural sensory modes of sight, sound, and touch.
The user commands are issued by means of speech,
hand gestures, gaze direction, facial expressions,
and so forth, and the requested information or the
computer’s feedback is provided by means of ani-
mated characters and appropriate media.

14



Agent Frameworks

Reinier Zwitserloot

Delft University of Technology, The Netherlands

Maja Pantic

Delft University of Technology, The Netherlands

INTRODUCTION

Software agent technology generally is defined as
the area that deals with writing software in such a
way thatitisautonomous. In this definition, the word
autonomous indicates that the software has the
ability to reactto changes inits environmentinaway
that it can continue to perform its intended job.
Specifically, changes initsinput channels, its output
channels, and the changes in or the addition or
removal of other agent software should cause the
agentto change its own behavior in order to function
properly inthe new environment. In other words, the
term software agent refers to the fact that a certain
piece of software likely will be able to run more
reliably without user intervention inachanging envi-
ronment compared to similar software designed
without the software agent paradigm in mind. This
definitionis quite broad; for example, analarm clock
thatautomatically accounts for daylight savingstime
could be said to be autonomous in this property; a
change in its environment (namely, the arrival of
daylight savings time) causes the software running
the clock to adjust the time it displays to the user by
one hour, preserving, in the process, its intended
function—displaying the current time. A more de-
tailed description of agent technology is available
from Russel and Norvig (2003).

The autonomous nature of software agents makes
them the perfect candidate for operating in an
environment where the available software continu-
ally changes. Generally, this type of technology is
referred to as multi-agent systems (MAS). In the
case of MAS, the various agents running on the
system adapt and account for the other agents
available in the system that are relevant to its own
operation in some way. For example, MAS-aware
agents often are envisioned to have a way of nego-
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tiating for the use of a scarce resource with other
agents.

Anobvious start for developing MAS isto decide
on a common set of rules to which each agent will
adhere, and on an appropriate communication stan-
dard. These requirements force the need for an
underlying piece of software called an agent frame-
work. This framework hosts the agents, is respon-
sible for ensuring that the agents keep to the rules
that apply to the situation, and streamlines commu-
nication between the agents themselves and exter-
nal sensors and actuators (in essence, input and
output, respectively). This paper will go into more
detail regarding the advantages of MAS and agent
frameworks, the nature and properties of agent
frameworks, a selection of frameworks available at
the moment, and attempts to draw some conclusions
and best practices by analyzing the currently avail-
able framework technology.

BACKGROUND:
RESEARCH MOTIVATIONS

An agent framework and its use as a base for MAS
technology already has been successfully used as
the underlying technology for most teams participat-
ing in the robot soccer tournament (Tambe, 1998).
The robotic soccer tournament requires that all
participating robot teams operate entirely under their
own control without any intervention by their own-
ers. The general idea of independent autonomous
robots working together to perform a common task
can be useful in many critical situations. For ex-
ample, in rescue situations, a swarm of heteroge-
neous (not the same hardware and/or software)
agents controlling various pieces of hardware fitted
onto robots potentially can seek out and even rescue
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people trapped in a collapsed building. The ideal
strived for in this situation is a system whereby a
number of locator robots, equipped with a legged
transport system to climb across any obstacle and
sporting various location equipment such as audio
and heat sensors, will rapidly traverse the entirety of
the disaster area, creating a picture of potential
rescue sites. These, in turn, serve as the basis for
heavy tracked robots equipped with digging equip-
ment, which work together with structure scanning
robots that help the digging robots decide which
pieces to move in order to minimize the chances of
accidentally causing a further collapse inan unstable
pile of rubble. Equipment breaking down or becom-
ing disabled, for example, due to getting crushed
under anavalanche of falling rubble, or falling down
in such a way that it can’t get up, are not a problem
when such a rescue system is designed with MAS
conceptsinmind; asall agents (each agent powering
asingle robotinthe system) are independent and will
adapt to work together with other robots that cur-
rently are still able to operate, there is no single
source of system failure, which is the case when
there is a central computer controlling the system.
Another advantage of not needing a central server is
the ability to operate underground or in faraway
places without a continuous radio link, which can be
difficult under the previously mentioned circum-
stances.

A crucial part of such a redundancy-based sys-
tem, where there are no single sources of failure, is
to have backup sensor equipment. In the case of
conflicts between separate sensor readings that
should have matched, agents can negotiate among
themselves to decide on the action to take to resolve
the discrepancy. For example, if ateacup falls to the
floor, and the audio sensor is broken, the fact that the
video and image processing equipment registered
the fall of the teacup will result in a negotiation
session. The teacup fell according to the agent
controlling video analysis, but the audio analyzer
determined that the teacup did not fall—there was
no sound of the shattering cup. In these cases, the
two agents most likely will conclude the teacup did
fall inthe end, especially if the audio agent is capable
of realizing something may be wrong with its sensors
due to the video backup. Or the agents together can
determine if further detail is required and ask an
agent in control of a small reconnaissance robot to
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move to the projected site where the teacup fell and
inspect the floor for cup fragments. The system will
still be able to determine the need to order new
teacups, even though the audio sensor that usually
determines the need for new teacups currently is
broken. This example displays one of the primary
research motivations for multi-agent systems and
agent frameworks—the ability to continue operation
even if parts of the system are damaged or unavail-
able. This aspect is in sharp contrast to the usual
state of affairs in the world of computer science; for
example, even changing a single bit in a stream of
code of aword processor program usually will break
it to the point that it will not function at all.
Another generally less important but still signifi-
cant motivation for MAS research is the potential
benefit of using it as a basis for systems that exhibit
emergent behavior. Emergent behavior refers to
complex behavior of a system of many agents, even
though none of the individual components (agents)
has any kind of complex code. Emergent behavior is
functionally equivalent to the relatively complex
workings of a colony of ants capable of feeding the
colony, relocating the hive when needed, and fend-
ing off predators, even though a single ant is not
endowed at all with any kind of advanced brain
function. More specifically, ants always will dispose
of dead ants at the point that is farthest away from
all colony entrances. A single ant clearly cannot
solve this relatively complex geometrical problem;
even a human being needs mathematical training
before being able to solve such ageometric problem.
The ability to find the answer to the problem of
finding the farthest point from a set of points is an
emergentability displayed by ant colonies. The goal
of emergent behavior research is to create systems
thatare robustin doing avery complex job, even with
very simple equipment, contrasted to products that
are clunky to use, hard to maintain, and require
expensive equipment, as created by traditional pro-
gramming styles. Areas where emergent behavior
has proven to work can be found first and foremost
in nature: Intelligence is evidently an emergent prop-
erty; asingle brain cell is government by extremely
simple rules, whereas a brain is the most complex
computer system known to humankind. This ex-
ample also highlights the main problem with emer-
gent behavior research; predicting what, if any,
emergent behavior will occur is almost impossible.
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Conversely, figuring out why a certain observed
emergent behavior occurs, given the rules of the base
component, usually is not an easily solved problem.
While the neuron is understood, the way a human
brain functions is not. Still, research done so far is
promising. The most successes in this area are being
made by trying to emulate emergent behavior ob-
served in nature. Bourjot (2003) provides an example
of this phenomenon. These promising results also are
motivating agent framework research in order to
improve the speed and abilities of the underlying
building blocks of emergent behavior research—
simple agents operating inan environment with many
such simple agents.

PROPERTIES OF AGENT
FRAMEWORKS

Many different philosophies exist regarding the de-
sign ofan agent framework. As such, standardization
attempts such as MASIF, KQML, and FIPA mostly
restrict themselves to some very basic principles,
unfortunately resulting in the virtual requirement to
offer features that exceed the specification of the
standard. Possibly, this aspect is the main reason that
standards adherence is not common among the vari-
ous agent frameworks available. Instead, a lot of
frameworks appear to be developed with a very
specific goal in mind. As can be expected, these
frameworks do very well for their specific intended
purpose. For example, hive focuses on running large
amounts of homogenous (i.e., all agents have the
same code) agents as a way to research emergent
behavior and is very useful in that aspect. This
section analyzes the basic properties of the various
agent frameworks that are currently available.

*  Programming Language: Implementing the
agent will require writing code or otherwise
instructing the framework on how to run the
agent. Hence, one of the first things noted when
inspecting an agent framework is which
language(s) can be used. A lot of frameworks
use Java, using the write-once-run-anywhere
philosophy of the language designers to accen-
tuate the adaptable nature of agent software.
However, C++, Python, and a language speci-
fication specialized for creating distributed soft-

ware called CORBA also are available. Some
frameworks take a more specific approach
and define their own language or present some
sort of graphical building tool as a primary
method of defining agent behavior (e.g.,
ZEUS). A few frameworks (e.g., MadKit)
even offer a selection of languages. Aside
from the particulars of a potential agent au-
thor, the programming language can have a
marked effect on the operation of the frame-
work. For example, C++ based frameworks
tend not to have the ability to prevent an agent
from hogging system resources due to the way
natively compiled code (such as that produced
by a C++ compiler) operates. Java programs
inherently can be run on many different sys-
tems, and, as a result, most Java-based frame-
works are largely OS and hardware indepen-
dent. Frameworks based on CORBA result in
a framework that has virtually no control or
support for the agent code but is very flexible
inregard to programming language. Due to the
highly desirable properties of system indepen-
dence offered by the Java programming lan-
guage, all frameworks reviewed in the next
section will be based on the Java language.

State Saving and Mobility: The combina-
tion of the autonomous and multi-agent para-
digm results in a significant lowering of the
barrier for distributed computing. The agent
software is already written to be less particu-
lar about the environment in which it is run,
opening the door for sending arunning agentto
another computer. Multi-agent systems them-
selves also help in realizing distributed com-
puting. An agent about to travel to another
system can leave a copy of itself behind to
facilitate communication of its actions on the
new system back to its place of origin. As a
result, a lot of agent frameworks offer the
ability to move to another host to its agents
(e.g., Fleeble, IBM Aglets, NOMADS, Voy-
ager, Grasshopper). The ability to travel to
other hosts is called mobility. Advantages of
mobility include the ability of code, which is
relatively small, to move to a large volume of
data, thus saving significant bandwidth. An-
other major advantage is the ability to use
computer resources (i.e., memory, CPU) that

17




18

are not otherwise being used on another com-
puter—the creation of a virtual mega computer
by way of combining the resources of many
ordinary desktop machines. Inherent in the
ability to move agents is the ability to save the
state of an agent. This action freezesthe agent
and stores all relevant information (the state).
This stored state then either can be restored at
a later time or, alternatively, can be sent to
another computer to let it resume running the
agent (mobility). The difficulty intrue mobility
lies in the fact that it is usually very difficult to
just interrupt a program while it is processing.
For example, if an agent is accessing a file on
disk while itis moved, the agent loses access to
the file in the middle of an operation. Demand-
ing from the agent framework that it check in
with the framework often, in a state where it is
not accessing any local resources that cannot
be moved along with the agent, generally solves
this problem (Tryllian).

Communication Strategy: There are various
communication strategies used by frameworks
to let agents talk to each other and to sensors
and actuators. A common but hard-to-scale
method isthe so-called multicast strategy, which
basically connects all agents on the system to
all other agents. In the multicast system, each
agent is responsible for scanning all incoming
communications for whether or not an agent
should act or account for the data. A more
refined version of the multicast strategy is the
publish/subscribe paradigm. In this system,
agents can create a chat room, usually called a
channel, and publish information to it, in the
form of messages. Only those agents that have
been subscribed to a particular channel will
receive the messages. This solution is more
flexible, especially when the framework hosts
many agents. Other, less frequent strategies
include a direct communication where data
canonly be sentto specific agents, or, for some
systems, nocommunication ability exists atall.
Resource Management: Exhausting the lo-
cal system’s processing power and memory
resources is a significant risk when running
many agents on one system, which, by defini-
tion, run continuously and all at the same time.
Some frameworks take control of distributing
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the available system resources (i.e., memory,
CPU, disk space, etc) and will either preven-
tively shut down agents using too many re-
sources or simply deny access to them. Unfor-
tunately, the frequent monitoring of the system
required to schedule the available resources
resultsinafairly significant CPU overhead and
sometimes impedes the flexibility of the frame-
work. Forexample, NOMADS uses amodified
version of the Java runtime environment to
implement its monitoring policy, unfortunately
causing NOMADS to be out of date, compared
to Sun’s current version of the Java runtime
environment at the time of writing. While many
frameworks choose to forego resource man-
agement for these reasons, a framework that
supports resource management can create a
true sandbox for its agents, a place where the
agent cannot harm or impact the host computer
in any way, thus allowing the safe execution of
agents whose code is not currently trusted.
Such asandbox system can enable the ability to
run agents shared by other people, even if you
don’t particularly trust that their systems are
free of viruses, for example. In addition to
CPU and memory resource management, a
proper sandbox system also needs to restrict
and monitor access to data sources, such as
access to the network and system storage,
such as a hard drive. Some programming lan-
guages, including Java, have native support for
this kind of security measure. Asaresult, some
frameworks exist that implement this aspect of
agent frameworks (SeMoA). By itself, this
limited form of resource management will pre-
vent direct damage to the local system by, for
example, using the computer’s network con-
nection to attack a Web site, but can’t stop an
agent from disabling the host system. Due to
the nature of C++, no C++ based frameworks
support any kind of resource management.

THE STATE OF THE ART

Table 1 summarizes the properties of the currently
available Java-based agent frameworks with re-
spect to the following issues (Pantic et al., 2004):
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1. Does the developer provide support for the

tool?

Is the tool available for free?

Are useful examples readily available?

Is the related documentation readable?

Issynchronous agent-to-agent communication

(i.e., wait for reply) supported?

6. Is asynchronous agent-to-agent communica-
tion (continuing immediately) supported?

7. Whatisthe communication transmission form?

8.  Can the framework control agents’ resources
(e.g., disk or network capacity used)?

9. Canthe framework ask an agent to shut down?

10. Can the framework terminate the execution of
a malfunctioning agent?

11. Can the framework store agents’ states be-
tween executions?

12. Can the framework store objects (e.g., a data-
base) between executions?

13. Does a self-explicatory GUI per agent exist?

14. Does the GUI support an overview of all
running agents?

akrown

A detailed description of agent frameworks 1-5,
7,9-18,and 20-24 can be found at AgentLink (2004).

Table 1. Overview of the available Java-based

A detailed description of ClAgent framework is
given by Bigus and Bigus (2001). More information
on FIPA-OS is available at Emorphia Research
(2004). Pathwalker information is provided by Fujitsu
Labs (2000). More information on Tagents can be
found at IEEE Distributed Systems (2004). Informa-
tion on the Fleeble Framework is available from
Pantic et al. (2004). The chart shows the emergence
of certain trends. For example, termination of mal-
functioning agents (i.e.: those that take too many or
restricted resources) is offered by only a very small
number of frameworks, as shown by columns 8 and
10. Another unfortunate conclusion that can be
made from columns 3 and 4 is the lack of proper
documentation for most frameworks. The learning
curve for such frameworks is needlessly high and
seems to be a factor contributing to the large selec-
tion of frameworks available.

Sharing a framework so that it is used in as many
places as possible has many advantages due to the
nature of a framework; namely, to serve as a
standard for which agents can be written. Hence, a
simple learning curve, supported by plenty of ex-
amples and good documentation is even more impor-
tant than is usual in the IT sector.

agent frameworks
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15. LIME ® |Fee |®@ |@® [ X | @® PS | X | x| x | x| x | x | %
16. MadKit ® [ Fee|l@® |x @ ]| @ M X |e|[x [ x]|x|[x|®
17. NOMADS x Free [ X [ X [ X | X [Nome |[®@ |[@ @ [ X [ x |® | x
18. OpenCybele @ [ Fee |l®@ |@® @ | @ PS | X |l |e® | X | X | X [X
19. Pathwalker ® | Fee | X [ X | X |@® PP | X | x| X | x| X | X | X%
20. SeMoA ® Free | @ L 4 X L4 None | @ L J [ 4 L4 L 4 X X
21. Tagent X Free | X | X |® | ® PP X | XX [ XX | X | X
22. Trylian ® $ ® | x|[e|x PP | x | - - le]le | x [ x
23. Voyager [ $ x X | o |e PS ® | X X | ® | X X X
24. ZEUS x Free |® | X |® | X PP | X | X [ X | X | X | X [ X
25. Fleeble ® Free | @ ® X [ ] PS [ ] X [ ] [ J ® L ®
Legend: @ = "yes", X ="no", - = unknown, PP = Peer to Peer, M = Multicast, PS = Publish  -Subscribe
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FUTURE TRENDS: SIMPLICITY

Fulfilling the MAS ideal of creating atruly adaptive,
autonomous agent is currently impeded by steep
learning curves and lack of flexibility in the available
frameworks. Hence, a promising new direction for
the agent framework area is the drive for simplicity,
which serves the dual purpose of keeping the soft-
ware flexible while making it relatively simple to
write agents for the framework. Newer frameworks
such as Fleeble forego specialization to try to attain
thisideal. The existence of emergent behavior proves
that simplistic agents are still capable of being used
to achieve very complex results. Frameworks that
give its agents only a limited but flexible set of
commands while rigidly enforcing the MAS ideal
that one agent cannot directly influence another
enables the use of such a framework in a very wide
application domain, from a control platform for a
swarm of robots to a software engineering paradigm
to reduce bugs in complex software by increasing
the level of independence between parts of the
software, thereby offering easier and more robust
testing opportunities. Another areain which simplic-
ity is inherently a desirable property is the field of
education. The ability to let agents representing the
professor or teacher inspect and query agents writ-
ten to complete assignments by students represents
asignificant source of time-saving, enabling adding
more hands-on practical work to the curriculum. A
framework that is simple to use and understand is a
requirement for basing the practical side of CS
education on writing agents. More information on
using agent frameworks as a teaching tool is avail-
able from Pantic (2003).

CONCLUSION

Agent framework technology lies at the heart of the
multi-agent systems branch of artificial iIntelligence.
While many frameworks are available, most differ
substantially in supported programming languages,
ability to enable agents to travel (mobility), level of
resource management, and the type of communica-
tion between agents that the framework supports.
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Emergent behavior, a research area focusing on
trying to create complex systems by letting many
simple agents interact, along with a need for flexibil-
ity, isdriving research toward providing more robust
and less complex frameworks.
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Agent Frameworks

KEY TERMS

Agent Framework: A software agent frame-
work is a program or code library that provides a
comprehensive set of capabilities that are used to
develop and support software agents.

Autonomous Software Agent: An agent with
the ability to anticipate changes in the environment
so that the agent will change its behavior to improve
the chance that it can continue performing its in-
tended function.

Distributed Computing: The process of using
a number of separate but networked computers to
solve a single problem.

Emergent Behavior: The behavior that results
from the interaction between a multitude of entities,
where the observed behavior is not present in any
single entity in the multitude comprising the system
that shows emergent behavior.

Heterogeneous Agents: Agents of a multi-
agent sSystem that differ in the resources available
to them in the problem-solving methods and exper-
tise they use, or in everything except in the interac-
tion language they use.

Homogeneous Agents: Agents of a multi-
agent system that are designed in an identical way
and have a priori of the same capabilities.

Multi-Agent System (MAS): A multi-agent
system is a collection of software agents that inter-
act. Thisinteraction can come inany form, including
competition. The collection’s individual entities and
the interaction behavior together comprise the multi-
agent system.

Software Agent: A self-contained piece of soft-
ware that runs on an agent framework with an
intended function to accomplish a simple goal.
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Application of Genetic Algorithms for QoS
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INTRODUCTION

The networks of today are passing through a rapid
evolution and are opening a new era of Information
Technology (IT). Inthisinformation age, customers
are requesting an ever-increasing number of new
services, and each service will generate other re-
quirements. This large span of requirements intro-
duces the need for flexible networks. Also, future
networks are expected to support a wide range of
multimediaapplications which raises new challenges
for the next generation broadband networks. One of
the key issues is the Quality of Service (QoS) routing
(Baransel, Dobosiewicz, & Gburzynski, 1995; Black,
2000; Chen & Nahrstedt, 1998; Wang, 2001). To
cope with multimedia transmission, the routing algo-
rithms must be adaptive, flexible, and intelligent
(Barolli, Koyama, Yamada, & Yokoyama, 2000,
2001). Use of intelligent algorithms based on Ge-
netic Algorithm (GA), Fuzzy Logic (FL), and Neural
Networks (NN) can prove to be efficient for tele-
communication networks (Douligeris, Pistillides, &
Panno, 2002). As opposed to non-linear program-
ming, GA, FL and NN use heuristic rules to find an
optimal solution.

In Munemoto, Takai, and Sato,(1998), a Genetic
Load Balancing Routing (GLBR) algorithm is pro-
posed and its behavior is compared with conven-
tional Shortest Path First (SPF) and Routing Infor-
mation Protocol (RIP). The performance evaluation
shows that GLBR has a better behavior than SPF
and RIP. However, in Barolli, Koyama, Motegi, and
Yokoyama (1999), we found that GLBR genetic
operations are complicated. For this reason, we
proposed a new GA-based algorithm called Adap-
tive Routing method based on GA (ARGA). ARGA
has a faster routing decision than GLBR. But, the

ARGA and GLBR use only the delay time as a
parameter for routing.

In order to support multimedia communication, it
isnecessary to develop routing algorithms which use
for routing more than one QoS metric such as
throughput, delay, and loss probability (Barolli,
Koyama, Suganuma, & Shiratori, 2003; Barolli,
Koyama, Sawada, Suganuma, & Shiratori, 2002b;
Matsumoto, Koyama, Barolli, & Cheng, 2001). How-
ever, the problem of QoS routing is difficult, because
the distributed applications have very diverse QoS
constraints ondelay, loss ratio, and bandwidth. Also,
multiple constraints make the routing problem in-
tractable and finding a feasible route with two
independent path constraints is NP-complete (Chen
& Nahrstedt, 1998). In this article, we propose two
GA-based routing algorithms for multimedia com-
munication: the first one called ARGAQ uses two
QoS parameters mixed into a single measure by
defining a function; and the second one is based on
multi-purpose optimization and is used for multiple
metrics QoS routing.

USE OF GA FOR NETWORK
ROUTING

The GA cycle is shown in Figure 1. First, an initial
population is created as a starting point for the
search. Then, the fitness of each individual is evalu-
ated with respect to the constraints imposed by the
problem. Based on each individual’s fitness, aselec-
tion mechanism chooses “parents” for the crossover
and mutation. The crossover operator takes two
chromosomes and swaps part of their genetic infor-
mation to produce new chromosomes. The mutation
operator introduces new genetic structures in the

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.
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population by randomly modifying some of genes,
helping the algorithm to escape from local optimum.
The offspring produced by the genetic manipulation
process are the next population to be evaluated. The
creation-evaluation-selection-manipulation cycle
repeats until a satisfactory solution to the problem is
found, or some other termination criteria are met
(Gen, 2000; Goldberg, 1989). The main steps of GA
are as follows.

=

Supply apopulation PO of N individuals (routes)
and respective function values;

i« 1;

P’i « selection_function (Pi-1);

Pi « reproduction_function (P’i);

Evaluate (Pi);

i« i+1;

Repeat step 3 until termination;

Print out the best solution (route).

NGk~ WN

The most important factor to achieve efficient
genetic operations is gene coding. In the case when
GA isused for routing and the algorithm is a source-
based algorithm, a node which wants to transmit the
information to a destination node becomes the source
node. There are different coding methods of net-
work nodes as GA genes. A simple coding method
is to map each network node to a GA gene. Another
one is to transform the network in a tree network
with the source node as the root of tree. After that,
the tree network may be reduced in the parts where
are the same routes. Then, in the reduced tree
network, the tree junctions may be coded as genes.

After the crossover and mutation, the elitist model
is used. Based on the elitist model, the route which
has the highest fitness value in a population is left

Figure 1. GA cycle

honeaned
Population

Crossover

Offsprings

Genetic
Operations

Mutation Fitness

Parent

intact in the next generation. Therefore, the best
value is always kept and the routing algorithm can
converge very fast to the desired value. The off-
springs produced by the genetic operations are the
next population to be evaluated. The genetic opera-
tions are repeated until the initialized generation size
is achieved or a route with a required optimal value
is found.

OUTLINE OF PREVIOUS WORK

In this section, we will explain ARGA and GLBR
algorithms. In the GLBR, the genes are put in a
chromosome in the same order the nodes form the
communication route, so the chromosomes have
different size. If genetic operations are chosen
randomly, a route between two adjacent nodes may
not exist and some complicated genetic operations
should be carried out to find a new route. Also,
because the individuals have differentsize, the cross-
over operations become complicated. On the other
hand, in ARGA the network is expressed by a tree
network and the genes are expressed by tree junc-
tions. Thus, the routing loops can be avoided. Also,
the length of each chromosome is the same and the
searched routes always exist. Therefore, there is no
need to check theirvalidity (Barolli, Koyama, Yamada,
Yokoyama, Suganuma, & Shiratori, 2002a). To ex-
plain this procedure, we use a small network with 8
nodes as shown in Figure 2. Node A is the source
node and node H is the destination node. All routes
are expressed by the network tree model shown in
Figure 3. The shaded areas show the same routes
from node C to H. Therefore, the network tree
model of Figure 3 can be reduced as shown in Figure

Figure 2. Network example with 8 nodes

B
B
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Figure 3. Tree network

Figure 5. GLBR and ARGA gene coding
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4. In this model, each tree junction is considered as
a gene and the route is represented by the chromo-
some. Figure 5(a) and Figure 5(b) show the route B-
D-E-C-F-G-H, for GLBR and ARGA, respectively.

OUTLINE OF QoS ROUTING
ALGORITHMS

Therouting algorithms can be classified into: single
metric, single mixed metric, and multiple metrics. In
following, we will propose asingle mixed (ARGAQ)
and a multiple metrics GA-based QoS routing algo-
rithms

ARGAQ Algorithm

In ARGA and GLBR algorithms, the best route was
decided considering only the delay time. The
ARGAQ is a unicast source-based routing algo-
rithm and uses for routing two parameters: the
Delay Time (DT) and Transmission Success Rate
(TSR). Let consider a network as shown in Figure
6. The node A is a source node and node B is the
destination node. Let node A sends 10 packets to
node B. The total TSR value for Figures 6(a) and
Figure 6(b) is calculated by Eq.(1) and Eq.(2),
respectively.

10x0.9%x0.9%x0.9x0.9=6.561 (1)
10x1.0x1.0x0.6x1.0=6.000 (2)

The best route in this case is that of Figure 6(a),
because the total TSR is higher compared with that
of Figure 6(b).

Let consider another example, when the values
of DT and TSR are considered as shown in Figure
7. The value of T parameter is decided as follows.

T=Y DTi/II TSRi 3)
where “i” is link number which varies from 1 to n.

When node A wants to communicate with node
D, there are two possible routes: “A-B-D” and “A-
C-D”. The T value for these routes are calculated
by Eq.(4) and Eq.(5), respectively.
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Figure 6. An example of TSR calculation
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Figure 7. A network example for QoS routing

(400,90)

(350,75) (400,95)

(300,50)

TA-B-D =(350+300)/ (75x50) =650/3750=0.1733
4

TA-C-D = (400+400)/ (90 95) =800/ 8550 = 0.0468
)

The delay time of “A-B-D” route is lower than
“A-C-D” route, but the T value of “A-C-D” route is
lower than “A-B-D”, so “A-C-D” route is the better
one. This shows that a different candidate route can
be found when two QoS parameters are used for
routing.

Multi-Purpose Optimization Method

The proposed method uses the multi-division group
model for multi-purpose optimization. The global
domain isdivided in different domains and each GA
individual evolvesinitsdomainas shown in Figure 8.
Figure 9 shows an example of Delay Time (DT) and
Communication Cost (CC). The shaded area is
called “pareto solution”. The individuals near pareto

solution can be found by exchange the solutions of
different domains.

The structure of proposed Routing Search En-
gine (RSE) is shown in Figure 10. It includes two
search engines: Cache Search Engine (CSE) and
Tree Search Engine (TSE). Both engines operate
independently, butthey cooperate together to update
the route information. When the RSE receives a
request, it forwards the request to CSE and TSE.
Then, the CSE and TSE search in parallel to find a
route satisfying the required QoS. The CSE searches
for a route in the cache database. If it finds a QoS
route sends it to RSE. If a QoS route isn’t found by
CSE, the route found by TSE is sent to RSE. The
CSE is faster than TSE, because the TSE searches
forall routesinitsdomain using a GA-based routing.
The database should be updated because the net-
work traffic and the network state change dynami-
cally. The database update is shown in Figure 11.
After CSE finds a route in the database, it checks
whether this route satisfies or not the required QoS.
If the QoS is not satisfied, then this route is deleted
from the database. Otherwise, the route is given
higher priority and can be searched very fast during
the next search.

SIMULATION RESULTS

Matsumoto et al. (1998) show the performance
evaluation of GLBR, SPFand RIP. Inthisarticle, we
evaluate by simulations the performance of the GA-
based routing algorithms.

ARGAQ Simulation Results

We carried out many simulations for different kinds
of networks with different number of nodes, routes
and branches as shown in Table 1. We implemented
a new routing algorithm based on GLBR and called
it GLBRQ. Then, we compare the results of ARGAQ
and GLBRQ.

First, we set in arandom way the DT and TSR in
each link of the network. Next, we calculate the
value T, which is the ratio of DT with TSR. This
value is used to measure the individual fitness. The
genetic operations are repeated until a route with a
small T value is found or the initialized generation
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Figure 8. Multiple-purpose optimization

Purpose function: F:

R P R
F1-Processing system <4k -Processing system
Pareto solution H

ﬁPareto solution
Vv L

: —r—>
F- -Processing system Pareto solution Fs -Processing system

Purpose function: F. Purpose function:

Purpose function: F.

Figure 9. Pareto solution for DT and CC

DT

Long

Pareto Solution

Short

v

Low High cc

Figure 10. RSE structure

Route Search Engine
(RSE)

Cache Search Engine
(CSE) (TSE)

Tree Search Engine

26

size isachieved. For the sake of comparison, we use
the same parameters and the population size. Per-
formance behavior of ARGAQ and GLBRQ is
shownin Figure 12. Therank isdecided based on the
value of fitness function T. When the rank is low the
fitness value is low. This means, the selected route
has a low delay and a high transmission rate. The
average rank value of ARGAQ is lower than aver-
age rank value of GLBRQ for the same generation
number. This means GLBRQ needs more genetic
operations to find a feasible route. Therefore, the
search efficiency of ARGAQ is better than GLBRQ.

In Table 2, Rank is the average rank to find a new
route; Gen is the average number of generations to
find a new route; Fail is the rate that a new route was
not found (percent); and Ref is the average number
of individuals refereed in one simulation. Consider-
ing theresultsin Table 2, the ARGAQ can find anew
route by using few generations than GLBRQ. For
the network with 30 nodes, the failure for GLBRQ
was about 14 percent. For the network with 30 nodes
the failure rate is about two times more than the
network with 35 nodes. This shows that by increas-
ing the network scale the ARGAQ shows better
behavior than GLBRQ.

In Table 3, we show the simulation results of
ARGAQ and ARGA. The TA means the average
rank value of T parameter, DA means the average
rank value of delay, TSRA means the average rank
value of TSR parameter, GSA means the average
value of generation number, and GOTA means the
average value of genetic processing time. The ge-
netic operations processing time of ARGA is better
than ARGAQ. However, the difference is very
small (see parameter GOTA). In the case of
ARGAQ, both DA and TSRA values are optimized.
However, in the case of ARGA only one QoS
parameter isused. Thus, only DA value is optimized,
the TSRA value is large. Therefore, the selected
route is better from the QoS point of view when two
QoS parameters are used.

TSE Simulation Results

For the TSE simulation, we use a network with 20
nodes as shown in Figure 13. First, we set in a
random way the DT and CC in each link of network.
The RSE generates in random way the values of the
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Figure 11. Cache database update

Database Update

Table 1. Number of nodes, routes, and branches

Nodes 20 30 35
Routes 725 11375 23076
Branches 33 85 246

Figure 12. Performance of ARGAQ and GLBRQ
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Table 2. Performance for different parameters

Nodes Method Rank Gen Fail Ref
20 GLBRQ 55 335 6 54.32
ARGAQ 5.62 8 0 26.3
30 GLBRQ 8.8 69.94 14 123.12
ARGAQ 6.44 53.3 8 100.94
35 GLBRQ 6.12 55.52 6 103.84
ARGAQ 5.38 28.72 0 65.62

Table 3. Comparison between ARGAQ and ARGA

Method TA DA TSRA GSA GOTA
ARGAQ 4.47 10.52 9.36 9 85.78
ARGA - 4.66 70.6 8.33 69.04

Data Deletion

required QoS and the destination node. Next, the
CSE and TSE search in parallel to find a route. If the
CSE finds a route in the cache database, it checks
whether it satisfies the QoS or not. If so, this route
is sent back to the RSE. Otherwise, the route is put
as a new individual in the gene pool. If CSE doesn’t
find a QoS route, the route found by TSE is sent to
RSE. The genetic operations are repeated until a
solution is found or the number of 200 generations is
achieved. In Table 4 we show the TSE simulation
results. Ifthere are few individuals in the population,
the GN which shows the number of generations
needed to find a solution becomes large. When the
number of individuals is high, the GN to find a
solution becomes small. However, when the number
of individuals is 12 and 16, the difference is very
small because some individuals become the same in
the gene pool. Also, when the exchange interval is
short the solution can be found very fast. This shows
that by exchanging the individuals the algorithm can
approach very quickly to the pareto solution.

Comparison between GA-Based
Routing Algorithms

Table 5 shows the comparison between GA-based
routing algorithms. The GLBR and ARGA use as the
Routing Parameter (RP) DT, ARGAQ uses DT and
TSR, and TSE uses DT and CC. The GLBR uses for
Gene Coding (GC) the nodes of network, while
ARGA, ARGAQ and TSE use the tree junctions. By
using the network nodes as gene, the GLBR may
enter in routing loops. Also, the searched route may
not exist, so the algorithm after searching a route
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Figure 13. Network model with 20 nodes

Table 4. Time needed for one generation (ms) Table 5. GA-based routing algorithms
comparision
Number of Individuals GN Exchange
3 5 7 10 Method RP GC RS AC RSCM
4 44.43 50.45 46.19 55.59 Network . i
8 26.83 28.01 20.26 3117 GLBR DT Nodes Source | Low Single Metric
12 23.55 26.49 26.04 26.71 Tree . )
16 2222 | 2223 | 2325 | 24.04 ARGA | DT 1 3 nctions | Source | Low Single Metric
DT, Tree . . . .
ARGAQ TSR Junctions Source | Middle | Single Mixed Metric
TSE DT, CC Trge Source | Middle Multiple Metrics
Junctions

should check whether the route exists or not. If the
searched route does not exist, the GLBR should
search for another route. Thus, the searching time
increases. Three other algorithms by using as gene
the tree junction can avoid the routing loops and
always the route exist. So there is not need to check
the route existence. All four algorithms use as
Routing Strategy (RS) the source routing thus they
are considered source-based routing methods. Con-
sidering the algorithm complexity, the GLBR and
ARGA have a low complexity, because they use
only one parameter for routing. The complexity of
ARGAQ and TSE is higher than GLBR and ARGA.
The last comparison is about the Routing Selection
Criterion Metrics (RSCM). The GLBR and ARGA
use single metric (DT). Thus, they can not be used
for QoS routing. The ARGAQ uses a single mixed
metric (T), which is the ratio of DT and TSR. By
using the single mixed metric, the ARGAQ can be
used only as an indicator because it does not contain
sufficient information to decide whether user QoS
requirements can be met or not. Another problem
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with ARGAQ has to do with mixing of parameters of
different composition rules, because may be not
simple compositionrule atall. The TSE uses multiple
metrics for route selection. In the proposed method,
the DT and CC have trade-off relation and to get the
composition rule the TSE uses pareto solution method.
In this paper, we used only two parameters for QoS
routing. However, the TSE different from ARGAQ
can use for routing multiple QoS metrics.

We intend to use the proposed algorithms for
small-scale networks. For large-scale networks, we
have implemented a distributed routing architecture
based on cooperative agents (Barolli et al., 2002a).
In this architecture, the proposed algorithms will be
used for intra-domain routing.

CONCLUSION

We proposed two GA-based QoS routing algorithms
for multimediaapplications in broadband networks.
The performance evaluation via simulations shows
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that ARGAQ has a faster response time and simple
genetic operations compared with GLBRQ. Fur-
thermore, ARGAQ can find better QoS routes than
ARGA. The evaluation of the proposed multi-pur-
pose optimization method shows that when there are
few individuals in a population, the GN becomes
large. When the exchange interval of individuals is
short, the solution can be found very fast and the
algorithm can approach very quickly to the pareto
solution. The multi-purpose optimization method can
support QoS routing with multiple metrics. In this
article, we carried out the simulations only for two
QoS metrics. In the future, we would like to extend
our study to use more QoS metrics for routing.
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KEY TERMS

Broadband Networks: Networks which oper-
ate at a wide band of frequencies. In these commu-
nications networks, the bandwidth can be divided
and shared by multiple simultaneous signals (as for
voice or data or video).

Genetic Algorithm: An evolutionary algorithm
which generates each individual from some encoded
form known as a “chromosome” or “genome”.
Chromosomes are combined or mutated to breed
new individuals.
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Heurictic Rule: A commonsense rule (or set of
rules) intended to increase the probability of solving
some problems.

Intelligent Algorithms: Human-centered al-
gorithms, which have the capacity for thought and
reason especially to a high degree.

Multimedia Transmission: Transmission that
combines media of communication (text, graphics,
sound, etc.)

30

QoS: The ability of a service provider (network
operator) to support the application requirements
with regard to four services categories: bandwidth,
delay, jitter, and traffic loss.

Unicast: One to one communication.
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INTRODUCTION

Until recently, the development of information sys-
tems has been ruled by the traditional “make or buy”
paradigm (Williamson, 1975). In other words, firms
could choose whether to develop particular applica-
tions within their organizational structure or toacquire
infrastructures and competences from specialized
operators. Nevertheless, the Internet’s thorough dif-
fusion has extended the opportunities that firms can
rely upon, making itpossible to develop a“make, buy,
or rent” paradigm. Application service providers
representthe agents enabling this radical change inthe
IS scenario, providing clients with the possibility to
rentspecifically-tailored applications (Morabito, 2001;
Pasini, 2002).

Our research aims at analyzing ASPs in terms of
organizational characteristics, value chain, and ser-
vices offered. Moreover, we analyze the set of
advantages that ASPs can offer with respect to cost
reductions, technical efficiency, implementation re-
quirements, and scalability. Finally, we describe the
major challenges these operators are currently fac-
ing and how they manage to overcome them.

BACKGROUND

ASPs are specialized operators that offer abundle of
customized software applications from a remote po-
sition through the Internet, inexchange for aperiodic
fee. ASPs provide for the maintenance of the system
network and for upgrading its offer on a continuous
basis. The historical development of ASPs follows the
diffusion of the Internet. Early actors began to operate
around 1998 in the U.S., while a clear definition of
their business model has only recently come to shape.
As opposed to traditional outsourcing, the ASP offer
is based on a one-to-many relationship that allows
different clients to gain access to a defined set of

applications through a browser interface (Factor,
2001).

MAIN FOCUS

Information and Communication Technology (ICT)
iswidely believed to representacrucial determinant
ofan organization’s competitive positioning and de-
velopment (Brown & Hagel, 2003; Varian, 2003).
Onthe other hand, companies often face the problem
of aligning corporate strategies with ICT resources
and capabilities (Carr, 2003), in order to rely on the
necessary applications at the right time and place,
allowing for the effective implementation of business
strategies. The inability to match corporate strategy
and ICT capabilities might lead to efficiency and
efficacy losses. In particular, Information Systems
are among the organizational functions most affected
by the organizational and strategic changes induced
by the Internet. Historically, firms could rely on two
possibilities for designing and implementing Informa-
tion Systems. The first option is to develop applica-
tions internally with proprietary resources and
competences. The second possibility is to acquire
such solutions from specialized market operators.
Despite the conceptual relevance of this distinction,
the range of applications currently available on the
market is ample and encompasses a series of hybrid
solutions that lie on a continuum between the make
and the buy option (Afuah, 2003; Bradach & Eccles,
1989; Hennart, 1993; Poppo & Zenger, 1998). In that
sense, standard outsourcing relations hardly ever take
the shape of pure spot solutions. On the contrary,
outsourcing contracts often develop into long-run
partnerships (Willcocks & Lacity, 1999). Therefore,
the ASP model can be conceived as a hybrid solution
located on the continuum between market and hier-
archy (Williamson, 1975). Nevertheless, asshown in
the following paragraphs, the ASP option presents
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particular, stand-alone peculiarities and features
such as to make it different from traditional make or
buy models and to acquire a level of conceptual
legitimacy initself.

The ASP model is based on two key technologies:
Internet and server-based computing. The first tech-
nology represents the building network of the system,
while server-based computing allows many remote
clients to obtain access to applications running on a
single server. The functioning mechanism is quite
simple: the server manages as many protected and
separate sessions as the number of logged-in users.
Only the images of the interface, client-inserted data
and software upgrades “travel” on the Internet, while
all applicationsreside onthe server, where all compu-
tations also take place. Figure 1 provides a visual
representation of the functioning of a server based
computing system.

Clientfirms canrentall kinds of business applica-
tions, ranging from very simple to highly complex
ones, as described below:

. Personal applications, allowing individual analysis
of basic, everyday activities and tasks (e.g.,
Microsoft Office).

. Collaborative applications, supporting the cre-
ation of virtual communities (e.g., groupware, e-
mail, and video-conference systems).

. Commercial applications, aimed at creating and
maintaining e-commerce solutions.

. Customer Relationship Management systems
(e.g., customer service, sales force automation,
and marketing applications).

Figure 1. Server-based computing technology
(Source: our elaboration)

SERVER BASED COMPUTING

Desktop or
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Application Server

32

Application Service Providers

. Enterprise Resource Planning, applications aimed
at the automation of all business processes, at
any organizational level (e.g., infrastructure man-
agement, accounting, human resources man-
agement, and materials planning).

. Analytical applications that allow for the analy-
sis of business issues (risk analysis, financial
analysis, and customer analysis).

Along with these applications, ASPs offer awide
array of services, as reported below:

. Implementations services that are required in
order to align applications and business pro-
cesses. These services include, for example,
data migration from previous systems to the
ASP server and employees’ training.

. Data centre management services, aimed at
assuring the reliability and security of hardware
and software infrastructure, as well as trans-
ferred data.

. Supportservices, delivered on anon-stop basis,
inorder to solve technical and utilization prob-
lems.

. Upgrading services, aimed ataligning applica-
tions with evolving business needs and environ-
mental change.

ASPs can hardly be fit into a single, monolithic
categorization (Seltsikas & Currie, 2002). In fact,
operators can be grouped into different classes, ac-
cording to their offer system and market origins
(Chamberlin, 2003). The first category includes en-
terprise application outsourcers, which are traditional
operators in the field of IT outsourcing that deliver
ASP services. They can rely on profound process
knowledge, sound financial resources and wide geo-
graphic coverage. On the other hand, their great size
can have negative impacts on deploymenttime, over-
all flexibility, and client management.

The second category of actors refers to pure-play
ASPs, that usually demonstrate the highest degree of
technical efficiency and competency in application
infrastructure design and implementation. As op-
posed to enterprise application outsourcers, they are
flexible, fast at deploying solutions and extremely
attentive towards technology evolution, although
they might be hampered by financial constraints and
limited visibility.
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The third class of operators includes independent
software vendors, which can decide to license their
products in ASP modality. These firms are extremely
competent, technically skilful, and financially stable.
On the other hand, they often lack experience in
supporting clients inaservice model and can be really
competitive only when offering their own specialized
setsof applications.

The final category of actors refers to Net-Native
ASPs, smaller operators extremely agile and flexible,
offering standard repeatable solutions. On the other
hand, ASPs offer point solutions, are often financially
restrained, partially visible and unable to customize
their offer.

In order to ensure adequate service levels, ASPs
must interact with acomplex network of suppliers, that
include hardware and software producers (or indepen-
dent software vendors), technology consultants and
connectivity suppliers. Software vendors generally
offer ASPs particular licensing conditions, such as fees
proportional to the number of users accessing the
applications. Moreover, in order not to lose contact
with previous clients, many software producers en-
gage in long-term business partnerships with ASPs.
Hardware vendors often develop strategic relation-
ships with ASPs too, as the latter are interested in
buying powerful servers, with advanced data storage
and processing capabilities. Technology consultants
are important actors as they can include ASPs’ solu-
tionsintheir operating schemes. Connectivity suppli-
ersas Network Service Providers can decide whether
to team up with an ASP or to offer themselves ASP
solutions. In conclusion, ASPs rely on a distinct
business model, which can be defined as “application
renting”, where the ability to coordinate a complex
network of relationshipsis crucial.

The ASP business model (or “rent” option) is
different from that of traditional outsourcing (or “buy”
option) due to three main reasons (Susarla, Barua &
Whinston, 2003). First of all, an ASP centrally man-
ages applications, in its own data centre, rather than at
the clients’ location. Second, ASPs offer a one-to-
many service, given that the same bundle of applica-
tionsissimultaneously accessible to several users. On
the contrary, traditional outsourcing contracts are a
one-to-one relationship in which the offer is specifi-
cally tailored to suit clients’ needs. The third main
difference, in fact, is that ASPs generally offer
standard products, although they mightinclude appli-

cation services specifically conceived for particular
client categories.

Adopting the “rent” option allows firms to benefit
from a wide set of advantages. First of all, the ASP
model can remarkably reduce the operating costs of
acquiring and managing software, hardware and
relative know-how. In particular, the total cost of IT
ownership notably decreases (Seltsikas & Currie,
2002). Second, costs become more predictable and
stable, as customers are generally required to pay a
monthly fee. These two advantages allow for the
saving of financial resources that can be profitably
reinvested in the firm’s core business. The third
benefit refers to the increase in technical efficiency
that can be achieved by relying onaspecialized, fully
competent operator. Moreover, with respectto devel-
oping applications internally or buying tailored appli-
cations from traditional outsourcers, implementation
time considerably decreases, allowing firms to oper-
ate immediately. Finally, ASPs offer scalable appli-
cations that can be easily adjusted according to the
clients’ evolving needs.

In conclusion, the ASP model leads to minimize
complexity, costs, and risks, allowing also small
firms to gain access to highly evolved business
applications (as, for example, ERP systems) rapidly
and at reasonable costs. Nevertheless, the adoption
of an ASP system might involve potential risks and
resistances that must be attentively taken into ac-
count (Kern, Willcocks & Lacity, 2002). We hereby
present the most relevant issues, as well as explain
how ASPs try to overcome them (Soliman, Chen &
Frolick, 2003).

Clients are often worried about the security of
information exchanged via the Web, with special
reference to data loss, virus diffusion, and external
intrusions. Operators usually respond by relying on
firewalls and virtual private networks, with ciphered
data transmission. Another key issue refers to the
stability of the Internet connection, which must avoid
sudden decreases in download time and transmission
rates. In order to ensure stable operations, ASPs
usually engage in strategic partnerships with reliable
carriers and Internet Service Providers. Moreover,
clients often lament the absence of precise agree-
ments onthe level of service that operators guarantee
(Pring, 2003). The lack of clear contractual com-
mitment might seriously restrain potentially inter-
ested clients from adhering to the ASP model.
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Therefore, many operators include precise service
level agreements clauses in order to reassure clients
about the continuity, reliability, and scalability of
their offer. Finally, the adoption of innovative sys-
tems architecture on the Internet might be hampered
by cultural resistances, especially within smaller
firms operating in traditional, non technology-inten-
sive environments. In this case, ASPs offer on the
spot demonstrations, continuous help desk support,
attentive training and simplified application bundles
not requiring complex interaction processes.

FUTURE TRENDS

Regarding future development, some observers have
predicted that, by 2004, 70 percent of the most
important firms in business will rely on some sort of
outsourcing for their software applications
(Chamberlin, 2003). The choice will be between
traditional outsourcers, niche operators, offshore
solutions, and ASPs. Moreover, according to a re-
search carried out by IDC and relative to the United
States alone, the ASP market is to grow from $1.17
billionin 2002 to $3.45billionby 2007. Similar growth
trendsare believed to apply to Europe as well (Lavery,
2001; Morganti, 2003). Other observers believe that
the ASP market will be affected by a steady process
of concentration that will reduce competing firms
from over 700 in 2000 to no more than 20 in the long
run (Pring, 2003).

CONCLUSION

In conclusion, we argue that ASPs represent a new
business model, which can be helpful in aligning
corporateand IT strategies. The “rent” option, in fact,
involves considerable advantages in terms of cost
savings and opportunities to reinvest resources and
attention in the firm’s core activities. As many other
operators born following the rapid diffusion of the
internet, ASPs also experienced the wave of excessive
enthusiasm and the dramatic fall of expectations that
followed the burst of the Internet bubble. Nonethe-
less, as opposed to other actors driven out of busi-
ness due to the inconsistency of their business
models, ASPs have embarked upon a path of mod-
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erate yet continuous growth. Some observers be-
lieve that ASPs will have to shift their focus from
delivery and implementation of software applica-
tions to a strategy of integration with other key
players as, forexample, independent server vendors
(Seltsikas & Currie, 2002). As the industry matures,
reducing total costs of ownership might simply be-
come a necessary condition for surviving in the
business, rather than an element of competitive
advantage. ASPs should respond by providing stra-
tegic benefits as more secure data, better communi-
cations, attractive service-level agreements and,
most important, integration of different systems.
The ASP business model might involve a strategy of
market segmentation, including customized applica-
tions from more than one independent software
vendor, in order to offer solutions integrating across
applications and business processes.

REFERENCES

Afuah, A. (2003). Redefining firms boundaries in the
face of the Internet: Are firms really shrinking?
Academy of Management Review, 28(1), 34-53.

Bradach, J. & Eccles R. (1989). Price, authority, and
trust: From ideal types to plural forms. Annual
Review of Sociology, 15, 97-118.

Brown, J.S. & Hagel 111, J. (2003). Does IT matter?
Harvard Business Review, July.

Carr,N.G. (2003). IT doesn’t matter. Harvard Busi-
ness Review, May.

Chamberlin, T. (2003). Management update: What
you should know about the Application Service
Provider Market. Market Analysis, Gartner
Dataquest.

Factor, A. (2001). Analyzing application service
providers. London: Prentice Hall.

Hennart, J.F. (1993). Explaining the swollen middle:
Why most transactions are a mix of “market” and
“hierarchy”. Organizations Science, 4, 529-547.

Kern, T., Willcocks, L.P., & Lacity M.C. (2002).
Application service provision: Risk assessment
and mitigation. MIS Quarterly Executive, I,
113-126.



Application Service Providers

Lavery, R. (2001). The ABCs of ASPs. Strategic
Finance, 52, 47-51.

Morabito, V. (2001). | sistemi informativi aziendali
nell’eradi Internet: gli Application Service Provider,
in Dematté (a cura di), E-business: Condizioni e
strumenti per le imprese che cambiano, ETAS,
Milano.

Morganti, F. (2003). Parola d’ordine: pervasivita, I/
Sole 240re, 5/6/2003.

Pasini, P. (2002). I servizi di ICT. Nuovi modelli di
offerta e le scelte di Make or Buy. Milano, Egea.

Poppo, L. & Zenger, T. (1998). Testing alternative
theories of the firms: Transaction costs, knowledge-
based and measurement explanation for make-or-
buy decision ininformation services. Strategic Man-
agement Journal, 853-877.

Pring, B. (2003a). 2003 ASP Hype: Hype? What
Hype? Market Analysis, Gartner Dataquest.

Pring, B. (2003b). The New ASO Market: Beyond
the First Wave of M&A. Market Analysis, Gartner
Dataquest.

Seltsikas, P. & Currie, W. (2002). Evaluating the
Application Service Provider (ASP) business model:
The challenge of integration, Proceedings of the 35th
Hawaii International Conference on System Sci-
ences.

Soliman, K.S., Chen, L., & Frolick, M.N. (2003).
ASP: Do they work? Information Systems Manage-
ment, 50-57.

Susarla, A., Barua, A., & Whinston, A. (2003).
Understanding the service component of application
service provision: Anempirical analysis of satisfac-
tion with ASP services. MIS Quarterly, 27(1).

Varian, H. (2003). Does IT matter? Harvard Busi-
ness Review, July.

Willcocks, L. & Lacity, M. (1999). Strategic

outsourcing of information systems: Perspectives
and practices. New York: Wiley & Sons.

Williamson, O.E. (1975). Markets and hierar-

chies: Analysis and antitrust implications. New
York: Free Press.

Young, A. (2003). Differentiating ASPs and tradi-
tional application outsourcing. Commentary,
Gartner Dataquest.

KEY TERMS

Application Outsourcing: Multiyear contract
or relationship involving the purchase of ongoing
applications services from an external service pro-
vider that supplies the people, processes, tools and
methodologies for managing, enhancing, maintaining
and supporting both custom and packaged software
applications, including network-delivered applica-
tions (Young, 2003).

ASP (Application Service Providers): Special-
ized operators that offer a bundle of customized
software applications from aremote position through
the Internet, in exchange for a periodic fee.

CRM (Customer Relationship Management):
Methodologies, softwares, and capabilities that help
an enterprise manage customer relationships in an
organized way.

ERP (Enterprise Resource Planning): Set of
activities supported by multi-module application soft-
ware that helps a manufacturer or other business
manage the important parts of its business, including
product planning, parts purchasing, maintaining in-
ventories, interacting with suppliers, providing cus-
tomer service, and tracking orders.

Network Service Providers: A company that
provides backbone services to an Internet service
provider, the company that most Web users use for
access to the Internet. Typically, an ISP connects, at
apointcalled Internet Exchange, toaregional Internet
Service Provider that in turn connects to a Network
Service Provider backbone.

Server-Based Computing (or Thin-Client
Technology): Evolution of client-server systems in
which all applications and data are deployed, man-
aged and supported on the server. All of the applica-
tions are executed at the server.

Service Level Agreement (SLA): Contract be-
tween anetwork service provider and a customer that
specifies, usually in measurable terms, what services
the network service provider will furnish.
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INTRODUCTION

Multimediaapplications are rapidly spread atan ever-
increasing rate, introducing a number of challenging
problems at the hands of the research community.
The mostsignificantand influential problem among
them is the effective access to stored data. In spite of
the popularity of the keyword-based search technique
in alphanumeric databases, it is inadequate for use
with multimediadata due to their unstructured nature.
Onthe other hand, anumber of content-based access
techniques have been developed in the context of
image and video indexing and retrieval (Deb, 2004).
The basic idea of content-based retrieval is to access
multimedia data by their contents, for example, using
one of the visual content features.

Most of the proposed video-indexing and -retrieval
prototypes have two major phases: the database-
population and retrieval phases. Inthe former one, the
video stream is partitioned into its constituent shotsin
a process known as shot-boundary detection (Farag
& Abdel-Wahab, 2001, 2002b). This step is followed
by a process of selecting representative frames to
summarize video shots (Farag & Abdel-Wahab,
2002a). Then, anumber of low-level features (color,
texture, object motion, etc.) are extracted in order to
use themas indices to shots. The database-population
phase is performed as an off-line activity and it
outputs a set of metadata with each element repre-
senting one of the clips in the video archive. In the
retrieval phase, aquery is presented to the system that
inturns performs similarity-matching operations and
returns similar data back to the user.

The basic objective of an automated video-re-
trieval system (described above) isto provide the user
with easy-to-use and effective mechanisms to access
therequired information. For that reason, the success
of a content-based video-access system is mainly
measured by the effectiveness of its retrieval phase.
The general query model adapted by almost all
multimedia retrieval systems is the QBE (query by
example; Yoshitaka & Ichikawa, 1999). Inthis model,

the user submits a query in the form of an image or
avideo clip (in the case of a video-retrieval system)
and asks the system to retrieve similar data. QBE is
considered to be a promising technique since it pro-
vides the user with an intuitive way of query presen-
tation. In addition, the form of expressing a query
condition is close to that of the data to be evaluated.

Upon the reception of the submitted query, the
retrieval stage analyzes it to extract a set of features,
then performs the task of similarity matching. In the
latter task, the query-extracted features are compared
with the features stored into the metadata, then
matches are sorted and displayed back to the user
based on how close ahitistothe input query. A central
issue here is the assessment of video data similarity.
Appropriately answering the following questions has
acrucial impactonthe effectiveness and applicability
oftheretrieval system. How are the similarity-match-
ing operations performed and on what criteriaare they
based? Do the employed similarity-matching models
reflect the human perception of multimedia similar-
ity? The main focus of this article is to shed the light
on possible answers to the above questions.

BACKGROUND

Animportant lesson that has been learned through the
last two decades from the increasing popularity of the
Internet can be stated as follows: “[T]he usefulness of
vast repositories of digital information is limited by the
effectiveness of the access methods” (Brunelli, Mich,
& Modena, 1999). The same analogy applies to video
archives; thus, many researchers are starting to be
aware of the significance of providing effective tools
for accessing video databases. Moreover, some of
themare proposing various techniques to improve the
quality, effectiveness, and robustness of the retrieval
system. In the following, a quick review of these
techniques is introduced with emphasis on various
approaches for evaluating video data similarity.
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One important aspect of multimedia-retrieval
systems is the browsing capability, and in this con-
text some researchers proposed the integration be-
tween the human and the computer to improve the
performance of the retrieval stage. In Luo and
Eleftheriadis (1999), a system is proposed that al-
lows the user to define video objects on multiple
frames and the system to interpolate the video object
contours in every frame. Another video-browsing
system s presented in Uchihashi, Foote, Girgensohn,
and Boreczky (1999), where comic-book-style sum-
maries are used to provide fast overviews of the
video content. One other prototype retrieval system
that supports 3D (three-dimensional) images, vid-
eos, and music retrieval is presented in Kosugi et al.
(2001). In that system each type of query has its own
processing module; for instance, image retrieval is
processed using acomponent called ImageCompass.

Duetothe importance of determining video simi-
larity, anumber of researchers have proposed various
approaches to perform this task and a quick review
follows.

In the context of image-retrieval systems, some
researchers considered local geometric constraint into
account and calculated the similarity between two
images using the number of corresponding points
(Lew, 2001). Others formulated the similarity be-
tween images as a graph-matching problem and used
agraph-matchingalgorithmto calculate such similar-
ity (Lew). In Oria, Ozsu, Lin, and Iglinski (2001)
images are represented using acombination of color
distribution (histogram) and salient objects (region of
interest). Similarity between images is evaluated using
aweighted Euclidean distance function, while com-
plex query formulation was allowed using a modified
version of SQL (structured query language) denoted
as MOQL (multimedia object query language).
Berretti, Bimbo, and Pala (2000) proposed a system
that uses perceptual distance to measure the shape-
feature similarity of images while providing efficient
index structure.

Onetechnique was proposed in Cheung and Zakhor
(2000) that uses the metadata derived from clip links
and the visual content of the clip to measure video
similarity. Atfirst, an abstract form of each video clip
is calculated using a random set of images, then the
closest frame ineach video toaparticularimage in that
set is found. The set of these closest frames is

considered as a signature for that video clip. An
extension to this work is introduced in Cheung and
Zakhor (2001). In that article, the authors stated the
need for a robust clustering algorithm to offset the
errors produced by random sampling of the signature
set. The clustering algorithm they proposed is based
uponthe graph theory. Another clustering algorithm
was proposed in Liu, Zhuang, and Pan (1999) to
dynamically distinguish whether two shots are similar
or notbased on the currentsituation of shot similarity.

Adifferentretrieval approach usestime-alignment
constraints to measure the similarity and dissimilarity
of temporal documents. In Yamuna and Candan
(2000), multimediadocuments are viewed asa collec-
tion of objects linked to each other through various
structures including temporal, spatial, and interaction
structures. The similarity model in that work uses a
highly structured class of linear constraints that is
based on instant-based point formalism.

In Tan, Kulkarni, and Ramadge (1999), a frame-
work is proposed to measure the video similarity. It
employs different comparison resolutions for differ-
ent phases of video search and uses color histograms
to calculate frames similarity. Using this method, the
evaluation of video similarity becomes equivalentto
finding the path with the minimum costin a lattice. In
order to consider the temporal dimension of video
streams without losing sight of the visual content,
Adjeroh, Lee, and King (1999) considered the prob-
lem of video-stream matching as a pattern-matching
problem. They devised the use of the vstring (video
string) distance to measure video data similarity.

A powerful concept to improve searching multi-
media databases is called relevance feedback (Wu,
Zhuang, & Pan, 2000; Zhou & Huang, 2002). In this
technique, the user associates a score to each of the
returned hits, and these scores are used to direct the
following search phase and improve its results. In
Zhou and Huang, the authors defined relevance
feedback as a biased classification problem inwhich
there isan unknown number of classes but the user is
only interested in one class. They used linear and
nonlinear bias-discriminantanalysis, whichisasuper-
vised learning scheme to solve the classification
problemat hand. Brunelliand Mich (2000) introduced
anapproach thattunes search strategies and compari-
son metrics to user behavior in order to improve the
effectiveness of relevance feedback.
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EVALUATING VIDEO SIMILARITY
USING A HUMAN-BASED MODEL

From the above survey of the current approaches, we
can observe that an important issue has been over-
looked by most of the above techniques. This was
stated in Santini and Jain (1999, p. 882) by the
following quote: “[I]f our systems have to respond in
an intuitive and intelligent manner, they must use a
similarity model resembling the humans.” Our belief
in the utmost importance of the above phrase moti-
vates us to propose a novel technique to measure the
similarity of video data. This approach attempts to
introduce a model to emulate the way humans per-
ceive video data similarity (Farag & Abdel-Wahab,
2003).

The retrieval system can accept queriesinthe form
of animage, a single video shot, or a multishot video
clip. The latter is the general case in video-retrieval
systems. In order to lay the foundation of the proposed
similarity-matching model, anumber of assumptions
are listed first.

. The similarity of video data (clip to clip) is based
on the similarity of their constituent shots.

. Two shotsare notrelevant if the query signature
(relative distance between selected key frames)
is longer than the other signature.

. A database clip is relevant if one query shot is
relevant to any of its shots.

. The query clip is usually much smaller than the
average length of database clips.

The result of submitting a video clip as a search
example isdivided into two levels. The firstone is the
query overall similarity level, which lists similar data-
base clips. In the second level, the system displays a
list of similar shots to each shot of the input query, and
this gives the user much more detailed results based on
the similarity of individual shots to help fickle usersin
their decisions.

A shot is a sequence of frames, so we need first
to formulate the first frames’ similarity. In the pro-
posed model, the similarity between two video frames
is defined based on their visual content, where color
and texture are used as visual content representative
features. Color similarity is measured using the nor-
malized histogram intersection, while texture similar-

38

Assessing Digital Video Data Similarity

ity is calculated using a Gabor wavelet transform.
Equation 1 is used to measure the overall similarity
between two frames f1 and f2, where S_(color
similarity) is defined in Equation 2. A query frame
histogram (Hﬁ) isscaled before applying Equation 2
to filter out variations inthe video clips’ dimensions.
S (texture similarity) is calculated based on the
mean and the standard deviation of each compo-
nent of the Gabor filter (scale and orientation).

Sim(f1, £2) =0.5*S, +0.5%5, )

S, = {GiMin(wl(i),wz(i»}/fw-l(i) @

Suppose we have two shots S1 and $2, and each
has n1 and n2 frames respectively. We measure the
similarity between these shots by measuring the
similarity between every frame in S1 with every
frame in S2, and form what we call the similarity
matrix that has adimension of n1xn2. For the ith row
of the similarity matrix, the largest element value
represents the closest frame in shot S2 that is most
similar to the ith frame in shot S1 and vice versa.
After forming that matrix, Equation 3 is used to
measure shot similarity. Equation 3 isapplied upon
the selected key frames to improve efficiency and
avoid redundant operations.

nl n2
Sim (S1,82) =| Y. MR o(Si. ) + > MC (5(S:.)) |(n1+n2) (3)
i=1 j=1

where MR(I_)(SI_'/_)/MC(]_)(SI_'/_) is the element with the
maximum value in the i/j row and column respec-
tively, and n1/n2isthe number of rows and columns
inthe similarity matrix.

The proposed similarity model attempts to emu-
late the way humans perceive the similarity of video
material. This was achieved by integrating into the
similarity-measuring Equation 4 anumber of factors
that humans most probably use to perceive video
similarity. These factors are the following.

*  Thevisual similarity: Usually humans deter-
mine the similarity of video data based on their
visual characteristics such as color, texture,
shape, and so forth. For instance, two images
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with the same colors are usually judged as
being similar.

. The rate of playing the video: Humans tend
also to be affected by the rate at which frames
are displayed, and they use this factor in deter-
mining video similarity.

. The time period of the shot: The more the
periods of video shots coincide, the more they
are similar to human perception.

. The order of the shots in a video clip:
Humans often give higher similarity scores to
video clips that have the same ordering of
corresponding shots.

Sim(S1,82) Wi*Sy Wa*Dr Ws* Fr (4)
Dr 1 |SUd) S2(d)|/ Max(SUd),S2(d)) (5)
Fr 1 ‘Sl(r) S2(r)‘/Max(S1(r),S2(r)) (6)

where S, is the visual similarity, D, is the shot-
duration ratio, £, is the video frame-rate ratio, Si(d)
is the time duration of the ith shot, Si(#) is the frame
rate of the ith shot, and W, W, and W, are relative
weights.

There are three parameter weights in Equation 4,
namely, W,, W, and W, that give indication on how
important a factor is over the others. For example,
stressing the importance of the visual similarity factor
is achieved by increasing the value of its associated
weight (/). Itwas decided to give the user the ability
to express his or her real need by allowing these
parameters to be adjusted by the user. To reflect the
effect of the order factor, the overall similarity level
checks if the shots in the database clip have the same
temporal order as those shots in the query clip.
Although this may restrict the candidates to the overall
similarity set to clips that have the same temporal
order of shotsas the query clip, the user still has a finer
level of similarity that is based on individual query
shots, which captures other aspects of similarity as
discussed before.

Toevaluate the proposed similarity model, it was
implemented in the retrieval stage of the VCR system
(avideo content-based retrieval system). The model
performance was quantified through measuring re-
call and precision defined in Equations 7 and 8. To
measure the recall and precision of the system, five
shots were submitted as queries while the returned-
shots number was changed from five to 20. Both

recall and precision depend on the number of re-
turned shots. To increase recall, more shots have to
be retrieved, which will in general result in a de-
creased precision. The average recall and precision
is calculated for the above experiments and plotted
in Figure 1, which indicates a very good perfor-
mance achieved by the system. At a small number
of returned shots, the recall value was small while
the precision value was very good. Increasing the
number of returned clips increases the recall until it
reaches one; at the same time the value of the
precision was not degraded very much, but the
curve almost dwells at a precision value of 0.92.
This way, the system provides a very good trade-off
between recall and precision. Similar results were
obtained using the same procedure for unseen que-
ries. For more discussion on the obtained results, the
reader isreferred to Farag and Abdel-Wahab (2003).

R Al4d O @)
P A4 B) (8)
A: correctly retrieved, B: incorrectly retrieved, C: missed

FUTURE TRENDS

The proposed model is one step to solve the problem
of modeling human perception in measuring video
data similarity. Many open research topics and
outstanding problems still exit, and a brief review
follows. Since Euclidean measure may not effec-
tively emulate human perception, the potential of
improving it can be explored via clustering and

Figure 1. Recall vs. precision for five seen shots
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neural-network techniques. Also, there is a need to
propose techniques that measure the attentive simi-
larity, which is what humans actually use while
judging multimedia data similarity. Moreover, non-
linear methods for combining more than one similar-
ity measure require more exploration. The investiga-
tion of methodologies for performance evaluation of
multimediaretrieval systems and the introduction of
benchmarks are other areas that need more re-
search. In addition, semantic-based retrieval and
how to correlate semantic objects with low-level
features is another open topic. Finally, the introduc-
tion of new psychological similarity models that
better capture the human notion of multimedia simi-
larity is an issue that needs further investigation.

CONCLUSION

In this article, a brief introduction to the issue of
measuring digital video data similarity is introduced in
the context of designing effective content-based video-
retrieval systems. The utmost significance of the
similarity-matching model in determining the applica-
bility and effectiveness of the retrieval system was
emphasized. Afterward, the article reviewed some of
the techniques proposed by the research community
to implement the retrieval stage in general and to
tackle the problem of assessing the similarity of
multimediadatain particular. The proposed similar-
ity-matching model is then introduced. This novel
model attempts to measure the similarity of video data
based on a number of factors that most probably
reflect the way humans judge video similarity. The
proposed model is considered a step on the road
toward appropriately modeling the human’s notion of
multimedia data similarity. There are still many re-
search topics and open areas that need further inves-
tigation in order to come up with better and more
effective similarity-matching techniques.
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KEY TERMS

Color Histogram: A method to represent the
color feature of an image by counting how many
values of each color occur in the image, and then form
arepresenting histogram.

Content-Based Access: Atechnique thatenables
searching multimedia databases based on the content
of the medium itself and not based on a keywords
description.

Multimedia Databases: Nonconventional data-
bases that store various media such as images and
audio and video streams.

Query by Example: A technique to query multi-
media databases in which the user submits a sample
query and asks the system to retrieve similar items.

Relevance Feedback: A technique in which the
user associates a score to each of the returned hits,
then these scores are used to direct the following
search phase and improve its results.

Retrieval Stage: The last stage in a content-based
retrieval system that accepts and processes a user
query, then returns the results ranked according to
their similarities with the query.

Similarity Matching: The process of comparing
extracted features from the query with those stored in
the metadata.
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INTRODUCTION

The plain, old telephone system (POTS) has formed
the backbone of the communications world since its
inception in the 1880s. Running on twisted pairs of
copper wires bundled together, there has not really
been any seminal developments in its mode of trans-
mission, save for itstransition from analogue to digital
toward the end of the 1970s.

The voice portion of the line, including the dial
tone and ringing sound, occupies a bandwidth that
represents about 0.3% of the total bandwidth of the
copper wires. This seems to be such a waste of
resources, as prior to the advent of the Internet,
telecommunication companies (telcos) have not re-
ally sought to explore better utilization of the band-
width through technological improvements, for ex-
ample, to promote better voice quality, to reduce
wiring by routing two neighboring houses on the same
line before splitting the last few meters, and so on.
There could be two possible reasons for this state of
affairs. Onereasonisthat the advances in microelec-
tronics and signal processing necessary for the effi-
cientand cost-effective interlinking of computers to
the telecommunications network have been rather
slow (Reusens, van Bruyssel, Sevenhans, van Den
Bergh, van Nimmen, & Spruyt, 2001). Another
reason is that up to about the 1990s, telcos were
basically state-run enterprises that had little incentive
toroll outinnovative services and applications. When
deregulation and liberalization of the telecommunica-
tion sector was introduced around the 1990s, the
entire landscape underwent a drastic transformation
and saw telcos introducing a plethora of service
enhancements, innovations, and other applications;
there was also a parallel surge intechnological devel-
opments aiding these.

AsPOTS is conspicuous by its ubiquity, it makes
sense to leverage on it for upgrading purposes rather

than deploy totally new networks that need consider-
able investment. Inrecent times, asymmetric digital
subscriber line (ADSL) has emerged as atechnology
that is revolutionizing telecommunications and is a
prime candidate for broadband accessto the Internet.
Itallows for the transmission of enormous amounts of
digital information at rapid rates on the POTS.

BACKGROUND

The genesis of ADSL can be traced to the efforts by
telecommunication companies to enter the cable-
television market (Reusens et al., 2001). They were
looking for a way to send television signals over the
phone line so that subscribers can also use this line for
receiving video.

The foundations of ADSL were laid in 1989 by
Joseph Leichleder, a scientist at Bellcore, who ob-
served that there are more applications and services
forwhich speedier transmission rates are needed from
the telephone exchange to the subscriber’s location
than for the other way around (Leichleider, 1989).
Telcos working on the video-on-demand market were
quick to recognize the potential of ADSL for stream-
ing video signals. However, the video-on-demand
market did not take off for various reasons: Telcos
were reluctantto investinthe necessary video archi-
tecture as well as to upgrade their networks, the
quality of the MPEG (Moving Picture Experts Group)
video stream was rather poor, and there was compe-
tition from video rental stores (Reusensetal., 2001).
Also, the hybrid fiber coaxial (HFC) architecture for
cable television, which was introduced around 1993,
posed a serious challenge. At about this time, the
Internet was becoming a phenomenon, and telcos
were quick to realize the potential of ADSL for fast
Internetaccess. Fieldtrialsbeganin 1996, and in 1998,
ADSL started to be deployed in many countries.

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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The current motivation of telcos in warming to-
ward ADSL has more to do with the fact that it offers
rapid access to the Internet, as well as the scope to
deliver other applications and services whilst offering
competition to cable-television companies entering
the Internet-access market. All this means multiple
revenue streams for telcos.

Overthe years, technological advancements relat-
ingto ADSL aswell as the evolution of standards for
its use have begunto fuel its widespread deployment
for Internet access (Chen, 1999). Indeed, it is one of
those few technologies that went from the conceptual
stage to the deployment stage withinadecade (Starr,
Cioffi, & Silverman, 1999).

This article provides an overview of ADSL.

ADSL TECHNOLOGY

ADSL is based on the observation that while the
frequency band for voice transmission over the phone
line occupies about 3 KHz (200 Hz to 3,300 Hz), the
actual bandwidth of the twisted pairs of copper wires
constituting the phone line is more than 1 MHz
(Hamill, Delaney, Furlong, Gantley, & Gardiner,
1999; Hawley, 1999). It is the unused bandwidth
beyond the voice portion of the phone line that ADSL
uses for transmitting information at high rates. A high
frequency (above 4,000 KHz) is used because more
information can then be transmitted at faster rates; a
disadvantage is that the signals undergo attenuation
with distance, which restricts the reach of ADSL.

There are three key technologies involved in
ADSL.

Signal Modulation

Modulation is the process of transmitting information
onawire after encoding itelectrically. When ADSL
was first deployed on acommercial basis, carrierless
amplitude-phase (CAP) modulation was used to
modulate signals over the line. CAP works by dividing
the line into three subchannels: one for voice, one for
upstream access, and another for downstream access.
It has since been largely superseded by another
technique called discrete multitone (DMT), which is
asignal-coding technique invented by John Cioffi of
Stanford University (Cioffi, Silverman, & Starr,
1999; Ruiz, Cioffi, & Kasturia, 1992). He demon-

strated its use by transmitting 8 Mb of information in
one second across a phone line 1.6 km long. DMT
scores over CAP in terms of the speed of data
transfer, efficiency of bandwidth allocation, and
power consumption, and these have been key con-
siderations in its widespread adoption.

DMT divides the bandwidth of the phone line into
256 subchannels through a process called frequency-
division multiplexing (FDM; Figure 1; Kwok, 1999).
Each subchannel occupies a bandwidth of 4.3125
KHz. For transmitting data across each subchannel,
the technique of quadrature amplitude modulation
(QAM) is used. Two sinusoidal carriers of the same
frequency that differ in phase by 90 degrees constitute
the QAM signal. The number of bits allocated for each
subchannel varies from 2to 16: Higher bitsare carried
onsubchannelsinthe lower frequencies, while lower
bitsare carried on channelsin the higher frequencies.

The following theoretical rates apply.

. Upstream access:

20 carriers x 8 bits x 4 KHz = 640 Kbps
. Downstream access:

256 carriers x 8 bits x 4 KHz = 8.1 Mbps

In practice, the data rates achieved are much less
owing to inadequate line quality, extended length of
line, cross talk, and noise (Cook, Kirkby, Booth,
Foster, Clarke, & Young, 1999). The speed for
downstream access is generally about 10 times that
for upstream access.

Two of the channels (16 and 64) can be used for
transmitting pilot signals for specific applications or
tests. It is the subdivision into 256 channels that
allows one group to be used for downstream access
and another for upstream access on an optimal basis.
When the modem is activated during network access,
the signal-to-noise ratio inthe channel isautomatically
measured. Subchannels that experience unacceptable
throughput of the signal owing to interference are
turned off, and their traffic is redirected to other
suitable subchannels, thus optimizing the overall
transmission throughput. The total transmittance is
thus maintained by QAM. Thisisaparticular advan-
tage when using POTS for ADSL delivery since a
good portion of the network was laid several decades
ago and is susceptible to interference owingto corro-
sion and other problems.
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Figure 1. Frequency-division multiplexing of ADSL
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The upstream channel is used for data transmis-
sion from the subscriber to the telephone exchange,
while the downstream channel is used for the con-
verse link. It is this asymmetry in transmission rates
that accounts for the asymmetry in ADSL. As can be
seen from Figure 1, the voice portion of the line is
separated from the data-transmission portion; this is
accomplished through the use of a splitter. It is thus
clear why phone calls can be made over the ADSL
link even during Internet access. At frequencies
where the upstream and downstream channels need
to overlap for part of the downstream transmission,
so as to make better use of the lower frequency
region where signal loss is less, the use of echo-
cancellation techniques is necessary to ensure the
differentiation of the mode of signal transmission
(Winch, 1998).

Code and Error Correction

The fidelity of information transmitted on the phone
line is contingent on it being coded suitably and
decoded correctly at the destination even if some bits
of information are lost during transmission. This is
commonly accomplished by the use of constellation
encoding and decoding. Further enhancements in
reliability is afforded by a technique called forward
error correction, which minimizes the necessity for
retransmission (Gillespie, 2001).

Framing and Scrambling

The effectiveness of coding and error correction is
greatly enhanced by sequentially scrambling the data.
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To accomplish this, the ADSL terminal unit at the
control office (ATU-C) transmits 68 data frames
every 17 ms, with each of these data frames obtain-
ing its information from two data buffers (Gillespie,
2001).

STANDARDS FOR ADSL

The deployment of ADSL has been greatly facilitated
by the evolution of standards laid by various interna-
tional agencies. These standards are set after getting
input from carriers, subscribers, and service provid-
ers. The standards dictate the operation of ADSL
under a variety of conditions and cover aspects such
as equipment specifications, connection protocols,
and transmission metrics (Chen, 1999; Summers,
1999). The more important of these standards are
indicated below.

e G.dmt: Also known as full-rate ADSL or
G992.1, it is the first version of ADSL.

. G.Lite: Also known as universal ADSL or
(G992.2, itisthe standard method for installing
ADSL without the use of splitters. It permits
downstream access at up to 1.5 Mbps and
upstream access at up to 512 Kbps over a
distance of up to 18,000 ft.

e ADSL2: Also knownas G 992.3and G 992.4,
it is a next-generation version that allows for
even higher rates of data transmission and
extension of reach by 180 m.

. ADSL2+: Also known as G 992.5, this variant
of ADSL2 doubles the speed of transmission of
signals from 1.1 MHz to 2.2 MHz, as well as
extends the reach even further.

e T1.413: Thisisthestandard for ADSL used by
the American National Standards Institute
(ANSI), and it depends on DMT for signal
modulation. It can achieve speeds of up to 8
Mbps for downstream access and up to 1.5
Mbps for upstream access over a distance of
9,000 to 12,000 ft.

e DTR/TM-06001: This is an ADSL standard
used by the European Technical Standards
Institute (ETSI) and is based on T1.413, but
modified to suit European conditions
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The evolution of the various ADSL variants is a
reflection of the technological improvements that
have occurred in tandem with the increase in sub-
scriber numbers.

OPERATIONAL ASPECTS

Where the telephone exchange has been ADSL en-
abled, setting up the ADSL connection for a sub-
scriber isastraightforward task. The local loop from
the subscriber’s location is first linked viaa splitter to
the equipment at the telephone exchange, and an
ADSL modem is then interfaced to the loop at this
exchange. Next, a splitter is affixed to the telephone
socket at the subscriber’s location, and the lead wire
from the phone is linked to the rear of the splitter and
an ADSL modem. The splitters separate the tele-
phony signal from the data streams, while the modems
at the telephone exchange and subscriber location
cater for the downstream and upstream data flow,
respectively. A network device called digital sub-
scriber line access multiplexer (DSLAM) at the ex-
change splits signals from subscriber lines into two
streams: The voice portionis carried on POTS while
the data portion is fed to a high-speed backbone using
multiplexing techniques and then to the Internet
(Green, 2001). A schematic of the ADSL setup is
illustrated in Figure 2.

The installation of the splitter at the subscriber’s
premises is a labor-intensive task as it requires a
technician to come and do the necessary work. This
comes inthe way of widespread deployment of ADSL
by telcos. A variant of ADSL known as splitterless

Figure 2. Architecture of ADSL (G992.1) setup
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ADSL (G992.2) or G.Lite was thus introduced to
address this (Kwok, 1999).

Speeds attainable onan ADSL link are variable and
are higher than that obtained using a 56-K modem.
The speed isalso distance dependent (Table 1; Azzam
& Ransom, 1999). This is because the high frequency
signals undergo attenuation with distance and, as a
result, the bit rates transmitted via the modem de-
crease accordingly. Other factors that can affect the
speed include the quality of the copper cables, the
extent of network congestion, and, for overseas
access, the amount of international bandwidth leased
by the Internet service providers (ISPs). The latter
factor is not commonly recognized.

ADVANTAGES AND DISADVANTAGES
OF ADSL

Any new technology is not perfect, and there are
constraints that preclude its optimal use; this has to be
addressed by ongoing research and development. The
following are some of the advantages of ADSL.

. It does not require the use of a second phone
line.

. It can be installed on demand, unlike fiber
cabling, which requires substantial underground
work as well as significant installation work at
the subscriber’slocation.

. It provides affordable broadband access at speeds
significantly greater than that obtainable using a
dial-up modem.
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Table 1. Performance of ADSL

ADSL Wire | Distance (ft) | Upstream Downstream
Gauge Rate (Kbps) | Rate (Mbps)
(AWG)

24 18,000 176 1.7

26 13,500 176 17

24 12,000 640 6.8

26 9,000 640 6.8

. Since there is a dedicated link between the
subscriber’s location and the telephone ex-
change, there is greater security of the data as
compared to other alternatives such as cable
modem.

. No dial up isneeded as the connection is always
on.

Some of the disadvantages of ADSL are as follows.

. The subscriber’s location needs to be within
about 5 km from the telephone exchange; the
greater the distance away from the exchange, the
less is the speed of data transfer.

. As ADSL relieson copper wires, agood propor-
tion of which was laid underground and overland
many years ago, the line is susceptible to noise
due to, for example, moisture, corrosion, and
cross talk, all of which can affect its perfor-
mance (Cook, Kirkby, Booth, Foster, Clarke &
Young, 1999).

On the balance, the advantages of ADSL far
outweigh its disadvantages, and this has led to its
deployment in many countries for broadband access,
for example, in Singapore (Tan & Subramaniam,
2000, 2001).

APPLICATIONS

Currently, ADSL is used mainly for broadband ac-
cess, thatis, for high-speed Internetaccess as well as
for rapid downloading of large files. Other applica-
tionsinclude accessing video catalogues, image librar-
ies (Stone, 1999), and digital video libraries (Smith,
1999); playing interactive games that guzzle band-
width; accessing remote CD-ROMs;
videoconferencing; distance learning; network com-
puting whereby software and files can be stored in a
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central server and then retrieved at fast speeds
(Chen, 1999); and telemedicine, in which patients
can access specialist expertise in remote locations
for real-time diagnostic advice, which may include
the examination of high-quality X-ray films and other
biomedical images.

Future applications could include television,
Internettelephony, and other interactive applications,
all of which can lead to increase in revenue for telcos.
Thereisapossibility that video-on-demand can take off.

FUTURE TRENDS

The maturation of ADSL is being fueled by techno-
logical advances. The number of subscribers for
ADSL has seen an upward trend in many countries
(Kalakota, Gundepudi, Wareham, Rai, & Weike,
2002). New developments in DMT are likely to lead
to more efficient transmission of data streams. The
distance-dependent nature of its transmission is likely
to be overcome either by the building of more tele-
phone exchanges so that more subscriber locations
can be within an effective radius for the deployment
of ADSL, or by advances in the enabling technologies.
The technology is likely to become more pervasive
than its competitor, cable modem, in the years to
come since the installation of new cabling will take

Figure 3. Comparison of two ADSL variants
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years to reach more households and also entails
further investments.

The higher variants of ADSL such as ADSL2
and ADSL2+ are likely to fuel penetration rates
further (Tzannes, 2003). For example, compared to
first-generation ADSL, ADSL2 can enhance data
rates by 50 Kbps and reach by 600 ft (Figure 3), the
latter translating to an increase in area coverage by
about 5%, thus raising the prospects of bringing
more subscribers on board.

Some of the features available with the new
variants of ADSL, such as automatic monitoring of
line quality and signal-to-noise ratio, offers the po-
tential to customize enhanced service-delivery pack-
ages at higher tariffs for customers who want a
higher quality of service.

CONCLUSION

Twisted pairs of copper wires forming the POTS
constitute the most widely deployed access network
for telecommunications. Since ADSL leverages on
the ubiquity of this network, itallows telcos to extract
further mileage without much additional investments
whilst competing with providers of alternative plat-
forms. Itisthus likely to be a key broadband technol-
ogy for Internetaccess in many countries in the years
to come. A slew of applications that leverage on
ADSL are also likely to act as drivers for its wide-
spread deployment.
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KEY TERMS

ADSL: Standing forasymmetric digital subscriber
line, itisatechnique for transmitting large amounts of
datarapidly ontwisted pairs of copper wires, with the
transmission rates for downstream access being much
greater than for the upstream access.

Bandwidth: Defining the capacity of acommuni-
cation channel, it refers to the amount of data that can
be transmitted in a fixed time over the channel; it is
commonly expressed in bits per second.

Broadband Access: This is the process of using
ADSL, fiber cable, or other technologies to transmit
large amounts of data at rapid rates.

CAP: Standing for carrierless amplitude-phase
modulation, itisamodulationtechnique in which the
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entire frequency range of a communications line is
treated as a single channel and data is transmitted
optimally.

DMT: Standing for discrete multitone technology,
itisatechnique for subdividing atransmission chan-
nel into 256 subchannels of different frequencies
through which traffic is overlaid.

Forward Error Correction: It is a technique
used in the receiving system for correcting errors in
data transmission.

Frequency-Division Multiplexing: This is the
process of subdividing atelecommunications line into
multiple channels, with each channel allocated a
portion of the frequency of the line.

Modem: This is a device that is used to transmit
and receive digital data over a telecommunications
line.

MPEG: This is an acronym for Moving Picture
Experts Group and refers to the standards developed
for the coded representation of digital audio and
video.

QAM: Standing for quadrature amplitude modu-
lation, it is a modulation technique in which two
sinusoidal carriers that have a phase difference of 90
degrees are used to transmit data over a channel, thus
doubling its bandwidth.

SNR: Standing for signal-to-noise ratio, it is a
measure of signal integrity with respect to the back-
ground noise ina communication channel.

Splitter: This is a device used to separate the
telephony signals from the data stream in a commu-
nications link.

Twisted Pairs: Thisrefersto two pairs of insulated
copper wires intertwined together to forma commu-
nication medium.
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INTRODUCTION

The remarkable popularity of Web-based applica-
tions featuring text, voice, still images, animations,
full-motion video and/or graphics and spiraling de-
mand for broadband technologies that provision seam-
less multimediadelivery motivate implementation of
asynchronous transfer mode (ATM) in an array of
electronic learning (e-learning) environments (Parr &
Curran, 2000). Asynchronous refers to ATM capa-
bilities in supporting intermittent bit rates and traffic
patterns in response to actual demand, and transfer
mode indicates ATM capabilities in transporting
multiple types of network traffic.

E-learning describesinstructional situations inwhich
teachers and students are physically separated (Lee,
Hou & Lee, 2003; Hunter & Carr, 2002). ATM is a
high-speed, high-performance multiplexing and switch-
ing communications technology that bridges the space
between instructors and learners by providing band-
width on demand for enabling interactive real-time
communications services and delivery of multimedia
instructional materials with quality-of-service (QoS)
guarantees.

Research trials and full-scale ATM implementa-
tions in K-12 schools and post-secondary institutions
conducted since the 1990s demonstrate this
technology’s versatility in enabling telementoring,
telecollaborative research and access to e-learning
enrichment courses. However, with enormous band-
width provided via high-capacity 10 Gigabit Ethernet,
wavelength division multiplexing (WDM) and dense
WDM (DWDM) backbone networks; high costs of
ATM equipment and service contracts; and
interoperability problems between different genera-
tions of ATM core components such as switches,
ATM isno longerregarded as a universal broadband
solution.

Despite technical and financial issues, ATM net-
works continue to support on-demand access to Web-
based course content and multimedia applications.
ATM implementations facilitate the seamless integra-

tion of diverse network components that include
computer systems, servers, middleware, Web caches,
courseware tools, digital library materials and instruc-
tional resources such as streaming video clips in
dynamic e-learning system environments. National
research and education networks (NRENS) in coun-
triesthatinclude Belgium, Croatia, Estonia, Greece,
Israel, Latvia, Moldavia, Portugal, Spain, Switzer-
land and Turkey use ATM in conjunction with tech-
nologies such as Internet protocol (IP), synchronous
digital hierarchy (SDH), WDM and DWDM in sup-
porting synchronous and asynchronous collabora-
tion, scientific investigations and e-learning initiatives
(TERENA, 2003).

This article reviews major research initiatives
contributing to ATM development. ATM technical
fundamentals and representative ATM specifications
are described. Capabilities of ATM technology in
supporting e-learning applications and solutions are
examined. Finally, trends in ATM implementation are
explored.

BACKGROUND

Bell Labs initiated work on ATM research projects
during the 1960s and subsequently developed cell
switching architecture for transporting bursty net-
work traffic. Initially known as asynchronous time-
division multiplexing (ATDM), ATM was originally
viewed as areplacement for the time-division multi-
plexing (TDM) protocol that supported transmission
of time-dependent and time-independent traffic and
assigned each fixed-sized packet or cell to a fixed
timeslot for transmission. In contrast to TDM, the
ATM protocol dynamically allocated timeslotsto cells
on demand to accommodate application require-
ments.

Inthe 1990s, the foundation for practical ATM e-
learning implementations was established in the Eu-
ropean Union (EU) with the Joint ATM Experiment
on European Services (JAMES); Trans-European
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Network-34.368 Mbps or megabits per second (TEN-
34);and TEN-155.52 Mbps (TEN-155) projects. EU
NRENSs such as Super Joint Academic Network
(SuperJANET) inthe United Kingdom and SURFnet
in The Netherlands demonstrated ATMs’ dependable
supportof multimediaapplications with QoS guaran-
tees, interactive videoconferences and IP multicasts
viaoptical connections at rates reaching 2.488 giga-
bits per second (Gbps, or in OC-48 interms of optical
carrier levels).

Implemented between 1994 and 1999, the Euro-
pean Commission (EC) Advanced Communications
Technology and Services (ACTS) Program demon-
strated ATM technical capabilities in interworking
with wireline and wireless implementations. For in-
stance, the EC ACTS COIAS (convergence of Internet
ATM satellite) project confirmed the use of IP version
6 (IPv6) in enhancing network functions in hybrid
satelliteand ATM networks. The EC ACTS AMUSE
initiative validated ATM-over-asynchronous digital
subscriber line (ADSL) capabilities in delivering time-
critical interactive broadband services to residential
users (Di Concetto, Pavarani, Rosa, Rossi, Paul & Di
Martino, 1999).

A successor to the EC ACTS Program, the EC
Community Research and Development Information
Service (CORDIS) Fifth Framework Information
Society Technologies (IST) Program sponsored tech-
nical initiatives in the ATM arena between 1998 and
2002. For example, the open platform for enhanced
interactive services (OPENISE) project verified ca-
pabilities of the ATM platform in interworking with
ADSL and ADSL.Liteinsupporting multimedia ser-
vices and voice-over-ATM implementations. The
creation and deployment of end user services in
premium IP networks (CADENUS) initiative con-
firmed the effectiveness of ATM, IP and multiprotocol
label switching (MPLS) operations in facilitating
delivery of multimediaapplications with QoS guaran-
tees viamixed-mode wireline and wireless platform.
The IASON (generic evaluation platform for services
interoperability and networks) project validated the
use of ATM in conjunction with an array of wireline
and wireless technologies including universal mobile
telecommunications systems (UMTS), IP, integrated
services digital network (ISDN) and general packet
radio service (GPRS) technologies. The WINMAN
(WDM and IP network management) initiative dem-
onstrated ATM, SDH and DWDM supportofreliable
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IP transport and IP operations in conjunction with
flexible and extendible network architectures. The
NETAGE (advanced network adapter for the new
generation of mobile and IP-based networks) initia-
tive verified ATM, ISDN and IP functions in
interworking with global systems for mobile commu-
nications (GSM), a 2G (second generation) cellular
solution, and GPRS implementations.

Research findings from the Fifth Framework Pro-
gram also contributed to the design of the transborder
e-learning initiative sponsored by the EC. Based on
integrated information and communications technol-
ogy (ICT), thisinitiative supports advanced e-learn-
ing applications that respect language and cultural
diversity and promotes digital literacy, telecollaborative
research, professional developmentand lifelong edu-
cation.

In the United States (U.S.), an IP-over-ATM-
over-synchronous optical network (SONET) infra-
structure served as the platform for the very high-
speed broadband network service (VBNS) and its
successor vBNS+, one of the two backbone networks
that originally provided connectionsto Internet2 (12).
A next-generation research and education network,
sponsored by the University Consortium for Ad-
vanced Internet Development (UCAID), 12 supports
advanced research and distance education applica-
tions with QoS guarantees. Although replacement of
ATM with ultra-fast DWDM technology as the 12
network core is under way, ATM technology contin-
ues to provision multimedia services at 12 member
institutions thatinclude the Universities of Michigan,
Mississippi and Southern Mississippi, and Northeast-
ernand Mississippi State Universities.

ATMTECHNICAL FUNDAMENTALS

To achieve fast transmission rates, ATM uses a
standard fixed-sized 53-byte cell featuring a 5-byte
header or addressing and routing mechanism that
contains a virtual channel identifier (VCI), a virtual
path indicator (VPI) and an error-detection field and
a 48-byte payload or information field for transmis-
sion. ATM supports operations over physical media
thatinclude twisted copper wire pair and optical fiber
with optical rates at 13.27 Gbps (OC-192). Since
ATM enables connection-oriented services, informa-
tion is transported when a virtual channel is estab-
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lished. ATM supports switched virtual connections
(SVCs) or logical links between ATM network end-
points for the duration of the connections, as well as
permanent virtual connections (PVCs) that remain
operational until they are no longer required (Hac,
2001).

ATM specifications facilitate implementation of a
standardized infrastructure for reliable class of service
(CoS) operations. ATM service classes include avail-
able bitrate (ABR), to ensure a guaranteed minimum
capacity for bursty high-bandwidth traffic; constant
bit rate (CBR), for fixed bit-rate transmissions of
bandwidth-intensive traffic such as interactive video;
and unspecified bit rate (UBR), for best-effort deliv-
ery of data-intensive traffic such as large-sized files.
Also an ATM CoS, variable bit rate (VBR) defines
parameters for non-real-time and real-time transmis-
sionsto ensure aspecified level of throughput capacity
to meet QoS requirements (Tan, Tham & Ngoh,
2003). Additionally, ATM networks define param-
eters for peak cell rate (PCR) and sustainable cell rate
(SCR); policies for operations, administration and
resource management; and protocols and mechanisms
for secure transmissions (Littman, 2002).

ATM service classes combine the low delay of
circuit switching with the bandwidth flexibility and
high speed of packet switching. ATM switches route
multiple cells concurrently to their destination, enable
highaggregate throughput, and support queue sched-
uling and cell buffer management for realization of
multiple QoS requirements (Kou, 1999). ATM em-
ploys user-to-network interfaces (UNIs) between user
equipment and network switches, and network-to-
network interfaces (NNIs) between network switches;
and enables point-to-point, point-to-multipoint and
multipoint-to-multipoint connections.

Layer 1, orthe Physical Layer of the ATM protocol
stack, supports utilization of diverse transmission
media, interfaces and transport speeds; transforma-
tion of signals into optical/electronic formats; encap-
sulation of IP packets into ATM cells; and multiplexing
and cell routing and switching operations. Situated
above the ATM Physical Layer, Layer 2—or the
ATM Layer—uses the ATM 53-byte cell as the
basic transmission unit, which operates indepen-
dently ofthe ATM Physical Layerand employs ATM
switches to route cellular streams received from the
ATM Adaptation Layer (AAL), or Layer 3, to des-
tination addresses. The AAL consists of five sublayers

that enable cell segmentation and re-assembly, and
CBR and VBR services.

Widespread implementation of IP applications
contributes to utilization of IP overlays on ATM
networks. To interoperate with IP packet-switching
services, ATM defines a framing structure that
transports IP packets as sets of ATM cells. ATM also
interworks with ISDN, frame relay, fibre channel,
digital subscribe line (DSL), cable modem, GSM,
UMTS and satellite technologies.

ATM SPECIFICATIONS

Standards groups in the ATM arena include the
International Telecommunications Union-Telecom-
munications Sector (ITU-T), European Telecom-
munications Standards Institute (ETSI), ATM Fo-
rum and the International Engineering Task Force
(IETF). Broadband passive optical networks (B-
PONSs) compliant with the ITU-T G.983.1 Recom-
mendation enable optical ATM solutions that sup-
portasymmetric transmissions downstream at 622.08
Mbps (OC-12) and upstream at 155.52 Mbps (OC-
3) (Effenberger, Ichibangase & Yamashita, 2001).

Sponsored by ETSI (2001), the European ATM
services interoperability (EASI) and Telecommuni-
cations and IP Harmonization Over Networks
(TIPHON) initiatives established a foundation for
ATM interoperability operations and ATM QoS
guarantees. HiperLAN2 (high performance radio
local area network-2), an ETSI broadband radio
access network specification, works with ATM core
networks in enabling wireless Internet services at 54
Mbps.

The ATM Forum establishes ATM interworking
specifications, including ATM-over-ADSL and pro-
tocols such as multi-protocol-over-ATM (MPOA)
for encapsulating virtual LAN (VLAN) IP packets
into ATM cells that are routed across the ATM
network to destination VLAN addresses. The ATM
Forum promotes integration of ATM and IP address-
ing schemes for enabling ATM devices to support IP
version 4 (IPv4) and IPv6 operations, as well as
security mechanisms and services such as elliptic
curve cryptography.

Defined by the IETF, the IP multicast-over-ATM
Request for Comments (RFC) supports secure deliv-
ery of IP multicasts to designated groups of multicast
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recipients (Diot, Levine, Lyles, Kassem &
Bolensiefen, 2000). The IETF also established RFC
2492 to support ATM-based IPv6 services. IPv6
overcomes IPv4 limitations by providing expanded
addressing capabilities, astreamlined header format
and merged authentication and privacy functions.

The Third Generation Partnership Project (3GPP),
an international standards alliance, endorsed the use
of ATMas an underlying transport technology for 3G
UMTS core and access networks and satellite-UMTS
(S-UMTS) configurations (Chaudhury, Mohr & Onoe,
1999). Developed by the European Space Agency
(ESA) and endorsed by the ITU-T, S-UMTS sup-
ports Web browsing and content retrieval, IP multicasts
and videoconferencing. S-UMTSalso isacomponent
in the suite of air interfaces for the International
Mobile Telecommunications-Year 2000 (IMT-2000).
This initiative enables ubiquitous mobile access to
multimedia applications and communications ser-
vices (Cuevas, 1999).

ATM E-LEARNING INITIATIVES

A broadband multiplexing and switching technology
that supports public and private wireline and wireless
operations, ATM enables tele-education applications
with real-time responsiveness and high availability
(Kim & Park, 2000). Inthis section, ATM e-learning
initiatives in Estonia, Lithuaniaand Poland are exam-
ined. These countries also participate in EC e-learning
program initiatives that support foreign language tele-
instruction, intercultural exchange, pedagogical inno-
vations in distance education and enhanced access to
e-learning resources. ATM e-learning initiatives in
Singapore and the U.S. are also described.

Estonia

The Estonian Education and Research Network
(EENET) provisions ATM-based videoconferences
and multicast distribution in the Baltic States at
institutions that include the University of Tartu and
Tallinn Technical University. A participant in the
(networked education (NED) and Swedish-ATM
(SWEST-ATM) projects, EENET also enables ATM
linksto the Royal Institute of Technology in Stockholm,
Tampere University in Finland and the National
University of Singapore (Kalja, Ots & Penjam, 1999).
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Lithuania

The Lithuania Academic and Research Network
(LITNET) uses an ATM backbone network to sup-
port links to academic libraries and scientific institu-
tions; GEANT, the pan European gigabit network;
and NRENs such as EENET. The Lithuania Univer-
sity of Agriculture and Kaunas Medical University
employ ATM and Gigabit Ethernet technologies for e-
learning projects. The Kaunas Regional Distance
Education Center uses ATM in concert with ISDN
and satellite technologiesto support access to distance
education courses (Rutkauskiene, 2000).

POLAND

Sponsored by the State Committee for Scientific
Research (KBN, 2000), the Polish Optical Internet
(PIONIER) projectemploysa DWDM infrastructure
that interworks with ATM, Gigabit Ethernet, IP and
SDHtechnologies. This initiative supports e-learning
applications at Polish educational institutions and
research centers, including the Wroclaw University of
Technology.

SINGAPORE

The Singapore Advanced Research and Education
Network (SingAREN) supports ATM connections to
the Asia Pacific Area Network (APAN), the Trans-
Eurasia Information Network (TEIN) and the Abilene
network via the Pacific Northwest GigaPoP (gigabit
point of presence) in Seattle, Washington, U.S.
SingAREN transborder connections enable the
Singapore academic and research community to par-
ticipate in global scientific investigations and ad-
vanced e-learning initiatives in fields such as space
scienceandbiology. Academicinstitutionsin Singapore
that participate in SingAREN include the National
Technological University.

U.S.
Maine

The Maine Distance Learning Project (MDLP) em-
ploys ATM to support ITU-T H.323-compliant
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videoconferences and facilitate access to 12 re-
sources. The ATM infrastructure enables high school
students at MDLP sites with low enrollments to
participate in calculus physics and anatomy classes
and take advanced college placement courses. In
addition, the MDLP ATM configuration provisions
links to graduate courses developed by the Univer-
sity of Maine faculty; certification programs for
teachers, firefighters and emergency medical per-
sonnel; and teleworkshops for state and local gov-
ernment agencies.

New Hampshire

The Granite State Distance Learning Network
(GSDLN) employs an ATM infrastructure for en-
abling tele-education initiatives at K-12 schools and
post-secondary institutions. GSDLN provides access
to professional certification programs, team teaching
sessions and enrichment activities sponsored by the
New Hampshire Fish and Game Department.

Rhode Island

A member of the Ocean State Higher Education
Economic Developmentand Administrative Network
(OSHEN) Consortium, an 12 special-education group
participant (SEGP), Rhode Island Network (RINET)
employs ATM to facilitate interactive
videoconferencingand provision linksto 12 e-learning
initiatives. RINET also sponsors an 12 ATM virtual
job-shadowing project that enables students to ex-
plore career options with mentors in fields such as
surgery.

TRENDS IN ATM IMPLEMENTATION

The ATM Forum continues to support development
of interworking specifications and interfaces that
promote the use of ATM in concert with IP, FR,
satellite and S-UMTS implementations; broadband
residential access technologies suchas DSL and local
multipoint distribution service (LMDS), popularly
called wireless cable solutions; and WDM and DWDM
optical configurations. The Forum also promotes
development of encapsulation methods to support
converged ATM/MPLS operations forenabling ATM
cells that transit IP best-effort delivery networks to

provide QoS assurances. Approaches for facilitating
network convergence and bandwidth consolidation
by using MPLS to supportan ATM overlay onan IP
optical network are in development.

Distinguished by itsreliable support of multimedia
transmissions, ATM will continue to play a critical
role in supporting e-learning applications and initia-
tives. In 2004, the Delivery of Advanced Network
Technology to Europe (DANTE), in partnership with
the Asia Europe Meeting (ASEM) initiated work on
TIENZ2,aSouth East Asiaintra-regional research and
education network that will support links to GEANT
(GN1), the pan-European gigabit network developed
under the EC CORDIS IST initiative. GN1 employs
an IP-over-SDH/WDM infrastructure that enables
extremely fast transmission rates at heavily trafficked
core network locationsand an IP-over-ATM platform
to facilitate voice, video and data transmission at
outlying network sites.

The ATM Forum and the Broadband Content
Delivery Forum intend to position ATM asan enabler
of content delivery networks (CDNs) that deliver
real-time and on-demand streaming media without
depleting network resources and impairing network
performance (ATM Forum, 2004). In the educational
arena, ATM-based CDNs are expected to support
special-event broadcasts, telecollaborative research,
learner-centered instruction, Web conferencing, on-
demand virtual fieldtrips and virtual training.

Inadditionto e-learning networks and multimedia
applications, ATM remains a viable enabler of e-
government, telemedicine and public safety solutions.
As an example, Project MESA, an initiative devel-
oped by ETSI and the Telecommunications Industry
Association (T1A), willemploy amix of ATM, satel-
lite and wireless network technologies to support
disaster relief, homeland security, law enforcement
and emergency medical services (ETSI & TIA, 2004).

CONCLUSION

ATM technology is distinguished by its dependable
support of e-learning applications that optimize stu-
dent achievement and faculty productivity. ATM
technology seamlessly enables multimediatransport,
IP multicast delivery and access to content-rich Web
resources with QoS guarantees. Despite technical and
financial concerns, ATM remains a viable enabler of
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multimediae-learning initiatives in local and wider-
areaeducational environments. Research and experi-
mentation are necessary to extend and refine ATM
capabilities in supporting CDNs, wireless solutions,
secure network operations, and interoperability with
WDM and DWDM optical networks. Ongoing assess-
ments of ATM network performance in provisioning
on-demand and real-time access to distributed e-
learning applications and telecollaborative research
projects in virtual environments are also recom-
mended.
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KEY TERMS

10 Gigabit Ethernet: Compatible with Ethernet,
Fast Ethernet and Gigabit Ethernet technologies.
Defined by the IEEE 802.3ae standard, 10 Gigabit
Ethernet provisions CoS or QoS assurances for mul-
timedia transmissions, whereas ATM supports QoS
guarantees.
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DSL: Supports consolidation of data, video and
voice traffic for enabling broadband transmissions
over ordinary twisted-copper-wire telephone lines
between the telephone company central office and the
subscriber’s residence.

E-Learning: A term used interchangeably with
distance education and tele-education. E-learning
refersto instructional situations in which the teacher
and learner are physically separated.

H.323: An ITU-T specification that defines net-
work protocols, operations and components for trans-
porting real-time video, audio and data over IP
networks such as the Internet and 12.

IP Multicasts: Sets of IP packets transported via
point-to-multipoint connections over a network such
as 12 or GEANT to designated groups of multicast
recipients. IP multicasts conserve bandwidth and
network resources.

Middleware: Software that connects two or
more separate applications across the Web for
enabling data exchange, integration and/or support.

MPLS: Assigns a short fixed-size label to an IP
packet. A streamlined version of an IP packet header,
this label supports fast and dependable multimedia
transmissions via label-switched paths over packet
networks.

Quality of Service (QoS): Guaranteesinadvance
aspecified level of throughput capacity for multime-
diatransmissions via ATM networks.

SONET: Enables synchronous real-time multime-
diatransmission viaoptical fiber at rates ranging from
51.84 Mbps (OC-1) to 13.21 Ghps (OC-255). SDH
is the international equivalent of SONET.

Web Cache: Stores Web content locally to im-
prove network efficiency.
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INTRODUCTION

Identity verification in computer systems is done
based on measures like keys, cards, passwords, PIN
and so forth. Unfortunately, these may often be
forgotten, disclosed or changed. A reliable and accu-
rate identification/verification technique may be de-
signed using biometric technologies, which are further
based onthe special characteristics of the person such
as face, iris, fingerprint, signature and so forth. This
technique of identification is preferred over tradi-
tional passwords and PIN-based techniques for vari-
ouUS reasons:

. The person to be identified is required to be
physically present at the time of identification.

. Identification based on biometric techniques
obviates the need to remember a password or
carry a token.

Abiometric system essentially is a pattern recog-
nition system that makes a personal identification by
determining the authenticity of aspecific physiologi-
cal or behavioral characteristic possessed by the user.
Biometric technologies are thus defined as the “auto-
mated methods of identifying or authenticating the
identity of aliving person based onaphysiological or
behavioral characteristic.” A biometric system can be
either an identification system or a verification (au-
thentication) system; both are defined below.

»  Identification: One to Many—A comparison
of an individual’s submitted biometric sample

against the entire database of biometric refer-
ence templates to determine whether it matches
any of the templates.

*  Verification: One to One—A comparison of
two sets of biometrics to determine if they are
from the same individual.

Biometric authentication requires comparing a
registered or enrolled biometric sample (biometric
template or identifier) against a newly captured bio-
metric sample (for example, the one captured during
alogin). This is a three-step process (Capture, Pro-
cess, Enroll) followed by a Verification or Identifi-
cation.

During Capture, raw biometric is captured by a
sensing device, suchasafingerprint scanner or video
camera; then, distinguishing characteristics are ex-
tracted from the raw biometric sample and converted
into aprocessed biometric identifier record (biometric
template). Nextisenrollment, inwhich the processed
sample (a mathematical representation of the tem-
plate) is stored/registered in a storage medium for
comparison during authentication. In many commer-
cial applications, only the processed biometric sample
is stored. The original biometric sample cannot be
reconstructed from this identifier.

BACKGROUND

Many biometric characteristics may be captured in
the first phase of processing. However, automated
capturing and automated comparison with previously

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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stored data requires the following properties of
biometric characteristics:

e Universal: Everyone must have the attribute.
The attribute must be one that is seldom lost to
accident or disease.

e Invariance of properties: They should be con-
stant over a long period of time. The attribute
should not be subject to significant differences
based on age or either episodic or chronic
disease.

*  Measurability: The properties should be suit-
able for capture without waiting time and it must
be easy to gather the attribute data passively.

»  Singularity: Each expression of the attribute
must be unique to the individual. The character-
istics should have sufficient unique propertiesto
distinguish one person from any other. Height,
weight, hairand eye color are unique attributes,
assuming a particularly precise measure, but do
not offer enough points of differentiation to be
useful for more than categorizing.

e Acceptance: The capturing should be possible
inaway acceptable to a large percentage of the
population. Excluded are particularly invasive
technologies; that is, technologies requiring a
part of the human body to be taken or (appar-
ently) impairing the human body.

*  Reducibility: The captured data should be
capable of being reduced to an easy-to-handle
file.

. Reliability and tamper-resistance: The at-
tribute should be impractical to mask or manipu-
late. The process should ensure high reliability
and reproducibility.

*  Privacy: The process should not violate the
privacy of the person.

. Comparable: The attribute should be able to be
reduced to a state that makes itdigitally compa-
rable to others. The less probabilistic the match-
ing involved, the more authoritative the identi-
fication.

«  Inimitable: Theattribute mustbe irreproducible
by other means. The less reproducible the at-
tribute, the more likely it will be authoritative.

Among the various biometric technologies being
considered are fingerprint, facial features, hand ge-
ometry, voice, iris, retina, vein patterns, palm print,

DNA, keystroke dynamics, ear shape, odor, signature
and so forth.

Fingerprint

Fingerprintbiometric is an automated digital version
of the old ink-and-paper method used for more than
acentury for identification, primarily by law enforce-
mentagencies (Maltoni, 2003). The biometric device
requires each user to place a finger on a plate for the
printto be read. Fingerprintbiometrics currently has
three main application areas: large-scale Automated
Finger Imaging Systems (AFIS), generally used for
law enforcement purposes; fraud prevention in en-
titlement programs; and physical and computer ac-
cess. A major advantage of finger imaging is the long-
time use of fingerprints and its wide acceptance by the
public and law enforcement communitiesasareliable
means of human recognition. Othersinclude the need
for physical contact with the optical scanner, possibil-
ity of poor-quality images due to residue on the finger
such as dirtand body oils (which can build up on the
glass plate), as well as eroded fingerprints from
scrapes, years of heavy labor or mutilation.

Facial Recognition

Face recognition is a noninvasive process where a
portion of the subject’s face is photographed and the
resulting image is reduced to a digital code (Zhao,
2000). Facial recognition records the spatial geometry
of distinguishing features of the face. Facial recogni-
tion technologies can encounter performance prob-
lems stemming from such factors as non-cooperative
behavior of the user, lighting and other environmental
variables. The main disadvantages of face recognition
are similar to problems of photographs. People who
look alike can fool the scanners. There are many ways
in which people can significantly alter their appear-
ance, like slight change in facial hair and style.

Iris Scan

Iris scanning measures the iris pattern in the colored
part of the eye, although iris color has nothing to do
with the biometric®. Iris patterns are formed ran-
domly. Asaresult, the iris patternsin the leftand right
eyes are different, and so are the iris patterns of
identical twins. Iris templates are typically around
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256 bytes. Iris scanning can be used quickly for both
identification and verification applications because
of its large number of degrees of freedom. Disadvan-
tages of iris recognition include problems of user
acceptance, relative expense of the system as com-
pared to other biometric technologies and the rela-
tively memory-intensive storage requirements.

Retinal Scan

Retinal scanning involves an electronic scan of the
retina—the innermost layer of wall of the eyeball. By
emitting a beam of incandescent light that bounces
off the person’s retina and returns to the scanner, a
retinal scanning system quickly maps the eye’s blood
vessel pattern and records itinto an easily retrievable
digitized database®. The eye’s natural reflective and
absorption properties are used to map a specific
portion of the retinal vascular structure. The advan-
tages of retinal scanning are its reliance on the unique
characteristics of each person’s retina, as well as the
fact that the retina generally remains fairly stable
throughout life. Disadvantages of retinal scanning
include the need for fairly close physical contact with
the scanning device. Also, trauma to the eye and
certain diseases can change the retinal vascular
structure, and there also are concerns about public
acceptance.

Voice Recognition

Voice or speaker recognition uses vocal characteristics
toidentify individuals using a pass-phrase (Campbell,
1997). It involves taking the acoustic signal of a
person’s voice and converting it to a unique digital
code that can be stored inatemplate. VVoice recognition
systems are extremely well-suited for verifying user
accessover atelephone. Disadvantages of this biomet-
ricarethatnotonly isafairly large byte code required,
but also, people’s voices can change (for example,
when they are sick or in extreme emotional states).
Also, phrases can be misspoken and background
noises can interfere with the system.

Signature Verification
Itisanautomated method of examining an individual’s

signature. Thistechnology examines dynamics such as
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speed, direction and pressure of writing; the time
that the stylus is in and out of contact with the
“paper”; the total time taken to make the signature;
and where the stylus is raised from and lowered
onto the “paper”. Signature verification templates
are typically 50 to 300 bytes. The key is to differen-
tiate between the parts of the signature that are
habitual and those that vary with almost every
signing. Disadvantages include problems with long-
term reliability, lack of accuracy and cost.

Hand/Finger Geometry

Hand or finger geometry is an automated measure-
ment of many dimensions of the hand and fingers.
Neither of these methods takes actual prints of palm
or fingers. Only the spatial geometry is examined as
the user puts a hand on the sensor’s surface. Hand
geometry templates are typically 9 bytes, and finger
geometry templates are 20 to 25 bytes. Finger geom-
etry usually measures two or three fingers, and thus
requiresasmall amount of computational and storage
resources. The problems with this approach are that
it has low discriminative power, the size of the
required hardware restricts its use in some applica-
tionsand hand geometry-based systems can be easily
circumvented®.

Palm Print

Palm print verification isaslightly modified form of
fingerprinttechnology. Palm print scanning uses an
optical reader very similar to that used for fingerprint
scanning; however, itssize ismuch bigger, which is
a limiting factor for use in workstations or mobile
devices.

Keystroke Dynamics

Keystroke dynamics is an automated method of
examiningan individual’s keystrokes on a keyboard
(Monrose, 2000). This technology examines dynam-
ics such as speed and pressure, the total time of
typing a particular password and the time that a user
takes between hitting keys—dwell time (the length
of time one holds down each key) as well as flight
time (the time it takes to move between keys).
Taken over the course of several login sessions,
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these two metrics produce a measurement of rhythm
unigue to each user. Technology is still being devel-
oped to improve robustness and distinctiveness.

Vein Patterns

Vein geometry is based on the fact that the vein
pattern is distinctive for various individuals. Vein
measurement generally focuses on blood vessels on
the back of the hand. The veins under the skin absorb
infrared light and thus have a darker pattern on the
image of the hand. An infrared light combined with a
special camera captures an image of the blood vessels
in the form of tree patterns. This image is then
converted into data and stored in a template. Vein
patterns have several advantages: First, they are large,
robust internal patterns. Second, the procedure does
not implicate the criminal connotations associated
with the taking of fingerprints. Third, the patterns are
not easily damaged due to gardening or bricklaying.
However, the procedure has not yet won full main-
stream acceptance. The major disadvantage of vein
measurement is the lack of proven reliability?®.

DNA

DNA sampling is rather intrusive at present and
requires a form of tissue, blood or other bodily
sample®. This method of capture still has to be refined.
So far, DNA analysis has not been sufficiently auto-
matic to rank it as a biometric technology. The
analysis of human DNA is now possible within 10
minutes. Ifthe DNA can be matched automatically in
real time, itmay become more significant. At present,
DNA is very entrenched in crime detection and will
remain inthe law enforcement area for the time being.

Ear Shape
Identifying individuals by ear shape is used in law
enforcement applications where ear markings are

found at crime scenes (Burge, 2000). Problems are
faced whenever the ear is covered by hair.

Body Odor

The body odor biometrics is based on the fact that
virtually every human’s smell is unique. The smell is

captured by sensors that are capable of obtaining the
odor from non-intrusive parts of the body, such as
the back of the hand. The scientific basis is that the
chemical composition of odors can be identified using
special sensors. Each human smell is made up of
chemicals known as volatiles. They are extracted by
the system and converted into atemplate. The use of
body odor sensors broaches on the privacy issue, as
the body odor carries asignificantamount of sensitive
personal information. Itis possible to diagnose some
disease or activities in last hours by analyzing body
odor.

MAIN FOCUS OF THE ARTICLE
Performance Measurements

The overall performance of asystem can be evaluated
interms of its storage, speed and accuracy. The size
of atemplate, especially when using smart cards for
storage, can be adecisive issue during the selection of
a biometric system. Iris scan is often preferred over
fingerprinting for this reason. Also, the time required
by the system to make an identification decision is
important, especially inreal-time applications such as
ATM transactions.

Accuracy is critical for determining whether the
system meets requirements and, in practice, the way
the system responds. Itistraditionally characterized
by two error statistics: False Accept Rate (FAR)
(sometimes called False Match Rate), the percent-
age of impostors accepted; and False Reject Rate
(FRR), the percentage of authorized users rejected.
These error rates come in pairs: For each false-
reject rate there is a corresponding false alarm. In a
perfect biometric system, both rates should be zero.
Unfortunately, no biometric system today is flaw-
less, so there must be a trade-off between the two
rates. Usually, civilian applications try to keep both
rates low. The error rate of the system when FAR
equals FRR is called the Equal Error Rate, and is
used to describe performance of the overall system.
Good biometric systems have error rates of less than
1%. This should be compared to error rates in
current methods of authentication, such as pass-
words, photo IDs, handwritten signatures and so
forth. Although this is feasible in theory, practical
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comparison between different biometric systems
when based on different technologies is very hard to
achieve. The problem with the system is that people’s
physical traits change over time, especially with
alterations due to accident or aging. Problems can
occur because of accident or aging, humidity in the
air, dirt and sweat (especially with finger or hand
systems) and inconsistent ways of interfacing with
the system.

According to the Biometric Working Group
(founded by the Biometric Consortium), the three
basic types of evaluation of biometric systems are:
technology, scenario and operational evaluation®.

The goal of a technology evaluation is to compare
competing algorithms fromasingle technology. The
use of test sets allows the same test to be given to all
participants. The goal of scenario testing is to deter-
mine the overall system performance in a single
prototype or simulated application to determine
whetherabiometrictechnology is sufficiently mature
to meet performance requirements for a class of
applications. The goal of operational testing is to
determine the performance of a complete biometric
system in a specific application environment with a
specifictarget population, to determine if the system
meets the requirements of a specific application.

Problems of Using Biometric
Identification

Different technologies may be appropriate for dif-
ferent applications, depending on perceived user

Table 1. Factors that impact any system’
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profiles, the need to interface with other systems or
databases, environmental conditions and a host of
otherapplication-specific parameters.

Biometrics has some drawbacks and loopholes.
Some of the problems associated with biometrics
systems are as follows:

. Most of the technologies work well only
for a “small” target population: Only two
biometric technologies, fingerprinting and iris
scanning, have been shown in independent
testing to be capable of identifying a person
from a group exceeding 1,000 people. Three
technologies—face, voice and signature—have
been shown in independent testing to be inca-
pable of singling out a person from a group
exceeding 1,000. This can be a big problem for
large-scale use?

. The level of public concern about privacy
and security is still high: Privacy issues are
defined as freedom from unauthorized intru-
sion. Itcan be divided into three distinct forms:

e Physical privacy, or the freedom of indi-
vidual from contact with others.

e Informational privacy, or the freedom of
individualsto limitaccessto certain personal
information about oneself.

e Decision privacy, or the freedom of individu-
als to make private choices about personal
and intimate matters.

Characteristic |Fingerprints ||Face Iris Retina  ||Voice Signature Hand
Geometry

Ease of Use  |High [Medium |Medium |Low  [High |High |High |
Error Dryness, dirt, ||Lighting, age, |[Poor Noise, Changing |Hand
incidence age glasses, hair  |/lighting Glasses | colds, signatures |linjury, age

' weather '
Accuracy |High |High | Very high |[Very high|High |High |High |
User Medium Medium Medium |[Medium |High Medium Medium
acceptance
Required High Medium Very high|High  |Medium  |Medium | Medium
security level
Long-term . . . . . . .
stability High Medium High High Medium Medium Medium
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Public resistances to these issues can be a big
deterrent to widespread use of biometric-based
identification.

. Biometric technologies do not fit well in
remote systems. If verification takes place
across a network (the measurement point and
the access control decision point are not co-
located), the system might be insecure. In this
case, attackers can either steal the person’s
scanned characteristic and use it during other
transactions or inject their characteristic into
the communication channel. This problem can
be overcome by the use of a secure channel
between the two points.

. Biometric systems do not handle failure
well. If someone steals one’s template, it re-
mains stolen for life. Since it is not a digital
certificate or a password, you cannot ask the
bank or some trusted third party to issue a new
one. Once the template is stolen, it is not
possible to go back to a secure situation.

CONCLUSION

The world would be a fantastic place if everything
were secure and trusted. But unfortunately, inthe real
world there is fraud, crime, computer hackers and
theft. So there is need of something to ensure users’
safety. Biometrics is one method that can give optimal
security tousers inthe available resource limitations.
Some of its ongoing and future applications are:

. Physical access

. Virtual access

. E-commerce applications
. Corporate IT

. Aviation

. Banking and financial

. Healthcare

. Government

This article presents an overview of various bio-
metrics technologies’ performance, application and
problems. Research is going on to provide a secure,
user-friendly and cost-effective biometrics technol-

ogy.
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KEY TERMS

Authentication: The action of verifying informa-
tion such as identity, ownership or authorization.

61




Biometric: A measurable, physical characteris-
tic or personal behavioral trait used to recognize or
verify the claimed identity of an enrollee.

Biometrics: The automated technique of mea-
suring a physical characteristic or personal trait of
an individual and comparing that characteristic to a
comprehensive database for purposes of identifica-
tion.

Behavioral Biometric: A biometric character-
ized by a behavioral trait learned and acquired over
time.

False Acceptance Rate: The probability that a
biometric system will incorrectly identify an indi-
vidual or will fail to reject an impostor.

False Rejection Rate: The probability that a
biometric system will fail to identify an enrollee, or
verify the legitimate claimed identity of an enrollee.
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Physical/Physiological Biometric: A biomet-
ric characterized by a physical characteristic.
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INTRODUCTION

Information security is concerned with the assur-
ance of confidentiality, integrity, and availability of
information in all forms. There are many tools and
techniques that can support the management of
information security and systems based on biomet-
rics that have evolved to support some aspects of
information security. Biometric systems support the
facets of identification/authorization, authentication
and non-repudiation in information security.

Biometric systems have grown in popularity as a
way to provide personal identification. Personal
identificationis crucially importantin many applica-
tions, and the upsurge in credit-card fraud and
identity theft in recent years indicates that this is an
issue of major concern in society. Individual pass-
words, PIN identification, cued keyword personal
questions, or even token-based arrangements all
have deficiencies that restrict their applicability ina
widely-networked society. The advantage claimed
by biometric systems is that they can establish an
unbreakable one-on-one correspondence between
an individual and a piece of data.

The drawback of biometric systems is their per-
ceived invasiveness and the general risks that can
emerge when biometric datais not properly handled.
There are good practices that, when followed, can
provide the excellent match between data and iden-
tity that biometrics promise; if not followed, it can
lead to enormous risks to privacy for an individual.

Biometric Security

Jain et al. (2000) define a biometric security system
as: ...essentially a pattern-matching system which
makes a personal identification by establishing the
authenticity of a specific physiological or biological
characteristic possessed by the user. An effective
security system combines at least two of the following
three elements: “something you have, something you
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know or something you are” (Schneier, 2000). Bio-
metric data provides the “something you are”—data
isacquired from some biological characteristic of an
individual. However, biometric data is itself no guar-
antee of perfect security; a combination of security
factors, even acombination of two or more biometric
characteristics, is likely to be effective (Jain et al.,
1999). Other techniques are needed to combine with
biometrics to offer the characteristics of a secure
system—confidentiality (privacy), integrity, authen-
tication and non-repudiation (Clarke, 1998).

Biometric data come in several different forms
that can be readily acquired, digitized, transmitted,
stored, and compared in some biometric authentica-
tion device. The personal and extremely sensitive
nature of biometric data implies that there are sig-
nificant privacy and security risks associated with
capture, storage, and use (Schneier, 1999).

Biometric data is only one component in wider
systems of security. Typical phases of biometric
security would include acquisition of data (the bio-
logical characteristic), extraction (of a template
based on the data), comparison (with another bio-
logical characteristic), and storage. The exact de-
sign of biometric systems provides a degree of
flexibility in how activities of enrollment, authentica-
tion, identification, and long-term storage are ar-
ranged. Some systems only require storage of the
data locally withinabiometric device; others require
a distributed database that holds many individual
biometric samples.

BACKGROUND

Biometric security systems can be divided logically
into separate phases of operation—separating en-
roliment of a biometric from extraction and coding
into a template form to authentication where a
sample acquired from an individual at some time is
compared with one enrolled at a previous time. The

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of IGI is prohibited.




enrollment and comparison of biometric data are
done by some biometric authentication device,and a
variety of biometric data can be used as the basis for
the authentication. The characteristics of a number
of different devices are described, and then the
particular risks and issues with these devices are
discussed in the main part of this article.

Types of Biometric Devices

Several types of biometric data are commonly in
use. Each of the following types of devices captures
data in a different form and by a different mecha-
nism. The nature of the biometric data and the
method by which they are acquired determines the
invasiveness of the protocol for enrollment and
authentication. The method of acquisition and any
associated uncertainties in the measurement pro-
cess can allow a malicious individual to attack the
security of the biometric system by interfering with
the capture mechanism or by substituting biometric
data.

*  Fingerprint Scanner: Acquires an image of a
fingerprinteither by optical scanning or capaci-
tance sensing. Generation of biometric tem-
plates is based on matching minutiae—charac-
teristic features in fingerprints.

. Retinal/Iris Scanner: Both are forms of bio-
metric data capture based on scanning differ-
ent parts of the eye. In aretinal scan, a biomet-
rictemplate is formed by recording the patterns
of capillary blood vessels at the back of the
eye. Iris scanning can be performed remotely
using a high-resolution camera and templates
generated by a process similar to retinal scan-
ning.

e Facial Scanner: Facial recognition works by
extracting key characteristics such as relative
position of eyes, nose, mouth, and ears from
photographs of an individual’s head or face.
Authentication of facial features is quite sensi-
tive to variations in the environment (camera
position, lighting, etc.) to those at enrollment.

. Hand Geometry: Scanners generate tem-
plates based on various features of an
individual’s hand, including finger length. Tem-
plates generated can be very compact, and the
method is often perceived by users to be less
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invasive than other types of biometric devices.

e Voiceprint: Voiceprint recognition compares
the vocal patterns of an individual with previ-
ously enrolled samples. An advantage of voice-
print techniques over other forms of biometric
is the potential to detect duress or coercion
through the analysis of stress patterns in the
sample voiceprint.

*  DNA Fingerprint: This method works by
taking a tissue sample from an individual and
then sequencing and comparing short segments
of DNA. The disadvantages of the technique
are in its overall invasiveness and the speed at
which samples can be processed. Due to the
nature of the process itself, there is an ex-
tremely low false acceptance rate, but an un-
certain false rejection rate.

e Deep Tissue Illumination: A relatively new
technique (Nixon, 2003) that involves illumina-
tion of human tissue by specific lighting condi-
tions and the detection of deep tissue patterns
based on light reflection. The technique is
claimed to have less susceptibility for spoofing
than other forms of biometric techniques, as it
is harder to simulate the process of light reflec-
tion.

*  Keystroke Pattern: Technique works by de-
tecting patterns of typing on a keyboard by an
individual against patterns previously enrolled.
Keystroke biometrics have been used to harden
password entry—to provide greater assurance
that a password was typed by the same indi-
vidual that enrolled it by comparing the pace at
which it was typed.

Typically, the raw biometric data that are cap-
tured from the device (the measurement) are en-
coded into a biometric template. Extraction of fea-
tures from the raw data and coding of the template
are usually proprietary processes. The biometric
templates are normally used as the basis for com-
parison during authentication. Acquisition, transmis-
sion, and storage of biometric templates are impor-
tant aspects of biometric security systems, as these
are areas where risks can arise and attacks on the
integrity of the system can be made.

In considering the different aspects of a biomet-
ric system, we focus on the emergent issues and
risks concerned with the use of this kind of data.
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Careful consideration of these issues is important due
to the overall concern with which users view biomet-
ric systems, the gaps between the current state of
technological development, and legislation to protect
the individual. In considering these issues, we present
a framework based on three important principles:
privacy, awareness, and control.

MAIN FOCUS

For a relatively new technology, biometric security
has the potential to affect broad sectors of commerce
and public society. While there are security benefits
and a degree of convenience that can be offered by
the use of biometric security, there are also several
areas of concern. We examine here the interaction of
three main issues—privacy, awareness, and con-
sent—as regards biometric security systems, and we
show how these can contribute to risks that can
emerge from these systems.

Privacy

There are several aspects to privacy with relation to
biometrics. First, there is the necessary invasiveness
association with the acquisition of biometric data
itself. Then, there are the wider issues concerned with
association of such personal data with the real identity
of an individual. Since biometric data can never be
revoked, there are concerns about the protection of
biometric data in many areas.

A biometric security system should promote the
principle of authentication without identification,
where possible. That is, rather than identifying an
individual first and then determining the level of
access that they might have, authentication without
identification uses the biometric data in an anony-
mous fashion to determine access rights. Authentica-
tion without identification protects the privacy of the
user by allowing individuals to engage in activities
that require authentication without revealing their
identities.

Such protection can be offered by some technolo-
gies that combine biometric authentication with en-
cryption (Bleumer, 1998, Impagliazzo & More, 2003).
However, in many situations, more general protec-
tion needs to be offered through legislation rather
than from any characteristic of the technology itself.

Here we find a serious gap between the state of
technological and ethical or legal developments.

Legislative protections are widely variable across
different jurisdictions. The United Kingdom Data
Protection Act (1998), the European Union Data
Protection Directive (1995), and the New Zealand
Privacy Act (1994) afford protection to biometric
data at the same level as personal data. In the
United States, the Biometric Identifier Privacy Act
in New Jersey has been enacted to provide similar
levels of protection. The Online Personal Privacy
Actthat proposed similar protections for privacy of
consumers on the Internet was introduced into the
United States Senate (Hollings, 2002; SS2201 Online
Personal Privacy Act, 2002) but was not completed
during the session; the bill has yet to be reintro-
duced.

Awareness and Consent

If an individual is unaware that biometric data have
been acquired, then they hardly could have given
consent for it to be collected and used. Various
systems have been proposed (and installed) to
capture biometric data without the expressed con-
sentof an individual, or even without informing the
individual that such data is being captured. Ex-
amples of such systems include the deployment of
facial recognition systems linked to crowd-scan-
ning cameras at the Super Bowl in Tampa Bay,
Florida (Wired, December 2002) or at various air-
ports (e.g., Logan International Airport, reportedin
Boston Globe, July 2002). While it would appear
from the results of such trials that these forms of
biometric data acquisition/matching are not yet
effective, awareness that such methods could be
deployed is a major concern.

Consent presupposes awareness; however, con-
sent is not such an easy issue to resolve with
biometrics. It also presupposes that either the user
has some control over how their biometric data are
stored and processed, or that some suitable level of
protection is afforded to the user within the context
of the system. The use of strong encryption to
protect biometric data during storage would be a
good example of such protection. It is crucial to
reach some form of agreement among all parties
involved in using the system, both those responsible
for authenticating and the individuals being authen-
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ticated. If the user has no alternative other than to
use the biometric system, can they really be said to
consent to use it?

Risks

Biometric devices themselves are susceptible to a
variety of attacks. Ratha, Connell & Boyle (2001)
list eight possible forms of attack (Table 1) that can
be used by amalicious individual to attemptto breach
the integrity of a system in different ways.

Uncertainty in the precision of acquiring and
comparing biometric data raises risks of different
kinds associated with false acceptance and false
rejection of biometric credentials. False acceptance
has the more significant impact—if a user who has
notenrolled biometric data is ever authenticated, this
represents a serious breakdown in the security of the
overall system. On the other hand, false rejection is
more of an inconvenience for the individual—they
have correctly enrolled data, but the device has not
authenticated them for some reason. The degree of
uncertainty varies between devices for the same
type of biometric data and between different types
of biometrics. Adjusting the degree of uncertainty of
measurement allows the designer of a biometric
security system to make the appropriate tradeoffs
between security and convenience.

Biometrics are not secrets (Schneier, 1999). If
biometric data are ever compromised, it raises a
significant problem for an individual. If the data are
substituted by amalicious individual, then the future
transactions involving their credentials are suspect.
Biometric data can never be revoked and, hence,

Table 1. Types of attack on a biometric system

Biometrics Security

should be afforded the highest protection. Finger-
print-based biometrics, for example, are relatively
commonly used, and yet fingerprints are easily com-
promised and can even be stolen without the knowl-
edge of the individual concerned.

The class of attacks noted as spoofing exploit this
uncertainty and allow the integrity of a biometric
system to be undermined by allowing fake biometric
data to be introduced. We examine next how this
class of attack can be conducted.

SPOOFING BIOMETRIC SECURITY

Spoofing is a class of attack on a biometric security
system where a malicious individual attempts to
circumvent the correspondence between the bio-
metric data acquired from an individual and the
individual itself. Thatis, the malicious individual tries
to introduce fake biometric data into a system that
does not belong to that individual, either at enroll-
ment and/or authentication.

The exact techniques for spoofing vary, depend-
ing on the particular type of biometric involved.
Typically though, such methods involve the use of
some form of prosthetic, such as a fake finger,
substitution of a high-resolution image of an iris, a
mask, and so forth. The degree of veracity of the
prosthetic varies according to the precision of the
biometric device being spoofed and the freedom that
the attacker has in interacting with the device. It is
surprising how relatively simple methods can be
successful at circumventing the security of com-
monly available contemporary biometric devices

Generic attacks

Presentation of a fake biometric (spoofing)
Replay attack (pre-recorded biometric data
Interference with biometric feature extraction
Interference with template generation

Data substitution of biometric in storage

Specific attacks

scanners (Thalheim et al., 2002)

Interception of biometric data between device and storage
Overriding the final decision to match the biometric data

Dummy silicone fingers, duplication with and without cooperation (van der Putte and Keuning, 2000)
Present a fake fingerprint based on a gelatine mould (Matsumoto, 2002)
Present fake biometrics or confuse the biometric scanners for fingerprints, facial recognition and retinal
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(Matsumoto, 2002; Thalheimetal., 2002). Reducing
the freedom that a potential attacker has via close
supervision of interaction with the authentication
device may be a solution; incorporation of different
security elements into a system is another.

Two- or even three-factor (inclusion of two or
three of the elements of security from Schneier’s
definition) security systems are harder to spoof;
hence, the current interest in smart-cards and em-
bedded authentication systems where biometric au-
thentication is integrated with a device that the
individual carries and uses during enroliment and
authentication. A wider solution is the notion of a
competitive or adversarial approach to verifying
manufacturers’ claims and attempting to circumvent
biometric security (Matsumoto, 2002). Taking the
claims made by manufacturers regarding false ac-
ceptance and false rejection rates and the degree to
which their products can guarantee consideration
only of live biometric sources is risky and can lead to
areduction in overall system integrity.

CONCLUSION

While biometric security systems can offer a high
degree of security, they are far from perfect solu-
tions. Sound principles of system engineering are
still required to ensure a high level of security rather
than the assurance of security coming simply from
the inclusion of biometrics in some form.

The risks of compromise of distributed database
of biometrics used in security applications are high,
particularly where the privacy of individuals and,
hence, non-repudiation and irrevocability are con-
cerned (see Meeks [2001] for a particularly nasty
example). Itis possible to remove the need for such
distributed databases through the careful application
of biometric infrastructure without compromising
security.

Theinfluence of biometric technology on society
and the potential risks to privacy and threats to
identity will require mediation through legislation.
For much of the short history of biometrics, the
technological developments have been inadvance of
the ethical or legal ones. Careful consideration of the
importance of biometric dataand how they should be
legally protected is now required on a wider scale.
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KEY TERMS

Authentication: The process by which a con-
temporary biometric sample is acquired from an
individual and used to compare against a historically
enrolled sample. If the samples match, the user is
authenticated. Depending on the type of system, the
authentication may be prompted by some additional
information—a key to the identity of the user or the
pseudonym against which the enrolled data was
registered.

Biometric: Some measurement of the biological
characteristics of a human subject. A useful biomet-
ric is one that is easily acquired and digitized and
where historical samples can be readily compared
with contemporary ones.

Biometric Encryption: A technique whereby
the biometric data is used as a personal or private
key to be used in some cryptographic process.
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Enrollment: The initial acquisition and registra-
tion of biometric data for an individual. Dependent
on the type of biometric system, this data may be
registered in association with the identity of the user
or against some pseudonym that preserves anonym-

ity.

False Acceptance: A case whereanindividual is
authenticated when they were not the person that
enrolled the original sample.

False Rejection: A case where an individual is
not authenticated, although they have previously
enrolled biometric data.

Irrevocability: The inability of an individual to
be able to somehow cancel some credential. Bio-
metric systems run a high risk of compromising
irrevocability, if biometric data belonging to an indi-
vidual is ever acquired and used to spoof a system.

Non-Repudiation: The inability of an individual
to disavow some action or his or her presence at a
particular location at some specific time. Biometric
security systems have the potential to offer a high
degree of non-repudiation due to the intimately
personal nature of biometric data.

Spoofing: An activity where a malicious indi-
vidual aims to compromise the security of a biomet-
ric system by substituting fake biometric data in
some form or another. Anti-spoofing techniques are
measures designed to counteract spoofing activities.
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INTRODUCTION

Theneedforincreased security managementinorga-
nizations has never been greater. With increasing
globalization and the spread of thelnternet, informa-
tion-technology (IT) related risks have multiplied,
includingidentity theft, fraudulent transactions, pri-
vacy violations, lack of authentication, redirection
and spoofing, data sniffing and interception, false
identities, and fraud.

Many of the above problemsin e-commerce can
be mitigated or prevented by implementing controls
that improve authentication, nonrepudiation, confi-
dentiality, privacy protection, and data integrity
(Torkzadeh & Dhillon, 2002). Several technologies
help support these controls, including data encryp-
tion, trusted third-party digital certificates, and con-
firmation services. Biometricsisanemerging family
of authentication technologies that supports these
areas.

It can beargued that authenticationisthebaseline
control for al other controls; itiscritical inconducting
e-commerce to positively confirm that the people
involved in transactions are who they say they are.
Authentication uses one or more of the following
methodsof identification (Hopkins, 1999): something
you know (e.g., a password), something you have
(e.g., atoken), and something about you (e.g., a

fingerprint). Using knowledgeisthe traditional ap-
proach to authentication, but it isthe most prone to
problems, because this knowledge can be readily
stolen, guessed, or discovered through computa-
tional techniques. Physical objects tend to be more
reliable sources of identification, but this approach
suffers from the increased likelihood of theft. The
last approach to authentication is the basis for bio-
metrics. Biometrics refers to the use of computa-
tional methodsto eval uate the unique biological and
behavioral traits of people (Hopkins, 1999) anditis
arguably the most promising form of authentication
because personal traits (e.g., fingerprints, voice
patterns, or DNA) are difficult to steal or emulate.

BACKGROUND

A given biometric can be based on either aperson’s
physical or behavioral characteristics. Physical char-
acteristics that can be used for biometrics include
fingerprints, hand geometry, retinaandirispatterns,
facial characteristics, veingeometry, and DNA. Be-
havioral biometrics analyze how people perform
actions, including voice, signatures, and typing pat-
terns.

Biometricsgenerally adheretothefollowing pat-
tern: When a person first “enrolls” in a system, the

Copyright © 2005, IdeaGroup Inc., distributing in print or el ectronic formswithout written permission of |Gl isprohibited.




Biometrics: A Critical Consideration in Information Security Management

target biometric is scanned and stored as a template
in a database that represents the digital form of the
biometric. During subsequent uses of the system the
biometricisscanned and compared against the stored
template.

The process of scanning and matching can occur
through verification or identification. In verification
(a.k.a.authentication) a one-to-one match takes place
in which the user must claim an identity, and the
biometric is then scanned and checked against the
database. Inidentification (a.k.a. recognition), auser
is not compelled to claim an identity; instead, the
biometric is scanned and then matched againstall the
templates in the database. If a match is found, the
person has been “identified.”

The universal nature of biometrics enables themto
be used for verification and identification in forensic,
civilian, and commercial settings (Hong, Jain, &
Pankanti, 2000). Forensic applications include crimi-
nal investigation, corpse identification, and parent-
hood determination. Civilian uses include national
IDs, driver’s licenses, welfare disbursement, national
security, and terrorism prevention. Commercial ap-
plication includes controlling access to ATMs, credit
cards, cell phones, bank accounts, homes, PDAs,
cars, and data centers.

Despite the promise of biometrics, their imple-
mentation has yet to become widespread. Only $127
million was spent on biometric devices in the year
2000, with nearly half being spent on fingerprinting;
however, future growth is expected to be strong, with
$1.8 billion worth of biometrics-related sales pre-
dicted in 2004 (Mearian, 2002). Clearly, the true
potential of biometrics has yet to be reached, which
opens up many exciting business and research oppor-
tunities. The next section reviews specific biometrics
technologies.

BIOMETRICS TECHNOLOGIES

This section reviews the major biometrics technolo-
gies and discusses where they are most appropriate
for use. We examine iris and retina scanning, finger-
printand hand scanning, facial recognition, and voice
recognition.
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Retina and Iris Scanning

Considered by many to be the most secure of all
biometrics, eye-based biometrics have traditionally
been utilized in high-security applications, such as
prisons, governmentagencies, and schools. Eye scan-
ning comes in two forms: iris scanning and retina
scanning. The firstbiometric eye-scanning technolo-
gies were developed for retina recognition. Retinal
scanners examine the patterns of blood vessels at the
back of the eye by casting either natural or infrared
light onto them. Retina scanning has been demon-
strated to be an extremely accurate process that is
difficultto deceive because retinal patterns are stable
over time and unique to individuals (Hong et al.,
2000).

Iris scanning is a newer technology than retina
scanning. Theiris consists of the multicolored portion
of the eye that encircles the pupil, as shown in Figure
1. Iris patterns are complex, containing more raw
information than a fingerprint. The iris completes
developmentduring aperson’s firsttwo years of life,
and its appearance remains stable over long periods of
time. Irises are so personally unique that even iden-
tical twins exhibit differing iris patterns.

Two differences between retinaand iris scanning
are the equipmentand the procedures. The equipment
for retina recognition tends to be bulky and complex
and the procedures tend to be uncomfortable. Users
must focus on a particular spot for a few seconds and
their eyes must be up close to the imaging device.
Figure 2 shows an iris scanner sold by Panasonic.
Unlike retinal scanning, iris recognition involves more
standard imaging cameras that are not as specialized
or as expensive. Iris scanning can be accomplished

Figure 1. Depiction
www.astsecurity.com

of an

iris from
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Figure 2. Panasonic BM-ET100US authenticam iris
recognition camera

with users situated at a distance of up to one meter
away from the camera. Another difference is that
retinal scans require people to remove their glasses,
whereas iris scans work with glasses. Iris scanners
also detect artificial irises and contact lenses.

Interms of accuracy, retinascanning has a proven
track record; hence, it is used more in high-security
installations. Because iris systems are newer they
have less of a track record. Although template-
matching rates are fairly high for both technologies,
preliminary results indicate that iris recognition ex-
cels at rejecting unauthorized users but also fre-
quently denies authorized user (false negatives).

Compared to other biometrics devices, eye-scan-
ning equipmentis expensive. Retinal imaging is espe-
cially costly because the required equipmentis similar
tospecialized medical equipment, suchasaretinascope,
whereas irisrecognition uses more standard and inex-
pensive cameras.

Fingerprint Scanning

Fingerprintscanning uses specialized devices to cap-
ture information about a person’s fingerprint, which
information is used to authenticate the person at a later
time. Each finger consists of unique patterns of lines.
Fingerprintscanners do not capture entire fingerprints;
instead, they record small details about fingerprints,
called minutiae (Hong et al., 2000). For example, a
scanner will pick a point on a fingerprint and record
whatthe ridge at that point looks like (asseenin Figure
3), which direction the ridge is heading, and so on
(Jain, Pankanti, & Prabhakar, 2002). By picking
enough points, the scanner can be highly accurate.
Although minutiae identification is not the only suit-

Figure 3. Depiction of fingerprint ridges from
www.windhampolice.com

able factor for fingerprint comparison, it is the
primary feature used by fingerprint systems. The
number of minutiae per fingerprint can vary, but a
high-quality fingerprint scan will contain between
60 and 80 minutiae (Hong et al., 2000).

A biometrics system can identify a fingerprint
from its ridge-flow pattern; ridge frequency; loca-
tion and position of singular points; type, direction,
and location of key points; ridge counts between
pairs of minutiae; and location of pores (Jain etal.,
2002). Given their simplicity and multiple uses,
fingerprintscanning is the most widely used biomet-
ricsapplication.

Onesignificant pointis that vulnerabilitiesabound
throughout the entire process of fingerprint authen-
tication. These vulnerabilities range from the actual
scan of the finger to the transmission of the authen-
tication request to the storing of the fingerprint data.
Through relatively simple means, an unauthorized
person can gain access to a fingerprint-scanning
system (Thalheim, Krissler, & Ziegler, 2002): the
scanners may be deceived by simply blowing on the
scanner surface, rolling abag of warm water over it,
or using artificial wax fingers. Another weakness
with some fingerprint scanners is the storage and
transmission of the fingerprintinformation. Finger-
printminutiae are stored as templates in databases on
servers; thus, the inherent vulnerability of a com-
puter network becomes a weakness. The fingerprint
data must be transmitted to the server, and the
transmission process may not be secure. Addition-
ally, the fingerprint templates on a server must be
protected by firewalls, encryption, and other basic
network security measures to keep the templates
secure.
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An organization’s size is another critical compo-
nentindetermining the effectiveness of afingerprint
system. Larger organizations require more time and
resources to compare fingerprints. Although this is
not an issue for many organizations, it can be an
issue for large and complex government organiza-
tions such as the FBI (Jain et al., 2002).

Variances in scanning can also be problematic
because spurious minutiae may appear and genuine
minutiae may be left out of a scan, thus increasing
the difficulty of comparing two different scans
(Kuosmanen & Tico, 2003). Each scan of the same
fingerprint results in a slightly different representa-
tion. This variance is caused by several factors,
including the position of the finger during the scan and
the pressure of the finger being placed on the scanner.

Facial Recognition

One of the major advantages of facial recognition over
other biometric technologies is that it is fairly
nonintrusive. Facial recognition does not require
customers to provide fingerprints, talk into phones,
nor have their eyes scanned. As opposed to hand-
based technologies, such as fingerprint scanners,
weather conditions and cleanliness do not strongly
affect the outcome of facial scans, making facial
recognition easier to implement.

However, more than other physical biometrics,
facial recognition is affected by time. The appearance
and shape of a face change with one’s aging process
and alterations to aface—through surgery, accidents,
shaving, or burns, for example—can also have a
significant effect on the result of facial-recognition
technology.

Thus far, several methods of facial recognition
have been devised. One prominent technique ana-
lyzes the bone structure around the eyes, nose, and
cheeks. This approach, however, has several limita-
tions. First, the task of recognizing a face based on
images taken from differentangles is extremely diffi-
cult. Furthermore, in many cases the background
behind the subject must be overly simple and not
representative of reality (Hong et al., 2000).

Technology also exists that recognizes a neural-
network pattern in a face and scans for “hot spots”
using infrared technology. The infrared light creates
aso-called “facial thermogram” that overcomes some
of the limitations normally imposed on facial recog-
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nition. Amazingly, plastic surgery that does not alter
the blood flow beneath the skin and rarely affects
facial thermograms (Hong et al., 2000). A facial
thermogram can also be captured in poorly lit envi-
ronments. However, research has not yet deter-
mined if facial thermograms are adequately dis-
criminative; for example, they may depend heavily
on the emotion or body temperature of an individual
at the moment the scan is created (Hong et al.,
2000).

A clear downside to facial recognition is that it
can more easily violate privacy through powerful
surveillance systems. Another problem specific to
most forms of facial recognition is the requirement
of bright lights and a simple background. Poor
lighting or a complex background can make it diffi-
cult to obtain a correct scan. Beards and facial
alterations can also negatively affect the recognition
process.

Voice Recognition

Voice recognition differs from most other biometric
modelsinthatitusesacoustic information instead of
images. Each individual has a unique set of voice
characteristics that are difficult to imitate. Human
speech varies based on physiological features such as
the size and shape of an individual’s lips, nasal cavity,
vocal chords, and mouth (Hong et al., 2000).

Voice recognition has an advantage over other
biometrics in that voice data can be transmitted over
phone lines, a feature that lends to its widespread use
in such areas as security, fraud prevention, and
monitoring (Markowitz, 2000). VVoice recognition has
shown success rates as high as 97%. Much of this
success can be explained by the way a voice is
analyzed when sample speech is requested for valida-
tion.

Voice biometrics use three types of speaker veri-
fication: text dependent, text prompted, and text
independent. Text-dependent verification compares
a prompted phrase, such as an account number or a
spoken name, to a prerecorded copy of that phrase
stored in a database. This form of verification is
frequently used in such applications as voice-acti-
vated dialing in cell phones and bank transactions
conducted over a phone system.

Text-prompted verification provides the best al-
ternative for high-risk systems. In this case, a sys-



Biometrics: A Critical Consideration in Information Security Management

tem requests multiple random phrases from a user to
lessen the risk of tape-recorded fraud. The main
drawback to this verification process is the amount of
time and space needed to create a new user on the
system (Markowitz, 2000). This procedure is often
used to monitor felons who are under home surveil-
lance or in community-release programs.

Text-independent verification isthe most difficult
of the three types of voice recognition because noth-
ing is asked of the user. Anything spoken by the user
can be used to verify authenticity, a process which
can make the authentication process virtually invis-
ible to the user.

One drawback of voice recognition technique is
thatitisincreasingly difficult to manage feedback and
other forms of interference when validating a voice.
Voices are made up entirely of sound waves. When
transmitted over analog phone lines these waves tend
to become distorted. Currenttechnologies can reduce
noise and feedback, but these problems cannot be
entirely eliminated.

Voice-recognition productsare also limited in their
ability to interpret wide variations of voice patterns.
Typically, something used for purposes of authenti-
cation must be spoken at a steady pace without much
enunciation or pauses. Yet human speech varies so
greatly among individuals that it is a challenge to
design a system that will account for variations in
speed of speech as well as in enunciation.

Table 1. Comparing biometrics

Despite its imperfections, voice recognition has a
success rate of up to 98%. Consequently, whereas
about 2% of users will be declined access when they
are indeed who they say they are, only about 2% of
users will be granted access when they are not who
they say they are.

PRACTITIONER IMPLICATIONS

To help practitioners compare these biometrics, we
present Table 1 toaid with decisions inimplementing
biometrics. Thistable compares the five major areas
of biometrics based on budget consciousness, ease of
use, uniqueness, difficulty of circumvention, space
savings, constancy over time, accuracy, and accept-
ability by users. Each area is rated as follows: VL
(very low), L (low), M (medium), H (high), and VH
(very high).

FUTURE TRENDS

One area in biometrics in which much work still
needs to be done is receiver operating characteris-
tics (ROC). ROC deals with system accuracy in
certain environments, especially as it relates to
false-positive and false-negative results. False posi-

BIOMETRICS RELATIVE COMPARISON MATRIX

Retina
Scanning

Iris
Scanning

Fingerprint
Scanning

Facial
Recognition

Voice
Recognition

Budget Consciousness

VL

L

H

VH

Ease of Use

VL

L

M

VH

H

Uniqueness of Biometric

H

VH

L

VL

Difficulty of Circumvention

VH

H

L

VL

Space Savings

VL

L

VH

Constancy over Time

H

VH

L

VL

Accuracy

VH

VL

L

Acceptability by Users

VL

VH

H
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tives, also known as false match rates (FMR), occur
when an unauthorized user is authenticated to a
system. False negatives, also known as false
nonmatch rates (FNR), occur when an authorized
user is denied access to a system. Both situations are
undesirable. Unfortunately, by making one less likely,
the other becomes more likely. This difficult tradeoff
can be minimized by achieving a proper balance
between the two extremes of strictness and flexibil-
ity. To this end, most biometrics implementations
incorporate settings to adjust the degree of toler-
ance. In general, more secure installations require a
higher degree of similarity for matches to occur than
do less secure installations.

Research should also be undertaken to address
three areas of attack to which biometrics are most
susceptible: (1) copied-biometric attacks, in which
obtaining a substitute for a true biometric causes
proper authentication to occur viathe normal system
procedures; (2) replay attacks, in which perpetrators
capture valid templates and then replay them to
biometrics systems; (3) and database attacks, in
which perpetrators access a template database and
obtain the ability to replace valid templates with
invalid ones.

Cancelable biometrics may reduce the threat of
these attacks by storing templates as distortions of
biometrics instead of the actual biometrics themselves
(Bolle, Connell, & N., 2001). Similar to how a hash
function works, the actual biometrics are not recov-
erable from the distortions alone. When a user is first
enrolled inasystemthe relevantbiometricis scanned,
adistortionalgorithmisapplied toit, and the distortion
template is created. Thereafter, when a scan of the
biometric is taken, it is fed through the algorithm to
check for a match.

Other possibilities for reducing attacks on biomet-
ricsinclude using biometrics thatare more difficultto
substitute, including finger length, wrist veins (under-
side), hand veins (back of hand), knuckle creases
(while gripping something), fingertip structure (blood
vessels), finger-section lengths, ear shape, lip shape,
brain scans, and DNA (Smith, 2003). DNA is par-
ticularly intriguing because it is universal and per-
fectly unique to individuals.
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CONCLUSION

Asingle biometrics systemalone likely is notan ideal
form of security, just as a lone username-password
pair is rarely desirable for secure installations. In-
stead, we recommend that biometrics be imple-
mented in combinations. This can be accomplished
through multifactor authentication that mixes some-
thing you know with something you have and some-
thing about you, or through hybrid-biometrics sys-
tems that take advantage of more than one biometric
to achieve better results.

As we have demonstrated, none of the most
commonly used biometrics are without flaws. Some
are very expensive, others are difficultto implement,
and some are less accurate. Yet biometrics hold a
bright future. This emerging family of technologies
has the capability of improving the lives of everyone
as they become a standard part of increasing the
security of everyday transactions, ranging from ATM
withdrawals to computer log-ins. Well-intentioned
and well-directed research will help further the effec-
tive widespread adoption of biometric technologies.

REFERENCES

Bolle, R., Connell, J., & N, R. (2001). Enhancing
security and privacy in biometrics-based authentica-
tion systems. IBM Systems Journal, 40(3), 628-
629.

Hong, L., Jain, A. & Pankanti, S. (2000). Biometric
identification. Communications of the ACM
(CACM), 43(2), 91-98.

Hong, L., Pankanti, S. & Prabhakar, S. (2000).
Filterbank-based fingerprint matching. IEEE Trans-
actions on Image Processing, 9(5), 846-859.

Hopkins, R. (1999). An introduction to biometrics
and large scale civilian identification. International

Review of Law, Computers & Technology, 13(3),
337-363.

Jain, A., Pankanti, S., & Prabhakar, S. (2002). Onthe
individuality of fingerprints. IEEE Transactions on
Pattern Analysis and Machine Intelligence, 24(8),
1010-1025.



Biometrics: A Critical Consideration in Information Security Management

Kuosmanen, P. & Tico, M. (2003). Fingerprint
matching using an orientation-based minutia de-
scriptor. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 25(8), 1009-1014.

Markowitz, J. (2000). Voice biometrics. Communi-
cations of the ACM (CACM), 43(9), 66-73.

Mearian, L. (2002). Banks eye biometrics to deter
consumer fraud. Computerworld, 36(5), 12.

Smith, C. (2003). The science of biometric identifi-
cation. Australian Science Teachers’ Journal, 49(3),
34-39.

Thalheim, L., Krissler, J., & Ziegler, P.-M. (2002).
Body check: Biometrics defeated. Retrieved May 04,
2004, from http://www.extremetech.com/article2/
0%2C1558%2C13919%2C00.asp

Torkzadeh, G. & Dhillon, G. (2002). Measuring
factors that influence the success of Internet com-
merce. Information Systems Research (ISR), 13(2),
187-206.

KEY TERMS

Authentication: Guarantees that an individual
or organization involved in a transaction are who
they say they are.

Biometrics: The use of computational methods
to evaluate the unique biological and behavioral
traits of people.

Confidentiality: Guarantees that shared infor-
mation between parties is only seen by authorized
people.

Data Integrity: Guarantees that data in trans-
missions is not created, intercepted, modified, or
deletedillicitly.

Identification: A user is not compelled to claim
an identity first; instead, the biometric is scanned and
then matched againstall the templates in the database
(also referred to as recognition).

Nonrepudiation: Guarantees that participantsin
atransaction cannot deny that they participated in the
transaction.

Privacy Protection: Guarantees that shared per-
sonal information will not be shared with other parties
without priorapproval.

Verification: A one-to-one match with abiomet-
ric takes place during which the user must claim an
identity firstand then is checked against their identity
(also referred to as authentication).
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HOME NETWORKING

The term “home networking” implies that electronic
network devices work together and communicate
amongst themselves. These devices are classified in
three categories: appliances, electronics and comput-
ers. Home networks include home theater, home
office, small office home office (SOHO), intelligent
appliances, smart objects, telecommunications prod-
uctsand services, home controls for security, heating/
cooling, lighting and so forth. The suite of applications
on each device, including the number of connected
devices, is specific to each home. The home network
configurations are challenges, besides the unpredict-
able problems that could be higher compared to a
traditional business environment. These are impor-
tant issues that have to be considered by developers
supporting home networking infrastructure. In addi-
tion, home networks have to operate in an automati-
cally configured plug-and-play mode. Home net-
works support a diverse suite of applications and
services discussed next.

BROADBAND APPLICATIONS

Home networks carry phone conversations, TV pro-
grams and MP3 music programs, link computers and
peripherals, electronic mail (e-mail), distribute data
and entertainment programs, Internetaccess, remote
interactive services and control of home appliances,
lights, temperature and so forth. The most important
remote interactive services include remote metering,
home shopping, medical support, financial transac-
tions, interactive TV, video telephony, online games,
voice-over Internet Protocol (VolP) and so forth.
Home applications based on multimedia require
Internet connections and higher data transfer rates.
Forexample, video programs compressed to MPEG-
2 standards require a 2-4 Mbps transfer rate; DVD

video requires 3-8 Mbps; and high-definition TV
requires 19 Mbps. Since the existing phone line
connected to a modem does not support data rates
higher than 56 Kbps, rather than installing amodem
for each computer, the high-speed connection may be
provided by a single access point called broadband
access. Broadband access provides information and
communication services to end users with high-
bandwidth capabilities. The next section provides an
overview of broadband access solutions.

BROADBAND ACCESS SOLUTIONS

The circuit between abusiness or home and the local
telephone company’send officeis called alocal loop.
Originally, local-loop service carried only telephone
service to subscribers. But today, several local-loop
connection options are available fromcarriers. These
include dial-up circuits, Integrated Services Digital
Network (ISDN) and broadband. “Last mile” refers
to the telecommunication technology that connects a
subscriber’s home directly to the cable or telephone
company. Broadband transmission is a form of data
transmission in which a single medium can carry
several channels at once. The carrying capacity me-
dium is divided into a number of subchannels; each
subchannel transports traffic such as video, low-
speed data, high-speed data and voice (Stamper &
Case, 2003). The broadband access options include
Digital Subscriber Line (DSL), cable modems, broad-
band integrated services digital network (B-1ISDN)
line, broadband power line and broadband wireless,
with adata rate varying from hundreds of Kbps to tens
of Mbps.

Digital Subscriber Line

DSL isatechnique for transferring data over regular
phone lines by using a frequency different from
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traditional voice calls or analog modem traffic over
the phone wires. DSL requires connection to a central
telephone office, usually less than 20,000 feet. DSL
lines carry voice, video and data, and DSL service
provides transmission rates to maximum 55 Mbps,
which is faster than analog modems and ISDN net-
works. Inaddition to high-speed Internetaccess, DSL
provides other services, such as second telephone line
on the same pair of wires, specific broadband ser-
vices, video and audio on demand. The priority
between these services depends on the users and
geographical area. For example, Asian users demand
video services, while North American telephone com-
panies use it for Internet access service.

Globally, the DSL market reached 63.8 million
subscribers by March 2003, and future growth is
expected to reach 200 million subscribers—almost
20% of all phone lines—by the end of 2005 (DSL
Forum Report, 2003). xDSL refers to all types of
DSL technologies, classified into two main catego-
ries: symmetric (upstream and downstream data
rates are equal) and asymmetric (upstream and
downstream data rates are different). DSL services
include asymmetric DSL (ADSL), rate-adaptive
DSL (RADSL), high data-rate DSL (HDSL), sym-
metric DSL (SDSL), symmetric high data-rate DSL
(SHDSL) and very high data-rate DSL (VDSL)
with data rates scaling with the distance and specific
to each technology. For example, ADSL technology
supports downstream data rates from 1.5 Mbps to 9
Mbps and upstream data rates up to 1 Mbps. VDSL
technology supports downstream rates up to 55
Mbps. Also, VDSL provides bandwidth performance
equal to the optical fiber, but only over distances less
than 1,500 meters. SDSL technology provides data
rates up to 3 Mbps. SHDSL supports adaptive
symmetrical data rates from 192 Kbps to 2.31 Mbps
with increments of 8 Kbps on single pair of wire or
384 Kbpsto 4.6 Mbps withincrements of 16 Kbps on
dual pair of wire. SDSL has been developed as a
proprietary protocol in North America, but it is now
moving to an international standard called G.SHDSL
or G.991.2. Thisisthe firsttechnology developed as
an international standard by the International Tele-
communications Union (ITU). It incorporates fea-
tures of other DSL technologies and transports T1,
E1, ISDN, ATM and IP signals. ADSL service is
more popular in North America, whereas SDSL
service is being used as a generic term in Europe to
describe the G.SHDSL standard of February 2001.

Cable Access

Cable access is a form of broadband access using a
cable modem attached to a cable TV line to transfer
datawith maximum downstream rates of 40 Mbps and
upstream rates of 320 Kbps to 10 Mbps. Cable
services include Internetaccess, telephony, interac-
tive media, video on demand and distance learning.
Networks builtusing Hybrid Fiber-Coax (HFC) tech-
nologies can transmit analog and digital services
simultaneously. The central office transmits signals to
fiber nodes via fiber-optic cables and feeders. The
fiber node distributes the signals over coaxial cable,
amplifiersand taps outto business users and customer
service areas that consist of 500 to 2,000 home
networks with a data rate up to 40 Mbps. Cable
companies gained lots of users in the United States
(U.S.)and expect 24.3 million cable modems installed
by the end of 2004, which represents an increase from
1.2 million cable modems installed in 1998. Cable
services are limited by head-end and fiber-optic
installation. HFC is one possible implementation of a
passive optical network (PON). Fiber to the curb can
provide higher bitrates; roughly 40 times the typical
rates with a cable modem (Cherry, 2003).
Fiber-optic cable is used by telephone companies
in place of long-distance wires and increasingly by
private companiesinimplementing local datacommu-
nication networks. Although the time for the massive
introduction of fiber is quite uncertain, the persever-
ance of the idea of fiber in the loop (FITL) lies in the
fact that the costs of optics are coming down, band-
width demand is going up and optical networking
spreads in metropolitan areas. Because the data over
cable travels on a shared loop, customers see data
transfer rates drop as more users gain service access.

Broadband Wireless Access

Wire line solutions did not secure telecommunication
operators, because costs and returns on investments
are not scalable with the number of attached users.
Although various broadband access solutions (like
DSL, cable, FITL) were implemented, the killer
application video on demand disappeared for the
benefit of less-demanding Web access. Unsatisfac-
tory progress of wire line solutions pushed alternative
solutions based on wireless technologies. Broadband
wirelessaccess (BWA) hasemerged asatechnology,
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which is profitable. Broadband wireless access is
part of wireless local loop (WLL), radio local loop
(RLL) and fixed wireless access (FWA).

WLL systems are based on a range of radio
technologies such as satellite, cellular/cordless and
many narrowband and broadband technologies. One
WLL approach is placing an antenna on a utility pole
(oranother structure) inaneighborhood. Each antenna
is capable of serving up to 2,000 homes. Subscribers
must have an 18-inch antennainstalled on their homes.

RLL systems connect mobile terminals at least in
highly crowded areas to the point of presence of the
operator’s cable-based Asynchronous Transfer Mode
(ATM) backbone network.

FWA systems support wireless high-speed Internet
accessand voice servicesto fixed or mobile residential
customers located within the reach of an access point
or base transceiver station. FWA systems promise
rapid development, high scalability and low mainte-
nance.

TRENDS

The two emerging broadband access technologies
include fiber access optimized for clusters of business
customers and Wireless LAN (WLAN) to provide
service to small business and home subscribers. Use
of wireless, DSL and cable for broadband access has
become increasingly prevalentin metropolitan areas.

Vast geographic regions exist where broadband
services are either prohibitively expensive or simply
unavailable atany price. Several alternatives are emerg-
ing for using 2.4 GHz band specified in IEEE 802.11b
and IEEE 802.11g protocols. The use of 5 GHz band
isspecifiedin IEEE 802.11a protocol. IEEE 802.11a
and IEEE 802.11b operate using radio frequency (RF)
technology and together are called Wireless Fidelity
(WiFi) technology. However, WiFi technology based
on IEEE 202.11b is used more for home networks.
WiFi opens new possibilities for broadband fixed
wireless access. There are differences on capabilities
supported by these specifications. Public use of WiFi
is emerging in hot spots deployed in hotels, airports,
coffee shops and other public places. Hot spots are
expanded to hot zones that cover a block of streets.
WiFi-based broadband Internet access is also finan-
cially viableinarural area, because it can provide fixed
broadband access for towns, smaller remote commu-
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nities, clusters of subscribers separated by large
intercluster distances, as well as widely scattered
users (Zhang & Wolff, 2004). The companies typi-
cally utilize WiFi for last mile access and some form
of radio link for backhaul, as well. The proliferation
of WiFitechnology resulted insignificant reductions
in equipment costs, with the majority of new laptops
now being shipped with WiFi adapters builtin. The
network consists of wireless access points serving
end users in a point-to-multipoint configuration,
interconnected to switches or routers using point-to-
pointwireless backhaul.

Both broadband wireless access and mobile mul-
timedia services are a challenge for the research in
wireless communication systems, and a new frame-
work, Multiple-Input Multiple-Output (MIMO), is
proposed (Murch & Letaief, 2002; Gesbert,
Haumonte, Bolcskei, Krishnamoorthy & Paulraj,
2002). MIMO is an antenna system processing at
both the transmitter and receiver to provide better
performance and capacity without requiring extra
bandwidth and power.

Another trend is the next-generation network that
will be a multi-service, multi-access network of
networks, providing anumber of advanced services
anywhere, anytime. Networked virtual environments
(NVESs) may be considered another advanced service
inthe merging of multimedia computing and commu-
nicationtechnologies. Awide range of exciting NVE
applications may be foreseen, ranging from virtual
shopping and entertainment (especially games and
virtual communities) to medicine, collaborative de-
sign, architecture and education/training. One of the
most popular groups of NVEs s collaborative virtual
environments (CVEs), which enable multiple users’
collaboration (Joslin, Di Giacomo & Magnenat-
Thalman, 2004). Distributed Interactive Virtual En-
vironments (DIVE) is one of the most prominentand
mature NVEs developed within the academic world.
Itsupports various multi-user CVE applications over
the Internet. Key issues to be resolved include
localization, scalability and persistence (Frecon,
2004).

Another important field of research is the use of
the medium-voltage network for communication
purposes, such as Internet access over the wall
socket, voice-over IP (VolP) and home entertain-
ment (i.e., streaming audio and video at dataratesin
excess of 10 Mbps) (Gotz, 2004). The power line
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communications offer a permanent online connec-
tion that is not expensive, since it is based on an
existing electrical infrastructure. The development
of appropriate power line communication (PLC)
systems turns out to be an interesting challenge for
the communications engineer.

A major roadblock to the widespread adoption of
VolP applications isthat 911 operators are unable to
view the numbers of callers using IP phones. VolP
service providers have had a hard time replicating this
service, limiting the technology’s usefulness inemer-
gencies. Enhancements to VolP services are being
developed.

Next- or fourth-generation (NG/4G) wireless sys-
tems, currently in the design phase, are expected to
support considerably higher data rates and will be
based on IP technology, making them an integral part
ofthe Internetinfrastructure. Fourth-generation para-
digm is combining heterogeneous networks, such as
cellular wireless hot spots and sensor networks,
together with Internet protocols. This heterogeneity
imposes a significant challenge on the design of the
network protocol stack. Different solutions include an
adaptive protocol suite for next-generation wireless
data networks (Akyildiz, Altunbasak, Fekri &
Sivakumar, 2004) or evolution to cognitive networks
(Mahonen, Rihujarvi, Petrova & Shelby, 2004), in
which wireless terminals can automatically adapt to
the environment, requirements and network.

One of the main goals for the future of telecommu-
nication systems is service ubiquity (i.e., the ability
for the user to transparently access any service,
anywhere, anytime) based onasoftware reconfigurable
terminal, which is part of ongoing European research
activities in the context of reconfigurable software
systems (Georganopoulos, Farnham, Burgess,
Scholler, Sessler, Warr, Golubicic, Platbrood, Souville
& Buljore, 2004). The use of mobile intelligent agents
and policiesis quite promising.

STANDARDS

All devices onahome network require aprotocol and
software to control the transmission of signals across
the home network and Internet. A variety of standard
protocols are installed in devices depending on the
type of device. The TCP/IP suite of protocols is the
standard protocol for linking computers on the Internet

and is the fundamental building technology in home
networks for entertainment services and Web appli-
cations. Currently, several companies and standard-
ization groups are working on defining new protocols
for the emerging technologies and interconnections
with already defined protocols.

For example, the International Telecommunica-
tion Union and Institute of Electrical and Electronics
Engineers (IEEE) is developing standards for passive
optical networks (PON) capable of transporting
Ethernet frames at gigabit-per-second speeds. The
Ethernet Gigabit PON (GPON) system aligned with
Full Services Access Network (FSAN)/ITU-T speci-
fication focuses on the efficient support of any level
of Quality of Service (QoS). The Ethernetinthe first
mile (EFM) initiative of the IEEE and the GPON of
FSAN/ITU-T solution represents a cost-effective
solution for the last mile (Angelopoulos, Leligou,
Argyriou, Zontos, Ringoot & Van Caenegem, 2004).
Collaborative virtual environments (CVE) are being
standardized by the Moving Picture Experts Group
(MPEG). MPEG isone of the most popular standards
for video and audio media today, while only a few
years after itsinitial standardization. Recently, multi-
user technology (MUTech) has been introduced to
MPEG-4, Part 11, in order to provide some kind of
collaborative experience using the MPEG specifica-
tion. Although mobile voice services dominate the
market, there is a need for more cellular bandwidth
and new standards through General Packet Radio
Service (GPRS) to third-generation wireless (3G)
systems (Vriendt De, Laine, Lerouge & Xu, 2002).
GPRS provides packet-switched services over the
GSMradioand new services to subscribers. Creating
ubiquitous computing requires seamlessly combining
these wireless technologies (Chen, 2003). The Uni-
versal Mobile Telecommunication System (UMTS) is
the chosen evolution of all GSM networks and Japa-
nese Personal Digital Cellular network supporting IP-
based multimedia.

More security specifications for wireless tech-
nologies (Farrow, 2003) are being developed. For
example, Wired Equivalent Privacy (WEP) is im-
proved with Wireless Protected Access (WPA). How-
ever, WPA isaninterim standard that will be replaced
with IEEE 802.11i standard upon its completion.

Inaddition to current developments, recent stan-
dards were specified or enhanced to be commercial-
ized. IEEE ultrawideband (UWB) task group speci-
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fied the UWB standard, which promises to revolu-
tionize home media networking, with data rates be-
tween 100 and 500 Mbps. UWB could be embedded
inalmostevery device that usesamicroprocessor. For
example, readings from electronic medical thermom-
eters could automatically be inputinto the electronic
chart that records vital statistics of a patient being
examined. The UWB standard incorporates a variety
of NG security mechanisms developed for IEEE
802.11 as well as plug-and-play features (Stroh,
2003). Another standard, IEEE 802.16 for wireless
Metropolitan Access Networks (MANS), iscommer-
cialized by WiMax Forum, an industry consortium
created to commercialize it, which allows users to
make the connection between homes and the Internet
backbone and to bypass their telephone companies
(Testa, 2003). The IEEE 802.16a standard is a
solution based on orthogonal frequency-division
multiplexing, allowing for obstacle penetration and
deployment of non line-of-sight (NLOS) scenarios
(Koffman & Roman, 2002). Another example of
enhancement is the DOCSIS 2.0 (Data Over Cable
Service Interface Specifications) standard to provide
the QoS capabilities needed for IP-specific types of
broadband access, telephony and other multimedia
applications provided by the cable industry.

CONCLUSION

Home networking presents novel challenges to sys-
temsdesigners (Teger, 2002). These include require-
ments such as various connection speeds, broadband
access forthe last mile (DSL, cable, fiber or wireless),
current and future services, security, new applica-
tions oriented on home appliances, multiple home
networks carrying multiple media (data, voice, audio,
graphics, and video) interconnected by a backbone
intranet, specific bandwidth requirements for differ-
ent streams and so forth. Information Technology is
moving toward digital electronics, and the major
players in the industry will position for the future
based onafunctional specialization such as digitized
content, multimedia devices and convergent net-
works. The information industry will realign to three
main industries: Information Content, Information
Appliances and Information Highways. These major
paradigm shifts are coupled with changes from
narrowband transmission to broadband communica-
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tionsand interactive broadband. The interactive broad-
band will have sociological implications on how people
shop, socialize, entertain, conduct business and handle
finances or health problems.
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KEY TERMS

Broadband Access: A form of Internet access
that provides information and communication ser-
vicesto end users with high-bandwidth capabilities.

Broadband Transmission: A form of data trans-
mission in which data are carried on high-frequency
carrier waves; the carrying capacity medium is di-
vided into a number of subchannels for data such as
video, low-speed data, high-speed data and voice,
allowing the medium to satisfy several communica-
tion needs.

Broadband Wireless Access: A form of access
using wireless technologies.

Cable Access: Aform of broadband access using
acable modem attachedtoacable TV line to transfer
data.

Digital Subscriber Line (DSL): A technique for
transferring data over regular phone lines by using a
frequency different from traditional voice calls or
analog modem traffic over the phone wires. DSL lines
carry voice, video and data.

MPEG-4: Standard specified by Moving Picture
Experts Group (MPEG) to transmit video and images
over a narrower bandwidth and can mix video with
text, graphics and 2-D and 3-D animation layers.
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INTRODUCTION

The last decade is characterized by the tempestuous
evolution, growth, and dissemination of information
and communication technologies inthe economy and
society. Asaresult, information and communication
technologies have managed to open new broad hori-
zons and markets for enterprises, whose installation
and operation costs are rapidly amortizing through the
proper usage of these technologies.

The most common systems used are cellular
phones, stand-alone PCs (Personal Computers), net-
works of PCs, e-mail and EDI (Electronic Data
Interchange), Personal Digital Assistants (PDAS),
connectionto the Internet, and corporate Web pages.
Inparticular, the evolutionin speed, operability, and
access to the World Wide Web, and the penetration
of e-commerce in conjunction with the internation-
alization of competition have set up new challenges as
well as perspectives for enterprises: from small and
medium sized to large ones. Even very small enter-
prises—with up to nine employees—have conceived
the importance of Internet access, and a considerable
percentage of them have access to the Web.

Intoday’s worldwide environment, markets tend
tobecome electronic, and national boundaries, as far
as markets are concerned, tend to vanish. Buyers can
find a product or service through the Internet at a
lower price than that of a local market. Enterprises,
on the other hand, can use the Internet in order to
extend their customer basis and at the same time
organize more efficiently the communication with
their suppliers and partners. Thus, enterprises can

reduce costs, increase productivity, and surpass the
narrow geographical boundaries, enabling coopera-
tion with partners from different places and coun-
tries. One memorable example is the company
Amazon.com, which introduced the offering of books
through its Web page, thus leaving behind the tradi-
tional bookstore. Inaddition, enterprises can use the
new information and communication technologies so
asto organize and coordinate the internal communi-
cation of their various departments as well as their
structure more efficiently, taking into account fac-
tors like business mobility and distribution.

These demands have caused many companies to
consider the convergence of voice, video, and data
through IP- (Internet Protocol) centric solutions that
include rich and streaming media together with vari-
ous IP-based applications such as VolP (Voice
Over Internet Protocol), video, messaging, and col-
laboration as a way to lower costs and deliver
product-enhancing applications to end users in a
secure environment. However, it is not always easy
for a company to keep pace with innovation due to
financial restrictions and internal politics.

TODAY’S IT CHALLENGES

Today’s ClOs (Chief Information Officers) face
higher expectations. Some of the most significant
challenges are the following (Pandora Networks,
2004).

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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Using Technology to Increase
Productivity

New applications offer a standard, open platform
providing for new communications features, such as
voice services (Intelligent Call Routing [ICR], Uni-
fied Messaging [UM], etc.) and non voice services
(Instant Messaging [IM], Web collaboration,
conferencing, etc.). These features make users
more productive by streamlining their communica-
tions and access to information. Moreover, Web-
based administration provides for simpler manage-
ment and quicker response of the technical staff to
end users. The latter also have the possibility to
manage their services.

Servicing an Increasingly Mobile and
Distributed Workforce

Asthe workforce become less centralized and static,
unified communicationsenable IT to deliver the same
functionality to the remote office as the corporate
headquarters. Mobile and distant users can access the
same applicationsas their colleagues at the headquar-
ters. They can also communicate with other users as
if they were in the same location.

Delivering Revenue-Generating
Applications and Features

Unified communications provide a foundation for
future revenue-generating applications. For example,
anew customer-support application will provide for
a higher level of real-time customer interaction by
enabling customers to have access to trained service
engineers that can resolve problems with IP-based
interaction tools. Thisimproves customer service and
enhances customer loyalty and long-term value. As
another example, multimediaapplications can enable
collaboration, shortening project life cycles.

Reducing Costs

By managing one converged infrastructure, IT de-
partments can reduce administrative and manage-
ment complexity, therefore reducingall related costs.
If an employee is moving, the same person that
relocated the PC can also move the phone. Using a
client-server architecture, end-user telephones be-

come plug and play. Convergence also offers the
opportunity to introduce new applications that can be
used to replace expensive metered services (e.g., IP
conferencing could be used instead of conference
calls).

Unifying All Communications Platforms

With unified communications, users can access cor-
porate information from any device, regardless of the
underlying platform. A common user often has five or
six different communication services (e.g., phones,
fax, e-mail, etc.), each performing the same basic
function, thatis, contacting the user. By reducing the
number of contact methods from five or six to just
one, unified communications reduces complexity,
increases productivity and responsiveness, and en-
ables collaboration.

Aligning IT and Business Processes

Convergence deliversan open and integrated commu-
nications platformthat gives Cl1Os the opportunity to
optimize existing business processes. For example,
corporate directories could be integrated into IP
phones and other collaboration tools, enabling end
users to access all corporate information from mul-
tiple devices. As a result, the ability to reinvest
business processes, drive down costs, and deliver
value to the company is enhanced. Furthermore,
optimization software tools and decision-support sys-
tems can be combined with Web-service technology
todeliverdistributed applications to users as remote
services. Optimization models are considered as criti-
cal components for an organization’s analytical IT
systems as they are used to analyze and control critical
business measures such as cost, profit, quality, and
time. One can think of modeling and solver tools as
the components offered by the provider with added
infrastructure consisting of secure data storage and
data communication, technical support on the usage
of tools, managementand consultancy for the devel-
opment of user-specific models and applications, and
some measure of the quality of the provided optimi-
zation services. Applications include sectors like fi-
nance, manufacturing and supply-chain management,
energy and utilities, and environmental planning. The
OPT (Optimization Service Provider; http://www.osp-
craft.com/) and WEBOPT (Web-Enabled Optimiza-
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tion Tools and Models for Research, Professional
Training, and Industrial Deployment; http://
www.webopt.org/) projects are based on this view
(Valente & Mitra, 2003).

EXISTING TECHNOLOGIES

Considering that the Web is fundamentally a new
medium of human communication, not justatechnol-
ogy for information processing or computation, its
evolution depends on media design, and Web ser-
vices and applications design. Media design has
evolved intorich media, which isamethod of commu-
nication used for performing enterprise core business
operations, such as real-time corporate communica-
tion, e-learning, salestraining, marketing (e.g., online
advertising), and collaboration, that comprises ani-
mation, sound, video, and/or interactivity. It is de-
ployed via standard Web and wireless applications
(Little, 2004). Rich media typically allows users to
view and interact with products or services. It in-
cludes standard-sized banners with forms or pull-
down, pop-up, or interstitial menus; streaming audio
and video; animation plug-ins; and so forth. Text, as
well as standard graphic formats such as JPEG (Joint
Photographic Experts Group) and GIF (Graphics
Interchange Format), would not be considered rich
media. Broadband technology enables both content
providers and enterprises to create more rich-media-
based content (Adverblog.com, 2004).

Advanced Web services and applications offer an
attractive platform for business applications and orga-
nizational information systems. They offer capabili-
ties such as chat, Web collaboration, presentation
sharing, streaming video delivery to various locations,
and so forth, thus enhancing cooperation and produc-
tivity inadistributed environment. Furthermore, Web
technology is often presented as a revolution in net-
work and information technologies, propelling change
from static, hierarchical structures to more dynamic,
flexible, and knowledge-based organizational forms.
Current research efforts are oriented toward interac-
tive Web applications that mediate interaction among
multiple distributed actors who are not only users but
also designers in the sense that they contribute to the
system’s structure and content (Valente & Mitra,
2003).
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SECURITY

The growing use of the Internet by organizations for
transactions involving employees, business part-
ners, suppliers, and customers has led to a need for
increased security demands in order to protect and
preserve private resources and information. More-
over, Web security becomes more significant as the
amount of traffic through the Internet is increasing
and more important transactions are taking place,
especially in the e-commerce domain (Shoniregun,
Chochliouros, Lapeche, Logvynovskiy, &
Spiliopoulou-Chochliourou, 2004).

The Internet has become more dangerous over
the last few years with specific network-security
threats such as the following.

. Faults in servers (OS [Operating System]
bugs, installation mistakes): the mostcommon
holes utilized by hackers

*  Weakauthentication

. Hijacking of connections (especially with unse-
cured protocols)

. Interference threats such as jamming and crash-
ing the servers using, for example, Denial of
Service (DoS) attacks

. Viruses with a wide range of effects

. Active content with Trojans

. Internal threats

In order to deal with this matter, preventive
measures, such as the use of firewalls (implemented
in hardware, software, or both) or data encryption
for higher levels of security, are taken. One interest-
ing approach to support Web-related security in an
organization, especially in an extranet-like environ-
ments, is the use of Virtual Private Networks
(VPNs) based on a choice of protocols, such as
IPsec (IP Security Protocol) and Secure-Sockets
Layer (SSL).

IPsec refers to a suite of Internet Engineering
Task Force (IETF) protocols that protect Internet
communications at the network layer through en-
cryption, authentication, confidentiality, antireplay
protection, and protection against traffic-flow analy-
sisatthe network layer. IPsec VPNs require special-
purpose client software on the remote user’s access
device to control the user side of the communication
link (Nortel Networks, 2002). This requirement
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makes it more difficult to extend secure access to
mobile users, but it increases VPN security by
ensuring that access is not opened from insecure
computers (such as PCsat public kiosks and Internet
cafes). IPsec implementation is a time-consuming
task, usually requiring changes to the firewall, the
resolution of any NAT (Network Address Transla-
tion) issues, and the definition of sophisticated secu-
rity policies to ensure users have access only to
permitted areas on the network. Thus, IPsec VPNs
are a good fit for static connections that do not
change frequently.

The SSL protocol uses a private key (usually 128
bits) to encrypt communications between Web serv-
ersand Web browsers for tunneling over the Internet
at the application layer. Therefore, a certificate is
needed for the Web server. SSL support is built into
standard Web browsers (Internet Explorer, Netscape
Navigator, etc.) and embedded into a broad range of
accessdevicesand operating systems. SSL issuitable
for remote users needing casual or on-demand access
to applications such as e-mail and file sharing from
diverse locations (such as public PCs in Internet
kiosks or airport lounges) provided that strong au-
thentication or access-control mechanisms are en-
acted to overcome the inherentrisks of using insecure
access devices (Viega & Messier, 2002).

ROI (Return on Investment) is one of the most
critical areasto look at when analyzing SSL vs. IPsec
VPN. Lower telecommunication costs, reduced initial
implementation costs, substantially decreased opera-
tional and support costs, easy user scaling, open user
access, and ease of use have rendered SSL the most
widely used protocol for securing Web connections
(Laubhan, 2003). However, there are some problems
regarding SSL. The key-generation process requires
heavy mathematics depending on the number of bits
used, therefore increasing the response time of the
Web server. After the generation of the key pair, an
SSL connectionisestablished. Asaconsequence, the
number of connections per second is limited and
fewer visitors can be served when security is enabled.
Moreover, with increased delays in server response,
impatient users will click the reload button on their
browsers, initiating even more SSL connection re-
guests when the server ismost busy. These problems
can be handled with techniques like choosing the right
hardware and software architecture (e.g., SSL accel-
erator), designing graphics and composite elements as

asingle file rather than “sliced” images, and so forth
(Rescorla, 2000).

Possible security loopholes come from the fact
that SSL is based on the existence of abrowser on the
user side. Thus, the browser’s flaws could undermine
SSL security. Internet Explorer, for example, has a
long history of security flaws, the vast majority of
which have been patched. The heterogeneity of
Web clients to offer service to a wide range of users
and devices also creates possible security loopholes
(e.g., the risk of automatic fallback to an easily
cracked 40-bit key if a user logs in with an outdated
browser). Other loopholes result from the fact that
many implementations use certificates associated
with machines rather than users. The user who
leaves machines logged-in and physically accessible
to others, or the user who enables automatic-login
features makes the security of the network depend
on the physical security that protects the user’s
office or, worse still, the user’s portable device.
According to an academic report from Darmouth
College (Ye, Yuan, & Smith, 2002), no solution is
strong enough to be a general solution for preventing
Web spoofing. However, ongoing research is ex-
pected to decrease browser vulnerability.

COMMERCIAL PRODUCTS
Some indicative commercial products are the following:

e Spanlink (http://www.spanlink.com/) offers the
Concentric Solutions Suite that comprises a
number of products (Concentric Agent, Con-
centric Supervisor, Concentric Customer, etc.).

The aim of these products is to optimize the way
customers interact with businesses over the Internet
and over the phone.

For example, with Concentric Agent, agents can
readily access an interface with features such as an
automated screen pop of CRM (Customer Relation-
ship Management) and help-desk applications, a
highly functioning soft-phone toolbar, real-time sta-
tistics, and chat capabilities.

Concentric Customer provides automated self-
service options for customers over the phone and over
the Web, making it easy to be successful in finding
precise answers on a company’s Web site.
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Concentric Supervisor (EETIMES.com, 2003)
focuses on supervisors and their interaction with
agents. It integrates real-time visual and auditory
monitoring, agent-to-supervisor chat capabilities, and
call-control functions.

e Convoq (http://www. convog.com) offers
Convoq ASAP, areal-time, rich-mediainstant-
messaging application: the intimacy of
videoconferencing and the power of Web
conferencing to meetall the collaboration needs
inacompany. Through its use, participants can
obtain servicesincluding chat, broadcast audio
and video, and the sharing of presentations with
the use of Windows, Macintosh, or Linux Sys-
tems without the need for downloads or regis-
trations. ASAP supports SSL (Convoq Inc.,
2004).

. Digital Media Delivery Solution (DMDS;
Kontzer, 2003) is a digital media solution of-
fered by the combined forces of IBM, Cisco
Systems, and Media Publisher Inc. (MPI; http:/
/www.media-publisher. com/). It allows any
organization in any industry to quickly and
efficiently deliver rich mediaincluding stream-
ing video to geographically dispersed locations.
Itis designed to provide streaming technology
that helps customers leverage digital media in
every phase of their business life cycle.

* BT Rich Media (British Telecom, 2004) is a
new digital media platform designed to provide
tools to allow businesses (especially content
providers) and individualsto create and distrib-
ute digital content on the Web. It was devel-
oped by BT in partnership with Real Networks
and TWI (Trans World International). The
launch of the product on April 6, 2004, was in
line with BT’s strategy to reach its target of
broadband profitability by the end of 2005, as
well as fighting off increasing pressure from
broadband competitors.

FUTURE TRENDS

The current Web ismainly a collection of information
but does not yet provide adequate support in pro-
cessing this information, that is, in using the com-

puter as a computational device. However, in a
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business environment, the vision of flexible and
autonomous Web service translates into automatic
cooperation between enterprise services. Examples
include automated procurement and supply-chain
management, knowledge management, e-work,
mechanized service recognition, configuration, and
combination (i.e., realizing complex work flows and
business logics with Web services, etc.). For this
reason, current research efforts are oriented toward
a semantic Web (a knowledge-based Web) that
providesaqualitatively new level of service. Recent
efforts around UDDI (Universal Description, Dis-
covery, and Integration), WSDL (Web-Services
Description Language), and SOAP (Simple Object-
Access Protocol) try to lift the Web to this level
(Valente & Mitra, 2003).

Automated services are expected to further im-
prove in their capacity to assist humans in achieving
their goals by understanding more of the content on
the Web, and thus providing more accurate filtering,
categorization, and searches of information sources.
Interactive Web applications that mediate interaction
among multiple distributed designers (i.e., users con-
tributing to the system’s structure and content) is the
vision of the future (Campell, 2003).

CONCLUSION

Intoday’s competitive environment, enterprises need
new communication applications that are accessible
ondevices located either at their premises or in remote
locations. The Internetand the proliferation of mobile
devices, such as mobile phones and wireless PDAs,
are playing avery importantrole in changing the way
businesses communicate. Free sitting (that is, the
ability of anemployee to sitin any office and use any
PC and any phone to access his or her personalized
working environment and to retrieve applications,
messages, etc.), mobility, responsiveness, customer
satisfaction, and cost optimization are key challenges
that enterprises are facing today (Sens, 2002). Ad-
vanced technologies, such as rich and streaming
media and new Web applications and services, are
being used to develop anew generation of applications
and services that can help businesses face these
challenges.

One of the biggest challenges for businesses will
be the ability to use teamwork among people in order
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to network the entire knowledge of the company
with the objective of providing first-class services to
customers and developing innovative products and
services. However, companies often face problems
in adopting these new technologies, due mainly to
bandwidth limitations, economic restrictions, and
internal politics leading to hesitations and serious
doubts about the return on investments.

Within the next three to five years, the increase
by several orders of magnitude in backbone band-
width and access speeds, stemming from the deploy-
ment of IPand ATM (Asynchronous Transfer Mode),
cable modems, Radio Local Area Networks
(RLANS), and Digital Subscriber Loop (DSL) tech-
nologies, incombination with the tiering of the public
Internetinwhich users will be required to pay for the
specific service levels they require, is expected to
play a vital role in the establishment of an IP-centric
environment. At the same time, Interactive Web
applications among multiple distributed users and
designers contributing to the system’s structure and
content, in combination with optimization tools and
decision-support systems, are expected to change
organizational structures to more dynamic, flexible,
and knowledge-based forms.
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KEY TERMS

Banner: A typically rectangular advertisement
placed on a Web site either above, below, or on the
sides of the main contentand linked to the advertiser’s
own Web site. In the early days of the Internet,
banners were advertisements with text and graphic
images. Today, with technologies such as Flash,
banners have gotten much more complex and can be
advertisements with text, animated graphics, and
sound.

ICR (Intelligent Call Routing): A communica-
tions service that provides companies with the ability
to route inbound calls automatically to destinations
such as a distributed network of employees, remote
sites, or call-center agents. Call routing is typically
based on criteria such as area code, zip code, caller
ID, customer value, previous customer status, or
other business rules.
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IM (Instant Messaging): A type of communi-
cations service that enables you to create a kind of
private chat room with another individual in order to
communicate in real time over the Internet. It is
analogous to a telephone conversation but uses text-
based, not voice-based, communication. Typically,
the instant-messaging system alerts you whenever
somebody onyour private listisonline. You canthen
initiate a chat session with that particular individual.

Interstitial: A page thatis inserted in the normal
flow of the editorial content structure on a Web site
for the purpose of advertising or promoting. It is
usually designed to move automatically to the page the
user requested after allowing enough time for the
message to register or the advertisement(s) to be read.

SOAP (Simple Object-Access Protocol): A light-
weight XML- (extensible markup language) based
messaging protocol used to encode the information in
Web-service request and response messages before
sending them over a network. SOAP messages are
independent of any operating system or protocol and
may be transported using a variety of Internet proto-
cols, including SMTP (Simple Mail Transfer Proto-
col), MIME (Multipurpose Internet Mail Exten-
sions), and HTTP (Hypertext Transfer Protocol).

UDDI (Universal Description, Discovery, and
Integration): A directory that enables businesses to
list themselves on the Internet and discover each
other. Itissimilar to atraditional phone book’s yellow
and white pages.

UM (Unified Messaging): It enables access to
faxes, voice mail, and e-mail from a single mailbox
that users can reach either by telephone or acomputer
equipped with speakers.

WSDL (Web-Services Description Language):
An XML-formatted language used to describe a Web
service’s capabilitiesas collections of communication
endpoints capable of exchanging messages. WSDL is
an integral part of UDDI, an XML-based worldwide
business registry. WSDL is the language that UDDI
uses. WSDL was developed jointly by Microsoft and
IBM.



Collaborative Web-Based Learning Community _

Percy Kwok Lai-yin
Chinese University of Hong Hong, China

Christopher Tan Yew-Gee
University of South Australia, Australia

INTRODUCTION

Because of the ever-changing nature of work and
society under the knowledge-based economy in the
21st century, students and teachers need to develop
ways of dealing with complex issues and thorny
problems that require new kinds of knowledge that
they have never learned or taught (Drucker, 1999).
Therefore, they need to work and collaborate with
others. They also need to be able to learn new things
from a variety of resources and people and investi-
gate questions, then bring their learning back to their
dynamic life communities. There have arisen in
recent years learning-community approaches
(Bereiter, 2002; Bielaczyc & Collins, 1999) and
learning-ecology (Siemens, 2003) or information-
ecology approaches (Capurro, 2003) to education.
These approaches fit well with the growing empha-
sis on lifelong, life-wide learning and knowledge-
building works.

Following this trend, Internet technologies have
been translated into a number of strategies for
teaching and learning (Jonassen, Howland, Moore,
& Marra, 2003) with supportive development of
one-to-one (e.g., e-mail posts), one-to-many (such
as e-publications), and many-to-many communica-
tions (like videoconferencing). The technologies of
computer-mediated communications (CMC) make
online instruction possible and have the potential to
bring enormous changes to student learning experi-
ences in the real world (Rose & Winterfeldt, 1998).
Itis because individual members of learning commu-
nities or ecologies help synthesize learning products
viadeep information processing, mutual negotiation
of working strategies, and deep engagement in criti-
cal thinking, accompanied by an ownership of team
works inthose communities or ecologies (Dillenbourg,
1999). In short, technology in communities is essen-
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tially a means of creating fluidity between knowl-
edge segments and connecting people in learning
communities. However, this Web-based collabora-
tive learning culture is neither currently emphasized
in local schools nor explicitly stated out in intended
school-curriculum guidelines of formal educational
systems in most societies. More than this, commu-
nity ownership or knowledge constructioninlearning
communities or ecologies may still be infeasible
unless values in learning cultures are necessarily
transformed after the technical establishment of
Web-based learning communities.

BACKGROUND

Emergence of a New Learning
Paradigm through CMC

Through a big advance in computer-mediated tech-
nology (CMT), there have been several paradigm
shifts in Web-based learning tools (Adelsberger,
Collis, & Pawlowski, 2002). The first shift moves
from a content-oriented model (information con-
tainers) to a communication-based model (com-
munication facilitators), and the second shift then
elevates from a communication-based model to a
knowledge-construction model (creation support).
In the knowledge-construction model, students in a
Web-based discussion forum mutually criticize each
other, hypothesize pretheoretical constructs through
empirical data confirmation or falsification, and with
scaffolding supports, coconstruct new knowledge
beyond their existing epistemological boundaries
under the social-constructivism paradigm (Hung,
2001). Noteworthy is the fact that the knowledge-
construction model can only nourishalearning com-
munity or ecology, and it is advocated by some
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cognitive scientists in education like Collins and
Bielaczyc (1997) and Scardamalia and Bereiter
(2002). Similarly, a Web-based learning ecology
contains intrinsic features of a collection of overlap-
ping communities of mutual interests, cross-pollinat-
ing with each other and constantly evolving with
largely self-organizing members (Brown, Collins, &
Duguid, 1989), inthe knowledge-construction model.

Scaffolding Supports and Web-Based
Applications

According to Vygotsky (1978), the history of the
society in which a child is reared and the child’s
personal history are crucial determinants of the way
in which that individual will think. In this process of
cognitive development, language is a crucial tool for
determining how the child will learn how to think
because advanced modes of thought are transmitted
to the child by means of words (Schiitz, 2002). One
essential tenet in Vygotsky’s theory is the notion of
the existence of what he calls the zone of proximal
development (ZPD). The child in this scaffolding
process of ZPD, providing nonintrusive intervention,
can be anadult (parent, teacher, caretaker, language
instructor) or another peer who has already mas-
tered that particular function. Practically, the scaf-
folding teaching strategy provides individualized sup-
ports based on the learner’s ZPD. Notably, the
scaffolds facilitate a student’s ability to build on prior
knowledge and internalize new information. The
activities provided in scaffolding instruction are just
beyond the level of what the learner can do alone.
The more capable peer will provide the scaffolds so
that the learner can accomplish (with assistance) the
tasks that he or she could otherwise not complete, thus
fostering learning through the ZPD (Van Der Stuyf,
2002).

In Web-based situated and anchored learning
contexts, students have to develop metacognition to
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learn how, what, when, and why to learn in genuine
living contexts, besides problem-based learning con-
tents and methods in realistic peer and group col-
laboration contexts of synchronous and asynchro-
nous interactions. Empirical research databases illu-
minate that there are several levels of Web uses or
knowledge-building discourses ranging from mere
informational stages to coconstruction stages (Gil-
bert, & Driscoll, 2002; Harmon & Jones, 2001). To
sum up, five disintegrating stages of Web-based
learning communities or ecologies are necessarily
involved in Table 1.

Noteworthy is that the students succeed in devel-
oping scaffold supports via ZPD only when they
attain coconstruction levels of knowledge construc-
tion, at which student-centered generation of discus-
sionthemes, cognitive conflicts with others’ continu-
ous critique, and ongoing commitments to the learn-
ing communities (by having constant attention and
mutual contributions to discussion databases) are
emerged. It should be noted that Web-based discus-
sion or sharing in e-newsgroups over the Internet
may not lead to communal ownership or knowledge
construction.

Key Concepts of Communities of
Practice

Unlike traditional static, lower order intelligence
models of human activitiesinthe Industrial Age, new
higher order intelligence models for communities of
practice have emerged. Such models are complex-
adaptive systems, employing self-organized, free-
initiative, and free-choice operating principles, and
creating human ecology settings and stages for its
acting outduring the new Information Era. Under the
technological facilitation of the Internet, this new
emerging model is multicentered, complex adaptive,
and self-organized, founded on the dynamic human
relationships of equality, mutual respect, and deliber-

Table 1. Five disintegrating stages of Web-based learning communities

Disintegrating stages

Informational Level
Personalized Level
Communicative Level
Communal Level
Co-construction Level

Distinctive Features

Mere dissemination of general information
Members’ individual ownership in the communities
Members’ interactions found in the communities
Senses of belonging or communal ownership built up
Knowledge-construction among members emerged
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ate volition. When such a model is applied to educa-
tional contexts, locally managed, decentralized mar-
ketplaces of lifelong and life-wide learning take
place. In particular, teacher-student partnerships are
created to pursue freely chosen and mutually agreed-
upon learning projects (Moursund, 1999), and
interstudent coconstruction of knowledge beyond
individual epistemological boundaries are also in-
volved (Lindberg, 2001). Working and learning are
alienated from one another in formal working groups
and project teams; however, communities of practice
and informal networks (embracing the above term
Web-based learning communities) both combine
working and knowledge construction provided that
their members have a commitment to the profes-
sional development of the communities and mutual
contributions to generate knowledge during collabo-
rations. In particular, their organization structures
can retain sustainability even if they lose active
members or coercive powers (Wenger, McDermott,
& Snyder, 2002). It follows that students engaging in
communities of practice can construct knowledge
collaboratively when doing group work.

Main Focus of the Paper

Inlearning-community or -ecology models, there arise
some potential membership and sustainability prob-
lems. Despite their technical establishments, some
Web-based learning ecologies may fail to attain the
communal or coconstruction stages (see Table 1), or
fail to sustain after their formation.

Chan, Hue, Chou, and Tzeng (2001) depict four
spaces of learning models, namely, the future class-
room, the community-based, the structural-knowl-
edge, and the complex-problem learning models,
which are designed to integrate the Internet into
education. Furthermore, Brown (1999, p. 19) points
out that “the most promising use of Internet is
where the buoyant partnership of people and tech-
nology creates powerful new online learning com-
munities.” However, the concept of communal mem-
bershipisanelusive one. Accordingto Slevin (2000,
p. 92), “It might be used to refer to the communal
life of a sixteenth-century village—or to a team of
individuals withinamodern organization who rarely
meet face to face but who are successfully engaged
inonline collaborative work.”

Torealize cognitive models of learning commu-
nities, social communication is required since hu-
man effort is the crucial element. However, the
development of a coercive learning community at
the communal or coconstruction levels (Table 1) is
different from the development of a social commu-
nity at the communicative level, though “social
communication is an essential component of educa-
tional activity” (Harasim, 1995). Learning commu-
nities are complex systems and networks that allow
adaptation and change in learning and teaching
practices (Jonassen, Peck, & Wilson, 1999). Collins
and Bielaczyc (1997) also realize that knowledge-
building communities require sophisticated elements
of cultural transformation while Gilbertand Driscoll
(2002) observe that learning quantity and quality

Figure 1. A three-dimensional framework for classifying Web-based learning

Presence of
knowledge
advancement or
scaffold supports

<

4

Summative or
formative assessment
for e-learning

High-level

Low-level
interactivity

No assessment
for e-learning

A

v scaffold supports

> interactivity

No knowledge
advancement or
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depend onthe value beliefs, expectations, and learn-
ing attitudes of the community members. It follows
that some necessary conditions for altering basic
educational assumptions held by community learn-
ersand transforming the entire learning culture need
to be found out for epistemological advancement.
On evaluation, there are three intrinsic dimensions
that can advance students’ learning experiences in
Web-based learning communities. They are the
degree of interactivity, potentials for knowledge
construction, and assessment of e-learning.

For the systematic classification of Web-based
learning communities, a three-dimensional concep-
tual framework is necessarily used to highlight the
degree of interactivity (one-to-one, one-to-many,
and many-to-many communication modes), pres-
ence or absence of scaffolding or knowledge-ad-
vancement tools (coconstruction level in Table 1),
and modes of learning assessments (no assessment,
summative assessment for evaluating learning out-
comes, or formative assessment for evaluating learn-
ing processes; Figure 1).

This paper provides some substantial knowl-
edge-construction aspects of most collaborative
Web-based learning communities or learning ecolo-
gies. Meantime, it conceptualizes the crucial sense
of scaffolding supports and addresses
underresearched sociocultural problems for com-
munal membership and knowledge construction,
especially in Asian school curricula.

FUTURE TRENDS

The three issues of cultural differences, curricular
integration, and leadership transformation in Web-
based learning communities are addressed here for
forecasting their future directions. Such collabora-
tive Web-based learning communities have encoun-
tered the sociocultural difficulties of not reaching
group consensus necessarily when synthesizing group
notes for drawing conclusions (Scardamalia, Bereiter,
& Lamon, 1995). Other sociocultural discrepancies
include the following (Collins & Bielaczyc, 1997;
Krechevsky & Stork, 2000; Scardamalia & Bereiter,
1996).

. discontinuous expert responses to students’
questions, thereby losing students’ interest
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. students’ overreliance on expert advice in-
stead of their own constructions

. value disparities in the nature of collaborative
discourses between student construction and
expertise construction of knowledge

Thefirstissueisinfluenced by the heritage culture
upon Web-based learning communities or ecologies.
Educational psychologists (e.g., Watkins & Biggs,
2001) and sociologists (e.g., Lee, 1996) also speculate
the considerable influence of the heritage of Chinese
culture upon the roles of teachers and students in
Asian learning cultures. When knowledge building is
considered as a way of learning in Asian societies
under the influence of the heritage of Chinese culture,
attention ought to be paid to teachers’ as well as
students’ conceptions, and Asian cultures of learning
and teaching, especially ina CMC learning commu-
nity.

The second issue is about curricular integration.
There come some possible cases in which participat-
ing teachers and students are not so convinced by
CMC or do not have a full conception of knowledge
building when establishing collaborative learning
communities. More integration problems may evolve
when school curricula are conformed to the three
pillars of conventional pedagogy, namely, reduction
to subject matter, reduction to activities, and reduc-
tion to self-expression (Bereiter, 2002). Such prob-
lems become more acute in Asian learning cultures,
in which there are heavy stresses on individually
competitive learning activities, examination-oriented
school assessments, and teacher-led didactical in-
teractions (Cheng, 1997).

The third issue is about student and teacher
leadership in cultivating collaborative learning cul-
tures (Bottery, 2003). Some preliminary sociocul-
tural research findings (e.g., Yuen, 2003) reveal that
a high sense of membership and the necessary
presence of proactive teacher and student leaders in
inter- and intraschool domains are crucial for knowl-
edge building in Web-based learning communities or
ecologies.

CONCLUSION

To sum up, there are some drawbacks and sociocul-
tural concernstoward communal membership, knowl-
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edge-construction establishment, and the continua-
tion of learning ecologies (Siemens, 2003).

. lack of internal structures for incorporating
flexibility elements

. inefficient provision of focused and developmen-
tal feedback during collaborative discussion

. no directions for effective curricular integra-
tion for teachers’ facilitation roles

. no basic mechanisms of pinpointing and eradi-
cating misinformation or correcting errors in
project works

. lack of assessment for evaluating learning pro-
cesses and outcomes of collaborative learning
discourses

So there comes an urgent need to address new
research agendas to investigate the shifting roles of
students and teachers (e.g., at the primary and
secondary levels) and their reflections on knowl-
edge building, and to articulate possible integration
models for project works in Asian school curricula
with high student-teacher ratios and prevalent
teacher-centered pedagogy when Web-based learn-
ing communities or ecologies are technically formed.
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KEY TERMS

Anchored Learning Instructions: High learn-
ing efficiency with easier transferability of mental
models and the facilitation of strategic problem-
solving skillsinill-structured domains are emerged if
instructions are anchored on a particular problem or
set of problems.

CMC: Computer-mediated communication is
defined as various uses of computer systems and
networks for the transfer, storage, and retrieval of
information among humans, allowing learning in-
structions to become more authentic and students to
engage in collaborative project works in schools.

CMT: Computer-mediated technology points to
the combination of technologies (e.g., hypermedia,
handheld technologies, information networks, the
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Internet, and other multimedia devices) that are
utilized for computer-mediated communications.

Knowledge Building: In a knowledge-building
environment, knowledge is broughtinto the environ-
ment and something is done collectively to it that
enhances itsvalue. The goal is to maximize the value
added to knowledge: either the public knowledge
represented in the community database or the pri-
vate knowledge and skills of its individual learners.
Knowledge building has three characteristics: (a)
Knowledge building is not just a process, but it is
aimed at creating a product; (b) its product is some
kind of conceptual artifact, for instance, an explana-
tion, design, historical account, or interpretation ofa
literacy work; and (c) a conceptual artifact is not
something inthe individual minds of the students and
notsomething materialistic or visible but is neverthe-
less real, existing in the holistic works of student
collaborative learning communities.

Learning Community: A collaborative learn-
ing community refers to a learning culture in which
students are involved in a collective effort of under-
standing with an emphasis on diversity of expertise,
shared objectives, learning how and why to learn,
and sharing what is learned, thereby advancing the
students’ individual knowledge and sharing the
community’s knowledge.

Learning or Information Ecology: For pre-
serving the chances of offering the complexity and
potential plurality within the technological shaping of
knowledge representation and diffusion, the learn-
ing- or information-ecology approach is indispens-
able for cultivating practical judgments concerning

possible alternatives of action in a democratic soci-
ety, providing the critical linguistic essences, and
creating different historical kinds of cultural and
technical information mixtures. Noteworthy is the
fact that learning or knowledge involves a dynamic,
living, and evolving state.

Metacognition: If students can develop
metacognition, they can self-execute or self-govern
their thinking processes, resulting in effective and
efficient learning outcomes.

Project Learning or Project Works: Project
learning is an iterative process of building knowl-
edge, identifying important issues, solving problems,
sharing results, discussing ideas, and making refine-
ments. Through articulation, construction, collabo-
ration, and reflection, students gain subject-specific
knowledge and also enhance their metacognitive
caliber.

Situated Learning: Situated learning is involved
when learning instructions are offered in genuine
living contexts with actual learning performance and
effective learning outcomes.

Social Community: A common definition of
social community has usually included three ingredi-
ents: (a) interpersonal networks that provide socia-
bility, social support, and social capital to their mem-
bers; (b) residence in a common locality, such as a
village or neighborhood; and (c) solidarity senti-
ments and activities.

ZPD: The zone of proximal development is the
difference between the child’s capacity to solve
problems on his or her own, and his or her capacity
to solve them with the assistance of someone else.
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Constructing a Globalized E-Commerce Site
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INTRODUCTION

Traditional boundaries and marketplace definitions
are fast becoming irrelevant due to globalization.
According to recentstatistics, there are approximately
208 million English speakers and 608 million non-
English speakers online, and 64.2% of Web users
speak a native language other than English (Global
Reach, 2004). The world outside of English-speaking
countries is obviously coming online fast. As with
activities such as TV, radio and print, people surfin
their own language. A single-language Web site sim-
ply could not provide good visibility and accessibility
inthisage of globalize Internet. Inthisarticle, we will
focus on the approaches in the construction of an
effective globalized e-commerce Web site.

A SHORT TOUR OF E-COMMERCE
SITES

The 1990s was a period of spectacular growth in the
United States (U.S.). The commercialization of the
Internet spawned a new type of company without a
storefrontand who existed only in cyberspace. They
became the darlings of the new economy, and tradi-
tional brick-and-mortar retailers have been scoffed
off as part of the old economy. Of course, this
irrational exuberance is hampered with a heavy dose
of reality with the dot.com bust in 2000. Yet, the
trends initiated by the dot.com start-ups; that is,
conducting commerce electronically, are mimicked
by traditional businesses. The Internetisahaven, and
imperative forcommerce. And, notonly for business-
to-consumer transactions; business-to-business ap-
plications are also becoming more popular.

While there are endless possibilities for products
and services on the Internet, e-commerce sites can be
classified into a few broad categories: brochure,
content, accountand transaction sites. Both brochure
and content sites provide useful information for
customers. A brochure site is an electronic version

of a printed brochure. It provides information about
the company and its products and services, where
contents tend to be very static. A content site
generates revenue by selling advertisement on the
site. It attracts and maintains traffic by offering
unique information, and content must be dynamic
and updated regularly. An account site allows cus-
tomers to manage their account; for example, make
address changes. A transaction site enables custom-
ers to conduct business transactions; for example,
ordering a product. Unlike brochure and content
sites, security safeguards such as password valida-
tion and data encryption are mandatory. Typical e-
commerce sites today are multidimensional. For
example, a mutual fund company’s site provides
company information and current market news, but
italso allows customers to change account informa-
tion and sell and buy funds.

A STANDARD SITE CONSTRUCTION
METHODOLOGY

Over the past decade, e-commerce site development
methodology has become standardized following the
model of system development life cycle, with activi-
tiesincluding planning, analysis, design, implementa-
tionand support. Launching abusiness on the Internet
requires careful planning and strategizing. Planning
requires coming up withavision andabusiness plan,
defining target audiences and setting both short- and
long-range goals. Analysis means defining require-
ments and exploring and understanding the problem
domainto determine the site’s purpose and function-
ality. Design requires selecting hardware and soft-
ware, and determining site structure, navigation,
layout and security issues. Implementation means
building the site and placing it on the Internet. Support
requires maintaining the site, supporting its customers
and conducting periodic upgrades to improve its
performance and usability.

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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A successful globalize e-commerce site must
strike a balance between the need for uniformity and
accommodating variations. While most contents are
identical (though they may be presented in different
languages), some content inevitably varies and only
is relevant for the locals. A site with a globalize
reach must be adapted for both localization and
optimization. While there are many issues to con-
sider in the construction of an e-commerce site, our
primary focus here deals with aspects particularly
relevant to a globalize site, including issues of site
specification, customer research and branding, site
structure, navigation and search engine optimiza-
tion.

Site Specification and Functionality

Itisvery easy to confuse an e-commerce site with the
corporation. An inescapable truth, the corporation
owns its Web site. The corporation also handles legal,
marketing, public relationships, human resources and
many other matters associated with running a busi-
ness. Itis important to understand that the site serves
a business, and not the other way around (Miletsky,
2002). All corporations have amission statementand
associated strategies. A site exists to serve the corpo-
ration, and the site’s functionality should reflect this
reality. Therefore, it is important to ask: How could
the site help the corporation in the execution of its
business plan?

Globalization may increase a corporation’s market
and nurture opportunities, but it may not be for
everyone. Whatrole isthe globalize e-commerce site
playing? Could the corporation’s product or service
have market potential in other countries? While glo-
balization creates new opportunities, it also invites
new competition. A corporation naturally has an idea
of local competitors. Before globalizing, know the
competitors in the international market. Because
competition may vary from country to country, func-
tions and priorities of the site need to adjust accord-
ingly. For the same corporation and same product,
approaches may need to vary for different localities.
Giventheinevitability of globalization, international-
izing the corporate e-commerce site may be a neces-
sary defensive against competitors making inroads
into one’s market.

Understand One’s Customers

With hundreds of thousands of e-commerce sites to
visit, customers are faced with more choices than
ever. The vast amount of information found on the
Internet is daunting, not only to the shoppers but to
corporations, as well. What do users want when they
come to the site? Are they individual consumers,
commercial businesses or governmentagencies? The
clients access the site for information. But, do they
perform sales online, and what about exchanges and
returns? How are they able to perform these functions
from the site? What are the implications for
multicultural users? What technologies will be needed
on the site to support these functions?

The cardinal rule in building a functional site isto
understand its users. However, the same site operat-
ing in different countries may target different audi-
ences. For example, teenagers in the U.S. may have
more discretionary spending than their European or
Asian counterparts. A sport sneaker site targeting
teenagers in the U.S. may target adults in another
country. The per capitaincome of a particular region
will definitely affect sales potential and project feasi-
bility. Onthe other hand, the same target in adifferent
country may also have different needs. Site planners
must consider the daily functions and preferences of
the local customers and organize sites to support those
functions (Red, 2002). For example, while Web sites
are becoming major portals for information distribu-
tion, many Asian cultures value personal contact. Itis
important to provide contact phone numbers instead
of business downloads for a personal touch, or it could
be viewed as rude and impolite.

A large partof building a successful e-commerce
site is being aware of the ways in which customers
reach you, which pages are most popular, and what
sticky features are most effective. Partnerships with
other e-businesses can also help attract new custom-
ers. Local sites in different countries also need to be
accessible to each other. How will the partner and
local sites be linked together? For customers unfamil-
iar with the site, will they know what the corporation
offers, and be able to find the things they need? When
developingalocal site, the original home site can only
be used as a reference. The site must localize prop-
erly. Akey activity isto inventory all information local
customers need and want to access. Next, consider
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how they will move among the different types of
information. Since the Web isnota linear vehicle, one
should explore the many ways people might want to
come in contact with the content in one’s site. This
will help shape how content should be organized.

Branding for Consistency

Priortoventuring into site design, we must firstdiscuss
branding. A corporation’s identity speaks volumes. It
lives and breathes in every place and every way the
organization presents itself. A familiar and successful
brand requires years of careful cultivation. Strong
brands persist, and early presence inafield isaprime
factor in strong brand establishment. Apart from being
a relatively new venue, branding in e-commerce is
critical, because customers have so much choice.
They are bombarded by advertisements, and competi-
tors are only one click away. In an environment of
sensory overload, customers are far more dependent
on brand loyalty when shopping and conducting busi-
ness on the Internet (Tsiames & Siomkos, 2003).

A corporation, especially one with global reaches,
must project an effective and consistent identity across
all its Web sites and pages. Consistently maintained,
the pages present a unified corporate image across
markets and geographic regions, identifying different
businesses that are part of the same organization,
reinforcing the corporation’s collective attributes and
the implied commitments to its employees, custom-

Figure 1. Structure of a bilingual Web site

abcCorp.com
o sitelndex_en.htm
o sitelndex_zh.htm
o <en>
o aboutUs.htm
o <product>
o <service>
o <zh>
o aboutUs.htm
o <product>
o <service>
o <share>
o logo.jpg
o banner.gif
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ers, investors and other stakeholders. Branding is
particularly important for multinational corpora-
tions because of their vast size, geographic separa-
tion and local autonomy. The success or failure of
site branding depends entirely on the effectiveness
and uniformity of the organization, linkage of pages
and presentation of its contents. Inevitably, there
will always be creative tensions between uniformity
imposed by the global mission and brand vs. adap-
tation towards local customers and competitors.
Always aim at obtaining an effective balance be-
tween these two requirements.

Structuring a Multilingual Site

In general, it is not a good practice to intermix
differentlanguage scripts on the same document, for
aesthetic reasons. While some of us are bilingual, it
is a rarity to be multilingual. A multilingual page
means most customers will not be able to understand
a large portion of the display. They will either get
confused or annoyed quickly. Therefore, itis bestto
structure a multilingual site using mirror pages of
different languages.

A Web site is a tree model, with each leaf
representing a document or a branch linked to a set
of documents. The home page forms the root index
to each document or branch. A classic multilingual
site structure contains indexes in various languages,
branches for each language and acommon directory.
Figure 1 shows an example of a bilingual site that
supports Englishand Chinese. The index of the main
language (English) and mirrored indexes inadiffer-
ent language (Chinese) are stored in the root direc-
tory. Subdirectories “en” (English) and “zh” (Chi-
nese) contain actual site contents and are identically
structured, with each branch containing an introduc-
tion and branches for products and services. Natu-
rally, there isalsoa “share” subdirectory for common
files, suchas corporate logo and background images
(Texin & Savourel, 2002).

Filesand directories indifferent languages can use
asuffix or prefix asanidentifier. However, multilin-
gual standards for the Web are well established
today; identifier selection can no longer be ad-lib.
There should be a two-letter language code (1SO,
2002), followed by a two-letter country subcode
(1SO, 2004) when needed, as defined by the Inter-
national Organization for Standardization.
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Naming and Localization

Directory and file names should be meaningful and
consistent; translating names to different languages
should be avoided. Under the structure in Figure 1,
except the indexes, different names for the same file
in different languages are notrequired. Anindex page
would contain links—for example, a pull-down
menu—to access an index of other languages. A
major design requirement for any site is structure
clarity and localization. This structure maximizes
relative URLS, minimizing numbers and changes of
links while still providing emphasis and localization
for the individual language. It also allows for search
engine optimization, a matter that will be discussed
later.

A common technique in managing a multilingual
site is to use cookies to remember language prefer-
ences and then generate the URL dynamically. With
page names standardized, we canresolve links at run
time. Forexample, a Chinese page hasasuffix “_zh.”
By examining the browser’s cookie, we know the
customer visited the Chinese page in the last visit.
Thus, we should forward the customer to the Chinese
index page. We can make ascriptto append _zhtofile
name sitelndex to generate the destination URL. If, on
the other hand, while the customer is reading the
product page in Chinese he or she wishes to visit its
English version, the URL can also be generated
dynamically by substituting “/zh/” with “/en/” in the
current URL string. Naturally, itwould be easier with
amultiple address schema that each language has its
own domain name; for example, “www.abc.com” for
the English site and "www.abc.zh” for the Chinese
site. Unfortunately, multiple domain names involve
extra cost, both in development and administration.
Asapractical matter, most sites have only one domain
address (Chan, 2003).

Navigation for Inconsistency

The design for a welcome page is very tricky for a
multilingual Web site. While each supported language
has its own index, where should be a customer be
redirected if we cannot determine a preference? A
common design is to splash a greeting page and
prompt customers for aselection. Since the consumer’s
language is still undetermined, the page typically
contains only images with minimal to no textual

description, leading to a home page without a single
word, just the corporate logo and image buttons. Not
only isthis design awkward from an aesthetic angle,
it also leaves no content for a search engine to
categorize. Itis far better to identify a language group
with the largest users, make that index the default
home page, and provide links from that page to an
index page of the other supported languages.
Consistency is a crucial aspect in navigation de-
sign. With a consistent structure, customers would
not get confused while surfing the site (Lynch &
Horton, 2001). Some sites provide mirror contents of
its pages in different languages. A common naviga-
tional feature would be icons either in graphics, such
as national flags, or foreign scripts. Customers can
clickonthe link to view contents in another language.
Inamultilingual site, consistency becomes problem-
atic because of content differences. For example,
some contents available in English may have no
meaning or do not apply to Chinese customers. Even
when contents are identical, translation may not
produce pages in a neat one-to-one map. A customer
who comes from English pages to a Chinese page will
likely be confused, encountering a more or less
different structure. From a functional perspective,
accessing mirrored content has very little utility. After
all, except for academics or recreation, why would an
English customer reading product descriptions in
Englishwanttoread its counterpartin Chinese, or vise
versa? Besides the index page, links to the mirrored
content of another language should be discouraged,
and consistent navigation should enforce only inside,
not outside, a single language hierarchy structure.

Optimizing for Spiders

A necessary step for visibility is to submit the site to
search engines. A search engine has three major
components: spider, index and algorithm (Sullivan,
2004). The spider visits the site’s URL submitted by
the corporation, reads it and follows links to other
pages, generating an index to report to user queries.
While search engine’salgorithmis atrade secret, the
mainrule involves locationand frequency. The spider
checks for keywords that appear in headers and the
home page. The further away the link, the less search
engines consider its importance. They assume that
relevant words to the site will be mentioned close to
the beginning. A search engine also analyzes how
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often keywords appear. Those with a higher fre-
guency are deemed more relevant. If spiders do a poor
job reading the site, identified keywords will not
reflect its products and services. The site will prob-
ably not get visitors who are potential customers, or
it may not get many hits at all.

A greeting splash page without text but with logo
and buttons would, therefore, make a very poor
choice as ahome page for search engine submission.
First, there are no keywords for the spider to follow.
Second, relevant contents become one additional link
away. Third, the spider would be unable to read most
ofthe links and contents, as they are mostly in foreign
scripts. Since leading search engines in each country
isalocal engine and indexingsitesinthe local language
only, one should submit an index page of the local
language and register it as a local dot com or, where
possible, asapurely local domain. Unfortunately, as
stated earlier, multiple domain names are expensive;
a local dot com or local domain is rarely a practical
alternative (Chan, 2004).

To optimize the site for search engines, concen-
trate mostly on the content directly linked to the
home page—hboth internal and external—by work-
ing important keywords in both the content and link
text as much as possible. Follow that up to a lesser
extent with internal pages a few links away. The file
name and page title should contain keywords, as
most search engines look to them as an indication of
content. Spamming a search engine is when a key-
word is repeated over and over in an attempt to gain
better relevance. Such practice should never be con-
sidered. Ifasiteisconsidered spam, it may be banned
from the search engine for life or, at the very least,
ranking will be severely penalized. More information
is available from the Notess.com (2004) Web site
regarding the particular characteristics of popular
search engines.

FUTURE TRENDS

Inthe global economy, increasing numbers of compa-
nies need their computing systemsto support multiple
languages. With the Windows XP release, Microsoft
makes available 24 localized versions of Windows in
addition to English (Microsoft, 2001). Users can
display, input, edit and print documents in hundreds
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of languages. At the same time, the Internet is
internationalizing, and its standards are modernizing.
While the original Web is designed around the ISO
Latin-1 character set, the modern system uses UTF-
8, a standard designed for all computer platforms
and all languages (Unicode, 2003). The HTML
specification has also been extended to support
globalize character set and multilingual contents
(W3C, 1999). As more computer platforms and
applications are configured to support local lan-
guages, proper adherence to a multilingual Web
standard will be mandatory, even when building
U.S.-only sites.

CONCLUSION

Asuccessful globalize site design involves more than
translating content from one language to another. It
requires proper localization of requirement definition
and internationalization of the site design for effective
structure, navigation and indexing. As global ex-
changes become a common practice, proper imple-
mentation of a multilingual Web structure and stan-
dard is crucial for any e-commerce site. To that end,
most operating systems, applications, Web editors
and browsers today are configurable to support and
construct Web sites that meet international standards.
As the Internet becomes globalized and Web sites
continue to be the major portal for interfacing with
customers, asite constructed properly will empower
anorganizationto reach audiencesall over the world
as easily as if they are living next door.
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KEY TERMS

Brand: The promise that a Web site, company,
product or service makes to its customers.

E-Commerce: Conducting business and financial
transactions online via electronic means.

Globalize: Business issues associated with taking
aproductglobal. Itinvolves both internationalization
and localization.

Internationalize: Generalizing adesignsothat it
can handle multiple languages content.

Localize: Design linguistically and culturally ap-
propriate to the locality where aproduct or service is
being used and sold.

Search Engine: A program that indexes Web
documents, then attempts to match documents rel-
evant to a user’s query requests.

Site Specification: A design document foraWeb
site specifying its objectives and functionality.

UTF-8: Unicode Transformation Format 8 bits;
the byte-oriented encoding form of Unicode.

Visibility: Points and quality of presence on
where potential customers can find a Web site.
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INTRODUCTION

As a valuable communications medium, the World
Wide Web has undoubtedly become an important
playground of commercial activities. Founded on a
hypermedia document system, this medium plays a
critical role in getting messages across to visitors, who
may be current or perspective customers. In business-
to-consumer (B2C) Web sites, companies are en-
gaged inawide range of activities including market-
ing, advertising, promotion, sales, and customer ser-
vice and support (Berthon, Pitt, & Watson, 1996;
Singh & Dalal, 1999). As a result, practitioners and
scholars alike have started to examine various tech-
nigues ranging fromthe overall structure of the online
retailing interface to individual features as banners,
animation, sound, video, interstitials, and popup ads
(Rodgers & Thorson, 2000; Westland & Au, 1998).
Consumers are the ultimate judges of the success of
any online retailing site, and consumer perceptions
mediate content factors in influencing their attitude
toward electronic commerce as well as individual e-
tailing sites, complementing the roles played by Web
site content in shaping consumer attitude.

BACKGROUND

Intraditional advertising research, Olney etal. (1991)
outlined a chain of links where both contentand form
variables were examined as predictors of attention,
memory, recall, click-through, informativeness, at-
tractiveness, and attitude. An evaluation of these
outcome variables in the Web context necessarily
involves new dimensions that require a higher degree
of comprehensiveness due to the volume and scope of
a Web site in comparison to print or TV ads. For
example, Rogers and Thorson (2000) argue for the
consideration in interactive marketing of such tech-
niques as banners, sponsorships, interstitials, popup
windows, and hyperlinks over and beyond ad features
found in traditional media, such as color, size, and

typeface in the print media, and audio, sound level,
animation, and movement in broadcast.

Factors related to consumer behavior, attitude,
and perceptions in the online environment have been
examined in recent research (Chen & Wells, 1999;
Coyle & Thorson, 2001; Ducoffe, 1996; Eighmey,
1997; Gao, Koufaris, & Ducoffe, 2004; Koufaris,
2002; Koufaris, Kambil, & Labarbera, 2001;
Vijayasarathy, 2003). Consumer attitude mediates
the effect of systems characteristics on behavioral
intentions such as intention to revisitand intention to
purchase products from the sponsoring companies.
Past research has shown that the value of advertising
derives from informative claims in an entertaining
form (Ducoffe, 1995), while Web site users similarly
appreciate information in an enjoyable context
(Eighmey, 1997). Koufarisetal. (2001) found shop-
ping enjoyment a significant factor attracting return
visits. We consider information, entertainment, and
site organization major measurement criteria and
perceptual antecedents that affect user attitude to-
ward communications messages presented through
the Web (Ducoffe, 1996) and attitude toward the Web
site as a whole (Chen & Wells, 1999).

This article provides an overview of current re-
search on factors influencing consumer attitude and
related behavioral consequences in electronic com-
merce. It reviews and synthesizes research from two
perspectives: Web site contentand consumer percep-
tions. The nextsection discusses research uncovering
content factors that impact consumer attitude or other
attitudinal consequences, while the following section
examines consumers’ perceptual dimensions that in-
fluence their attitude in Web-based commerce. The
following diagram serves as a schema in guiding the
presentation of our framework.

WEB SITE CONTENT

Content is king (Nielsen, 1999, 2003). Message
content believed to be informative by a marketer

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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Figure 1. Schema of factors influencing consumer attitude in electronic commerce
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needs to be substantiated by consumer feedback. In
analyzing the informativeness of a message, content
analysis complements attitudinal research by pointing
outthe types of information and Web site features that
make a site informative, entertaining, or irritating.
Web site content discussed in this article contains
information, presentation attributes, and system de-
sign features.

Information

Intraditional advertising research, Resnik and Stern
(1977) developed a content analysis method through
codifying each advertising message via 14 evaluative
cues. Numerous studies used this procedure in ana-
lyzing ad messages in various media, including maga-
zine, TV, and newspaper advertising (Abernethy &
Franke, 1996). Among those studies, a few tried to
connect message content with informativeness. For
example, Soley and Reid (1983) find that quality,
components or content, price or value, and availabil-
ity information affected perceived informativeness,
while the quantity of information did not. Ylikoski
(1994) finds moderate support for the connection
between the amount of informative claims and per-
ceived informativeness in an experimental study in-
volving automobile advertisements.

In a similar approach, Aaker and Norris (1982)
developed a list of 20 characteristic descriptors in-
tended to explain a commercial message’s informa-
tiveness. They find hard sell versus soft sell, product
class orientation, and number of distinct claims, e.g.,
on product quality or performance, are the most
significant predictors of informativeness from a study
based on 524 TV commercials.

Adapted versions of the content analysis method
have been applied to analyzing Web advertising and
Web sites (Ghose & Dou, 1998; Philport & Arbittier,
1997). Other studies have attempted to categorize

Web site content based on technology features
(Huizingh, 2000; Palmer & Griffith, 1998). The
development of these approaches demonstrates the
complexity of Web-based communications and re-
flects a need to have a more sophisticated method to
understand what constitute an effective Web site.
Thus, we mustinevitably turn our attention to design
features and techniques that contribute to the delivery
of entertainment, in addition to information, in this
new medium.

Presentation Attitudes

Philport and Arbittier (1997) studied content from
over 2000 commercial communications messages
across three established media, that is, TV, maga-
zines, and newspapers, along with that on the Internet.
The adoption of variables such as product demonstra-
tionordisplay, special effecttechniques like fantasy,
and the employment of humor reflects an attempt by
researchers to assess message appeal enhanced by
entertaining features. Philport and Arbittier (1997)
find no distinguishing characteristic of banner ads
from other media ads. Their study suggests that the
impact of a message delivered through a banner is
fairly limited, and the integral collection of hypermedia-
based documents, related image files, and system
functions as a whole is a better candidate for exam-
ining the effectiveness of Web-based communica-
tions.

Ghose and Dou (1998) linked the number of
contentattributes with site appeal measured by being
listed in Lycos top 5% of Web sites and found that
a greater degree of interactivity and more available
online entertainment features increase site appeal.
Huizingh (2000) content-analyzed 651 companies
from Yahoo and Dutch Yellow Pages using a battery
including elements like pictures, jokes, cartoons,
games, and video clips. He found that entertainment
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features appear in about one-third of all sites, and that
larger sites tend to be more entertaining.

Existing literature has also touched upon the effect
of media formats on consumer attitude, especially in
interactive marketing research (Bezjian-Avery, Calder,
& lacobucci, 1998; Coyle & Thorson, 2001; Rodger
& Thorson, 2000). Bezjian-Avery etal. (1998) tested
the impact of visual and nonlinear information presen-
tation on consumer attitude toward products. Steuer
(1992) provides atheoretical discussion on the medi-
ating impact of communications technology on a
person’s perception of his/her environment, termed
telepresence, determined by the three dimensions of
interactivity, including speed, range, and mapping, and
the two dimensions of vividness, including breadth and
depth. Coyle and Thorson (2001) associated
interactivity and vividness with perceived telepresence
and consumer attitude toward brand and site, and find
that both perceived interactivity and perceived vivid-
ness contribute to attitude toward the site and subse-
quent intention to return to a site.

Alongside entertainment and information, Chen
and Wells (1999) also identify a factor “organization”
that describes the structure or navigational ease of a
site. Eighmey (1997) finds that structure and design of
aWeb site are important factors contributing to better
perceptions of Web sites. System design features may
enhance visitor experience and efficiency in informa-
tion retrieval, and thus contribute to both perceived
informativeness and reduced irritation. The following
are some recent studies examining the effects of
system design feature in e-commerce sites.

System Design Features

Relating to site features, Lohse and Spiller (1998)
performed a study measuring 32 user interface fea-
turesat 28 online retail stores against store traffic and
sales. They conclude that online store traffic and sales
are influenced by customer interfaces. In particular,
they found that an FAQ page, promotional activities,
and better organization of the product menu have
significant positive influences on traffic and sales.
Huizingh (2000) considers the complexity of the navi-
gation structure and search function design features
and finds that more complex structures are found in
larger Web sites, which are also more likely to have a
search mechanism. Recognizing content the most
importantelement of aWeb site, Nielsen (1997, 1999,
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2000) points out a few critical areas of design that
determine the success or failure of aWeb site: speed,
quality of a search mechanism, and clarity of struc-
ture and navigation.

Research addressing the impact of different digi-
tal retailing interfaces (Westland & Au, 1999) reveals
that virtual reality storefronts increase aconsumer’s
time spent searching for products but do not signifi-
cantly increase sales. Inthe field of human-computer
interaction, significant research has been done relat-
ing network quality of service with usability and user
satisfaction. One such factor affecting quality of
service is system speed. The effect of system speed
on user reactions was studied in both the traditional
and Web-based computing environments (Sears &
Jacko, 2000). Nielsen (1997) argued, based on a
combination of human factors and computer net-
working, “speed must be the overriding design crite-
rion.” He asserts that research has shown that users
need aresponse time of less than one second, moving
from one page to another, based on traditional
research in human factors.

In a study linking the use of interruption imple-
mented via pop-up windows, Xia and Sudharshan
(2000) manipulated the frequency of interruptions
and found that interruptions had a negative impact on
consumer shopping experiences. Intrusive formats
of advertising like interstitials are found to have
“packlash risks” in this new medium (Johnson,
Slack, & Keane, 1999). Gao et al. (2004) find that
continuously running animation and unexpected
popup ads have a positive association with per-
ceived irritation, and contribute negatively to atti-
tude toward the site.

To summarize, along with information content
and presentation attributes, system design features
are some of the applications of current information
technology that may influence consumer perceptions
of Web sites and their attitude toward those Web
sites.

CONSUMER PERCEPTIONS AND
ATTITUDE

Informativeness is a perception (Ducoffe, 1995;
Hunt, 1976). Research in marketing and advertising
has also focused on consumer perceptions of a
communications message, and how these percep-
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tions influence advertising value and consumer atti-
tude (Chen & Wells, 1999; Ducoffe, 1995, 1996).
Information contained in a commercial message is
believedto be individual-specific and cannot be mea-
sured objectively (Hunt, 1976). Content analysis
researchers seem to concur on these points. Resnik
and Stern, being pioneers inapplying content analysis
to advertising message content, acknowledge that it
would be unrealistic to create an infallible instrument
to measure information because information is in the
eye of the beholder (1977). However, they maintain
that without concrete information for intelligent com-
parisons, consumers may not be able to make efficient
purchase decisions (Stern & Resnik, 1991).

Perceived informativeness, entertainment, and
irritation have been shown to affect consumer attitude
toward Web advertising, considered by 57% of
respondents in one study to include a firm’s entire
Web site (Ducoffe, 1996).

An online shopper’s experience with an e-com-
merce site is similar to exposure to advertising. The
shopper’sassessment of the value of advertising can
be drawn from exchange theory. An exchange is a
relationship that involves continuous actions and
reactions between two parties until one of the parties
distances itself from such arelationship when it sees
itasno longerappropriate (Houston & Gassenheimer,
1987). The value derived from such an exchange from
the consumer’s perspective is an important factor in
further engagement of the consumer in this relation-
ship. Advertising value is “asubjective evaluation of
the relative worth or utility of advertising to consum-
ers” (Ducoffe, 1995, p.1). Such a definition is consis-
tentwith a generic definition formulated by Zeithaml
(1988), who defined value of an exchange to be “the
consumer’s overall assessment of the utility of a
product based on perceptions of what is received and
what is given” (p.14).

AvisittoaWebsiteisaform of exchange inwhich
the visitor spends time learning information from, and
perhaps enjoying entertainment at the site. In order
for such a relationship to sustain itself, the benefits
must outweigh the costs. Considering information and
entertainment two major benefits a consumer derives
from visitingacommercial site, a Web site’svalue is
enhanced by more informative and entertaining pre-
sentations of products and services.

However, the value of aWeb site, like advertising,
is individual specific. One consumer may find what

she needs at asite and perceive the site high invalue,
while another person may find it low in value be-
cause of the lack of information he wants. Someone
may find a site high in value because it fulfills his
entertainment needs while another person may not.

Relating to measures of general likability of an
advertisement, attitude toward the ad (Aad) has been
found to have both cognitive and affective anteced-
ents, where deliberate, effortful, and centrally pro-
cessed evaluations result in said cognitive dimensions
(Brown & Stayman, 1992; Ducoffe, 1995; Muehling
& McCann, 1993). MacKenzie and Lutz (1989) argue
that such evaluations can be viewed as antecedents to
consumer attitude toward an advertisement. Attitude
toward the site (Ast) is a measure parallel to attitude
toward the Ad (Aad) and was developed in response
toaneedto evaluate site effectiveness, like using Aad
to evaluate advertising in traditional media (Chen &
Wells, 1999). Aad has been considered a mediator of
advertising response (Shimp, 1981). Since Aad has
been found to influence brand attitudes and purchase
intentions (Brown & Stayman, 1992), itis considered
an important factor for marketing and advertising
strategies. Attitude toward the site is considered an
equally useful indicator of “Web users’ predisposi-
tions to respond favorably or unfavorably to Web
content in natural exposure situations” (Chen &
Wells, 1999). They find that 55% of variance in
attitude toward a Web site are explained by enter-
tainment, informativeness, and organization factors.
Eighmey (1997) finds that entertainment value,
amount of information and its accessibility, and
approach used in site presentation, account for over
50% of the variance in user perceptions of Web site
effectiveness.

Ducoffe (1995, 1996) finds a significant positive
.65 correlation between informativeness and adver-
tising value intraditional mediaand .73 correlationin
Web advertising, and asignificant positive .48 corre-
lation between entertainment and advertising value in
traditional mediaand .76 correlation in Web advertis-
ing. Chenand Wells (1999) find a positive correlation
of .68 between informativeness and attitude toward a
site, and a positive .51 correlation between entertain-
mentand attitude toward asite. Ducoffe (1995, 1996)
finds a significant and negative correlation of -.52
between irritation and advertising value in traditional
mediaand -.57 in Web advertising. We maintain that
perceived disorganization is one major factor contrib-
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uting to perceived irritation. Chen and Wells (1999)
find a positive .44 correlation between “organiza-
tion” and attitude toward a site.

In summary, from the perspective of consumer
perceptions, we consider the perception of aWeb site
being informative, entertaining, and organized as
three major antecedents positively associated with
consumer attitude in e-commerce.

FUTURE TRENDS

We summarize our discussion in the previous two
sections into the following general diagram. This
diagram provides a framework for further thinking in
the development of e-commerce systems in general
and systems design influencing consumer attitude in
particular. Inthis diagram, we recognize that Web site
content may influence both aconsumer’s perception
and his or her attitude, thus Web site content features
could have both a direct and indirect impact on
consumer attitude. Nonetheless, the perceptual di-
mensions capture amuch broader realm of variables
and explainalarger percentage of variance in attitude
than those by individual features and content, espe-
cially in behavioral science research (Cohen, 1988).

Internet technology and e-commerce continue to
grow. How to achieve acompetitive advantage through
utilizing the advancementin information technology
to support a firm’s product offerings is a question
faced by many e-commerce firms. Inaccordance with
ourreview of literature, we suggest that both market-
ing executives and system developers of e-commerce
Web sites pay attention to the underlying connectivity
between system design and consumer behavior, and
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strive to closely examine the issue of integrating
technological characteristics and marketing commu-
nications in the Web context. We offer the following
guidelines.

First, online shoppers value information that is
essential to their purchase decisions. It has been
demonstrated that consumers value commercial mes-
sages that deliver “the most informative claims an
advertiser is capable of delivering” inamostentertain-
ing form (Ducoffe, 1996).

Second, consumers appreciate entertainment. An
enjoyable experience increases customer retention
and loyalty (Koufaris et al., 2001). An entertaining
Web site helps to retain not only repeat visitors, but
also chance surfers. It is imperative that Web site
developers make customer experience their first pri-
ority when incorporating features and attributes into
a Web site.

Third, consumers’ attitude is enhanced by product
experience that is more direct than simple text and
images. Direct experience, virtual reality, and
telepresence help deliver a message in a more infor-
mative and entertaining way.

Last but not least, Web sites should be cautious
when using intrusive means of message delivery such
aspopup ads and animation. Using pop-up ads to push
information to the consumer is sometimes a viable
technique. Johnson, Slack, and Keane (1999) found
that 69% surveyed consider pop-up ads annoying
and 23% would not return to that site. Visitors to a
Web site do not like interruptions, even those con-
taining information closely related to products sold at
the site (Gaoetal., 2004). Such techniques should be
reserved for mission-critical messages that other-
wise cannot be effectively deployed.

Figure 2. Factors influencing consumer attitude in electronic commerce
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CONCLUSION

The study of consumer attitude in e-commerce has
not been widely explored, and the true effectiveness
of any presentation attribute awaits further examina-
tion. We maintain that presentation attributes com-
municate much non-product information that can
affect company image and visitor attitude toward
products and the site. As a relatively new communi-
cations medium, the Internet provides message cre-
ators added flexibility and functionality in message
delivery. Marketers can take advantage of the oppor-
tunities of incorporating system designs that further
enhance a visitor’s experience while visiting a Web
site. Attitude is an affection. Future research should
also explore the connection between presentation
attributes and consumer perceptions, because the
connection between what a system designer puts into
aWeb site and how an online visitor perceivesitisthe
focal point where the interests of the marketers and
the consumers meet.
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KEY TERMS

Attitude Toward the Ad (Aad): A mediator of
advertising response that influences brand attitude
and purchase intentions.

Attitude Toward the Site (Ast): A Web user’s
predispositionto respond either favorably or unfavor-
ably to a website in a natural exposure situation.

Electronic Commerce (EC): The use of com-
puter networks for business communications and
commercial transactions

Entertainment: Something that fulfillsavisitor’s
need for aesthetic enjoyment, escapism, diversion, or
emotional release.

Informativeness: A Web site’s ability to inform
consumers of product alternatives for their greatest
possible satisfaction.

Interactive Advertising: Advertising that simu-
lates a one-on-one interaction to give consumers
more control over their experience with product
information than do traditional media ads.

Interactivity: A characteristic of a medium in
which the user can influence the form and content of
the mediated presentation or experience.

Irritation: An unwanted user feeling caused by
tactics perceivedto be annoying, offensive, insulting,
oroverly manipulative.

Site Organization: The structure and naviga-
tional ease of a Web site.

Web Marketing: The dissemination of informa-
tion, promotion of products and services, execution of
sales transactions, and enhancement of customer
support via a company’s Web site.
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Content Repurposing for Small Devices

Neil C. Rowe
U.S. Naval Postgraduate School, USA

INTRODUCTION

Content repurposing is the reorganizing of data for
presentation on different display hardware (Singh,
2004). Ithas been particularly important recently with
the growth of handheld devices such as personal
digital assistants (PDAs), sophisticated telephones,
and other small specialized devices. Unfortunately,
such devices pose serious problems for multimedia
delivery. With their tiny screens (150 by 150 for a
basic Palm PDA or 240 by 320 for a more modern
one, vs. 640 by 480 for standard computer screens),
one cannotdisplay much information (i.e., most of a
Web page); with their low bandwidths, one cannot
display video and audio transmissions from a server
(i.e., streaming) with much quality; and with their
small storage capabilities, large mediafiles cannot be
stored for later playback. Furthermore, new devices
and old ones with new characteristics have been
appearing at a high rate, so software vendors are
having difficulty keeping pace. So some real-time,
systematic, and automated planning could be helpful
in figuring how to show desired data, especially
multimedia, on a broad range of devices.

BACKGROUND

The World Wide Web is the de facto standard for
providing easily accessible information to people. So
itisdesirabletouseitandits language—HTML—as
a basis for display for small handheld devices. This
would enable people to look up ratings of products
while shopping, check routes while driving, and
perform knowledge-intensive jobs while walking.
HTML is, in fact, device-independent. Itrequires the
display device and its Web-browser software to make
decisions about how to display its information within
guidelines. But HTML does not provide enough
information to devices to ensure much user-friendli-
ness of the resulting display: It does not tell the
browser where to break lines or which graphics to

keep collocated. Display problems are exacerbated
when screen sizes, screen shapes, audio capabilities,
or video capabilities are significantly different.
Microbrowser markup languages like WML, S-HTML,
and HDML, which are based on HTML but designed
to better serve the needs of small devices, help, but
these only solve some of the problems.

Content repurposing is a general term for refor-
matting information for different displays. It occurs
frequently with content management for an
organization’s publications (Boiko, 2002), where
content or information is broken into pieces and
entered in a repository to be used for different
publications. However, arepository is not cost-effec-
tive unless the information is reused many times,
something not generally true for Web pages. Content
repurposing for small devicesalso involvesreal-time
decisions about priorities. For these reasons, the
repository approach often is not used with small
devices.

Content repurposing can be done either before or
after a request for it. Preprocessing can create sepa-
rate pages for different devices, and the device
fetches the page appropriate to it. It also can involve
conditional statements in pages that cause different
code to be executed for different devices; such
statements can be done with code in JavaScript, PHP
embedded within HTML, or more complex server
codes using such facilitiesas Java Server Pages (JSP)
and Active Server Pages (ASP). It also can involve
device-specific planning (Karadkar, 2004). Many
popular Web sites provide preprocessed pages for
different kinds of devices. Preprocessing is cost-
effective for frequently needed content but requires
setup time and can require considerable storage space,
if there is a large amount of content and ways to
display it.

Contentrepurposing also can be either client-side
or server-side. Server-side means a server supplies
repurposed information for the client device; client-
side means the device itself decides what to display
and how. Server-side repurposing saves work for the
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device, which isimportant for primitive devices, and
canadjustto fluctuations in network bandwidth (Lyu
et al., 2003) but requires added complexity in the
server and significant time delays in getting informa-
tiontothe server. Devices can have designated proxy
servers for their needs. Client-side repurposing, on
the other hand, canrespond quickly to changing user
needs. Itsdisadvantages are the additional processing
burden on an already-slow device and higher band-
width demands, since information is not eliminated
until after it reaches the device. The limitations of
small devices require mostaudio and video repurposing
to be server-side.

METHODS OF CONTENT
REPURPOSING

Repurposing Strategies

Contentrepurposing for small devices can be accom-
plished by several methods, including panning, zoom-
ing, reformatting, substitution of links, and modifica-
tion of content.

A default repurposing method of Internet Explorer
and Netscape browser software is to show a window
on the full display when it is too large to fit on the
device screen. Then the user can manipulate slider
bars on the bottom and side of the window to view all
the content (pan over it). Some systems break content
into overlapping tiles (Kasik, 2004), precomputed
units of display information, and users can pan only
from tile to tile; this can prevent splitting of key
features like buttons and simplifies client-side pro-
cessing, butitonly works for certain kinds of content.
Panning may be unsatisfactory for large displays like
maps, since considerable screen manipulation may be
required, and good understanding may require an
overview. But it works fine for most content.

Another idea is to change the scale of view,
zooming in (closer) or out (further). This can be either
automatic or user-controlled. The MapQuest city-
map utility (www.mapqguest.com) provides user-con-
trolled zooming by dynamically creating maps at
several levels of detail, so the user can start with acity
and progressively narrow on aneighborhood (as well
as do panning). A problem for zooming out is that
some details like textand thin lines cannot be shrunk
beyond a certain minimum size and still remain

legible. Such details may be optional; for instance,
MapQuest omits most street names and many of the
streets in its broadest view. But this may not be what
the user wants. Different details can be shrunk at
different rates, so that lines one pixel wide are not
shrunk at all (Ma & Singh, 2003), but this requires
content-specific tailoring.

The formatting of the page can be modified to use
equivalent constructs that display better on adestina-
tion device (Government of Canada, 2004). For
instance, with HTML, the fonts can be made smaller
or narrower (taking into account viewability on the
device) by font tags, line spacing can be reduced, or
blank space can be eliminated. Since tables take extra
space, they can be converted into text. Small images
orvideo can substitute for large images or video, when
their content permits. Text can be presented sequen-
tially in the same box in the screen to save display
space (Wobbrock et al., 2002). For audio and video,
the sampling or frame rate can be decreased (one
image per second is fine for many applications,
provided the rate is steady). Visual clues can be added
tothe display to indicate items just offscreen (Baudisch
& Rosenholtz, 2003).

Clickable links can point to blocks of less impor-
tant information, thereby reducing the amount of
content to be displayed at once. This is especially
good for media objects, which can require both
bandwidth and screen size, but also helps for para-
graphs of details. Links can be thumbnail images,
which is helpful for pages familiar to the user. Links
also can pointto pages containing additional links so
the scheme can be hierarchical. In fact, Buyukkoten
etal. (2002) experimented with repurposing displays
containing links exclusively. But insertion of links
requires rating the content of the page by importance,
adifficult problemin general (as discussed later), to
decide what content is converted into links. It also
requires a careful wording of text links since just
something like “picture here” is not helpful, butatoo-
long link may be worse than no link at all. Complex
link hierarchies also may cause users to get lost.

One also can modify the content of a display by
just eliminating unimportant or useless detail and
rearranging the display (Gupta et al., 2003). For
instance, advertisements, acknowledgements, and
horizontal bars can be removed, as well as JavaScript
code and Macromedia Flash (SWF) images, since
most are only decorative. Removed content need not
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be contiguous, as with removal of a power subsystem
from a system diagram. In addition, forms and tables
can lose their associated graphics. The lines in block
diagrams often can be shortened when their lengths do
not matter. Color images can be converted to black and
white, although one must be careful to maintain feature
visibility, perhaps by exaggerating the contrast. User
assistance in deciding whatto eliminate or summarize
is helpful as user judgment provides insights that
cannot easily be automated, as with selection of
highlights for video (Pea et al., 2004). An important
special application is selection of information from a
page for each user in a set of users (Han, Perret, &
Naghshineh, 2000). Appropriate modification of the
display for a mobile device also can be quite radical;
forinstance, agood way to support route-following on
asmall device could be to give spoken directions rather
than a map (Kray et al., 2003).

Content Rating by Importance

Several of the technigues mentioned above require
judgment as to what is important in the data to be
displayed. The difficulty of automating this judgment
varies considerably with the type of data.

Many editing tools mark document components
with additional information like style tags, oftenina
form compatible with the XML language. This infor-
mation can assign additional categories to information
beyond those of HTML, like identifying text as a
introduction, promotion, abstract, author biography,
acknowledgements, figure caption, links menu, or
reference list (Karben, 1999). These categories can be
rated inimportance by content-repurposing software,
and only text of the top-rated categories shown when
display space istight. Such categorization is especially
helpful with media objects (Obrenovic, Starcevic &
Selic, 2004), but their automatic content analysis is
difficult, and it helps to persuade people to categorize
them at least partially.

In the absence of explicit tagging, methods of
automatic text summarization from natural language
processing can be used. This technology, useful for
building digital libraries, can be adapted for the content
repurposing problemto display an inferred abstract of
a page. One approach is to select sentences from a
body of text that are the most important, as measured
by various metrics (Alam et al., 2003; McDonald &
Chen, 2002), like titles and section headings, first
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sentences of paragraphs, and distinctive keywords.
Keywords alone may suffice to summarize text when
the words are sufficiently distinctive (Buyukkotenen
et al., 2002). Distinctiveness can be measured by
classic measure of TF-IDF, which is K log, (N/n),
where K is the number of occurrences of the word
in the document or text to be summarized, N is a
sample of documents, and n is the number of those
documents in that sample having the word at least
once. Other useful input for text summarization is
the headings of pages linked to (Delort, Bouchon-
Meunier, & Rifqgi, 2003), since neighbor pages pro-
vide content clues. Contentalso can be classified into
semantic units by aggregating clues or even by
parsing the page display. For instance, the @ symbol
suggests a paragraph of contact information.

Media objects pose more serious problems than
text, however, since they can require large band-
widths to download, and images can require consid-
erable display space. In many cases, the media can
be inferred to be decorative and can be eliminated
(i.e., many banners and sidebars on pages, back-
ground sounds). The following simple criteria can
distinguish decorative graphics from photographs
(Rowe, 2002): size (photographs are larger), fre-
guency of the most common color (graphics have a
higher frequency), number of different colors (pho-
tographs have more), extremeness of the colors
(graphics are more likely to have pure colors), and
average variation in color between adjacent pixelsin
the image (photographs have less). Hu and Bagga
(2004) extend this to classify images in order of
importance as story, preview, host, commercial,
icons and logos, headings, and formatting. Images
can be rated by these methods; then, only the top-
rated images display until sufficient to fill the screen.
Such rating methods are rarely necessary for video
and audio, which are almost always accessed by
explicitlinks. Planning can be done on the server for
efficient delivery (Chandra, Ellis, & Vahdat, 2000),
and the most important media objects can be deliv-
ered first.

In some cases, preprocessing can analyze the
content of the media object and extract the most
representative parts. Video is a good example, be-
cause it is characterized by much frame-to-frame
redundancy. A variety of techniques can extract
representative frames (e.g., one per shot) that con-
vey the gist of the video and reduce the display to a
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slide show. If an image is graphics containing
subobijects, then the less important subobjects can be
removed and a smaller image constructed. An ex-
ample isablock diagram where text outside the boxes
represents notes that can be deleted. Heuristics useful
for finding important subobjects are nearby labels,
objectsatends of long lines, and adjacent blank areas
(Kasik, 2004). Insome applications, processing also
can do visual abstraction where, for instance, a
rectangle is substituted for a complex part of the
diagram that is known to be a conceptual unit (Egyed,
2002).

Redrawing the Display

Many of methods discussed require changing the
layout of a page of information. Thus, content
repurposing needs to use methods of efficient and
user-friendly display formatting (Kamada & Kawai,
1991; Tan, Ong, & Wong, 1993). This can be a
difficult constraint optimization problem where the
primary constraints are those of keeping related
information together as much as possible in the
display. Examples of what needs to be kept together
are section headings with their subsequent para-
graphs, links with their describing paragraphs, images
with their captions, and images with their text refer-
ences. Some of the necessary constraints, including
device-specific ones, can be learned from observing
users (Anderson, Domingos, & Weld, 2001). Even
with good page design, content search tools are
helpful with large displays like maps to enable users
to find things quickly without needing to pan or zoom.

FUTURE WORK

Content repurposing is currently an active area of
research, and we are likely to see a number of
innovations in the near future in both academia and
industry. The large number of competing approaches
will dwindle as concensus standards are reached for
some of the technology, much as de facto standards
have emerged in Web-page style. It is likely that
manufacturers of small devices will provide increas-
ingly sophisticated repurposing in their software to
reduce the burden onservers. XML increasingly will
be used to support repurposing, as it has achieved
widespread acceptance inashorttime for many other

applications. XML will be used to provide standard
descriptors for information objects within organiza-
tions. But XML will not solve all problems, and the
issue of incompatible XML taxonomies could impede
progress.

CONCLUSION

Contentrepurposing recently has become akey issue
in management of small wireless devices as people
want to display the information they can display on
traditional screens and have discovered that it often
looks bad on a small device. So strategies are being
devised to modify display information for these de-
vices. Simple strategies are effective for some con-
tent, but there are many special cases of information
that require more sophisticated methods due to their
size or organization.
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KEY TERMS

Content Management: Management of Web
pages as assisted by software; Web page bureaucracy.

Content Repurposing: Reorganizing or modi-
fying the content of a graphical display to fit effec-
tively on a different device than its original target.

Key Frames: Representative shots extracted
from a video that illustrate its main content.

Microbrowser: A Web browser designed for a
small device.

Pan: Move an image window with respect to the
portion of the larger image from which it is taken.

PDA: Personal Digital Assistant, a small elec-
tronic device that functions like a notepad.

Streaming: Sending multimedia data to a client
device at a rate the enables it to be played without
having to store it.

Tag: HTML and XML markers that delimit
semantically meaningful units in their code.

XML: Extensible Markup Language, a general
language for structuring information on the Internet
for use with the HTTP protocol, an extension of
HTML.

Zoom: Change the fraction of an image being
displayed whenthatimage istaken fromalarger one.
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INTRODUCTION

Inthe pastdecade, there has been rapid growth in the
use of digital media such as images, video, and audio.
As the use of digital media increases, effective re-
trieval and management techniques become more
important. Such techniques are required to facilitate
the effective searching and browsing of large multi-
media databases.

Before the emergence of content-based retrieval,
media was annotated with text, allowing the mediato
be accessed by text-based searching (Feng et al.,
2003). Through textual description, media can be
managed, based on the classification of subject or
semantics. This hierarchical structure allows users to
easily navigate and browse, and can search using
standard Boolean queries. However, with the emer-
gence of massive multimedia databases, the tradi-
tional text-based search suffers from the following
limitations (Djeraba, 2003; Shah et al., 2004):

. Manual annotations require too much time and
are expensive to implement. As the number of
mediain adatabases grows, the difficulty finding
desired information increases. Itbecomes infea-
sible to manually annotate all attributes of the
media content. Annotating a 60-minute video
containing more than 100,000 images consumes
a vast amount of time and expense.

. Manual annotations fail to deal with the discrep-
ancy of subjective perception. The phrase “a
picture isworth athousand words” implies that
the textual description is not sufficient for
depicting subjective perception. Capturing all
concepts, thoughts, and feelings for the content
of any media is almost impossible.

. Some media contents are difficult to describe
concretely in words. For example, a piece of
melody without lyrics or an irregular organic

shape cannot be expressed easily in textual
form, but people expect to search media with
similar contents based on examples they pro-
vide. In an attempt to overcome these difficul-
ties, content-based retrieval employs content
information to automatically index data with
minimal human intervention.

APPLICATIONS

Content-based retrieval has been proposed by differ-
ent communities for various applications. These in-
clude:

*  Medical Diagnosis: The amount of digital medi-
cal images used in hospitals has increased tre-
mendously. As images with the similar pathol-
ogy-bearing regions can be found and inter-
preted, those images can be applied to aid
diagnosis for image-based reasoning. For ex-
ample, Wei & Li (2004) proposed a general
framework for content-based medical image
retrieval and constructed a retrieval system for
locating digital mammograms with similar patho-
logical parts.

. Intellectual Property: Trademark image regis-
tration has applied content-based retrieval tech-
niques to compare a new candidate mark with
existing marks to ensure that there is no repeti-
tion. Copyright protection also can benefitfrom
content-based retrieval, as copyright ownersare
able tosearch and identify unauthorized copies
ofimagesonthe Internet. For example, Wang &
Chen (2002) developed a content-based system
using hit statistics to retrieve trademarks.

. Broadcasting Archives: Every day, broadcast-
ing companies produce a lot of audiovisual data.
To deal with these large archives, which can

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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contain millions of hours of video and audio
data, content-based retrieval techniques are used
to annotate their contents and summarize the
audiovisual data to drastically reduce the vol-
ume of raw footage. For example, Yang et al.
(2003) developed a content-based video re-
trieval system to support personalized news
retrieval.

. Information Searching on the Internet: A
large amount of media has been made available
for retrieval on the Internet. Existing search
engines mainly perform text-based retrieval. To
access the various media on the Internet, con-
tent-based search engines can assist users in
searching the information with the most similar
contents based on queries. For example, Hong
& Nah (2004) designed an XML scheme to
enable content-based image retrieval on the
Internet.

DESIGN OF CONTENT-BASED
RETRIEVAL SYSTEMS

Before discussing design issues, a conceptual archi-
tecture for content-based retrieval is introduced and
illustrated in Figure 1.

Content-based retrieval uses the contents of mul-
timedia to represent and index the data (Wei & Li,
2004). Intypical content-based retrieval systems, the
contents of the media in the database are extracted and
described by multi-dimensional feature vectors, also
called descriptors. The feature vectors of the media
constitute a feature dataset. To retrieve desired data,
users submit query examples to the retrieval system.
The system then represents these examples with
feature vectors. The distances (i.e., similarities) be-
tween the feature vectors of the query example and

Figure 1. A conceptual architecture for content-

based retrieval
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those of the media in the feature dataset are then
computed and ranked. Retrieval is conducted by
applying an indexing scheme to provide an efficient
way to search the media database. Finally, the system
ranks the search results and then returns the top
search results that are the most similar to the query
examples.

For the design of content-based retrieval systems,
a designer needs to consider four aspects: feature
extraction and representation, dimension reduction of
feature, indexing, and query specifications, which will
be introduced in the following sections.

FEATURE EXTRACTION AND
REPRESENTATION

Representation of media needs to consider which
features are most useful for representing the contents
of mediaand which approaches can effectively code
the attributes of the media. The features are typically
extracted off-line so that efficient computation is not
a significant issue, but large collections still need a
longer time to compute the features. Features of
media content can be classified into low-level and
high-level features.

Low-Level Features

Low-level features such as object motion, color,
shape, texture, loudness, power spectrum, band-
width, and pitch are extracted directly from mediain
the database (Djeraba, 2002). Features at this level
are objectively derived from the media rather than
referring to any external semantics. Features ex-
tracted at this level can answer queries such as
“finding images with more than 20% distribution in
blue and green color,” which might retrieve several
images with blue sky and green grass (see Picture 1).
Many effective approaches to low-level feature ex-
traction have been developed for various purposes
(Feng et al., 2003; Guan et al., 2001).

High-Level Features

High-level features are also called semantic features.
Features such as timbre, rhythm, instruments, and
events involve different degrees of semantics con-

tained in the media. High-level features are supposed
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to deal with semantic queries (e.g.,“finding a picture
of water” or “searching for Mona Lisa Smile™). The
latter query contains higher-degree semantics than the
former. Aswater inimages displays the homogeneous
texture represented in low-level features, suchaquery
is easier to process. To retrieve the latter query, the
retrieval system requires prior knowledge that can
identify that Mona Lisa is awoman, who is a specific
character rather than any other woman in a painting.

Thedifficulty in processing high-level queries arises
from external knowledge with the description of low-
level features, known as the semantic gap. The re-
trieval process requires a translation mechanism that
can convertthe query of “Mona Lisa Smile” into low-
level features. Two possible solutions have been
proposed to minimize the semantic gap (Marques &
Furht, 2002). The first is automatic metadata genera-
tion to the media. Automatic annotation still involves
the semantic concept and requires different schemes
for various media (Jeonetal., 2003). The second uses
relevance feedback to allow the retrieval system to
learn and understand the semantic context of a query
operation. Relevance feedback will be discussed in
the Relevance Feedback section.

DIMENSION REDUCTION OF
FEATURE VECTOR

Many multimedia databases contain large numbers
of features that are used to analyze and query the
database. Such a feature-vector set is considered as
high dimensionality. Forexample, Tieu & Viola (2004)
used over 10,000 features of images, each describing

Picture 1. There are more than 20% distributions
in blue and green color in this picture
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a local pattern. High dimensionality causes the
“curse of dimension” problem, where the complex-
ity and computational cost of the query increases
exponentially with the number of dimensions
(Egecioglu et al., 2004). Dimension reduction is a
popular technique to overcome this problem and
support efficient retrieval in large-scale databases.
However, there is a tradeoff between the effi-
ciency obtained through dimension reduction and
the completeness obtained through the information
extracted. If each data is represented by a smaller
number of dimensions, the speed of retrieval is
increased. However, some information may be lost.
One of the most widely used techniques in multime-
diaretrieval is Principal Component Analysis (PCA).
PCA is used to transform the original data of high
dimensionality into a new coordinate system with
low dimensionality by finding data with high dis-
criminating power. The new coordinate system
removes the redundant data and the new set of data
may better represent the essential information.
Shyu et al. (2003) presented an image database
retrieval framework and applied PCA to reduce the
image feature vectors.

INDEXING

The retrieval system typically contains two mecha-
nisms: similarity measurementand multi-dimensional
indexing. Similarity measurementis used to find the
most similar objects. Multi-dimensional indexing is
used to accelerate the query performance in the
search process.

Similarity Measurement

To measure the similarity, the general approach isto
represent the data features as multi-dimensional
points and thento calculate the distances between the
corresponding multi-dimensional points (Fengetal.,
2003). Selection of metrics hasadirectimpacton the
performance of a retrieval system. Euclidean dis-
tance isthe most common metric used to measure the
distance between two points in multi-dimensional
space (Qian etal., 2004). However, for some appli-
cations, Euclidean distance is not compatible with the
human perceived similarity. A number of metrics
(e.g., Mahalanobis Distance, Minkowski-Form Dis-
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tance, Earth Mover’s Distance, and Proportional
Transportation Distance) have been proposed for
specific purposes. Typke et al. (2003) investigated
several similarity metrics and found that Propor-
tional Transportation Distance fairly reflected me-
lodic similarity.

Multi-Dimensional Indexing

Retrieval of the mediaisusually based notonly on
the value of certain attributes, but also on the location
of a feature vector in the feature space (Fonseca &
Jorge, 2003). In addition, a retrieval query on a
database of multimedia with multi-dimensional fea-
ture vectors usually requires fast execution of search
operations. To support such search operations, an
appropriate multi-dimensional access method has to
be used for indexing the reduced but still high dimen-
sional feature vectors. Popular multi-dimensional
indexing methods include R-tree (Guttman, 1984)
and R*-tree (Beckmann et al., 1990). These multi-
dimensional indexing methods perform well with a
limit of up to 20 dimensions. Lo & Chen (2002)
proposed an approach to transform music into nu-
meric forms and developed an index structure based
on R-tree for effective retrieval.

QUERY SPECIFICATIONS

Querying is used to search for a set of results with
similar content to the specified examples. Based on
the type of media, queries in content-based retrieval
systems can be designed for several modes (e.g.,
query by sketch, query by painting [for video and
image], query by singing [for audio], and query by
example). In the querying process, users may be
requiredto interact with the system in order to provide
relevance feedback, a technique that allows users to
grade the search results in terms of their relevance.
This section will describe the typical query by ex-
ample mode and discuss the relevance feedback.

Query by Example

Queriesinmultimediaretrieval systemsare tradition-
ally performed by using an example or series of
examples. The task of the system is to determine
which candidates are the most similar to the given

example. This design is generally termed Query By
Example (QBE) mode. The interaction starts with an
initial selection of candidates. The initial selection can
be randomly selected candidates or meaningful repre-
sentatives selected according to specific rules. Subse-
quently, the user can select one of the candidates as
an example, and the system will return those results
that are most similar to the example. However, the
success of the query in this approach heavily depends
onthe initial set of candidates. A problem exists in how
to formulate the initial panel of candidates that con-
tains at least one relevant candidate. This limitation
has been defined as page zero problem (La Cascia et
al., 1998). To overcome this problem, various solu-
tions have been proposed for specific applications.
For example, Sivic and Zisserman (2004) proposed
a method that measures the reoccurrence of spatial
configurations of viewpointinvariant features to ob-
tain the principal objects, characters, and scenes,
which can be used as entry points for visual search.

Relevance Feedback

Relevance feedback was originally developed for
improving the effectiveness of information retrieval
systems. The main idea of relevance feedback is for
the system to understand the user’s information
needs. Foragivenquery, the retrieval system returns
initial results based on predefined similarity metrics.
Then, the user is required to identify the positive
examples by labeling those that are relevant to the
query. The system subsequently analyzes the user’s
feedback using a learning algorithm and returns re-
fined results. Two of the learning algorithms fre-
quently used to iteratively update the weight estima-
tion were developed by Rocchio (1971) and Rui and
Huang (2002).

Although relevance feedback can contribute re-
trieval information to the system, two challenges still
exist: (1) the number of labeled elements obtained
through relevance feedback is small when compared
to the number of unlabeled in the database; (2)
relevance feedback iteratively updates the weight of
high-level semantics but does not automatically modify
the weight for the low-level features. To solve these
problems, Tianetal. (2000) proposed an approach for
combining unlabeled data in supervised learning to
achieve better classification.
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FUTURE RESEARCH ISSUES AND
TRENDS

Since the 1990s, remarkable progress has been made
in theoretical research and system development.
However, there are still many challenging research
problems. Thissection identifiesand addresses some
issues in the future research agenda.

Automatic Metadata Generation

Metadata (data about data) is the data associated with
aninformation object for the purposes of description,
administration, technical functionality, and so on.
Metadata standards have been proposed to support
the annotation of multimedia content. Automatic
generation of annotations for multimedia involves
high-level semantic representation and machine learning
to ensure accuracy of annotation. Content-based
retrieval techniques can be employed to generate the
metadata, which can be used further by the text-based
retrieval.

Establishment of Standard Evaluation
Paradigm and Test-Bed

The National Institute of Standards and Technology
(NIST) hasdeveloped TREC (Text REtrieval Confer-
ence) as the standard test-bed and evaluation para-
digm for the information retrieval community. In
response to the research needs from the video re-
trieval community, the TREC released a video track
in 2003, which became an independent evaluation
(called TRECVID) (Smeaton, 2003). In music infor-
mation retrieval, a formal resolution expressing a
similar need was passed in 2001, requestinga TREC-
like standard test-bed and evaluation paradigm
(Downie, 2003). The image retrieval community still
awaits the construction and implementation of a
scientifically valid evaluation framework and stan-
dard test bed.

Embedding Relevance Feedback
Multimedia contains large quantities of richinforma-
tion and involves the subjectivity of human percep-

tion. The design of content-based retrieval systems
has turned out to emphasize an interactive approach
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instead of a computer-centric approach. A user
interaction approach requires human and computer
to interact in refining the high-level queries. Rel-
evance feedback is a powerful technique used for
facilitating interaction between the user and the
system. The research issue includes the design of
the interface with regard to usability and learning
algorithms, which can dynamically update the weights
embedded in the query object to model the high-level
concepts and perceptual subjectivity.

Bridging the Semantic Gap

One of the main challenges in multimediaretrieval is
bridging the gap between low-level representations
and high-level semantics (Lew & Eakins, 2002). The
semantic gap exists because low-level features are
more easily computed in the system design process,
but high-level queries are used at the starting point of
the retrieval process. The semantic gap isnotonly the
conversion between low-level features and high-level
semantics, butitisalso the understanding of contex-
tual meaning of the query involving human knowledge
and emotion. Current research intends to develop
mechanisms or models that directly associate the
high-level semantic objects and representation of
low-level features.

CONCLUSION

The main contributions inthisarticle were to provide
aconceptual architecture for content-based multime-
diaretrieval, to discuss the system design issues, and
to point out some potential problems in individual
components. Finally, some research issues and future
trends were identified and addressed.

The ideal content-based retrieval system from a
user’s perspective involves the semantic level. Cur-
rent content-based retrieval systems generally make
use of low-level features. The semantic gap has been
a major obstacle for content-based retrieval. Rel-
evance feedback is a promising technique to bridge
this gap. Due to the efforts of the research commu-
nity, a few systems have started to employ high-level
features and are able to deal with some semantic
queries. Therefore, more intelligent content-based
retrieval systems can be expected in the near future.



Content-Based Multimedia Retrieval

REFERENCES

Beckmann, N., Kriegel, H.-P., Schneider, R., &
Seeger, B. (1990). The R*-tree: An efficient and
robust access method for points and rectangles.
Proceedings of the ACM SIGMOD International
Conference on Management of Data, Atlantic
City, NJ, USA.

Djeraba, C. (2002). Content-based multimedia in-
dexing and retrieval. IEEE MultiMedia, 9(2) 18-22.

Djeraba, C. (2003). Association and content-based
retrieval. I[EEE Transactions on Knowledge and
Data Engineering, 15(1), 118-135.

Downie, J.S. (2003). Toward the scientific evalua-
tion of music information retrieval systems. Pro-
ceedings of the Fourth International Symposium
on Music Information Retrieval, Washington, D.C.,
USA.

Egecioglu, O., Ferhatosmanoglu, H., & Ogras, U.
(2004). Dimensionality reduction and similarity com-
putation by inner-product approximations. IEEE
Transactions on Knowledge and Data Engineer-
ing,16(6), 714-726.

Feng, D., Siu, W.C., & Zhang, H.J. (Eds.). (2003).
Multimedia information retrieval and
management:Technological fundamentals and
applications. Berlin: Springer.

Fonseca, M.J., & Jorge, J.A. (2003). Indexing
highdimensional data for content-based retrieval in
large database. Proceedings of the Eighth Inter-
national Conference on Database Systems for
Advanced Applications, Kyoto, Japan.

Guan, L., Kung S.-Y., & Larsen, J. (Eds.). (2001).
Multimedia image and video processing. New
York: CRC Press.

Guttman, A. (1984). R-trees: Adynamic index struc-
ture for spatial searching. Proceedings of the ACM
SIGMOD International Conference on Manage-
ment of Data, Boston, MA, USA.

Hong, S., & Nabh, Y. (2004). An intelligent image
retrieval system using XML. Proceedings of the
10™ International Multimedia Modelling Confer-
ence, Brisbane, Australia.

Jeon, J., Lavrenko, V., & Manmatha, R. (2003).
Automatic image annotation and retrieval using
crossmedia relevance models. Proceedings of the
26™ Annual International ACM SIGIR Confer-
ence on Research and Development in Informa-
tion Retrieval, Toronto, Canada.

La Cascia, M., Sethi, S., & Sclaroff, S. (1998).
Combining textual and visual cues for content-based
image retrieval on the World Wide Web. Proceed-
ings of the IEEE Workshop on Content-Based
Access of Image and Video Libraries, Santa Bar-
bara, CA, USA.

Lew, M.S., Sebe, N., & Eakins, J.P. (2002). Chal-
lenges of image and video retrieval. Proceedings of
the International Conference on Image and Video

Retrieval, Lecture Notes in Computer Science,
London, UK.

Lo, Y.-L., & Chen, S.-J. (2002). The numeric index-
ing for music data. Proceedings of the 22nd Inter-
national Conference on Distributed Computing
Systems Workshops. Vienna, Austria.

Marques, O., & Furht, B. (2002). Content-based
image and video retrieval. London: Kluwer.

Qian, G., Sural, S., Gu, Y., & Pramanik, S. (2004).
Similarity between Euclidean and cosine angle dis-
tance for nearest neighbor queries. Proceedings of
2004 ACM Symposium on Applied Computing,
Nicosia, Cyprus.

Rocchio, J.J. (1971). Relevance feedback in infor-
mation retrieval. In G. Salton (Ed.), The SMART
retrieval system—Experiments in automatic docu-
ment processing. Englewood Cliffs, NJ: Prentice
Hall.

Rui, Y., & Huang, T. (2002). Learning based rel-
evance feedback in image retrieval. In A.C. Bovik,
C.W. Chen, & D. Goldfof (Eds.), Advances in
image processing and understanding: A
festschrift for Thomas S. Huang (pp. 163-182).
New York: World Scientific Publishing.

Shah, B., Raghavan, V., & Dhatric, P. (2004).
Efficient and effective content-based image re-
trieval using space transformation. Proceedings of
the 10th International Multimedia Modelling
Conference, Brisbane, Australia.

121




Shyu, C.R., etal. (1999). ASSERT: A physician-in-
the-loop content based retrieval system for HRCT
image databases. Computer Vision and Image
Understanding, 75(1-2), 111-132.

Sivic, J., & Zisserman, A. (2004). Video data mining
using configurations of viewpoint invariant regions.
Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, \Washing-
ton, DC, USA.

Smeaton, A.F., Over, P. (2003). TRECVID:
Benchmarking the effectiveness of information re-
trieval tasks on digital video. Proceedings of the

International Conference on Image and Video
Retrieval, Urbana, IL, USA.

Tian, Q.,Wu, Y., & Huang, T.S. (2000). Incorporate
discriminant analysis with EM algorithm in image
retrieval. Proceedings of the IEEE International
Conference on Multimedia and Expo, New York,
USA.

Tieu, K., & Viola, P. (2004). Boosting image re-
trieval. International Journal of Computer Vi-
sion, 56(1-2), 17-36.

Typke, R., Giannopoulos, P., Veltkamp, R.C. Wiering,
F., & Oostrum, R.V. (2003). Using transportation
distances for measuring melodic similarity. Pro-
ceedings of the Fourth International Symposium
on Music Information Retrieval, Washington, DC,
USA.

Wang, C.-C., & Chen, L.-H. (2002). Content-based
color trademark retrieval system using hit statistic.
International Journal of Pattern and Artificial
Intelligence, 16(5), 603-6109.

Wei, C.-H., & Li, C.-T. (2004). A general frame-
work for content-based medical image retrieval with
its application to mammogram retrieval. Proceed-
ings of IS&T/SPIE International Symposium on
Medical Imaging, San Diego, CA, USA.

Yang, H., Chaisorn, L., Zhao, Y., Neo, S.-Y., &
Chua, T.-S. (2003). VideoQA: Question answering
on news video. Proceedings of the Eleventh ACM

International Conference on Multimedia, Berke-
ley, CA, USA.

122

Content-Based Multimedia Retrieval

KEY TERMS

Boolean Query: A query that uses Boolean
operators (AND, OR, and NOT) to formulate a
complex condition. A Boolean query example can be
“university” OR “college.”

Content-Based Retrieval: An application that
directly makes use of the contents of media rather
than annotation inputted by the human to locate
desired data in large databases.

Feature Extraction: A subject of multimedia
processing that involves applying algorithms to cal-
culate and extract some attributes for describing the
media.

Query by Example: A method of searching a
database using example media as search criteria.
This mode allows the users to select predefined
examples requiring the users to learn the use of
query languages.

Relevance Feedback: A technique that re-
quires users to identify positive results by labeling
those that are relevant to the query and subsequently
analyzes the user’s feedback using a learning algo-
rithm.

Semantic Gap: The difference between the
high-level user perception of the data and the lower-
level representation of the data used by computers.
As high-level user perception involves semantics
that cannot be translated directly into logic context,
bridging the semantic gap is considered a challenging
research problem.

Similarity Measure: A measure that compares
the similarity of any two objects represented in the
multi-dimensional space. The general approachisto
represent the data features as multi-dimensional points
and then to calculate the distances between the
corresponding multi-dimensional points.
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INTRODUCTION

Advances in wireless network and multimedia tech-
nologies enable mobile commerce (m-commerce)
information service providers to know the location
and surroundings of mobile consumers through GPS-
enabled and camera-embedded cell phones. Context
awareness has great potential for creating new service
modes and improving service quality in m-commerce.
Todevelop and implement successful context-aware
applications in m-commerce, it is critical to under-
stand the concept of the “context” of mobile consum-
ersand how to access and utilize contextual informa-
tion in an appropriate way. This article dissects the
context constructalong both the behavioral and physi-
cal dimensions from the perspective of mobile con-
sumers, developing a classification scheme for vari-
ous types of consumer contexts. Based on this clas-
sification scheme, it discusses three types of context-
aware applications—non-interactive mode, interac-
tive mode and community mode—and describes
newly proposed applications as examples of each.

UTILIZING CONSUMER CONTEXT:
OPPORTUNITY AND CHALLENGE

M-commerce gets its name from consumers’ usage of
wireless handheld devices, such as cell phones or
PDAs, rather than PCs as in traditional e-commerce
(Mennecke & Strader, 2003). Unlike e-commerce
users, m-commerce users enjoy a pervasive and
ubiquitous computing environment (Lyttinen & Yoo,
2002), and therefore can be called “mobile consum-
ers.”

A new generation of wireless handheld devices s
embedded or can be connected with GPS receivers,
digital cameras and other wearable sensors. Through
wireless networks, mobile consumers can share infor-

mation about their location, surroundings and physi-
ological conditions with m-commerce service provid-
ers. Such information is useful in context-aware
computing, which employs the collection and utiliza-
tion of user contextinformation to provide appropri-
ate services to users (Dey, 2001; Moran & Dourish,
2001). The new multimedia framework standard,
MPEG-21, describes how to adapt such digital items
as user and environmental characteristics for univer-
sal multimediaaccess (MPEG Requirements Group,
2002). Wireless technology and multimedia standards
give m-commerce great potential for creating new
context-aware applicationsin m-commerce.

However, user context isadynamic construct, and
any given context has different meanings for different
users (Greenberg, 2001). In m-commerce as well,
consumer context takes on unique characteristics,
due to the involvement of mobile consumers. To
designand implement context-aware applicationsin
m-commerce, itiscritical to understand the nature of
consumer context and the appropriate means of
accessing and utilizing different types of contextual
information. Also, such an understanding is essential
for the identification and adaptation of context-re-
lated multimediadigital items in m-commerce.

CONSUMER CONTEXT AND ITS
CLASSIFICATION

Dey, Abowd and Salber (2001) defined “context” in
context-aware computing as “any information that
can be used to characterize the situation of entities
(i.e., whether a person, place or object) that are
considered relevantto the interaction between a user
andanapplication ...” (p. 106). This definition makes
it clear that context can be “any information,” but it
limits context to those things relevant to the behavior
of usersin interacting with applications.

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.



Most well-known context-relevant theories, such
as Situated Action Theory (Suchman, 1987) and
Activity Theory (Nardi, 1997), agree that “user con-
text” is a concept inseparable from the goals or
motivations implicit in user behavior. For specific
users, interacting with applications is the means to
their goals rather than an end in itself. User context,
therefore, should be defined based on typical user
behavior that is identifiable with its motivation.

According to the Merriam-Webster Collegiate
Dictionary, the basic meaning of context is “asetting
in which something exists or occurs.” Because the
typical behavior of mobile consumers is consumer
behavior, the user contextin m-commerce, which we
will term consumer context, is a setting in which
various types of consumer behavior occur.

Need Context and Supply Context

Generally speaking, consumer behavior refers to how
consumers acquire and consume goods and services
(both informational and non-informational) to satisfy
their needs (e.g., Soloman, 2002). Therefore, con-
sumer behavior is, to a large extent, shaped by two
basic factors: consumer needs and what isavailable to
meet such needs. Correspondingly, consumer context
can be classified conceptually into “need context” and
“supply context.” A need context is composed of
stimuli that can potentially arouse a consumer’s
needs. A supply contextis composed of resources that
can potentially meet a consumer’s needs.

Thisbehavioral classification of consumer context
is based on perceptions rather than actual physical
states, because the same physical context can have
different meanings for different consumers. More-
over, a contextual element can be in a consumer’s
need and supply contexts simultaneously. For ex-
ample, the smell or sight of a restaurant may arouse
aconsumer’s need for ameal, while the restaurant is
part of the supply context. However, itis improper to
infer what a consumer needs based on his or her
supply context (see below). Therefore, this concep-
tual differentiation of consumer contexts is important
forthe implementation of context-aware applications
inm-commerce, which should be either need context-
oriented or supply context-oriented.

The needs of a consumer at any moment are
essential for determining how a contextisrelevantto
the consumer. However, “consumer need” is both a
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multi-level constructand a personal issue. According
to Maslow (1954), human need is a psychological
construct composed of five levels: physiological,
safety, social, ego and self-actualization. While it is
feasible to infer some of the more basic needs of
mobile consumers, including physiological and safety
needs, based on relevant context information, it is
almost impossible to infer other higher-level needs.
Moreover, consumer need is a personal issue involv-
ing privacy concerns. Because context-aware com-
puting should not violate the personal privacy of users
by depriving them of control over their needs and
priorities (Ackerman, Darrell & Weitzner, 2001), itis
improper to inferaconsumer’s needs solely based on
his or her supply contextand provide services accord-
ingly. Itisforthis reason that pushing supply context
information to mobile consumers based on where
they are is generally unacceptable to users.

When consumers experience emergency condi-
tions, including medical emergencies and disastrous
events, they typically need help from others. Neces-
sary services are usually acceptable to consumers
when their urgent “physiological” and “safety” needs
can be correctly inferred based on relevant context
information. Context-aware applications can stand
alert for such need contexts of consumers and provide
necessary services as soon as possible when any
emergencies occur. Such context-awareness in m-
commerce can be denoted as need-context-aware-
ness.

Under normal conditions, context-aware applica-
tions should let consumers determine their own needs
and how certain supply contexts are relevant. The
elements of supply contexts, including various sites,
facilities and events, usually locate or occur in certain
functionally defined areas, such as shopping plazas,
tourist parks, traffic systems, sports fields and so on.
Information about such contextual elementsin certain
areas can be gathered from suppliers and/or consum-
ers and stored in databases. Supply-context-aware-
ness, therefore, concerns how to select, organize and
deliver such information to mobile consumers based
on their locations and needs.

Internal Context, Proximate Context
and Distal Context

Besides the behavioral classification, contextual ele-
ments can also be classified based on their physical
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locus. According to whether the contextual elements
are within or outside the body of a consumer, a
consumer context can be divided into internal and
external contexts. An internal contextis comprised of
sensible body conditions that may influence a
consumer’s needs. By definition, internal context is
part of need context. An external context, however,
can refer to both the supply context and part of the
need context that is outside of a consumer.

According to whether the contextual elements can
be directly perceived by aconsumer, his or her external
context can be divided into “proximate context” and
“distal context.” A proximate context is that part of
external context close enough to be directly perceiv-
able to a consumer. A distal context is that part of
external context outside the direct perception of a
consumer. Mobile consumers do not need to be
informed of their proximate context, but may be
interested in information about their distal context.
Context-aware information systems, which are able to
retrieve the location-specific context information, can
be a source of distal context information for mobile
consumers. Besides, consumers can describe or even
record information about their proximate context and
share itwith others through wireless network. To those
who are not near the same locations, the information
pertains to their distal contexts.

Figure 1. A classification of consumer context
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Figure 1 illustrates a classification scheme that
combines two dimensions of consumer context,
physical and behavioral. The need context coversall
the internal context and part of the external context.
Asubset of need context that can be utilized by need
context-aware applications is emergency context;
includes internal emergency context, which com-
prises urgent physiological conditions (e.g., abnor-
mal heart rate, blood pressure and body tempera-
ture); and external emergency context, which emerges
at the occurrence of natural and human disasters
(e.g., tornado, fire and terrorist attacks). The supply
context, however, isrelatively more stable or predict-
able, and always external to a consumer. Supply
context-aware applications mainly help mobile con-
sumers obtain and share desirable supply context
information. This classification scheme provides a
guideline for the identification and adaptation of
context-related multimediadigital itemsin m-com-
merce.

CONTEXT-AWARE APPLICATIONS IN
M-COMMERCE

Context-aware applications in m-commerce are ap-
plicationsthat obtain, utilize and/or exchange context
information to provide informational and/or non-
informational services to mobile consumers. They
can be designed and implemented in various ways
according to their orientation towards either need or
supply context, and ways of collecting, handling and
delivering contextinformation.

Itisgenerally agreed that location information of
users is essential for context-aware computing (e.g.,
Grudin, 2001). Similarly, context-aware applications
in m-commerce need the location information of
mobile consumers to determine their external con-
textsand provide location-related services. Today’s
GPS receivers can be made very small, and they can
be plugged or embedded into wireless handheld
devices. Therefore, it is technically feasible for
context-aware applications to acquire the location
information of mobile consumers. However, itis not
ethically appropriate to keep track of the location of
consumers all of the time because of privacy con-
cerns. Rather, consumers should be able to deter-
mine whether and/or when to release their location
information except in emergency conditions.
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There can be transmission of contextual informa-
tion in either direction over wireless networks be-
tween the handheld devices of mobile consumers and
information systems that host context-aware applica-
tions. For applications oriented towards the internal
need context, there is at least the flow of physiological
and location information from the consumer to the
systems. Other context-aware applications typically
intend to help mobile consumers get information
abouttheir distal contexts and usually involve infor-
mation flow in both directions.

Inthis sense, mobile consumers who use context-
aware applications are communicating with either
information systems or other persons (usually users)
through the mediation of systems. For user-system
communications, it is commonly believed that the
interactivity of applicationsis largely about whether
they empower users to exert control on the content of
information they can get from the systems (e.g.,
Jensen, 1998). Therefore, the communications be-
tween a consumer and a context-aware system can be
either non-interactive or interactive, depending on
whether the consumer can actively specify and choose
what context-related information they want to obtain.
Accordingly, there are two modes of context-aware
applications that involve communication between
mobile consumers and information systems: the non-
interactive mode and the interactive mode. For user-
user communications, context-aware applications
mediate the exchange of contextual informationamong
mobile consumers. This representsathird mode: the
community mode. This classification of context-
aware applications into non-interactive, interactive
and community modes is consistent with Bellotti and
Edwards’ (2001) classification of context awareness
into responsiveness to environment, responsiveness
to people and responsiveness to the interpersonal.
Below, we will discuss these modes and give an
example application for each.

Non-Interactive Mode

Successful context-aware applications in m-com-
merce must cater to the actual needs of mobile
consumers. The non-interactive mode of context-
aware applications in m-commerce is oriented toward
the need context of consumers: It makes assumptions
about the needs that mobile consumers have in certain
contexts and provides services accordingly. As men-
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tioned above, the only contexts in which it is appro-
priate to assess consumer needs are certain emer-
gency conditions. We can call non-interactive con-
text-aware applications that provide necessary ser-
vices in response to emergency contexts Wireless
Emergency Services (WES). Corresponding to the
internal and external emergency contexts of mobile
consumers, there are two types of WES: Personal
WES and Public WES.

Personal WES are applications that provide emer-
gency services (usually medical) in response to the
internal emergency contexts of mobile consumers.
Such applications use bodily attached sensors (e.g.,
wristwatch-like sensors) to keep track of certain
physiological conditions of service subscribers. When-
ever a sensor detects anything abnormal, such as a
seriously irregular heart rate, itwill trigger the wearer’s
GPS-embedded cell phone to send both location
information and relevant physiological information to
arelevantemergency service. The emergency service
will then send an ambulance to the location and
medical personnel can prepare to administer first-aid
procedure based on the physiological information and
medical history of the patient. The connection be-
tween the sensor and cell phone can be established
through some short-distance wireless data-communi-
cation technology, such as Bluetooth.

Public WES are applications that provide neces-
sary services (mainly informational services) to mo-
bile consumers in response to their external emer-
gency contexts. Such applications stand on alert for
any disastrous events in the coverage areas and detect
external context information through various fixed or
remote sensors or reports by people in affected areas.
When a disaster occurs (e.g., tornado), the Public
WES systems gather the location information from
the GPS-embedded cell phones of those nearby
through the local transceivers. Based on user location
and disaster information, the systems then give alarms
to those involved (e.g., “There are tornado activities
within one mile!”) and display detailed self-help
information, such as evacuation routes and nearby
shelters, on their cell phones.

Interactive Mode
The interactive mode of context-aware applicationsin

m-commerce does not infer consumer needs based on
contextual information, but lets consumers express



Context-Awareness in Mobile Commerce

their particular information requirements regarding
whatthey need. Therefore, the interactive mode is not
oriented towards the need contexts of consumers, but
their supply contexts. The Information Requirement
Elicitation (IRE) proposed by Sun (2003) is such an
interactive context-aware application.

In the IRE approach, mobile consumers can ex-
press their needs by clicking the links on their wireless
handheld devices, such as “restaurants” and “direc-
tions,” that they have pre-selected from a services
inventory. Based on such requests, IRE-enabled
systems obtain the relevant supply context informa-
tion of the consumers, and elicit their information
requirements with adaptive choice prompts (e.g.,
food types and transportation modes available). A
choice prompt is generated based on the need ex-
pressed by a consumer, the supply context and the
choice the consumer has made for the previous
prompt. When the information requirements of mo-
bile consumers are elicited to the level of specific
suppliers they prefer, IRE-enabled systems give de-
tailed supplier information, such as directions and
order forms.

The IRE approach allows the consumersto specify
which part of their distal supply context they want to
know in detail through their interactions with informa-
tion systems. It attempts to solve the problem of
inconvenience in information search for mobile con-
sumers, akey bottle neck in m-commerce. However,
it requires consumers to have a clear notion of what
they want.

Community Mode

The community mode of context-aware applications
in m-commerce mediates contextual information ex-

change among a group of mobile consumers. Con-
sumers can only share information about what is
directly perceivable to them, their proximate contexts.
However, the information shared about the proximate
context may be interesting distal context information
for othersifitis relevantto their consumption needs
or other interests. A group of mobile consumersina
functionally defined business area have a common
supply context, and they may learn about it through
sharing context information with each other. Some
applications in DoCoMo in Japan have the potential
to operate in the community mode.

Wireless Local Community (WLC) is an ap-
proach to facilitate the exchange of context informa-
tion for a group of mobile consumers in a common
supply context, such as ashopping plaza, tourist park
orsports field (Sun & Poole, working paper). In such
an area, mobile consumers with certain needs or
interests can join a WLC to share information about
their proximate supply contexts with each other
(e.g., seeing a bear in a national park). Because the
information shared by different consumers is about
different parts of the bigger common supply context,
the complementary contributionsare likely to achieve
an “informational synergy.” Compared with the IRE
approach, the WLC approach allows mobile con-
sumers to obtain potentially useful or interesting
context information without indicating what they
want.

Table lillustrates the primary context orientations
of three modes of context-aware applications. The
need context-aware applications are usually non-
interactive. Personal WES applications are oriented
towards the internal need context of mobile consum-
ers, while Public WES applications are oriented
towards the external (especially distal) need context

Table 1. Primary context orientations of context-aware applications

Physical Internal Context

Behavioral

Proximate Context Distal Context

Need Context (Personal WES)

€<Non-Interactive> (Public WES)

Supply Context N/A

Community (WLC) Interactive (IRE)
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of mobile consumers. The supply context-aware
applications should be either of the interactive mode
or community mode. As an example of interactive
mode applications, IRE systems help mobile consum-
ers know the part of their distal supply context they
are interested in through choice prompts. As an
example of community mode applications, WLC
enables mobile consumers to share their proximate
supply context with each others.

CONCLUSION

The advance in multimedia standards and network
technology endows m-commerce great potential in
providing mobile consumers context-aware applica-
tions. An understanding of consumer context is nec-
essary for the development of various context-aware
applications, as well as the identification and adapta-
tion of context-related multimediadigital items. This
article defines dimensions of consumer context and
differentiates three modes of context-aware applica-
tions in m-commerce: the non-interactive, interactive
and community modes. While applications for the
interactive and community modes are in rather short
supply at present, all indications are that they will
burgeon as m-commerce continues to develop. Ex-
ample applications are given to stimulate the thoughts
ondeveloping new applications.

Further technical and behavioral issues must be
addressed before the design, implementation and
operation of context-aware applications in m-com-
merce. Such issues may include: network bandwidth
and connection, digital elements compatibility, con-
tent presentation, privacy protection, interface de-
sign, service sustainability and so on. We hope that
this article can enhance further discussions in this
area.
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KEY TERMS

Consumer Context: The setting in which cer-
tain consumer behaviour occurs. It can be can be
classified conceptually into “need context” and “sup-
ply context,” and physically into “internal context,”
“proximate context” and “distal context.”

Distal Context: The physical scope of a con-
sumer context that is outside the direct perception of
the consumer. Most context-aware applications in-
tend to help mobile consumers obtain useful and
interesting information about their distal context.

Information Requirement Elicitation (IRE):
An interactive mode of context-aware application
that helps consumers specify their information re-
quirements with adaptive choice prompts in order to
obtain desired supply context information.

Internal Context: The physical scope of a
consumer context comprised of sensible body condi-
tions that may influence the consumer’s physiologi-
cal needs. Certain context-aware applications can
use bodily-attached sensors to keep track of the
internal context information of mobile consumers.

Need Context: The conceptual part of a con-
sumer context composed of stimuli that can influ-
ence the consumer’s needs. A subset of need con-
text that can be utilized by need context-aware

applications is emergency context, from which the
applications can infer the physiological and safety
needs of consumers and provide services accord-

ingly.

Proximate Context: The physical scope of a
consumer context that is external to the body of
consumer but close enough to be directly sensible to
the consumer. Mobile consumers can describe and
even record the information about their proximate
contexts and share it with others.

Supply Context: The conceptual part of a con-
sumer context composed of resources that can
potentially supply what the consumer needs. Supply
context-aware applications mainly help consumers
obtain interesting and useful supply context informa-
tion regarding their consumption needs.

Wireless Emergency Service (WES): A non-
interactive mode of context-aware applications that
provide necessary services in response to emergency
contexts. Corresponding to the internal and external
need contexts of mobile consumers, there are two
types of WES: personal WES and public WES.

Wireless Local Community (WLC): A com-
munity mode of context-aware applications that
facilitate the exchange of context information for a
group of mobile consumers in a common supply
context.
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INTRODUCTION

The notion of using technology for educational pur-
poses is not new. In fact, it can be traced back to the
early 1900s during which school museums were used
todistribute portable exhibits. This was the beginning
of the visual education movement that persisted
throughout the 1930s, asadvances intechnology such
as radio and sound motion pictures continued. The
training needs of World War |l stimulated serious
growth in the audiovisual instruction movement.
Instructional television arrived in the 1950s but had
little impact, due mainly to the expense of installing
and maintaining systems. The advent of computersin
the 1950s laid the foundation for CAIl (computer
assisted instruction) through the 1960s and 1970s.
However, it wasn’t until the 1980s that computers
began to make a major impact on education (Reiser,
2001). Early applications of computer resources in-
cluded the use of primitive simulation. These early
simulations had little graphic capabilitiesand did little
to enhance the learning experience (Munro, 2000).

Since the 1990s, there have been rapid advances
in computer technologies in the area of multimedia
production tools, delivery, and storage devices.
Throughout the 1990s, numerous CD-ROM educa-
tional multimedia software was produced and was
used in educational settings. More recently, the ad-
vent of the World Wide Web (WWW) and associated
information and communications technologies (ICT)
has opened a vast array of possibilities for the use of
multimediatechnologiesto enrich the learning envi-
ronment. Today, educational institutions are invest-
ing considerable effort and money into the use of
multimedia. The use of multimedia technologies in
educational institutions is seen as necessary for keep-
ing education relevant to the 215 century (Selwyn &
Gordard, 2003).

The term multimedia as used in this article refers
to any technologies that make possible “the entirely

digital delivery of content presented by using an
integrated combination of audio, video, images (two-
dimensional, three-dimensional) and text,” along with
the capacity to support user interaction (Torrisi-
Steele, 2004, p. 24). Multimediaencompasses related
communications technologies such as e-mail, chat,
video-conferencing, and so forth. “The concept of
interaction may be conceptualised as occurring along
two dimensions: the capacity of the system to allow
individual to control the pace of presentation and to
make choices about which pathways are followed to
move through the content; and the ability of the
system to accept input from the user and provide
appropriate feedback to that input.... Multimedia
may be delivered on computer via CD-ROM, DVD,
via the internet or on other devices such as mobile
phones and personal digital assistants or any digital
device capable of supporting interactive and inte-
grated delivery of digital audio, video, image and text
data” (Torrisi-Steele, 2004, p. 24).

The fundamental belief underlying this article is
that the goal of implementing multimediainto educa-
tional contexts isto exploit the attributes of multime-
dia technologies in order to support deeper, more
meaningful learner-centered learning. Furthermore,
if multimediaisintegrated effectively into educational
contexts, then teaching and learning practice must
necessarily be transformed (Torrisi-Steele, 2004). It
is intended that this article will serve as a useful
starting point for educators beginning to use multime-
dia. This article attempts to provide an overview of
concepts related to the effective application of mul-
timedia technologies to educational contexts. First,
constructivist perspective is discussed as the accepted
framework for the design of multimedia learning
environments. Following this, the characteristics of
constructivist multimedia learning environments are
noted, and then some important professional develop-
mentissues are highlighted.

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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THEORETICAL FOUNDATIONS FOR
THE ROLE OF MULTIMEDIA IN
EDUCATIONAL CONTEXTS

Traditionally, teaching practices have focused on
knowledge acquisition, direct instruction, and the
recall of facts and procedures. This approach suited
the needs of a society needing “assembly line work-
ers” (Reigeluth, 1999, p. 18). However, in today’s
knowledge-based society, there is a necessity to
emphasize deeper learning that occurs through cre-
ative thinking, problem solving, analysis, and evalu-
ation, rather than the simple recall of facts and
procedures emphasized inmore traditional approaches
(Bates, 2000). The advent of multimediatechnologies
has been heralded by educators as having the capacity
to facilitate the required shift away from traditional
teaching practicesin order toinnovate and improve on
traditional practices (LeFoe, 1998; Relan & Gillani,
1997). Theoretically, the shift away from traditional
teaching practicesis conceptualized asashiftfroma
teacher-centered instructivist perspective toalearner-
centered constructivist perspective on teaching and
learning.

The constructivist perspective iswidely accepted
as the framework for design of educational multime-
diaapplications (Strommen, 1999). The constructivist
perspective describes a “theory of development
whereby learners build their own knowledge by con-
structing mental models, or schemas, based on their
own experiences” (Tse-Kian, 2003, p. 295). The
constructivist view embodies notions thatare in direct
opposition to the traditional instructivist teaching
methods that have been used in educational institu-
tions for decades (see Table 1).

Expanding on Table 1, learning environments
designed on constructivist principlestendto resultin
open-ended learning environments in which:

. Learners have different preferences of learning
styles, cognitive abilities, and prior knowledge;
they construct knowledge in individual ways by
choosing their own pathways. Learning is af-
fected by its contexts as well as the beliefs and
attitudes of the learner;

. Optimal learning occurs when learners are ac-
tive learners (e.g., learn by doing and learn by
discovery;

Table 1. Key principles of the constructivist view of
teaching and learning vs. key principles of the
instructivist view of teaching and learning

CONSTRUCTIVIST
s learner-centered .
perspective: the learner
1s the focus of the
learning environment —
learners as individuals

INSTRUCTIVIST
teacher- centered
perspective: the teacher
is focus of the learning
environment- group
learning

encourages student
dependence on teacher

s encourages student
independence in
learning

o teacher as facilitator
that acts as a guide

e learner and facilitator

teacher as mstructor

teacher in control of

engage in a learning and in position
collaborative leaming of power over learer
experience

s learners actively s learners passively
constructing acquiring knowledge

knowledge in their from the instructor
own individual manner

s  Process of knowledge
acquisition 1s
important - how are
learners interacting
with the learning
environment?

s curriculum design as  |e
development of
knowledge spaces
which allow active
exploration by the
learner

acquisition of content
and factual knowledge 1s
key objective of learning
episode

curriculum design as
goal oriented, strictly
structured and ordered
knowledge transmission

behavioral objectives
focusing on recall of
facts and procedures,
surface learning

e  Higher order thinking
skills emphasized,
creative thinking,
problem solving,
evaluation, synthesis

e  Open-ended learning
environments (OELE)

directed instruction

. Learning is a process of construction whereby
learners build knowledge through a process of
scaffolding. Scaffolding is the process whereby
learners link new knowledge with existing knowl-
edge;

. Knowledge construction is facilitated through
authentic problem-solving experiences;

. The process of learning is just as important as
learning outcomes. Learners are encouraged to
“articulate what they are doing in the environ-
ment and reasons for their actions” (Jonassen,
1999, p. 217).
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Multimedia, by virtue of its capacity f or
interactivity, mediaintegration, and communication,
can be easily implemented as a tool for information
gathering, communication, and knowledge construc-
tion. Multimedia lends itself well to the “creation and
maintenance of learning environments which scaf-
fold the personal and social construction of knowl-
edge” (Richards & Nason, 1999). It is worth noting
that the interactivity attribute of multimediais consid-
ered extremely important from a constructivist per-
spective. Interactivity in terms of navigation allows
learners to take responsibility for the pathways they
follow in following learning goals. This supports the
constructivist principles of personal construction of
knowledge, learning by discovery, and emphasis on
process and learner control. Interactivity in terms of
feedback to user input into the system (e.g., re-
sponses to quizzes, etc.) allows for guided support of
the learner. Thisalso is congruent with constructivist
principles of instruction as facilitation and also con-
sistent with the notion of scaffolding, whereby learn-
ers are encouraged to link new to existing knowl-
edge.

Using the constructivist views as a foundation, the
key potentials of multimediato facilitate constructivist
learning are summarized by Kramer and Schmidt
(2001) as:

. Cognitive flexibility through differentaccesses
for the same topic;

. Multi-modal presentations to assist understand-
ing, especially for learners with differing learning
styles;

. “Flexible navigation”toallow learnersto explore
“networked information at their own pace” and
to provide rigid guidance, if required;

. “Interaction facilities provide learners with op-
portunities for experimentation, context-depen-
dent feedback, and constructive problem solv-
ing”;

. Asynchronous and synchronous communication
and collaboration facilitiesto bridge geographical
distances; and

. Virtual laboratories and environments can offer
near authentic situations for experimentation and
problemsolving.
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THE EFFECTIVE IMPLEMENTATION
OF MULTIMEDIA IN EDUCATIONAL
CONTEXTS

Instructional Design Principles

Founded on constructivist principles, Savery and
Duffy (1996) propose eight constructivist principles
useful for guiding the instructional design of multime-
dialearning environments:

. Anchorall learning activities to alarger task or
problem.

. Support learning in developing ownership for
the overall problem or task.

. Design an authentic task.

. Design the tasks and learning environment to
reflect the complexity of the environment that
students should be able to function in atthe end
of learning.

. Give the learner ownership of the process to
developasolution.

. Designthe learning environmentto supportand
challenge the learner’s thinking.

. Encouragetesting ideasagainstalternative views
and contexts.

. Provide opportunity for and support reflection
on both the content learned and the process
itself.

Alongsimilar lines, Jonassen (1994) summarizes
the basic tenets of the constructivist-guided instruc-
tional design models to develop learning environ-
ments that:

. Provide multiple representations of reality;

. Represent the natural complexity of the real
world;

. Focus on knowledge construction, not repro-
duction;

. Presentauthentic tasks (contextualizing rather
than abstracting instruction);

. Provide real-world, case-based learning envi-
ronments rather than pre-determined instruc-
tional sequences;
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. Foster reflective practice;

. Enable context-dependent and content-depen-
dent knowledge construction; and support col-
laborative construction of knowledge through
social negotiation, not competitionamong learn-
ers for recognition.

Professional DevelopmentiIssues

While multimediais perceived as having the potential
toreshape teaching practice, oftentimes the attributes
of multimedia technologies are not exploited effec-
tively in order to maximize and create new learning
opportunities, resulting in little impact on the learning
environment. Atthe crux of thisissue is the failure of
educators to effectively integrate the multimedia
technologiesinto the learning context.

[S]imply thinking up clever ways to use computers
in traditional courses [relegates] technology to a
secondary, supplemental role that fails to capitalise
on its most potent strengths. (Strommen, 1999, p. 2)

The use of information technology has the poten-
tial to radically change what happens in higher
education...every tutor who uses it in more than a
superficial way will need to re-examine his or her
approach to teaching and learning and adopt new
strategies. (Tearle, Dillon, & Davis, 1999, p. 10)

Two key principles should underlie professional
development effortsaimed at facilitating the effective
integration of technology in such a way so as to
produce positive innovative changes in practice:

Principle 1: Transformation in practice as
an evolutionary process

Transformation of practice through the integration of
multimediaisaprocessoccurring over time that is best
conceptualized perhaps by the continuum of stages of
instructional evolution presented by Sandholtz,
Ringstaff, and Dwyer (1997):

e  Stage One: Entry point for technology use
where there isan awareness of possibilities, but
the technology does not significantly impact on
practice.

e Stage Two: Adaptation stage where there is
some evidence of integrating technology into
existing practice

*  Stage Three: Transformation stage where the
technology isacatalyst for significant changesin
practice.

The idea of progressive technology adoption is
supported by others. For example, Goddard (2002)
recognizes five stages of progression:

* Knowledge Stage: Awareness of technology
existence.

*  Persuasion Stage: Technology as support for
traditional productivity rather than curriculum
related.

*  Decision Stage: Acceptance or rejection of
technology for curriculum use (acceptance lead-
ing to supplemental uses).

* Implementation Stage: Recognition that tech-
nology can help achieve some curriculum goals.

*  Confirmation Stage: Use of technology leads
to redefinition of learning environment—true
integration leading to change.

The recognition that technology integration is an
evolutionary process precipitates the second key
principle that should underlie professional develop-
ment programs—reflective practice.

Principle 2: Transformation is necessarily
fueled by reflective practice

A lack of reflection often leads to perpetuation of
traditional teaching methods that may be inappropri-
ate and thus fail to bring about “high quality student
learning” (Ballantyne, Bain & Packer, 1999, p. 237).
It is important that professional development pro-
grams focus on sustained reflection on practice from
the beginning of endeavors in multimedia materials
developmentthrough completion stages, followed by
debriefing and further reflection feedback intoacycle
of continuous evolution of thought and practice. The
need for educatorsto reflect on their practice in order
to facilitate effective and transformative integration
of multimedia technologies cannot be understated.
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Inaddition to these two principles, the following
considerations for professional development pro-
grams, arising from the authors’ investigation into
the training needs for educators developing multime-
dia materials, are also important:

. The knowledge-delivery view of online tech-
nologies must be challenged, as it merely repli-
cates teacher-centered models of knowledge
transmission and has little value in reshaping
practice;

. Empathising with and addressing concerns that
arise from educators’ attempts at innovation
through technology;

. Equipping educators with knowledge about the
potential of the new technologies (i.e., online)
must occur within the context of the total cur-
riculumratherthaninisolation of the academic’s
curriculum needs;

. Fostering ateam-orientated, collaborative, and
supportive approach to online materials produc-
tion;

. Providing opportunities for developing basic
computer competencies necessary for develop-
ing confidence in using technology as a normal
partof teaching activities.

LOOKING TO THE FUTURE

Undeniably, rapid changesin technologies available
forimplementation in learning contexts will persist.
There is no doubt that emerging technologies will
offer a greater array of possibilities for enhancing
learning. Simply implementing new technologiesin
ways that replicate traditional teaching strategies is
counterproductive. Thus, there is an urgent and
continuing need for ongoing research into how to best
exploit the attributes of emerging technologies to
further enhance the quality of teaching and learning
environments so as to facilitate development of life-
long learners, who are adequately equipped to partici-
pate in society.

CONCLUSION

This article has reviewed core principles of the
constructivist view of learning, the accepted frame-
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work for guiding the design of technology-based
learning environments. Special note was made of the
importance of interactivity to support constructivist
principles. Design guidelines based on constructivist
principles also were noted. Finally, the importance of
professional development for educators that focuses
on reflective practice and evolutionary approach to
practice transformation was discussed. Inimplement-
ing future technologies in educational contexts, the
goal must remain to improve the quality of teaching
and learning.
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KEY TERMS

Active Learning: A key concept within the
constructivist perspective on learning that perceives
learners as mentally active in seeking to make mean-

ing.

Constructivist Perspective: A perspective on
learning that places emphasis on learners as building
their own internal and individual representation of
knowledge.

Directed Instruction: A learning environment
characterized by directed instruction is one in which
the emphasis is on “external engineering” (by the
teacher) of “whatisto be learned” as well as strategies
for “how itwill be learned” (Hannafin, Land & Oliver,
1999, p. 122).

Instructivist Perspective: A perspective on
learning that places emphasis on the teacher in the
role of an instructor that is in control of what is to be
learned and how it isto be learned. The learner is the
passive recipient of knowledge. Often referred to as
teacher-centered learning environment.

Interactivity: The ability of a multimedia sys-
tem to respond to user input. The interactivity ele-
ment of multimedia is considered of central impor-
tance from the point of view that it facilitates the
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active knowledge construction by enabling learners
to make decisions about pathways they will follow
through content.

Multimedia: The entirely digital delivery of
content presented by using an integrated combina-
tionofaudio, video, images (two-dimensional, three-
dimensional) and text, along with the capacity to
support user interaction (Torrisi-Steele, 2004).

OELE: Multimedia learning environments based
on constructivist principles tend to be open-ended
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learning environments (OELEs). OELEs are open-
ended in that they allow the individual learner some
degree of control in establishing learning goals and/
or pathways chosen to achieve learning.

Reflective Practice: Refers to the notion that
educators need to think continuously about and
evaluate the effectiveness of the strategies and
learning environment designs they are using.
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INTRODUCTION

Today’s corporate need for manpower is growing—
the number of remote relationships, mobile workers,
and virtual teams. The efficiency and effectiveness of
manpower is real success of the corporation, which
largely dependson collaborative work. The difficulty
faced by the organization is in the scheduling and
execution of meetings, conferences, and other events.

The work becomes easier and simpler by using
Corporate Conferencing (CC) today. Corporate
Conferencing is used in the delivery, control, and
execution of scheduling of work/event effectively. It
optimizes conferencing services quality and costs by
increasing an organization’s flexibility to deliver ser-
vices that suit the end user/customer needs. It re-
moves obstacles between organization and virtual
teams. It keeps track of mobile workers by improving
accessibility of conferencing technologies. Itenhances
facilities and organizations’ capabilities by providing
corporate conferencing. It reduces capital cost of
administration. Itimproves utilization and conferencing
space and resources like 3Ps (People, Process, and
Problem).

BACKGROUND

As more and more organizations compete globally
and/or rely on suppliers throughout the world, the
business need for enhanced communications capa-
bilities and higher availability mounts steadily. The
third major driving force for the movement to inter-
active corporate communications is the need for
additional and more frequent collaboration. There
cannot be a better two-way communication system
foragroup of users acrossasmall geography (Saraogi,
2003). Many organizations are finding that collabo-
rating using interactive devices, along with document
sharing, streamlines their business activities by de-
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creasing time to marketand by increasing productiv-
ity. Meanwhile, reductions in business travel since the
tragedies of September 11, 2001, are placing more
demands on corporate conferencing to manage 3Ps.
If education is conceived as a way of changing
students, then educators should accept that they
cannot be culturally benign, but invariably promote
certain ways of being over others (Christopher,
2001).

Based on data of Wainhouse Research, it deter-
mined that almost two-thirds (64%) of business
travelers considered access to audio, video, and Web
conferencing technologiesto be important to themin
apost-work environment. The World Wide Web, fax,
video, and e-mail enable the quick dissemination of
information and immediate communication world-
wide. Theinclusion of womenwill require a concerted
effort to overcome the gender bias and stereotypes
that have haunted those wanting to become involved
in aspects of the field on a managerial level, such as
conferencing.

Certainly, teaching in an online environment is
influenced by the absence of the non-verbal commu-
nication that occurs in the face-to-face settings of
conventional education, and the reduction in the
amount of paralinguistic information transmitted, as
compared to some other modes of distance education
such asvideo or audio teleconferencing (Terry, 2001).
To attend meetings personally is very important for
the effective performance of business today. But
attending in person is not always possible. There are
several reasons for this, most of which are:

1. Time: Totravel longdistance and attend meet-
ingis very difficult.

2. Cost: The cost of the travel for attending meet-
ing personally.

3. Workload: Difficultto attend because of some
other work/duty.

4.  Stress: Too much stress on employees/staff.

5.  Decision: Too much delay in decision making.
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METHODS OF CONFERENCING

To overcome these problems, we can better choose
one of the methods of corporate conferencing. These
methods are as follows:

Video Conferencing

Itdeliversand provides live session intrue fashionin
the world. Video conferencing allows a face-to-face
meeting to take place between two or more geographi-
cal locations simultaneously. This is the advantage
overanaudio conference or normal telephone call. In
this method, we can observe performance as well as
reaction of people. It is possible to take decision in
time. It also defines to engage communication and
transmission between two or more persons/partiesin
differentgeographical locations via video and audio
through a private network or Internet. Itallows face-
to-face conversations.

Video conferencing means greatly increased band-
width requirements. It requires high bandwidth. This
is one of the drawbacks of this method. Video is
somewhat complex to access, as there are several
choicesto be made. Required bandwidth is massively
influenced by the size of the video image and the
quality. Quality is determined by the compression rate
(how good is the image) and the update rate (how
many images are displayed per second). Typically,
video conferencing requires between 200kb/s and
1,000 kb/s per user. Please note that this means
neither full screennor TV quality video. The implica-
tion is that even small and not very fluent video
requires significantbandwidth, both at the user’s end
and even more at the server’s. Large groups require
a dedicated broadband network (Wilheim, 2004).

TV companies typically compress to around 24
Mbps to 32 Mbps. However, this still resultsin higher
transmission costs that would normally be acceptable
for any other business. The coder takes the video and
audio and compresses them to a bit stream that can be
transmitted digitally to the distantend. With improved
coding techniques, the bit stream can be as low as 56
kbps, or up to 2 Mbps. For business quality
conferencing, 384 kbps is the industry standard. The
decoder extracts the video and audio signals from the
received bit stream and allows for the signal to be
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displayed ona TV and heard through the speakers. In
additiontovideoand audio, user data can be transmit-
ted simultaneously to allow for the transfer of com-
puter files, or to enable users to work collaboratively
on documents. This latter area has become increas-
ingly important with the availability of effective data
collaboration software (e.g., from entry level to
performance, Polycom Group Video Conferencing
Systems offers a wide range of choices to suit any
application environment, from the office to the board
room, the courtoom to the classroom).

Web Conferencing

Web-based collaboration offers definite benefits: itis
easy, it is cost-effective, and it allows companies to
domultiple activities inaseamless fashion. But virtual
teams are not without disadvantage. For one thing,
virtual teams must function with less direct interaction
among members. So, virtual team members require
excellent project management skills, strong time
management skills, and interpersonal awareness. In
addition, they must be able to use electronic commu-
nication and collaboration technologies, and they
needto be able towork across cultures (Bovee, 2004).
A communication is conducted via the WWW be-
tween two or more parties/persons in different geo-
graphical locations. It is in the form of synchronous
real time or in an asynchronous environment (at our
convenience and our own time).

Web casting allows greater access to significantly
extend the reach of the meeting, far beyond the
attendees to a much wider audience. The event was
Web cast live and is also available for on-demand
viewing, enabling the employees/public to view at
their convenience (Greater, 2004). Furthermore, re-
centresearch has shown that an overlaid network may
costupto 20% less to operate, compared to deploying
rule-based (Internet protocol) communications inter-
nally over the corporate network (WAN) (Brent,
2002). Traditional video conferencing solutions tend
to be overly expensive and very bandwidth hungry.
Existing Web conferencing solutions lack rich media
supportand shared applications (e.g., MeetingServer
is a carrier-grade, high-function, Web conference
server solution thatallows service providersto deploy
a robust, scalable, manageable Web conferencing
service to consumers, enterprises, and virtual 1SPs.
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Computer Conferencing

The online conferencing model enhances traditional
methods in five ways: (1) text-based: forces people to
focus on the message, not the messenger; makes
thinking tangible; and forces attentiveness; (2) asyn-
chronous: the 24-hour classroom is always open;
plenty of time for reflection, analysis, and composi-
tion; encourages thinking and retrospective analysis;
the whole transcript discussion is there for review;
class discussion is open ended, not limited to the end
of period; (3) many-to-many: learning groups of peers
facilitate active learning, reduce anxiety, assist under-
standing, and facilitate cognitive development; and
resolve conceptual conflictin the groups; (4) computer
mediated: encourages active involvement, as opposed
to the passive learning from books or lectures; gives
learner and teacher control; interactions are revisable,
archivable, and retrievable; hypermedia tools aid in
structuring, interconnecting, and integrating new ideas;
and (5) place independent: not constrained by geogra-
phy; panoptic power; collaboration with global experts
online and access to global archival resources; access
for the educationally disenfranchised (Barry 2003).

Computer conferencing isexchanging information
and ideas such as in multi-user environments through
computers (e.g., e-mail). Computer conferencing can
impose intellectual rigor; it can be the premier environ-
ment for writing through the curriculum and one of the
best ways to promote active, student-centered learn-
ing (Klemm). For example, Interactive Conferencing
Solutions EasyLink deliversacomplete range of audio
conferencing and Web conferencing solutions. We
connect thousands of business professionals around
the globe every day, and we know that success comes
from focusing on one call at a time. The end result—
reliable, easy-to-use Internet conferencing services
that are perfectly tailored to meet your business
communication needs.

Present Conferencing

Web services provide organizations with a flexible,
standards-based mechanism for deploying business
logic and functionality to distributed people. There are
differenttools available in the market today. Some of
these tools are as follows:

Intraditional methods of scheduling they use:

*  Manual Scheduling Method: Inthis method,
people plan their work according to the sched-
ule and records, and otherwise schedule their
work with other resources. In this method, they
use handwritten notice, paper, phone calls,
chatrooms or e-mail messages and personal
information (i.e., through Palm). This method
isinefficient, unscalable, and difficult to mange
by people within or outside the organization.

*  Calendaring and Group Messaging: In this
method, scheduling can be done by using group
messaging and calendaring. In this method,
they use any ready-made calendar like an Oracle
calendar, Lotus Notes, or Microsoft Outlook
and do group messaging to all participants or
workers. Calendaring and group messaging re-
quires high integration, distribution, and control
over the 3Ps.

. Collaborative and Specialized Service
Scheduling: In this method, they use ready-
made software like Web conferencing service
scheduler. This is more suitable for all the
middle-aswell as large-scale organizations for
organizing conferences. Itis unified, managed,
and distributed scheduling of all conferencing
activitiesin the corporate environment. A col-
laborative effort must be in place to ensure that
everyone gets the information most relevant to
them (Weiser, 2004).

USAGE OF CORPORATE
CONFERENCING FOR 3PS

Conferencing is a necessary complement to the
communications capabilities of any competitive busi-
ness in the 21t century. With the help of video to IP
(Internet protocol) and personal computer/laptop
computers, cost-effectiveness has brought corporate
conferencing within the reach of practically any
business. With the help of less manpower (people),
we can organize and plan quality conferences. Today’s
processes (technology) help us to be able to do
desktop conferencing instead of doing meetings in
meeting rooms. Most of the industry uses modern
presentation styles or discussion rooms (i.e.,
PowerPoint presentations) for better understanding
and communication. Corporate conferencingis play-
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ing avital role in many meetings today. Whether itis
a Fortune 500 company or a small to medium player
in corporate, the age of video conferencing has
become an integral part of day-to-day success
(www.acutus.com).

The process is important for corporate
conferencing, which is at the top of the list as a
necessary tool for corporate communications. The
equipment required for corporate conferencing is
easy to install, network-friendly, easy to operate (i.e.,
acomputer, telephone set, etc.), and has better quality
outputs by using TV/CD/VCR. The speed of data
retrieval and data transfer is very high, and it is
available at low cost. These equipments are best
suited for the corporation to perform or organize
conferences. Corporate conferencing refers to the
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ability to deliver and make schedules of all events of
the meeting, conference, or other collective work in
aunified, manageable fashion. The real-world appli-
cations for conference calls are limitless. Students,
teachers, employees, and management can and should
be benefiting from this exciting, convenient technol-
ogy (www.conference-call-review.com).

CORPORATE CONFERENCING:
WHAT TO LOOK FOR?

Corporate conferencing helps to change/modify busi-
ness process with the help of ready-made software.
The following table describes benefits of corporate
conferencing.

Table 1. Benefits of corporate conferencing in terms of payback and other factors

outside/onsite of the
organization

rescheduling.

Sr. Who will get returns | What type of benefit do they have?
No of CC?
1. Management/ a) Workload Sharing — labor saving. CC not only help utilize physical
Executives resources better, but it reduces the labor cost.
b) To decide and frame policy for organization.
c) Centralized service for decentralized workers or for virtual teams.
d) Less infrastructure and reusable forms of resources.
2. Employees/ workers: a) One stops scheduling for employees. It synchronizes scheduling and
Job inside or prevents conflicts from occurring with other employees.

b) It improves efficiency of workers because of universal access. It provides
the ability to plan, accept, invite, and extend conferences from anywhere at
any point of time. Without any disruptions or interruptions, it clarifies
uncertainties when in scheduling/planning mode. It is more useful to
increase productivity of organizations without spending much time on

Technology, etc. on a project.

3. Departments like a) It generates revenue for the department in the form of development.
EDP, Information b) It helps the virtual teams in IT departments when they are working onsite

4. Organization a) It helps to keep track of virtual teams.

b) It helps organizations to make quick decisions in uncertainty state.

¢) Soft and hard saving: To make payback to an organization has to do with
the rate of return of the corporate conferencing as measured in both hard
savings and soft savings. The hard savings are those areas that can be
measured in terms of manpower. It also includes savings based on
utilization, and unnecessary costs can be eliminated. Soft savings also can
be found in organizations that are self-serve already in their approach to
meeting management. These savings can be based on the delivery of a
platform that enriches the scheduling experience, while keeping it
simplified and convenient. A meeting without wasting time. It has an
impact on the productivity of the organization.

5. Staff: who works for
CC as a service staff

It requires very less staff for operation. In manual conferencing, we need
five persons per month, five5 days a week, for four weeks, at eight hours
per day (800 total hours for manual scheduling). But in the case of
corporate conferencing, we need only one person per month, who will
work as the administrator. Total work hours for CC is one person per
month, five days a week, for four weeks, at eight hours per day, or 160
hours. Automatically, we require less service staff for CC as compared to
other conferencing methods.
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Figure 1. List of items for collaboration and integration of corporate conferencing

Corporate Conferencing by Using Collaborative tools

People
(Meeting

Schedulers and

Participants)

Problem
(Need of the
meeting or
conferencing)

Process/Technology
(Communication
Technologies,
including Audio-
Video, Web, and
Computer
Conferencing)

3PS: THE COMPLEXITY OF
MANAGING CORPORATE
CONFERENCING

In an organization, the task/work of managing and
maintaining 3Ps for resources never ends. Itholds real
jointhands and collaboration with each other. Figure
lindicates itemsthatare important for collaboration
and integration of corporate conferencing.

The list looks simple (Figure 1), but the ability to
bring together and manage disparate items is far from
simple. Itdirectly impacts the ability to effectively and
efficiently corporate conference. These items are the
least items. It provides different needs at different
times for conferencing.

CONCLUSION

In today’s world, most organizations are applying
corporate conferencing method for scheduling their
work, meetings, and so forth. They conduct their
meetings through Web, video, or computer via a
network or the Internet. It has a greater flexibility in
terms of space, which includes greater than ever
meetings. In this, the end user takes the benefits,
which will result in the experience of low operation
costsinterms of 3Ps (people, process, and problem).
Itis more transparent and has smarter capabilities. It
is useful for management for better output results. It
drives business intelligence and analytics for under-
standing. Itimproves efficiencies, maximizes produc-

tivity, and increases profits. The real-world applica-
tions for corporate conferencing are limitless. All the
people (learners) (e.g., students, teachers, employ-
ees, and management) can and should be benefiting
from this exciting, convenienttechnology.
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KEY TERMS

Asynchronous: The 24-hour classroom discus-
sion is always open; plenty of time for reflection,
analysis, and composition; encourages thinking, ret-
rospective analysis; the whole transcript discussion
is there for review; class discussion is open ended,
not limited to the end of period.

Collaborative Tools: A set of tools and tech-
niques that facilitate distant collaboration geographi-
cally atdifferent locations.

Computer Conferencing: Exchanging informa-
tion and ideas in a multi-user environment through
computers (e.g., e-mail).

Corporate Communications: It is a broadcast-
ing (provides organizations with the technology infra-
structure and software solutions that empower them
to create and deliver communication messages) lead-
ing corporate communications solutions provider in
enabling corporate to communicate both internally
among employees and externally (out side the organi-
zation) to support their business needs and goals;
operationally less costly.

IP: Internet Protocol is a unique number or ad-
dress that is used for network routing into the com-
puter machine.

Synchronous: To make event/meeting/discus-
sion happen at the scheduled time at different loca-
tions for differentgroups of people. Itis basically used
to create face-to-face environments.

Video Conferencing: Engage communicationand
transmission between two or more persons/partiesin
differentgeographical locations via video and audio
through a private network or Internet. Itallows face-
to-face conversations.

Web Cast: Communications between one or many
persons through electronic media. Acommunication
made on the World Wide Web.

Web Conferencing: A communication conducted
via the WWW between two or more parties/persons
in differentgeographical locations. Itisin the form of
synchronous real time or inan asynchronous environ-
ment (at your convenience).
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INTRODUCTION

Currently mobile networks are one of the key issues
inthe information society. The use of cellular phones
has been broadly extended since the middle 1990s, in
Europe mainly with the GSM (Global System for
Mobile Communication) system, and in the United
States (U.S.) with the 1S-54 system. The technolo-
gies on which these systems are based, Time Divi-
sion Multiple Access (TDMA) and Code Division
Multiple Access (CDMA) are completely devel-
oped, the networks are completely deployed and the
business models are almost exhausted! (Garrese,
2003). Therefore, these systems are in the satura-
tion stage if we consider the network life cycle
described by Ward, which is shown in Figure 1.
Atthisstage, itis possible to assume that all work
isoverinthis field. However, in this time stage there

Figure 1. Network life cycle (Source Ward, 1991)
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are new critical problems, mainly related with net-
work interconnection, regulation pricing and account-
ing.

These types of questions are quite similar to the
regulatory issues in fixed networks in the fields of
Public Switched Telephone Network (PSTN), Inte-
grated Service Data Network (ISDN) and Digital
Subscriber Line (DSL) access. Inthe European envi-
ronment, there is an important tradition in these
regulatory issues, mainly produced by the extinction
of the old state-dominant network operators and
market liberalization. National Regulatory Authori-
ties (NRAS) give priority to guarantee the free com-
petitionthrough different strategic policies thatapply
mainly to the following topics:

. Interconnection and call termination prices:
The most common situation is a call originated
in the network of operator A, and terminates in
a customer of another network operator, B.
There are other scenarios, like transit intercon-
nection, where acall is originated and terminated
in the network of operator A but hasto be routed
through the network of operator B. In any case,
the first operator has to pay some charge to the
second one for using its network. The establish-
ment of a fair charge is one of the key points of
regulatory policies.

. Universal service tariffs: In most countries, the
state incumbent operator had a monopolistic
advantage; hence, the prices were established by
amixture of historical costs and political issues.
Currently, with market liberalization and the
entry of new operators, these tariffs must be
strictly observed to avoid unfair practices.

Copyright © 2005, Idea Group Inc., distributing in print or electronic forms without written permission of Gl is prohibited.
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. Retail and wholesale services (customer
access): This situation deals mainly with the
local loop; that is, the final access to the cus-
tomer. An example is when a network operator
offers physical access to the customer—the
copper line in DSL access, and an Internet
Service Provider (ISP) offers the Internet ac-
cess.

The establishment of these prices, tariffs and other
issues related with the regulatory activities requires
defining cost methodologies to provide an objective
framework.

The following sections present different cost meth-
odologies applied in telecommunication networks.
Furthermore, a specific model named Forward-
Looking Long-Run Incremental Cost (FL-LRIC)
is deeper studied. Finally, the FL-LRIC model is
applied to the specific case of the GSM mobile
network.

COST METHODOLOGIES

Cost methodologies must ensure that prices led to
profitability, or that they at least cover the proper
costs (cost-based prices). A fundamental difficulty in
defining cost-based pricing is that different services
usually use common network elements. A large part
of the total cost isacommon cost; hence, itis difficult
todivide the differentservices. The cost-based prices
must perform three conditions (Courcoubetis, 2003):

*  Subsidy free prices: each customer has to
pay only for its service.

Figure 2. Bottom-up approach
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Figure 3. Top-down approach
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. Sustainable prices: prices should be defen-
sive against competition.

. Welfare maximization: prices should ensure
the social welfare maximization.

Note that the three conditions could be mutually
incompatible. The aim of welfare maximization may
be in conflict with the others, restricting the feasible
set of operating points. Several methods (Mitchell,
1991; Osborne, 1994) have been developed for the
cost-based prices calculation, but they have practical
restrictions; that is, the ignorance of complete cost
functions. This article presents a set of practical
methods for the calculation of the cost of services that
fulfill the conditions mentioned.

Inpractice, the main problem is the distribution of
common costs between services. Usually only asmall
part of the total cost is comprised of factors that can
be attributed to a single service. The common costs
are calculated, subtracting the costimputable to each
servicetothetotal cost. There are two alternatives for
the calculation of the common cost: top-down and
bottom-up (see Figures 2 and 3, respectively).

In the bottom-up approach, each cost element is
computed using amodel of the most efficient facility
specialized in the production of the single service,
considering the most efficient current technology.
Thus, we construct the individual cost building mod-
els of fictitious facilities that produce just one of
these services. The top-down approach starts from
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the given cost structure of existing facilities and
attempts to allocate the cost that has actually in-
curred to the various services.

Additionally, according to Courcoubetis (2003), a
division between direct and indirect costs and fixed
and variable costs should be considered. Direct cost is
the partsolely attributed to a particular service and will
cease to exist if the service is no longer produced.
Indirect costs are related only to the provision of all
services. Fixed costs is the value obtained by the
addition of the costs independent of the service quan-
tity. That means these costs remain constant when the
quantity of the service changes. Opposite are variable
costs, because they depend on the amount of the
service produced.

Several methodologies calculate the price under the
previous cost definition Most relevant are the two
introduced below (Taschdjian, 2001):

*  Fully Distributed Cost (FDC): The idea of
FDC is to divide the total cost that the firm
incurs amongst the services that it sells. This is
a mechanical process; a program takes the
values of the actual costs of the operating
factors and computes for each service its por-
tion. FDC is a top-down approach.

. FL-LRIC: This is a bottom-up approach, in
which the costs of the services are computed
using an optimized model of the network and
service productiontechnologies.

Table 1 shows the main advantages and disadvan-
tages of these methods.

Currently, regulation studies are mainly based
onthe FL-LRIC (see European Commission, 1998).

FL-LRIC COST METHODOLOGY

The objective of the FL-LRIC cost model is to
estimate the investment cost incurred by a new
hypothetical entrant operator under particular condi-
tions. This new operator has to provide the same
service briefcase as the established one. Further-
more, the new operator has to define an optimal
network configuration using the most suitable tech-
nology (Hackbarth, 2002).

Using the FL-LRIC methodology, market part-
ners can estimate the price p(4) of a corresponding
service A. The underlying concepts to perform this
estimation are introduced next.

The concept of Forward Looking implies per-
forming the network design. It is considered both
present and forecast future of customer demand.
Furthermore, the Long Run concept means that we
consider large increments of additional output, al-
lowing the capital investment to vary.

The incremental cost of providing a specific
service inashared environment can be defined asthe
common cost of joint production subtracting the
independent cost of the rest of the services. There-
fore, if we consider two different services, A and B,
the incremental cost of providing A service can be
defined as

LRIC (4) = C(4,B)-C(B)

Table 1. Comparison between FDC and FL-LRIC methodologies

Costing method Advantages

Disadvantages

recovered

FDC - The full cost can be

- The cost computation
process is easier than in
other models.

- Prices may result unduly
high

- Adopting historical costs
may induce wrong
decisions in future

FL-LRIC

- The use of a prospective cost
basis allows estimation of
the expectations of
competitive operators

- It does not allow for the full
recovery of sustained
money
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Where C(A,B) is the joint cost of providing
services A and B, and C(B) is the cost of providing
service B independently. The methodology for imple-
menting LRIC is based on constructing bottom-up
models from which to compute C(A,B) and C(B),
considering current costs?.

Note that the sum of the service prices calculated
under the LRIC model do not cover the costs of joint
production, because theterm [C(A,B)-C(A)-C(B)] is
usually negative.

LRIC(A)+LRIC(B)= C(A,B) + [C(4,B)-C(4)-C(B)]

Therefore, the price of the service A, p(4), hasto
be set between the incremental cost of the service
LRIC(A) and the stand-alone cost C(A).

LRIC (4) <p(4) < C(4)

As previously mentioned, the LRIC requires a
model and the corresponding procedure to estimate a
realistic network design, allowing calculation of the
network investment. The next section deals with the
particular application of the model to GSM mobile
networks, focusing on network design, dimensioning
and the corresponding cost calculation.

FL-LRIC APPLIED TO GSM MOBILE
NETWORKS

Contrary to fixed networks, the application of FL-
LRIC cost models to mobile networks, and specifi-
cally to a GSM-PLMN (Public Land Mobile Net-
work), has some particular features that have to be
considered, due partly to the radio link-based net-

Figure 4. GSM network architecture

work. The network design and configuration de-
pends on several issues, such as general parameters
of the operator (service briefcase, market share,
coverage requirements, equipment provider), demo-
graphic and geographic parameters (population, type
of terrain, building concentration) and so on. Obvi-
ously, a critical design parameter is the technology
and network hierarchy. The reference architecture
of a GSM network is shown in Figure 4.

Note that there are two main subsystems: the Base
Station Subsystem (BSS), which corresponds to the
access network; and the Network Switching Sub-
system (NSS), which keeps with the conveyance
network. Considering adesign scope, the BSS can be
further divided into a cell deployment level, which
consists of the Base Station Tranceivers (BTS)and a
fixed-part level, which corresponds to the Base Sta-
tion Controllers (BSC) and Transcoding Rate Adap-
tation Units (TRAU).

The design of an optimal GSM-PLMN network
on a national level, required for the bottom-up ap-
proach of the LRIC model, isahuge task. Thisisdue
to the number and complexity of heterogeneous
planning scenarios, mainly in the cell deployment
level (all the cities and municipalities of the country).
Therefore, the complete set of scenarios must be
reduced to a limited but representative one, and
perform the design considering only a specific ex-
ample for each type. Afterwards, the results have to
be extrapolated to cover the national network. A
possible set of scenarios with their mapping in the
Spanish case are the following:

. Metropoly cities; for example, Madrid
(5,719,000 inhabitants)
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. Medium-size cities; for example, Zaragoza
(601,674 inhabitants)

. Small cities and villages; for example, El
Astillero (15,000 inhabitants)

. Roads, highways and railroads

. Countryside.

Foreachscenario, the number of BTS required to
provide the corresponding quality of service (QoS) to
the customers must be calculated. In this process,
several factors have special relevance. The network
planner requires detailed information about the differ-
enttypes of available BTS. After that, the cell radius
has to be obtained through specific coverage and
capacity studies. The coverage can be obtained using
analytical methods (Okumura, 1968; Maciel, 1993;
COST 231, 1991), providing amaximum value of the
cell radius. Using this value and with the number of
available channels on the selected BTS and traffic
parameters (user call rate, connection time and cus-
tomer density), the network planner can test if the
target QoS is reached. For this purpose, a traffic
model isrequired; the most relevant was developed by
Rappaport (1986). If the QoS is not reached, several
mechanisms can be used, where the most important
are sectoring and with “umbrella cells”3. The amount
of required BTS of each type are obtained by the
division of the extension of each particular area of the
city between the coverage areas of the BTS assigned
to it. Additionally, the maximum number of cells is
limited by the frequency reusing factor determined by
the number of different frequency channels assigned
to the operator. Further information about this topic
can be found in Hernando-Rabanos (1999).

Remember that the objective of the network
designinthe LRIC model isto calculate the use factor
of the different network elements by each unit of user
traffic. To obtain this use factor, a projection model
is defined. Taking the cell as the reference level, we
have to find the use factor of the different network
elements by each type of cell. (Note that each type of
cell is defined by the type of assigned BTS.) After-
wards, the addition of all cells over all types will
provide the total required number of network ele-
mentsinthe PLMN. Finally, by the division between
these numbers of elements into the total traffic man-
aged by the network, we obtain the use factor of each
network element by the traffic unit, and the unit cost
can be derived.

The complete projection process is divided into
two phases. Initially, the amount of BSCs is calcu-
lated; afterwards, the contributions of the rest of
network elements are obtained.

BSC Projection Model

The objective of thismodel is to obtain the number of
BSCs—that is, the use factor of the BSC—by each
specific type of city. Each city considered has a
heterogeneous cell deployment. This means that there
is not a single type of BTS providing service, but
several typesdistributed over the city. Using the same
argument, the BTS assigned to a BSC may be of
differenttypes. The optimal case to calculate the use
factor of a BSC for each city happens when all BTS
of the city belongs to the same type, because it is
reduced to a single division. Otherwise, we have to
proceed as follows: Initially, the number of BTS is
obtained under the condition that the complete city
area is covered by the same type of BTS, using the
following equation:

City _Area
NBTS_i = ;
BTS i _Coverage

where the term City _Area is the extension of the
city in Km2. Obviously, the coverage of the BTS
must be expressed in the same units.

The number of BSC to provide servicetothe BTS
previously calculated is obtained considering several
restrictions, such as the number of interfaces in the
BSC, the number of active connections, the maximum
traffic handled by the BSC or the link and path
reliability. Afterwards, the BSC use factor for the
specific type of BTS in the corresponding city is
calculated as follows.

N
f_use_BSC  =—2<

BTS _i

The total number of BSC in the city is calculated
using the following equation:

Types _BTS

N°BSC _City = Zf_use_BSCBTS_i “Nyrs i
i=1
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MSC and NSS Projection Model

The MSC and NSS projection model is based on the
same concept as the projection model of the BSC as
shown in Figure 5.

The first step calculates the MSC use factor,
f use MSC,_. by each BSC. Afterwards, using the

BSC,

parameter f/_use_BSC,, , the use factor of the MSC
for each type of considered BTS is obtained by the
multiplication of both factors. Similar procedure is
performed for each network element of the NSS“.
The BSCsare connected to the MSC using optical
rings usually based on STM-1° and STM-4 SDH
systems. The number of BSCs assigned to each MSC
is limited, between other factors, by the traffic capac-
ity of the MSC and the number of interfaces towards
the BSC. Therefore, the use factor of the MSC that
corresponds to each BSC is calculated as follows:

N
f _use_ MSC . = <

BSC

And the MSC use factor for each type of BTS is
calculated using the following equation:

[ _use_MSCy = f_use_MSCpy. - f_use_BSCpyy

Using this methodology, an accurate estimation of
the total amount of equipment for each network
element on a national level can be calculated. Obvi-
ously, itis not a real configuration, but it provides a
realistic structure to calculate the unit cost under the
LRIC perspective.

A real example of this model application is the
comparison between the investment of three differ-

Figure 5. MSC to cell projection model scheme
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Figure 6. Comparison between the investment cost
for the different operators
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ent GSM operators on a limited scenario of amedium
city®. The operators work on different bands — the
first at 900 MHz, the second at 1800 MHz and the
third at a doubl