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PREFACE

The Encyclopedia of Science, Technology, and Ethics has
had multiple origins. It was when contributing an article
on the philosophy of technology to the pioneering first
edition of the Encyclopedia of Bioethics (1978), that I
began to dream of a more general encyclopedic intro-
duction to issues of technology and ethics. Inspired by
the perspective of scholars as diverse as Jacques Ellul
and Hans Jonas, bioethics appeared only part of a com-
prehensive need to grapple intellectually with the
increasingly technological world in which we live. This
idea was pursued in a state-of-the-field chapter on “Phi-
losophy of Technology” in A Guide to the Culture of Sci-
ence, Technology, and Medicine (1980) edited by one of
my mentors, Paul T. Durbin. Thus when Stephen G.
Post, the editor of the third edition of the Encyclopedia
of Bioethics (2004), suggested to Macmillan the idea of a
more general “Encyclopedia of Technoethics,” with me
as potential editor, I was primed to be enthusiastic—
although I also argued that the field should now be
expanded to include ethics in relation to both science
and technology.

A high-school attraction to philosophy as critical
reflection on how best to live had early morphed into
the critical assessment of scientific technology. In con-
temporary historical circumstances, what has a more
pervasive influence on the way we live than modern
technology? My initial scholarly publications thus
sought to make philosophy and technology studies a
respected dimension of the academic world. Over the
course of my curriculum vitae this concern further
broadened to include science, technology, and society
(STS) studies. Given the narrow specializations of pro-
fessional philosophy, STS seemed better able to func-
tion as a home base for philosophy of technology. In
fact, in the mid-1980s, George Bugliarello, George

Schillinger, and I (all colleagues at Brooklyn Polytech-
nic University) made a proposal to Macmillan Refer-
ence for an Encyclopedia of Science, Technology, and
Society.” That proposal was declined, but a version
eventually found truncated expression in The Reader’s
Aduiser, 14th edition, vol. 5, The Best in Science, Tech-
nology, and Medicine (1994), co-edited with William F.
Williams, a colleague at Pennsylvania State University,
where [ served for a period during the 1990s as director
of the Science, Technology, and Society Program. Thus
when the opportunity arose to edit an encyclopedia on
science, technology, and ethics, I also wanted not to
limit such a reference work to ethics in any narrow
sense.

Other associations that broadened my perceptions
in both philosophy and STS in ways that have found
modest reflections here should also be mentioned. One
was the collegiality of two professional associations, the
Society for the Philosophy of Technology (founded
1980) and the Association for Practical and Professional
Ethics (founded 1991), with members from both becom-
ing contributors. Service as a member of the Committee
on Scientific Freedom and Responsibility of the Ameri-
can Association for the Advancement of Science,
1994-2000, was one of the most professionally reward-
ing experiences of my career, and contributed its own
perspective. Finally, the critical fellowship of Ivan Illich
introduced me to friends and ideas with whom I might
not always agree though they seldom failed to inspire.

Developmental Process

When the possibility for the present encyclopedia
finally emerged in the Fall of 2002, my initial desire was
not only to work with previous colleagues but to seek
the collaboration of others who had become leaders in

vii



PREFACE

institutionalizing discussions of science, technology, and
ethics. Obvious candidates for associate editors were
philosopher Deborah Johnson, whose work on computer
and engineering ethics during the 1980s and 1990s had
helped define both fields, and Stephanie Bird and Ray-
mond Spier, the editors of Science and Engineering Ethics
(founded 1995), the leading journal in this area of inter-
disciplinary discourse. It was also desirable to make sure
that the project had representation not just from the sci-
entific and technical community (which neuroscientist
Bird and biochemical engineer Spier clearly brought to
the team) but also from different points on the ethical
and political spectrum. Fortunately, political scientist
Larry Arnhart, with whom [ had recently become
acquainted, was willing to bring to the table a conserva-
tive philosophical perspective that might otherwise
have been inadequately represented, and to go beyond
the call of editorial duty in many respects.

The first editorial meeting place in New York City
in January 2003, hosted by Héléne Potter of Macmillan
Reference USA. This two-day workshop established
the general framework for the Encyclopedia of Science,
Technology, and Ethics and became the basis for colle-
gial productivity over the next two years. During the
Spring and Summer 2003 we set up an Editorial Advi-
sory Board which included Durbin, Bugliarello, and
Schillinger as well as more than twenty other represen-
tatives of important disciplinary and regional perspec-
tives. Commissioned articles began to be submitted in
August 2003 and continued over the next eighteen
plus months.

For the first year—during a portion of which I
served as a Fulbright Scholar at the University of the
Basque Country in Spain (where Nicanor Ursua was a
supportive host)—the editors worked with authors to
refine article definitions, learn from their contributions
about new topics that needed to be covered, and
thereby deepened and broadened the content of the
encyclopedia. Four scholars who played especially
important roles in these regards were Robert Frode-
man, Valerie Miké, Roger Pielke Jr., and Daniel
Sarewitz.

Self Assessment

As the first edition of a reference work, some impor-
tant topics remain missing from ESTE, because of
problems with schedule, author availability, or simple
oversight. Indeed, because the themes of science,
technology, and ethics are so broad, the Encyclopedia
of Science, Technology, and Ethics, despite its four-vol-
ume length, is necessarily selective. Yet in an effort to

not let perfection become the enemy of the good, the
project has been pursued in a belief that it might
advance in its own modest way a contemporary social
process in the ethical assessment of science and
technology.

This encyclopedia is thus a work in progress. It
aims to synthesize, but does not claim to be final or
complete. Indeed, all reference works today have to
contend with a knowledge production industry that
makes it difficult to secure any stable orientation.
Despite its efforts, the project cannot hope to please all
scientists, engineers, and ethicists—or other scholars
and general readers. But the hope is to have pleased
sufficient numbers that those who see opportunities for
improvement will consider offering to make a second
edition better. Critical comments and recommenda-
tions are welcome.

Acknowledgments

Beyond those already mentioned, all Associate Editors
and members of the Editorial Advisory Board deserve
special thanks for their contributions. I should neverthe-
less single out Stephen H. Cutcliffe, Paul T. Durbin,
Helen Nissenbaum, and Nancy Tuana for extra work in
identifying authors and reviewing articles. Adam Brig-
gle, as the most qualified and hard-working research
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project. But primary credit must go to the editors and
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honoraria.

Finally, in the background, my spouse, Marylee,
and family cheered on the project whenever they found
me available—and when they found me absent, simply
suffered a work schedule that for more than two years
seldom let me come up for air. Colleagues in the Divi-
sion of Liberal Arts and International Studies at the
Colorado School of Mines similarly tolerated with good
nature a tendency to commandeer more work space
than was rightly mine; and the Division Director, Laura
J. Pang, was generous in directing toward the project
modest but not insignificant resources from very limited
funds. In the foreground, the daily work of managing
the encyclopedia preparation process depended on a
production team at Macmillan to efficiently commission
articles, maintain contact with authors, coordinate
secure illustrations,

reviews, copyedit manuscripts,
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INTRODUCTION

Human beings are in the midst of creating a new world
through science and technology. But what kind of world
we create will not be decided by science and technology
alone. It will depend even more significantly on our
views, implicit or explicit, about the nature of the good
life—about good and bad, right and wrong, and our abil-
ities to enact ideals in the face of limited knowledge and
temptations to ease or arrogance.

Virtually all sciences and technologies today have
implications for ethics and politics, and ethics and poli-
tics themselves increasingly influence science and tech-
nology—not just through law, regulation, and policy
initiatives, but through public discussions stimulated by
the media, public interest organizations, and religious
concerns. According to Alan Leshner, CEO of the
American Association for the Advancement of Science,
the largest interdisciplinary scientific society in the
world, a new science-society relationship has emerged
in the public realm and within the scientific commun-

ity. As he wrote in the lead editorial in Science (February
11, 2005):

We’ve been used to having science and technol-
ogy evaluated primarily on the basis of potential
risks and benefits. However, our recent experi-
ence suggests that a third, values-related dimen-
sion will influence the conduct and support of sci-
ence in the future.

In response, Leshner called on members of the tech-
noscientific community to engage others in discussing
the meaning and usefulness of science, engineering, and
technology. But such engagement cannot be a one-way
street; it must also stimulate scientists and engineers in
self-examinations of the social character of their profes-
sions and the proper roles of science and technology in
society. Additionally, the non-scientific public would

do well to eschew any easy criticism or naive enthusiasm
in the pursuit of informed consideration. Such multi-
path assessment is precisely what science, technology,
and ethics is all about, and the present encyclopedia
aims to contribute in the broadest possible way to this
on-going process of promotional and critical reflection.

To this end the Encyclopedia of Science, Technology,
and Ethics has three objectives:

e To provide a snapshot of emerging bodies of work
in the co-construction of an ethical, scientific, and
technological world;

e To design and build bridges between these not
always collaborative efforts;

e To promote further reflection, bringing ethics to
bear on science and technology, and science and
technology to bear on ethics.

Background: The Encyclopedic Idea

The term “encyclopedia” comes from the Greek, enky-
klios (general) + paideia (education), and thus alludes
to the classical conception of paideia as character for-
mation that transmits a level of cultural achievement
from one generation to the next among the educated
few. In this classical form education came to include
the liberal arts of logic, grammar, rhetoric, arithmetic,
geometry, astronomy, and music. As achievements in
these fields accumulated and became more extensive,
explicit efforts were naturally undertaken to summarize
them. Early examples of such summaries were the
Antiquitates rerum humanarum et divinarum and Discipli-
nae of Marcus Terentius Varro (116-27 B.C.E.), neither
of which survives. The oldest extant work in this tra-
dition is the Historia naturalis of Pliny the Elder (23—

X1



INTRODUCTION

79 c.k.). The Etymologiarum of Isadore of Seville (560—
636) became a work of standard reference that helped
transmit classical learning into the Middle Ages.
Medieval and Renaissance encyclopedias continued
this tradition in, for example, the Speculum majus of
the thirteenth century Dominican scholar Vincent of
Beauvais and the Encyclopaedia seu orbis disciplinarum
tam sacrarum quam prophanarum epistemon of the six-
teenth century German scholar Paul Scalich, the latter
being the first to use the term “encyclopedia” in its
title.

The work with which the term is most commonly
associated, the Enlightenment Encyclopédie ou Diction-
naire raisonné des sciences, des arts et des métiers (1751—
1772) marked a three-fold change in the encyclopedia
idea. First, the French encyclopedia was written to edu-
cate the many as well as the few; the aim was to popu-
larize or democratize knowledge. Second, the knowl-
edge summarized in the French encyclopedia included
technical craft traditions as well as learned or intellec-
tual knowledge, thus building a bridge between intel-
lectual and workshop traditions of knowing and mak-
ing. Third, the French encyclopedia proposed not
simply to summarize existing cultural achievements but
to produce new ones. In the project of the philosophes
Denis Diderot, Jean d’Alembert, and others, the mod-
ern idea of education as going beyond the transmission
of previous cultural achievements to produce new cul-
tural formations found one of its paradigmatic cultural
expressions.

As the modern project of knowledge production
took hold it proceeded by means of disciplinary special-
ization. In this context the encyclopedic idea also
became a kind of counter movement to the creation of
more and more specialized knowledge in the physical
sciences, the social sciences, the humanities, and the
arts. Projects that exemplified efforts at synthesis range
from G. W. F. Hegel’s Encyclopedia of the Philosophical
Sciences (1817) to Otto Neurath, Rudolf Carnap,
Charles W. Morris’s International Encyclopedia of the
Unified Sciences (1938-1969).

It is on all three of these visions that the present
Encyclopedia of Science, Technology, and Ethics (ESTE)
seeks to draw. ESTE aims to summarize, in however
provisional a manner, emerging bodies of knowledge
bearing on the co-construction of an ethical, scien-
tific, and technological world; to promote new collab-
orative efforts in this interdisciplinary field of thinking
and acting; and to stimulate new cross-fertilizations
and syntheses science, technology, and
ethics.

between

The ESTE Idea

Moral teachings and ethical inquiries regarding the cre-
ation and use of science and technology have been part
of religious and philosophical traditions from the earliest
periods. Repeated cautions about over reliance on sci-
ence and technology occur in the primary texts of many
religious traditions (see the Tower of Babel, the myth of
Daedalus, and the tales of Chuang Tzu) and in classic
Western philosophy (Plato’s Gorgias). By contrast, mod-
ern European history displays a rejection of the tradition
of caution in favor of a commitment to science and
technology as the best means to improve the human
condition—even as restatements of caution have
appeared especially in the Faust story, Frankenstein,

Brave New World, and some popular science fiction.

Since their rise in the sixteenth and seventeenth
centuries, science and technology have nevertheless
been increasingly involved with a series of ethical and
political challenges. During the eighteenth century,
the Enlightenment and Romanticism sparred over the
ethical character of the scientific view of the world in
both epistemological and metaphysical terms. The
nineteenth century witnessed the rise of major political
reactions against the evils of the Industrial Revolution,
reactions that influenced the military and ideological
conflicts of the twentieth century. During the last half
of the twentieth century whole new fields of ethical
reflection emerged to deal with the technoscientific
world of nuclear weapons (nuclear ethics), chemical
transformation of the environment (environmental
ethics), biomedical advances (bioethics), and com-
puters and information technology (computer ethics).
Additionally, the ethics of scientific research and of
the engineering practice became specialized areas of
study.

As the twenty-first century begins, ethical and
political challenges have become global in scope and
intensified by the terrorist use of technology and sci-
ence. Science, technology, and ethics interactions thus
transcend disciplinary and cultural boundaries—and
promise to play ever more prominent roles in human
affairs for the foreseeable future. ESTE thus aims to
integrate more specialized work in the applied ethics of
particular technologies, in the professions of engineer-
ing and science, and in science and technology policy
analyses, to point toward general themes and grapple
with contemporary issues, while including articles that
provide historico-philosophical background and pro-
mote cross-cultural comparative reflection. Had ESTE
needed a subtitle, it might well have been “Toward
Professional, Personal, and Political Responsibility in

xii
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INTRODUCTION

the Technoscientific World.” The goal is to help us all
practice a more informed seeking of the good in the
high-tech, deeply scientific world in which we progres-
sively live.

Building Bridges to Promote Reflection

The field of science, technology, and ethics is not mature.
As a result this encyclopedia seeks to exercise as much a
creative or formative role as it does a reporting or sum-
mary one. ESTE is an experiment in synthesis. Although
it is clear that advances in science and technology are
insufficient in and of themselves to constitute true human
progress, previous encyclopedic efforts to survey the ethi-
cal challenges involved with both advancing and respond-
ing to such advances have focused only on specific areas
such as biomedical ethics, computer ethics, or environ-
mental ethics—or provided synthesis at the higher level
of ethics in general. The present encyclopedia is the first
to attempt a mid-level synthesis of the various specializa-
tions of applied ethics as they deal especially with science,
technology, engineering, and medicine in order to pro-
mote interactive scholarly reflection, practical guidance,
informed citizenship, and intelligent consumerism.

To meet these diverse but overlapping purposes ESTE
coverage aims to include (although not exhaust) four
themes: (1) types of science and technology; (2) ap-
proaches to ethics; (3) types of science, technology, and
ethics interactions; and (4) historical and cultural contexts.

(1) The terms “science” and “technology” are
somewhat flexible. In the present context “science”
indicates the modern sciences of physics, chemistry,
biology, and geology—and their numerous extensions:
psychology, nuclear physics, biochemistry, cosmology,
and more. “Technology” refers primarily to the modern
activities of making and using artifacts, especially in
applied science, engineering, medicine, decision-mak-
ing, and management. The merging of science and tech-
nology in science that is highly dependent on advanced
engineering (cyclotrons,
microscopes, advanced computers) and major capital

instrumentation electron

investments, and in technology that is highly dependent
on scientific knowledge or theory (designer materials,
computers, biotechnology, genetic engineering, etc.) is
sometimes referred to as “technoscience.” None of these
understandings of science and technology are excluded
from ESTE, although the encyclopedia has not been
able to include everything equally.

(2) Ethics is likewise understood broadly to be con-
cerned with all questions of right and wrong, good and
bad, in science, engineering, and technology. Although
science provides descriptive knowledge of the world, on
its own it is not able to interpret the human meaning of
this knowledge, nor to provide full guidance for distin-
guishing between proper and improper processes in the
acquisition of knowledge. Likewise, engineering and
technology provide increasingly powerful means, but
tell us little about the ends to which they should be
dedicated. Ethics, generally speaking, is concerned with
identifying proper means and distinguishing good and
bad ends. Traditions or schools of ethical reflection and
analysis include those of consequentialism, deontology,
virtue ethics, natural law, and more.

Adapting a working definition from the Encyclope-
dia of Bioethics, 2nd edition (1995), ESTE is concerned
with the multiple moral dimensions—from wision and con-
duct through decision and policy making at the personal, pro-
fessional, and governmental levels— of science and technol-
ogy broadly construed, and employing a diversity of methods
in interdisciplinary settings. This description emphasizes
the unity of ethics and politics both within technoscien-
tific communities and in the technoscience-society
relationship.

(3) Science, technology, and ethics interactions
can take place within technoscientific communities and
outside of such communities. Furthermore, interactions
outside professional communities may take place at the
personal or public levels, thus suggesting the following
matrix:

doing technology,
especially engineering
and clinical medicine

Professional Personal Public
Science Professional ethics of Personal interpretations Political and policy issues
doing science and uses of science by raised by science in relation to society
non-scientists
Technology | Professional ethics of Personal interpretations Political and policy issues

and uses of technology
by non-engineers
and non-physicians

raised by engineering
and technology in relation to society

Encyclopedia of Science, Technology, and Ethics
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External (personal and public) issues may further be div-
ided into those that stress the social-political adjustment
to accommodate scientific and technological change or
questions about how society should promote, support, or
regulate science, engineering, and technology. Science
policy (both science for policy and policy for science)
and technology policy are specialized approaches.

Each of the six matrix boxes further interact: profes-
sional ethics of science and engineering can overlap and
influence each other; the social impacts of science and
technology are sometimes difficult to distinguish; inter-
nalist ethics often has implications for external issues
and vice versa. ESTE aspires to be cognizant of the full
spectrum of this complex diversity in possible
relationships.

(4) Science, technology, and ethics interactions in
these broad senses have, furthermore, been examined
from multiple historical and cultural perspectives: The
Continental European tradition, for instance, tends to
focus more globally on science and technology as a
whole, whereas in the Anglo-American tradition the
ethics of particular technologies (as in medical ethics or
computer ethics), areas of professional practice (engi-
neering ethics, business ethics), or issues (equity, pri-
vacy, risk) dominate. In ESTE perspectives from differ-
ent philosophical further
complemented by those from diverse religious, political,
and cultural or linguistic traditions.

schools are to be

Types of Articles

The Editorial Board considered these four themes in
writing scope notes for ESTE’s more than 670 articles,
using the following four-part categorization scheme:

1. Introductions and overviews
1.1 Specialized introductions
1.2 Overviews
2. Concepts, case studies, issues, and persons
2.1 Key concepts
2.1.1 Concepts, Ethical and Political
2.1.2 Concepts, Scientific or Technological
2.2 Case studies
2.3 Issues
2.3.1 Issues, Historical and Social
2.3.2 Issues, Scientific or Technological
2.3.3 Issues, Phenomena

2.4 Persons and narratives

2.3.1 Persons and figures, premodern
2.3.1 Persons and figures, modern to World War I
2.3.2 Persons and figures, post-World War [
3. Sciences, technologies, institutions, and agencies
3.1 Particular sciences and technologies
3.2 Social institutions
3.3 Organizations and agencies
4. Philosophical, religious, and related perspectives
4.1 Philosophical perspectives
4.2 Religious perspectives
4.3 Political and economic perspectives

4.4 Cultural and linguistic perspectives

The Topical Outline presents the full list of articles
organized by these categories.

INTRODUCTIONS AND OVERVIEWS. As this catego-
rization framework indicates, there are two types of
introductory articles in ESTE. One consists of the
thirty-three specialized introductions to existing applied
ethics fields such as “Agricultural Ethics,” “Bioethics,”
“Computer Ethics,” and “Engineering Ethics.” The sec-
ond is a set of more than a dozen Overview entries that
serve two kinds of purpose. In the first instance they are
stand-alone articles to review a few central concepts
such as Science, Technology, and Ethics themselves. In
the second they provide introductions to composite
articles. In both instances, unlike all other ESTE
entries, they give internal references to closely related
articles.

CONCEPTS, CASE STUDIES, ISSUES, AND PERSONS.
The bulk of ESTE articles, as is appropriate in an emerg-
ing dialogue, deal with concepts, case studies, issues,
and persons. In relation to concepts, the distinction
between those classified as Ethical and Political in char-
acter (such as “Plagiarism” and “Trust”) and those clas-
sified as Scientific or Technological (“Efficiency” and
“Networks”) could in many instances be contested.
Why is “Aggression” ethical but “Ethology” scientific?
Is not “Human Nature” as much ethical as scientific?
But the interest here is simply to make a rough distinc-
tion between those more closely associated with ethics
or politics and those more easily associated with science
or technology. Ethics concepts also tend to have a lon-
ger history than scientific or technological ones. In each
instance, however, articles aim to bring out both ethical
and scientific or technological dimensions.

xiv
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The distinction between Case Studies and Issues is
likewise somewhat arbitrary, since along with such clear
instances as the “DC-10 Case” and “DDT” are included
the “Apollo Program” and the “Asilomar Conference.”
But the intuition is that the case studies are modestly
more closely tied to historical particulars than are issues.
It is also important to note that ESTE has avoided
attaching the names of persons to cases, at least in
article titles, opting instead for more generic descriptors.
Since there are an indefinite number of cases, there has
also been an attempt to group some kinds of cases
together, as in the three entries on “Misconduct in Sci-
ence.” Among the case studies some are more expansive
than others, often reflecting a sense that other material
relevant to the case is provided elsewhere, but some-
times just as a result of the accidents or oversights that
inevitably find their way into such a large compilation.

The separation of Issues into three types is again
not meant to be hard and fast but suggestive. But some
issues are more Historical and Social than Scientific or
Technological. Then there are some Phenomena that
have an issue-like dimension related to science, tech-
nology, and ethics. For instance, although the notion of
elements is covered in the entry on “Chemistry,” to pro-
vide some historical and phenomenological perspective
articles are included on what in the European tradition

have served as the four traditional elementary phenom-
ena: “Air,” “Earth,” “Fire,” and “Water.”

The classification of Persons and Figures is divided
into Premodern, Modern to World War I, and Modern
since World War I. The ancient/modern division is
quite common. Using World War [ as a divide in the
modern period recommended itself because of the role
the Great War played in stimulating recognition of the
destructiveness of modern science and technology, and
thus ethical discussion.

SCIENCES, TECHNOLOGIES, INSTITUTIONS, AND
AGENCIES. Articles on sciences, technologies, institu-
tions, and agencies are not comprehensive. For instance,
although there is an article on “Chemistry” there is
none on physics or biology. The reason is that chemistry
tends to be an overlooked science when it comes to
ethics, whereas physics and biology are dealt with in
numerous other articles such as “Nuclear Ethics” and
“Bioethics”. At the same time, because of the profound
significance of the mathematical discipline of probabil-
ity and statistics, together with its under-appreciation in
ethical and political discussions, this topic has been
given a somewhat more extensive treatment. The
length of this treatment, which includes introductory
technical material, reflects a belief in the importance of

this new form of thinking that demands both attention
and comprehension especially in ethical assessment. In
like manner, there might have been articles on a host of
social institutions as well as organizations and agencies.
The goal was simply representation and illustration of
the importance that these realities must play in ethical
reflection and practical action that engages the world
transforming character of science and technology.

PHILOSOPHICAL, RELIGIOUS, AND RELATED
PERSPECTIVES. Finally, the four sets of Perspectives
articles—Philosophical, Religious, Political-Economic,
and Cultural-Linguistic—aim to give ESTE a breadth
that would otherwise be lacking. Here special efforts
have also been made to secure contributors from
throughout the world. ESTE represents authors from 28
countries, reflecting the growing interest of scholars
worldwide in these important issues.

Organization of the Encyclopedia

Entries vary in length from 250 to 5000 words and are
arranged alphabetically. In general structure they begin
with a statement of how the topic relates to the theme
of the encyclopedia, followed by some background of a
historical or developmental character. The main body
aims to provide an authoritative exposition of its partic-
ular theme, concept, case, issue, person, science or tech-
nology, or perspective, and to conclude with critical
application or comments.

In selective instances entries are composed of more
than one article. For example,

RESPONSIBILITY

Responsibility: Overview

Responsibility: Anglo-American Perspectives
Responsibility: German Perspectives

Since any article is going to exclude as well as include,
and this kind of composite occurs only occasionally,
references to Related Articles at the end of each entry
provide another means for broadening a reader’s knowl-
edge. In a synthetic, interdisciplinary encyclopedia like
ESTE topics invariably have tendrils that reach out into
multiple entries.

Bibliographies for each article are another impor-
tant feature, often complemented by a few Internet
Resources. They were prepared by the contributors and
verified by a bibliographic editor. Although brief, bib-
liographies nevertheless serve different purposes from
article to article. Seldom are primary sources listed.
Some bibliographic items refer readers to sources used or
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cited by the contributor with internal reference, for
example: (Jones 2000, p. 100). In cases where a biblio-
graphic entry is not explicitly used in the text it is often
briefly annotated for significance.

The article bibliographies are supplemented by two
appendices: a selective, annotated general bibliography;
and selective, annotated list of Internet resources. Writ-
ten entries are further enhanced with more than 300
graphics that range from tables to photographs.

SPECIAL FEATURES. The main body of alphabetical
entries is complemented by eight introductory essays.
Given the constructive character of the encyclopedia,
these essays present selective but fundamental perspec-
tives on the dialogue among science, technology, and
ethics. These range from science and technology studies
scholar Sheila Jasanoff’s argument for new forms of citi-
zen participation in technoscientific governance to
engineer-inventor Ray Kurzweil’s argument for the ethi-
cal responsibility to promote scientific research and
technological development. Historian Ronald Kline
compares and contrasts developments in research ethics
and engineering ethics, while philosophers Deborah
Johnson and Thomas Powers set out a new program for
research in ethics and technology that would help
bridge the divide Kline observes. Computer science
philosopher Helen Nissenbaum argues for new practices
in science and engineering that would complement the
Johnson-Powers program in scholarship. Mathematician
Valerie Miké proposes a new ethical use of scientific
evidence in the promotion and utilization of both sci-
ence and technology. Science, technology, and society
scholar Carl Mitcham and philosopher and environ-
mental scientist Robert Frodeman note some ethical
challenges associated with the expansion of knowledge,
both scientific and technological. Philosopher of science
and technology Hans Lenk calls attention to a range of
emerging, ethically relevant special features in contem-
porary technologies themselves.

These introductory essays, which are an unusual
feature in an encyclopedia, are especially recommended
to readers seeking synthetic perspectives. Although they
are necessarily limited in their scope, they point the way
toward the kinds of interdisciplinary reflection that is
crucial to further enhancement of the science, technol-
ogy, and ethics dialogue.

The Appendices are another special ESTE feature.
Along with the Annotated General
Bibliography on Science, Technology, and Ethics,” and
the annotated list of “Internet Resources on Science,
Technology, and Ethics”, there is a “Glossary of Terms”

“Selective,

often found in discussions of science, technology, and
ethics, and a “Chronology of Historical Events Related to
Science, Technology, and Ethics.” Finally, a set of ethics
codes from around the world enhances appreciation of the
truly transnational character of the science, technology,
and ethics interactions at the levels of both theory and
practice.

Comments and Qualifications

As will be immediately obvious to any reader, some
topics are treated at greater length than others; some
articles are more argumentative or polemical than
others; and some articles contain more overlaps than
others. Across all such variations, however, the goal has
been a balance that would provide an index to emerging
bodies of work contributing to the co-construction of an
ethical, scientific, and technological world, enhance
links between not always collaborative efforts, and fur-
ther theoretical and practical engagements between sci-
ence, technology, and ethics. Of course, in making such
decisions there is never any one perfect way; there is
always room for improvement.

With regard to length: Often less well known topics
are treated at greater length than more well known.
ESTE has, for instance, made no effort to replace other
more specialized synthetic works such as the Encyclope-
dia of Bioethics (1978, 1996, 2004), the Encyclopedia of
Applied Ethics (1998) and its offshoots, or the Encyclope-
dia of Ethical, Legal, and Policy Issues in Biotechnology
(2000)—although it has tried to pick up many of the
themes and issues found in such works and place them
in a distinct and broader perspective. Additionally, in
some cases contributors simply submitted articles longer
than specified, but that were just so good it would have
been a mistake to cut them.

With regard to polemics: There has been a serious
effort to allow contributors when appropriate to express
their views in stimulating, thought-provoking arguments
rather than insist on rigid adherence to uniformly bal-
anced reports that could come across as dull or pedantic.
At the same time, efforts have also been made to comple-
ment arguments in one article with arguments in others.

With regard to overlaps: It has been judged a positive
feature when, for instance, similar themes occur in entries
on “Acupuncture,” “Confucian Perspectives,” and “Chi-
nese Perspectives.” Similarly, the importance of the idea
of social contract for science justifies related treatments in
entries on “Social Contract for Science,” “Social Con-
tract Theory,” “Governance of Science, and Rawls,

John.”
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The fields of economics and statistics presented spe-
cial challenges. Ethics today cannot be seriously pursued
without appreciation for the achievements in these dis-
ciplines, which themselves overlap. Contemporary eco-
nomics is heavily mathematical, involving extensive use
of probability and statistics, and it is for the latter an
important area of application. Relations between a
number of entries related to economics are highlighted
in “Economics: Overview,” but a number of approaches
were nevertheless slighted. There are two articles each
for probability and statistics, with one containing a brief
introduction to basic concepts in terms of elementary
mathematics. The goal was to include sufficient techni-
cal detail and symbolism to serve as a point of entry to
further study, but there are many illustrations and
adequate narrative text to convey the main concepts to
those who may prefer to skip over any unfamiliar mathe-
matics. These technical articles provide useful back-
ground for more applied entries based on statistics, such
as “Biostatistics,” “Epidemiology,” and ‘“Meta-Analy-
sis,” as well as for the implicit use of statistics in many
other articles. They are further complemented by bio-
graphical entries on, for “Nightingale,
Florence” and “Pascal, Blaise.”

example,

Conclusion

In the world of high-intensity science and technology,
how does one lead the good life? What is the form of

the just state? Is it sufficient to practice the traditional
virtues in traditional ways? To apply received moral
principles to new technological opportunities? Or is it
not necessary to rediscover ethical and political prac-
tice in forms equal to the radical re-founding of
knowledge and power that itself has constituted mod-
ern science and technology? Without in any way sug-
gesting the end of tradition or of scientific and tech-
nological progress, ESTE seeks to make common cause
with all persons of good will who see a need for crit-
ical ethical reflection in the midst of the new world
we are creating—remembering that questions can be
asked in order to seek the good with greater diligence.
In a pluralistic world it is, in addition, no mean feat to
practice such questioning with a tolerance and pursuit
of principled compromise that avoids the failures of
relativism or self-righteousness. The aspiration here is
to provide common ground for scholars in the various
disciplines who would place their work in broader per-
spectives, students desiring to deepen their knowledge
of complex issues, scientists and engineers sharing
their expertise with a participating public, and citizens
who aspire to make intelligent decisions in the
increasingly scientific and technological world in
which we all now live.

CARL MITCHAM
EDITOR IN CHIEF
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TECHNOLOGIES OF

HUMILITY: CITIZEN

PARTICIPATION IN
GOVERNING SCIENCE

SHEILA JASANOFF
eeoo

In his prescient 1984 book, the sociologist Charles Per-
row forecast a series of “normal accidents” in high-risk
technologies. The term applied with precision to
events that were strung like dark beads through the
later years of the twentieth century—most notably, the
1984 chemical plant disaster in Bhopal, India; the
1986 loss of the Challenger shuttle and, in the same
year, the nuclear plant accident in Chernobyl, USSR;
the contamination of blood supplies with the AIDS
virus in Europe and North America; the prolonged cri-
sis over BSE (“mad cow disease”) in the United King-
dom; and the U.S. space program’s embarrassing,
although not life-threatening, mishaps with the Hub-
ble telescope’s blurry lens, and several lost and
extremely expensive Mars explorers. To these we may
add the discovery of the ozone hole, climate change,
and other environmental disasters as further signs of
disrepair. Occurring at different times and in vastly dif-
ferent political environments, these events nonetheless
served collective notice that human pretensions of
control over technological systems need serious
reexamination.

American theorists like Perrow chalked up these fail-
ings of technology to avoidable error, especially on the
part of large organizations (Clarke 1989, Short and
Clarke 1992, Vaughan 1996), but some European ana-

lysts suggested a more troubling scenario. Passionately set
forth by the German sociologist Ulrich Beck (1992), the
thesis of “reflexive modernization” argued that risks are
endemic in the way that contemporary societies conduct
their technologically intensive business. Scientific and
technical advances bring unquestioned benefits, but they
also generate new uncertainties and failures, so that
doubt continually undermines knowledge and unforeseen
consequences confound faith in progress. The risks of
modernity, Beck suggested, cut across social lines and
operate as a great equalizer of classes. Wealth may
increase longevity and improve the quality of life, but it
offers no certain protection against the ambient harms of
technological societies. This observation was tragically
borne out when the collapse of the World Trade Center
on September 11, 2001 ended the lives of some 3,000
persons, not discriminating among corporate executives,
stock market analysts, computer programmers, secretaries,
firefighters, policemen, janitors, and restaurant workers.
In many other contexts, however, vulnerability remains
closely tied to socioeconomic circumstances, inequalities
persist in the ability of groups and individuals to defend
themselves against risk.

“Risk,” on this account, is not a matter of simple
probabilities, to be rationally calculated by experts and
avoided in accordance with the cold arithmetic of cost-
benefit analysis (Graham and Wiener 1995). Rather, it
is part of the modern human condition, woven into the
very fabric of progress. The problem we urgently face is
how to live well with the knowledge that our societies
are inevitably “at risk.” Critically important normative
questions of risk management cannot be addressed by
technical experts with conventional tools of prediction.
Such questions determine not only whether we will get
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sick or die, and under what conditions, but also who will
be affected and how we should respond to uncertainty
and ignorance. Is it sufficient, for instance, to assess
technology’s consequences, or must we also seek to eval-
uate its aims? How should we choose when the values of
science appear to conflict with other fundamental val-
ues? Has our ability to innovate in some areas run unac-
ceptably ahead of our powers of control? Will some of
our most revolutionary technologies increase inequality,
promote violence, threaten cultures or harm the envi-
ronment?! And are our institutions, national or suprana-
tional, up to the task of governing our dizzying techno-
logical capabilities? (Never far from the minds of
philosophers and authors of fiction, some of these con-
cerns were also famously articulated in recent times by
Bill Joy, co-founder and chief scientist of Sun
Microsystems.)

To answer these questions, the task of managing
technologies has to go far beyond the model of “speak-
ing truth to power” that once was thought to link
knowledge to political action (Price 1965). According
to this template, technical input to policy problems
must be developed independently of political influences;
the “truth” so generated adequately constrains subse-
quent exercises of political power. The accidents and
troubles of the late twentieth century, however, have
called into question the validity of this model: both as a
descriptively accurate rendition of ways in which
experts relate to policy-makers (Jasanoff 1990), and as a
normatively acceptable formula for deploying special-
ized knowledge within democratic political systems.
There is growing awareness that even technical policy-
making needs to get more political—or, more accu-
rately, to recognize its political foundations more explic-
itly. Across a widening range of policy choices, techno-
logical cultures must learn to supplement the expert’s
narrow preoccupation with measuring the risks and ben-
efits of innovation with greater attentiveness to the pol-
itics of science and technology.

But how can this expansion in the expert’s role be
reconciled with well-entrenched understandings of the
relations between knowledge and power or expertise
and public policy? How should these understandings be
modified in response to three decades of research on the
social dimensions of science? Can we imagine new insti-
tutions, processes, and methods for restoring to the play-
ing field of governance some of the normative and polit-
ical questions that were too long side-lined in assessing
the risks and benefits of technology? And are there
structured means for cultivating the social capacity for
deliberation and reflection on technological change,

much as expert analysis of risks has been cultivated for
many decades?

There is a growing need, to this end, for what we
may call “technologies of humility.” These are methods,
or better yet institutionalized habits of thought, that try
to come to grips with the ragged fringes of human
understanding—the the uncertain, the
ambiguous, and the uncontrollable. Acknowledging the
limits of prediction and control, technologies of humil-
ity confront “head-on” the normative implications of
our lack of perfect foresight. They call for different
expert capabilities and different forms of engagement
between experts, decision-makers, and the public than
were considered needful in the governance structures of
high modernity. They require not only the formal mech-
anisms of participation but also an intellectual environ-
ment in which citizens are encouraged to bring their
knowledge and critical skills to bear on the resolution of
common problems.

unknown,

The Social Contract between Science and the State

In the United States the need for productive working
relations between science and the state was famously
articulated not by a social theorist or sociologist of
knowledge but by the quintessential technical expert:
Vannevar Bush, the distinguished Massachusetts Insti-
tute of Technology (MIT) engineer and presidential
adviser. Bush foresaw the need for major institutional
changes following the intense mobilization of science
and technology during the Second World War. In 1945
he produced a report, Science: The Endless Frontier, that
laid the basis for American policy towards science and
technology. Science, in Bush’s vision, was to enjoy gov-
ernment patronage in peacetime as in war. Control over
the scientific enterprise, however, would be wrested
from the military and lodged with the civilian scientific
community. Basic research, uncontaminated by indus-
trial application or state ambitions, would thrive in the
free air of universities. Scientists would establish the
substantive aims as well as the intellectual standards for
their research. Bush firmly believed that the bountiful
results flowing from scientists’ endeavors would be trans-
lated into beneficial technologies, contributing to the
nation’s prosperity and progress. Although his design
took years to materialize, and even then was only imper-
fectly attained, the U.S. National Science Foundation
(NSF) eventually emerged as the primary state funder of
basic research. (The creation of the National Institutes
of Health [NIH] to sponsor biomedical research divided
U.S. science policy in a way not contemplated in Bush’s
original design. In the recent politics of science, NIH

XX
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budgets have proved consistently easier to justify than
g P y ] y
appropriations for other branches of science.) The
exchange of government funds and autonomy in return
for discoveries, technological innovations and trained
g

personnel came to be known as America’s “social con-
tract for science.”

Signs of wear and tear in the “social contract”
appeared in the 1980s. A spate of highly publicized cases
of alleged fraud in science challenged the reliability of
peer review and, with it, the underlying assumptions
concerning the autonomy of science. The idea of sci-
ence as a unitary practice also broke down as it became
clear that research varies from one context to another,
not only across disciplines, but—even more important
from a policy standpoint—across institutional settings.
It was recognized, in particular, that regulatory science,
produced to support governmental efforts to manage
risk, was fundamentally different from research driven
by scientists’ curiosity. At the same time, observers of
science in society began questioning whether the cate-
gories of basic and applied research held meaning in a
world where the production and uses of science were
densely connected to each other, as well as to larger
social and political consequences (Jasanoff, Markle,
Petersen, and Pinch 1995).

Rethinking the relations of science with other
social institutions generated three major streams of anal-
ysis. The first stream takes the “social contract” essen-
tially for granted but points to its failure to work as its
proponents had imagined. Many have criticized science,
especially university-based science, for deviating from
idealized norms of purity and disinterestedness. Despite
(or maybe because of) its simplicity, this critique has
seriously threatened the credibility of researchers and
their claims to autonomy. Others have tried to replace
the dichotomous division of basic and applied science
with more differentiated categories, calling attention to
the particularities of science done in different settings to
meet different objectives. Still others have sought to
respecify from the ground up how scientific knowledge
is actually produced. This last line of analysis seeks not
so much to correct or refine Vannevar Bush’s vision of
science as to replace it with a more complex account of
how knowledge-making fits into the wider functioning
of society.

DEVIANT SCIENCE. Scientific fraud and misconduct
appeared on the U.S. policy agenda in the 1980s. Politi-
cal interest reached a climax with the notorious case of
alleged misconduct in an MIT laboratory headed by
Nobel laureate biologist David Baltimore. He and his col-
leagues were exonerated after years of inquiry, which

included investigations by Congress and the FBI (Kevles
1998). This and other episodes heightened the tendency
for policy-makers and the public to suspect that all was
not in order in the citadels of basic science and greatly
increased federal powers for the supervision of research.
Some saw the Baltimore affair as a powerful sign that
legislators were no longer content with the old social
contract’s simple quid pro quo of money and autonomy in
exchange for technological benefits (Guston 2001).
Others, like the science journalist Daniel Greenberg
(2001), accused scientists of profiting immoderately from
their alliance with the state, while failing to exercise
moral authority or meaningful influence on policy.
American science, at any rate, was asked to justify more
explicitly the public money spent on it. A token of the
new relationship between science and government came
with the reform of NSF’s peer review criteria in the
1990s. The Foundation now requires reviewers to assess
proposals not only on grounds of technical merit, but also
with respect to their wider implications for society—thus
according greater prominence to science’s social utility.
In effect, the fraud investigations of the previous decade
opened up other taken-for-granted aspects of scientific
autonomy, and forced scientists to account for their
objectives as well as their honesty.

To these perturbations may be added a steady stream
of challenges to the supposed disinterestedness of aca-
demic science. In areas ranging from climate change to
biotechnology, critics have charged researchers with hav-
ing sacrificed their objectivity in exchange for grant
money or, worse, equity interests in lucrative start-up
companies (Boehmer-Christiansen 1994). These allega-
tions have been especially damaging to biotechnology,
because that industry benefits significantly from the rapid
transfer of skills and knowledge from universities. Since
most western governments are committed to promoting
such transfers, biotechnology is caught on the horns of a
particular dilemma: how to justify its promises of innova-
tion and progress credibly, when the interests of most sci-
entists are aligned with those of industry, government or,
occasionally, public interest advocates.

While financially motivated, pro-industry bias has
attracted the most criticism, academic investigators
have also come under scrutiny for alleged pro-environ-
ment and anti-technology biases. In several cases
involving biotechnology—in particular, that of the
monarch butterfly study conducted by Cornell Univer-
sity scientist John Losey (1999) in the United States,
and Stanley Ewen and Arpad Puzstai’s (1999) contro-
versial rat-feeding study in the United Kingdom—
industry critics questioned the quality of university-
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based research and implied that political orientations
had prompted premature release or over-interpretation
of results. In April 2002 a controversy erupted over an
article in Nature by a University of California scientist,
Ignacio Chapela, who concluded that DNA from genet-
ically modified corn had contaminated native species in
Mexico. Philip Campbell, the journal’s respected editor,
did not retract the paper, but stated that “the evidence
available is not sufficient to justify the publication of
the original paper,” and that readers should “judge the
science for themselves” (Washington Times 2002). As in
the Losey and Ewen and Puzstai cases, critics charged
that Chapela’s science had been marred by non-scien-
tific  considerations.  Environmentalists,
viewed all these episodes as pointing to wholesale defi-
cits in knowledge about the long-term and systemic
effects of genetic modification in crop plants.

however,

CONTEXT-SPECIFIC SCIENCE. The second line of
attack on the science-society relationship focuses on
the basic-applied distinction. One attempt to break out
of that dualism was proposed by Donald Stokes (1997),
whose quadrant framework, using Louis Pasteur as the
prototype, suggested that “basic” science can be done
within highly “applied” contexts. Historians and sociol-
ogists of science and technology have long observed that
foundational work can be done in connection with
applied problems, just as applied problem-solving is
often required for resolving theoretical issues (for exam-
ple, in designing new scientific instruments). To date,
formulations based on such findings have been slow to
take root in policy cultures.

Another example of the contextualing approach
can be found in the work of Silvio Funtowicz and Jer-
ome Ravetz (1992). They proposed to divide the world
of policy-relevant science into three nested circles, each
with its own system of quality control: (1) “normal sci-
ence” (borrowing the term from Thomas Kuhn), for
ordinary scientific research; (2) “consultancy science,”
for the application of available knowledge to well-char-
acterized problems; and (3) “post-normal science,” for
the highly uncertain, highly contested knowledge
needed for many health, safety, and environmental deci-
sions. These authors noted that, while traditional peer
review may be effective within “normal” and even “con-
sultancy” science, the quality of “post-normal” science
cannot be assured by standard review processes. Instead,
they proposed that work of this nature be subjected to
extended peer review, involving not only scientists but
also the stakeholders affected by the use of science. Put
differently, they saw accountability, rather than mere
quality control, as the desired objective when science

becomes “post-normal.” (A problem with this analysis
lies in the very term “post-normal science.” When sci-
entific conclusions are so closely intertwined with social
and normative considerations as in Funtowicz and Rav-
etz’s outermost circle, one may just as well call the
“product” by another name, such as “socially relevant
knowledge” or “socio-technical knowledge.”)

Sheila Jasanoff’s 1990 study of expert advisory com-
mittees in the United States provided another perspec-
tive on this issue by noting that policy-relevant science
(also referred to as “regulatory science”)—such as sci-
ence done for purposes of risk assessment—is often sub-
jected to a special kind of “peer review.” Regulatory sci-
ence is reviewed by multidisciplinary committees rather
than by individually selected specialists. The role of
such bodies is not only to validate the methods by
which risks are identified and investigated, but also to
confirm the reliability of the agency’s interpretation of
the evidence. Frequently, regulatory science confronts
the need to set standards for objects or concepts whose
very existence was not previously an issue for either sci-
ence or policy: “fine particulate matter” in air pollution
control; the “maximum tolerated dose” (MTD) in bioas-
says; the “maximally exposed person” in relation to air-
borne toxics; or the “best available technology” in pro-
grams of environmental regulation. In specifying how
such terms should be defined or characterized, advisory
committees have to address issues that are technical as
well as social, scientific as well as normative, regulatory
as well as metaphysical. What kind of entity, after all, is
a “fine” particulate or a “maximally exposed” person,
and by what markers can we recognize them? Studies of
regulatory science have shown that the power of advi-
sory bodies to definitively address such issues depends
on their probity, representativeness, transparency, and
accountability to higher authorities—such as courts and
the public. In other words, the credibility of regulatory
science rests upon factors that have more to do with
democratic accountability than with the quality of sci-
ence as assessed by peer scientists.

NEW MODES OF KNOWLEDGE PRODUCTION. Going
beyond the quality and context-dependency of science,
some have argued the need to take a fresh look at the
structural characteristics of contemporary science in
order to make it more socially responsive. Michael Gib-
bons and his co-authors (1994) concluded that the tra-
ditional disciplinary science of Vannever Bush’s “end-
less frontier” has been largely supplanted by a new mode
of knowledge production. The salient properties of this
new mode, in their view, include the following:
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e Knowledge is increasingly produced in contexts of
application (i.e., all science is to some extent
“applied” science);

e Science is increasingly transdisciplinary—that is,
it draws on and integrates empirical and theoret-
ical elements from a variety of fields;

e Knowledge is generated in a wider variety of sites
than ever before, not just universities and industry,
but also in research centers, consultancies, and
think-tanks;

e Participants in science have grown more aware of
the social implications of their work (i.e., more
“reflexive”), just as publics have become more
conscious of the ways in which science and tech-
nology affect their interests and values.

The growth of this new mode, as Gibbons et al. note, has
necessary implications for quality control. Besides old
questions about the intellectual merits of their work, scien-
tists are being asked new questions about its marketability,
and its capacity to promote social harmony and welfare.

In other work, Helga Nowotny, Peter Scott, and
Michael Gibbons (2001) have grappled with the impli-
cations of these changes for knowledge production in
public domains. Nowotny et al. propose the concept of
“socially robust knowledge” as the solution to problems
of conflict and uncertainty. Contextualization, in their
view, is the key to producing science for public ends.
Science that draws strength from its socially detached
position is too frail to meet the pressures placed upon it
by contemporary societies. Instead, they imagine forms
of knowledge that gain robustness from their very
embeddedness in society. The problem, of course, is how
to institutionalize polycentric, interactive, and multi-
partite processes of knowledge-making within institu-
tions that have worked for decades at keeping expert
knowledge away from populism and politics. The ques-
tion confronting the governance of science is how to
bring knowledgeable publics into the front-end of scien-
tific and technological production—a place from which
they have historically been excluded.

The Participatory Turn

Changing modes of scientific research and development
provide at least a partial explanation for the current
interest in improving public access to expert decision-
making. In thinking about research today, policy-makers
and the public frequently focus on the accountability of
science rather than its quality. As the contexts for sci-
ence have become more pervasive, dynamic and hetero-
geneous, concerns about the integrity of peer review

have transmuted into demands for greater public
involvement in assessing the costs and benefits, as well
as the risks and uncertainties, of new technologies. Such
demands have arisen with particular urgency in the case
of biotechnology, but they are by no means limited to

this field.

The pressure for accountability manifests itself in
many ways, including demands for greater transparency
and participation. One notable example came with U.S.
federal legislation in 1998, requiring public access, pur-
suant to the Freedom of Information Act, to all scien-
tific research generated with public funds (Omnibus
Consolidated and Emergency Supplemental Appropria-
tions Act of 1999, P.L. 105-277, 1998). The provision
was hastily introduced and scarcely debated. Its sponsor,
Senator Richard Shelby (R-Alabama), tacked it on as a
last-minute amendment to an omnibus appropriations
bill. His immediate objective was to force disclosure of
data from a controversial study by the Harvard School
of Public Health of the health effects of human exposure
to fine particulates. This Six Cities Study provided key
justification for the U.S. Environmental Protection
Agency’s stringent ambient standard for airborne partic-
ulate matter, issued in 1997. This sweeping enactment
showed that Congress was no longer willing to concede
unchecked autonomy to the scientific community in the
collection and interpretation of data. Publicly funded
science, Congress determined, should be available at all
times for public review.

Participatory traditions are less thoroughly institu-
tionalized in European policy-making, but in Europe,
too, recent changes in the rules and processes governing
expert advice display a growing commitment to involv-
ing the public in technically-grounded policy decisions.
In announcing the creation of a new Directorate Gen-
eral for Consumer Protection, for example, the Euro-
pean Commission observed in 1997 that, “Consumer
confidence in the legislative activities of the EU is con-
ditioned by the quality and transparency of the scientific
advice and its use on the legislative and control process”
(emphasis added). The commitment to greater openness
is also evident in the strategies of several new United
Kingdom expert bodies, such as the Food Standards
Agency, created to restore confidence in the wake of
the BSE crisis. Similarly, two major public inquiries—
the Phillips Inquiry on BSE and the Smith inquiry on
the Harold Shipman murder investigation—set high
standards for public access to information through the
Internet. All across Europe, opposition to genetically
modified foods and crops prompted experiments with
diverse forms of public involvement, such as citizen
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juries, consensus conferences, and referenda (Joss and

Durant 1995).

Although admirable, formal participatory opportu-
nities cannot by themselves ensure the democratic and
deliberative governance of science. There are, to start
with, practical problems. People may not be engaged
enough or possess enough specialized knowledge and
material resources to take advantage of formal proce-
dures. Participation may occur too late to identify alter-
natives to dominant or default options; some processes,
such as consensus conferences, may be too ad hoc or
issue-specific to exercise sustained influence on policy.
Even timely participation does not necessarily improve
decision-making. Empirical research has consistently
shown that transparency may exacerbate rather than
quell controversy, leading parties to deconstruct each
other’s positions instead of deliberating effectively.
Indeed, the Shelby Amendment reflects one U.S. politi-
cian’s conviction that compulsory disclosure of data will
enable challenges to researchers’ own interpretations of
their work. It is in this sense an instrument that can be
used for fomenting scientific dissent. By contrast, partic-
ipation constrained by established formal discourses,
such as risk assessment, may not admit novel view-
points, radical critique, or considerations lying outside
the taken-for-granted framing of a problem.

Technologies of Humility

Participation alone, then, does not answer the problem
of how to democratize technological societies. Opening
the doors to previously closed expert forums is a neces-
sary step—indeed, it should be seen by now as a stand-
ard operating procedure of democratic politics. But the
formal mechanisms adopted by national governments
are not enough to engage the public effectively in the
management of global science and technology. What
has to change is the culture of governance, nationally as
well as internationally, and for this we need to address
not only the mechanics but also the substance of partici-
patory politics. The issue, in other words, is no longer
whether the public should have a say in technical deci-
sions, but how to promote more meaningful interaction
among policy-makers, scientific experts, corporate pro-
ducers, and the informed public.

The analytic ingenuity of modern states has been
directed for many decades toward refining what we may
call the “technologies of hubris.” To reassure their pub-
lics, as well as to keep the wheels of science and industry
turning, national governments have developed a series
of predictive methods (e.g., risk assessment, cost-benefit
analysis, climate modeling) that are designed, on the

whole, to facilitate management and control, even in
areas of high uncertainty (e.g. Porter 1995). These
methods achieve their power through claims of objectiv-
ity and a disciplined approach to analysis, but they suffer
from three significant limitations. First, they show a
kind of peripheral blindness toward uncertainty and
ambiguity. Predictive methods focus on the known at
the expense of the unknown, producing overconfidence
in the accuracy and completeness of the pictures they
produce. Well-defined, short-term risks command more
attention than indeterminate, long-term ones. At the
same time, technical proficiency conveys the impression
that analysis is not only rigorous, but complete—in
short, that it has adequately taken account of all possi-
ble risks. Predictive methods tend in this way to down-
play what falls outside their field of vision, and to over-
state whatever falls within (Irwin and Wynne 1996).

Second, the technologies of predictive analysis tend
to preempt political discussion. Expert analytic frame-
works create high entry barriers against legitimate out-
sider positions that cannot express themselves in terms
of the dominant discourse (Winner 1986). Claims of
objectivity hide the exercise of judgment, so that the
normative presuppositions of studies and models are not
subjected to general debate. The boundary work that
demarcates the space of “objective” policy analysis is
carried out by experts, so that the politics of making
demarcations remains locked away from public review
and criticism (Jasanoff 1990).

Third, predictive technologies are limited in their
capacity to internalize challenges that come from out-
side their framing assumptions. Techniques develop and
grow more sophisticated, to be sure, but not necessarily
in ways that revisit the values on which they were
founded. For example, techniques for assessing chemical
toxicity have become ever more refined, but they con-
tinue to rest on the demonstrably faulty assumption that
people are exposed to one chemical at a time. Synergis-
tic effects, long-term exposures, and multiple exposures
are common in normal life but have tended to be
ignored as too messy for analysis. Even in the aftermath
of catastrophic failures, modernity’s predictive models
are often adjusted only to take on board lessons that are
compatible with their initial assumptions. When a U.S.-
designed chemical factory in Bhopal released the deadly
gas methyl isocyanate, killing thousands, the interna-
tional chemical industry made many improvements in
its internal accounting and risk communication practi-
ces. But no new methods were developed to assess the
risks of technology transfer between radically different
cultures of industrial production.
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At the beginning of the twenty-first century, the
unknown, unspecified and indeterminate aspects of sci-
entific and technological development remain largely
unaccounted for in policy-making; treated as beyond
reckoning, they escape the discipline of analysis as well
as politics. What is lacking is not just the knowledge to
help fill the gaps, but the processes and methods for elic-
iting what the public wants and for using what is already
known. To bring these dimensions out of the shadows
and into the dynamics of democratic debate, they must
first be made concrete and tangible. Scattered and pri-
vate knowledge has to be amalgamated, perhaps even
disciplined, into a dependable civic epistemology. The
human and social sciences of previous centuries under-
took just such a task of translation. They made visible
the social problems of modernity—poverty, unemploy-
ment, crime, illness, disease, and, lately, technological
risk—often as a prelude to rendering them more man-
ageable, using what I have termed the “technologies of
hubris.” Today, there is a need for “technologies of
humility” to complement the predictive approaches: to
make apparent the possibility of unforeseen consequen-
ces; to make explicit the normative that lurks within
the technical; and to acknowledge from the start the
need for plural viewpoints and collective learning. How
can these aims be achieved?

From the abundant literature on technological dis-
asters and failures, as well as from studies of risk analysis
and policy-relevant science, we can abstract four focal
points around which to develop the new technologies of
humility. They are framing, vulnerability, distribution, and
learning. Together, they generate the questions we
should ask of almost every human enterprise that
intends to alter society: what is the purpose; who will be
hurt; who benefits; and how can we know? On all these
points, we have good reason to believe that wider public
engagement would improve our capacity for analysis
and reflection. Participation that pays attention to these
four points promises to lead to richer deliberation on
the substance of decision-making.

FRAMING. It is an article of faith in the policy literature
that the quality of solutions to perceived social problems
depends on the adequacy of their original framing
(Schon and Rein 1994). If a problem is framed too nar-
rowly, too broadly, or simply wrongly, then the solution
will suffer from the same defects. To take a simple exam-
ple, a chemical testing policy focused on single chemi-
cals cannot produce knowledge about the environmen-
tal health consequences of multiple exposures: the
framing of the regulatory issue is more restrictive than
the actual distribution of chemical-induced risks, and

hence is incapable of delivering the optimal manage-
ment strategies. Similarly, a belief that violence is
genetic may discourage the search for controllable social
influences on behavior. A focus on the biology of repro-
duction may delay or impede effective policies for curb-
ing population growth. When facts are uncertain, dis-
agreements about the appropriate frame are virtually
unavoidable and often remain intractable for long peri-
ods. Yet, few policy cultures have adopted systematic
methods for revisiting the initial framing of issues,
despite calls to do so (Stern and Fineberg 1996). Frame
analysis thus remains a critically important, though
neglected, tool of policy-making.

VULNERABILITY. Risk analysis treats the “at-risk”
human being as a passive agent in the path of poten-
tially disastrous events. In an effort to produce policy-
relevant assessments, human populations are often clas-
sified into groups (e.g., most susceptible, maximally
exposed, genetically predisposed, children or women)
that are thought to be differently affected by the hazard
in question. Based on physical and biological indicators,
these classifications tend to overlook the social founda-
tions of vulnerability and to subordinate individual
experiences of risk to aggregate numerical calculations
(e.g. Irwin and Wynne 1996). Recent efforts to analyze
vulnerability have begun to recognize the importance of
socio-economic factors, but assessment methods still
take populations rather than individuals as the unit of
analysis. These approaches not only disregard differen-
ces within groups but reduce individuals to statistical
representations. Such characterizations leave out of the
calculus of vulnerability such factors as history, place,
and social connectedness, all of which may play crucial
roles in determining human resilience. Through partici-
pation in the analysis of their vulnerability, ordinary
citizens might regain their status as active subjects
rather than remain undifferentiated objects in yet
another expert discourse.

DISTRIBUTION. Controversies over such innovations as
genetically modified foods and stem cell research have pro-
pelled ethics committees to the top of the policy-making
ladder in several countries. Frequently, however, these
bodies are used as “end-of-pipe” legitimation devices, reas-
suring the public that normative issues have not been
omitted from deliberation. The term “ethics,” moreover,
does not cover the whole range of social and economic
realignments  that technological
changes, nor their distributive consequences, as technol-
ogy unfolds across global societies and markets. Attempts
to engage systematically with distributive issues in policy
processes have not been altogether successful. In Europe,

accompany major
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consideration of the “fourth hurdle”—the socioeconomic
impact of biotechnology—was abandoned after a brief
debate. In the United States the congressional Office of
Technology Assessment, which arguably had the duty to
evaluate socio-economic impacts, was dissolved in 1995
(Bimber 1996). President Clinton’s 1994 injunction to
federal agencies to develop strategies for achieving envi-
ronmental justice produced few dramatic results (Execu-
tive Order 12298, 1994). At the same time, episodes like
the rebellion against Monsanto’s “terminator gene” dem-
onstrate a deficit in the capacity for ethical analysis in
large corporations, whose technological products can fun-
damentally alter people’s lives. Sustained interactions
between decision-makers, experts and citizens, starting at
the upstream end of research and development, could do
much to expose the distributive consequences of
innovation.

LEARNING. Theorists of social and institutional learn-
ing have tended to assume that what is “to be learned”
is never a part of the problem. A correct, or at least a
better, response exists, and the only issue is whether
actors are prepared to internalize it. In the real world,
however, learning is complicated by many factors. The
capacity to learn is constrained by limiting features of
the frame within which institutions act. Institutions see
only what their discourses and practices permit them to
see. Experience, moreover, is polysemic, or subject to
many interpretations, no less in policy-making than in
literary texts. Even when the fact of failure in a given
case is unambiguous, its causes may be open to many dif-
ferent readings. Just as historians disagree over what
caused the rise or fall of particular political regimes, so
policy-makers may find it impossible to attribute their
failures to specific causes. The origins of a problem may
look one way to those in power, and quite another way
to the marginal or the excluded. Rather than seeking
monocausal explanations, then, it would be fruitful to
design more avenues through which societies can collec-
tively reflect on the ambiguity of their experiences and
to assess the strengths and weaknesses of alternative
explanations. Learning, in this modest sense, is a suit-
able objective of civic deliberation.

Conclusion

The enormous growth and success of science and tech-
nology during the last century has created difficult con-
tradictions for institutions of governance. As technical
activities have become more pervasive and complex, so
too has the demand grown for more complete and multi-
valent evaluations of the costs and benefits of techno-
logical progress. It is widely recognized that increased

participation and interactive knowledge-making would
improve accountability and lead to more credible assess-
ments of science and technology. Such approaches
would also be consistent with changes in the modes of
knowledge production, which have made science more
socially embedded and more closely tied to contexts of
application. Yet, modern institutions still operate with
conceptual models that seek to separate science from
values and emphasize prediction and control at the
expense of reflection and social learning. Not surpris-
ingly, the real world continually produces reminders of
the incompleteness of our predictive capacities.

To move public discussion of science and technol-
ogy in new directions, there is a need for “technologies
of humility,” complementing the predictive “technolo-
gies of hubris” on which we have lavished so much of
our past attention. These social technologies would give
combined attention to substance and process, and stress
deliberation as well as analysis. Reversing nearly a cen-
tury of contrary development, these approaches to deci-
sion-making would seek to integrate the “can do” orien-
tation of science and engineering with the “should do”
questions of ethical and political analysis. They would
engage the human subject as an active, imaginative
agent in making policy, as well as a source of knowledge,
insight, and memory.
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ETHICS AND TECHNOLOGY:
A PROGRAM FOR FUTURE
RESEARCH

DEBORAH G. JOHNSON
THOMAS M. POWERS

In this paper we present a program for future study of
ethics and technology. Most generally, the analysis
involves understanding the role of technology in moral
action. On the one hand, technology shapes and is
shaped by moral thought and action; on the other, this
shaping is rarely acknowledged, let alone understood, by
moral philosophers. Thus the program sketched here is
aimed at making technology visible as an element of
moral philosophy. We lay out a line of reasoning that
uncovers the intentionality of the design of technologi-
cal artifacts, and then we compare human moral action
to features of the design and use of technological arti-
facts. This line of reasoning provides the groundwork for
extensive future research. The program description is
both a plan of study for our own research as well as a call
for other scholars to turn their attention to the issues
outlined.

In thinking about the nature of a technology, we
argue that traditional philosophical theories of human
action and ethics can be usefully extended to technol-
ogy. Contemporary action theory has suggested a causal
model of intentional behavior in humans, and we
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believe that (with modification) this model is applicable
to technology. Indeed, when technology is viewed in
relation to a causal model of intentional behavior, the
moral nature of technological agency becomes apparent.
Similarly, traditional notions from ethics, such as good-
ness, responsibility, and accountability, can be extended
in order to understand technology in a new light.

The Artifactual Platform

The world in which humans act and live is a world filled
with human-made objects. In addition to the objects of
the natural world, these human-made objects provide
an enabling and inhibiting background for human
thought and action, and for all of the arrangements of
human life. This background influences and informs
what we think, how we act, and how we arrange our-
selves into units, organizations, and institutions.

By noting the presence of human-made objects, we
introduce a distinction between the human-made and
the natural world, though we readily admit the two are
intertwined. Indeed, they are often so intertwined that it
is difficult to separate them. The natural world has been
dramatically affected by human activity, and technology
is, at least in part, the manipulation of natural potential.
Scientific research from the late twentieth and early
twenty-first centuries suggests there is very little left of a
natural world that is untouched by human agency; the
balance, over human history, has clearly shifted toward a
relatively larger class of human-made objects. In other
words, we are living in the anthropocene, on an increas-
ingly anthropogenic planet (Allenby 2004).

Even though, as a matter of ontology, it will be
increasingly difficult to maintain a distinction between
the classes of human-made and natural objects, the dif-
ference remains significant. The human-made world
could be otherwise, and the future human-made world
is, to some extent, a matter of human choice and human
action. Indeed, work in “normative” design and engi-
neering, seen in the universal design, green engineering,
and appropriate technology movements, presupposes
that there are morally better (and worse) ways to create
the future human-made world. The analysis herein pro-
vides these normative enterprises with a philosophical
footing.

Moral philosophy has always presumed the natural
world as the background for human action and morality,
but has failed to recognize the powerful role of the
human-made world in moral thought and behavior.
Rather than focusing on the background, moral philoso-
phy has concentrated attention on human agency, and

the presumption has been that moral action (through
human beings) is part of the embodied world. The
embodied world has been understood to consist both of
natural things and human bodies, though, to be sure,
some ethicists have acknowledged that morality might
be different if humans had different sorts of bodies or
acted in a natural world ordered in a different way.
Moral philosophers have considered a typical action to
consist of an agent (an embodied being) moving his or
her body in some way, even if only in a very small
way—a wink, a bit of pressure on a trigger, and so on. If
the agent does not move his or her body in some way,
then there is no action. Even speech acts require move-
ment of the speech organs, and most philosophers have
recognized that humans can commit moral wrongs with
mere words.

So our starting place is the idea that human agency
operates in an embodied world, noting how the embod-
ied world includes both human-made and natural
objects. But we want to call attention to the normative
features of the human-made part and come to grips with
the moral importance of technology in constituting the
background for human action. We will call the human-
made part of the embodied world, as far as it concerns
human action, the artifactual platform. This platform is
the class of constructed objects and systems of objects
that are created by and come to influence human
action.

Often, descriptions of action incorporate human-
made objects into the action. For instance, when we say
“John shot Bill,” use of a gun is implicit; when we say
“Mary flew to London,” use of an airplane is presumed,;
and so on. This feature of descriptive language is what
Joel Feinberg (1970) has called the “accordion effect.”
We can choose an expanded description that includes
the artifact, or a collapsed version that conceals it.

When those who study action from the normative
point of view use narrow or collapsed descriptions, the
technological component is glossed over. What is
missed is that particular movements of an agent’s body
could not have had their associated effects were it not
for an artifact. Noting the artifacts involved in moral
behavior is the first step in gaining a better understand-
ing of the role of the artifactual platform in morality.
Becoming aware of this platform allows us to see that a
good deal of moral behavior is action with technology.
In this respect, moral actions, agents, and patients are
not sufficient for an ontology of morality; artifacts are
also part of the moral world. The task of understanding
the role of artifacts in morality is, then, a matter of rec-
ognizing the difference it makes for humans to live in a
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world with the particular artifacts that currently exist or
might exist in the future.

Nevertheless, realizing that moral action takes
place with technology, and on or from an artifactual plat-
form, does not go far enough. As indicated, technologi-
cal artifacts with their particular features are matters of
human choice. Just as humans deliberate about and
choose their actions, some humans (artisans and engi-
neers) deliberate about and create artifacts; other
humans (consumers and users) choose and employ arti-
facts that enable and constrain moral action. Human
agency is significantly affected by technological arti-
facts. It may be augmented, constrained, or merely
altered. The design, availability, and employment of
technology shapes what humans can do, and what they
end up doing.

What, then, is the significance of technology?
Technology expands and constrains the range of human
moral behavior, and changes the character of that
behavior. Technology is far from neutral in its combina-
tion with human behavior. Can one say that it has
moral agency? This question can be pursued by consider-
ing relations between human moral agency and
technology.

The Moral Agency of Technology

The question of the moral agency of technology can be
used as an entry point for exploring the role of technol-
ogy in morality. Grounding it in philosophical concepts,
the analysis starts with the traditions of ethical theory
and action theory and the accounts of human moral
agency they provide. In ethical theory, the standard
account of the responsibility of moral persons (acting
without technology) says that individuals are primarily
responsible for their voluntary, intended behaviors. In
action theory, there is a broader account of intentional-
ity, in which intentional states (“intendings” as well as
desires, beliefs, plans, etc.) are the causes of action. The
intentionality of these states is a property that relates
them to states of affairs and objects in the actual world
and in possible worlds. Intentionality, then, is “about-
ness” or directedness. On this view, voluntary action or
intended behavior is understood to be outward behavior
caused by a complex of internal mental states. By stipu-
lating the specific kind of intending, desiring, and
believing that causes a particular action, philosophers
have distinguished moral action from nonmoral behav-
ior. Because the outward behavior in moral action is the
result of these internal mental states, it is amenable both
to a causal explanation and to a “reason explanation”
(see Davidson 2001). That is, when we ask why some-

one acted in a particular way, he or she can offer antece-
dent intendings, beliefs, desires, and other intentional
states as reasons for the action.

The standard philosophical account is spelled out
in contemporary work in ethical theory and action
theory, but the roots of the account are much older.
The subject matter of moral appraisal even as far back as
Aristotle (384-322 B.C.E.) has been understood to be
intended, voluntary behavior. This is action, conduct,
or the commission of a deed, as opposed to “mere” reac-
tion or nonvoluntary behavior. In contemporary action
theory, Aristotle’s basic view is elaborated upon, and
this produces the following conditions for moral action.
First, there is a potential agent with an internal state.
The internal state consists of intentional mental states,
one of which is, necessarily, an intending to act.
Together, the intentional states (e.g., belief that X is
possible, desire to X, plus an intending to X) constitute
a reason for X-ing. Second, there is an outward, embod-
ied event—the agent does something, moves his or her
body in some way. Third, the internal state is the cause
of the outward event; that is, the movement of the body
is rationally directed and is an action insofar as it is
caused by an internal state. Fourth, the outward action
has an outward effect. Finally, the effect has to be on a
patient—the recipient of an action that can be harmed
or helped. Moral patients are typically human beings,
but the class may include other beings or things as well.
Some ethicists now include higher functioning animals,
entire species, and even ecosystems in the class of moral
patients, and clearly technology does seriously affect
ecosystems and nonhuman animals.

The convergence of these parts of ethical theory
and action theory has produced a plausible account of
the connection between thought and action, and has
helped locate the focal point of moral agency. We adopt
this account as the framework in which to consider the
moral agency of technology. In other words, whether or
not or in what ways technology has moral agency can
best be revealed by comparing features of technology
with the standard account of moral action as derived
from ethical theory and action theory.

Interesting work has been done in the late twenti-
eth and early twenty-first centuries along these lines, as
philosophers have turned to consider the possibility of
nonhuman moral agents (Allen, Varner, and Zinser
2000, Floridi and Sanders 2001, Brooks 2002, Kurzweil
1999, Danielson 1992). Most attention has been given to
artificially intelligent computers as the best candidates
for agency. Computers have drawn attention in part
because of the interest in the precise nature of intelli-
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gence. Some philosophers of artificial intelligence (Al)
seem to think that intelligence can emerge out of the
complex states of computers. This view implies that the
ability of a computer to generate intentional states on its
own would go a long way toward making it like a human
moral agent. (Researchers in Al are primarily interested
in engineering robotic computers to do things such as
sense, recognize, navigate, and modify, and not, in the
main, concerned with the deeper implications of Al for a
philosophical account of intelligence.) A thrust of the
account here is to draw attention away from the project
of considering intelligence and computers, and instead to
explore technological artifacts more broadly, as entities
that have intentional states that are not mental states.

At the heart of our argument for the moral signifi-
cance of technology is the claim that artifacts have
intentionality, the property of “aboutness” or directed-
ness toward the actual world and a future designed
world. One of the reasons so little attention has been
given to ethics and technology seems to be a failure to
recognize the intentionality designed into technological
artifacts. On the one hand, the only type of intentional-
ity of interest to ethicists has been the type found in the
mental states of human agents. With its focus on human
agents, ethical theory has not recognized the impor-
tance and relevance of the design and use of technologi-
cal artifacts by human agents. On the other hand, schol-
ars in science and technology studies have introduced
the idea of technology having a kind of agency (Law
1987, Callon 1986). However, they have not recognized
the ethical implications of this move. Nor have they
related technological agency to the broader philosophi-
cal literature on action. The argument in this essay
brings ethical theory and action theory to bear on the
moral agency of technology.

Because the program outlined here builds on our
claim that artifacts have intentionality, it will be helpful
to discuss the theoretical apparatus traditionally used to
describe intentionality in moral action. In order for a
human action to be both open to “reason explanation”
and subject to moral appraisal, there must be in the
agent some collection of intentional mental states con-
nected to the action in some fairly specific ways. Agents
are subject to moral appraisal in virtue of those inten-
tional acts that have morally relevant effects on moral
patients. Intentional acts are caused by a variety of
intentional states and/or entities: beliefs, desires, intend-
ings, maxims, plans, and the like. An agent is a being
who acts, with the cause of the action originating in the
agent’s mind as the complex of intentional states. The
cause of the action is the primary reason for the action,

and the cause as a whole can be seen as a collection of
intentional states that serve as a “reason explanation”
of the action. Intentional entities are entities that are
capable of having intentional states; intentional actions
are those actions that are caused by intentional states.

Our extension of this view of agency does not entail
that artifacts have mental states or the ability to intend.
We claim only that artifacts have intentionality or
directedness at users and environments, and that this
intentionality is causally efficacious. In proposing that
intentionality is designed into technological artifacts,
we avail ourselves of a quite general definition of inten-
tionality, according to which it is the property of some-
thing, such that it is directed at or represents an object
or state of affairs. The term intentionality is broadly con-
strued so that intentional entities can be states of mind,
sentences, speech acts, maps, or any designed object.
Though this view of intentionality is quite broad, we
nonetheless agree with the traditional view that humans
are intentionality-generating beings. Their states of
mind are directed at or about objects and states of
affairs, and it is this original power of mind as intention-
ality generating that accounts for the intentionality in
nonmental entities.

Humans have the ability to externalize their inten-
tional states in speaking and writing. Spoken and writ-
ten declarative sentences are intentional, just as are the
beliefs that they express. While sentences and signs
originate in the processes of the mental realm, these
entities come into being only when they are expressed
outwardly. Clearly, some intentional entities remain
internal to humans, such as mental states of belief, desire,
and visual perception.
explain the actions of human moral agents in that the
intentional entities cause the actions and count as rea-
sons why the agent committed the act. As for the exter-
nal intentional entities, once they come into being and
are (by definition) physically separated from the human
who generated them, they still rely on a community of
intentionality-generating beings (interpreters) in order
to be intentional—in order for their intentionality to be
grasped. Examples are maps, chairs, sentences in a natu-
ral language, and works of art. External intentional enti-
ties, like their internal counterparts, can cause and
explain action. For example, the stop sign causes drivers
to step on the brakes and bring their vehicles to a stop;
the speech act of commanding individuals to behave in
a certain way may cause individuals to do what is com-
manded; and so on.

Internal intentional states

The internal/external distinction in intentional
entities takes into consideration the kinds of intention-
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ality in human minds, in tangible expressions such as
sentences and speech acts, and in representational states
that are found in designed artifacts. Internal intentional
states are those that necessarily remain mental; external
intentional states, by contrast, are expressed in the form
of entities that exist outside of the mind. An internal
intentional state such as a belief often leads to an exter-
nal intentional entity by means of a process not yet fully
understood, but still assumed to be causal in nature. We
argue that designed artifacts such as maps, computer
programs, cars, and the like are externalized expressions
of internal intentional states. They are intentional enti-
ties that cause action with morally relevant effects.

The most difficult part of the account here is the
claim that things other than mental states can be about,
be directed at, or represent objects and states of affairs.
This claim seems noncontroversial when applied to sen-
tences, speech acts, and maps. For instance, John R.
Searle (2001) describes maps and house blueprints as
intentional entities. Thus it should not be controversial
when it comes to technological artifacts. While we claim
that technological artifacts are intentional entities, we
acknowledge that in the standard account of agency and
action, agents have a specific intentional state of intend-
ing to perform a particular action, plus some more basic
intentional states such as beliefs and desires. Because we
claim that artifacts are intentional entities, the obvious
question is what kind of intentionality do they have?
That is, do they have something akin to the basic inten-
tional states of humans, such as beliefs and desires, or
something like the specific states of intending?

The Functionality and Intentionality of Artifacts

Our argument for the intentionality of technological
artifacts is based on a particular understanding of the
intentional states that artifacts can have. These inten-
tional states cannot be fully understood without refer-
ence to the functions of the artifact. Accordingly, our
account of the functionality of artifacts will be devel-
oped by answering three questions. What are functions
in an artifact? How do they get into the artifact? What
do users do with functions?

WHAT ARE THE FUNCTIONS IN AN ARTIFACT? Typif
cally artifacts are thought to have functions, and their
functionality is framed in terms of purposive or teleolog-
ical explanation. While we do not reject this approach,
we want to suggest a different view—one that allows for
the flexibility we find in the design and use of artifacts.
We base our understanding of the functionality of arti-
facts on the model of mathematical functions. An arti-

fact has a function when it takes some input from a
domain of human behaviors and produces a result
within a range—what we generically call the output.
The behavior of the user with the artifact fits the math-
ematical model of functions in that it consists of a rela-
tional triple: input, rule of transformation, and output.
In the case of both mathematical functions and artifacts,
one of two things can happen in the functional transfor-
mation. Either an input maps onto exactly one output
(in which case the relation is one-to-one), or many dif-
ferent inputs map onto one output (a many-to-one rela-
tion). The definition of a function precludes the possi-
bility that a particular input will deliver varying outputs
(except in the case of artifacts such as slot machines
whose one output is to produce varying outputs). This is
an important condition for mathematical functions as
well as artifactual ones. An artifact ceases to be useful
(or even sometimes safe) when its output is unpredict-
able (except, again, when unpredictability is the
designed output), and this is exactly what happens when
a user gets different outputs for the exact same input on
different occasions.

Here is an example of a technological function. A
designer of a braking system for cars would model input
by considering reaction times, leg position, pedal pres-
sure, and stopping force for drivers who wish to control a
typical car by pressing on the brake pedal. This process of
design begins to reveal how the artifact becomes inten-
tional; the input model is “about” driver capabilities and
driving conditions—what we can gloss as “input” and
“environment” aspects of the model. The transformation
rule for the function, which is embodied in the mechani-
cal parts of the braking system, turns those anticipated
inputs into a result: The car slows at an appropriate
speed. This is how the intentional states are actually
manifested in the artifact; they are “materialized” in the
way the artifact transforms the input. A successful brak-
ing system will incorporate realistic reaction times and
pressures for the vast majority of drivers, and will reliably
transform those inputs into the safe braking of a car under
most conditions. A proper braking system will not map
the different outcomes “stop the car” and “accelerate the
car” to the exact same driver behavior. Design functions,
like mathematical functions, are not one-to-many
relations.

When an artifact appears to function differently
with the same inputs, either the artifact is broken or
there is a mistake about the sameness of inputs. The
input mode for many complex artifacts such as com-
puters is context dependent. For example, when the
input of “striking the return key” on the keyboard yields
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different results at different times, this is because the
computer is in different states during the respective
inputs. In some programs, a query can be answered affir-
matively by striking the return key. In others—word
processors, for example—striking the return key places a
hard return in a document. The lesson is that inputs are
always tied to context. The condition that the artifac-
tual functions borrow from mathematical ones reveals
that there will never be more than one output for an
input in a context. We may get spaces in some word-proc-
essing documents when we push the return key, and
affirmations to queries when running other programs,
but we will never get spaces sometimes and affirmations
other times, in the exact same input context.

HOW DO FUNCTIONS GET INTO AN ARTIFACT? Cru-
cial to this account is the fact that transformation rules
of functions cannot be built into artifacts without apply-
ing intentional models of users and the world in which
they operate.

There are two immediate senses in which the inten-
tionality that begins with design is connected to techno-
logical artifacts in use. The act of design always requires
intentionality—the ability of a designer to represent,
model, perceive, and the like. Similarly, the use of an
artifact—grasping a tool, following the user’s guide—
requires typical forms of cognition that feature inten-
tionality. But there are deeper ways intentionality con-
nects to designed functions and uses, ways that go
beyond the intentionality of designers and users. When
designers design artifacts, they poise them to behave in
certain ways. Those artifacts remain poised to behave in
those ways. They are designed to produce unique out-
puts when they receive inputs. They are directed at
states of affairs in the world and will produce other
states of affairs in the world when used. The telephone
is “about” typical human fingers and ears, auditory
capacities, and the physics of sound—it is intentional
with respect to certain organisms and their environ-
ments. In a complicated way, the intentionality of the
telephone is required to make it work as a communica-
tion device. But the telephone is also directed at certain
social facts; it is about a world in which individuals want
to talk with others who are beyond the reach of (unas-
sisted) human voices. The telephone also requires that
users memorize or keep a record of numbers attached to
persons. Otherwise, a potential caller will not be able to
use the telephone. Long after the designer has poised
the artifact, the functions still reside in it and make
complex actions possible. The argument here receives
support from an analysis by Fred Dretske (1989) of what
he terms the “design problem,” as exemplified by how

to get a mechanical system to do something that its
designers find important, such as how to get a tempera-
ture indicator to be a switch for turning on a furnace.

WHAT DO USERS DO WITH FUNCTIONS? Users do not
merely comply with the behavioral requirements
designed into artifacts; they do not merely “satisfy” the
model of use. They can add to the functions of an arti-
fact by envisioning an unanticipated input that yields a
novel output. This envisioning itself begins as an inten-
tional state in the user, but it is then manifest in out-
ward ways. An example of this is when someone picks
up a television and throws it at an attacker to stop the
attack. Here the user sees that by providing a particular
kind of input (lifting and throwing), the television can
be used to produce an output that it was not originally
designed to produce.

The intentional states of artifacts are the result of the
work of the artifact designer; designers mold intentionality
into artifacts by concretizing the intentional models so that
they enable the transformations promised by the functions.
Users then deploy these functions by supplying inputs to
the artifacts, under the prescribed conditions. Our argument
is thus more than that the intentionality of designers and
users becomes operative when artifacts get put to use. Our
claim is that artifacts are in some sense chunks of intention-
ality, externalized by artifact designers and deployed by users
in particular contexts.

When the intentionality and functionality of arti-
facts are seen in this light, it becomes difficult to locate
precisely the agency in human actions with technologi-
cal artifacts. There is intentionality in the mind of the
artifact user, in the intentional states and functions of
the artifact, and in the designer who created the inten-
tionality and functionality embodied in the artifact.
What may begin as the intentional model of a designer
gets molded into an artifact and then deployed by the
user. Hence, there is a complex of agency with human
and nonhuman components.

We thus acquire a picture of moral action with
technology as a complex combination of the intention-
ality of artifact designer, the intentionality of the arti-
fact, and the intentionality of the user. Does this mean
that artifacts are moral agents? If we return to the stand-
ard account of moral agency, it is now clear that arti-
facts meet most but not all of the conditions. Remember
that on the standard account, human moral agency
includes the stipulation of a potential agent with inter-
nal mental states, and one of these states is an intending
to act. The agent does something, moves his or her body
in some way, such that the internal states are the cause
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of the movement. The internal, mental states are thus
also the reason for the action. The movement or behav-
ior has an effect on a moral patient, someone or some-
thing that can be harmed (or helped).

Our analysis of human-action-with-artifact overlaps
significantly with standard (nontechnological) human
action, even though it locates agency in the triad of
designer, artifact, and user. We have found that inten-
tional states are spread out over designers, artifacts, and
users, so that the action of the human-agent-with-arti-
fact is caused by intentional states in each member of
the triad. A complete reason explanation must include
an account of the intentional states and functions of the
artifact, because these states and functions play a causal
role in the eventual action. The causal role of the arti-
fact is necessary, but not sufficient, for the effect on the
moral patient. True, artifacts alone are not agents, nor
are their intentional states in any way internal mental
states. Likewise, artifacts alone do not intend. But the
intentional states of artifacts shape and cause external
or embodied movement, both in terms of functional
inputs of users and in terms of artifactual output. And
intentional, caused, embodied movement can have
morally relevant effects on patients. Thus, the inten-
tionality and functionality of artifacts are important
components of a full picture of moral action.

This account has implications for the notion of
moral responsibility. Because philosophers and others
may resist the idea of any kind of agency or even inten-
tionality being attributed to technology because it may
appear to deflect responsibility from human actors, it is
appropriate to consider the issue of responsibility in a case
study. Can technological artifacts be said to bear moral
responsibility, or even to be morally good or bad entities?

An Illustration: The Moral Evaluation
of Computers

At first glance, the idea of artifacts bearing moral respon-
sibility appears implausible. There is, however, a form of
human moral responsibility that is applicable to certain
kinds of computer systems that may have broader appli-
cation to other technologies. We refer here to the
responsibility of human surrogate agents to their clients.
Human surrogate agents are those who act on behalf of
others. For example, lawyers, tax accountants, estate
executors, and managers of performers and entertainers
pursue the interests of their clients. The behavior of these
agents is evaluated in terms of how well they pursue their
client’s interest while staying within the constraints and
expectations associated with their roles. Like surrogate
agents, computer systems pursue interests of their users;

hence, their behavior can be evaluated in terms of how
well they pursue the interests of their users.

If computer systems can be understood as surrogate
agents for their human users, it would seem that role
morality can be extended to computer systems, and this
is a reason for attributing moral responsibility to com-
puter systems and for morally evaluating such systems.
In essence, the suggestion here is that the concept of
role morality can be understood as a set of constraints
on behavior, based on the interests of others, and can be
applied to the functionality of particular computer sys-
tems. Just as human surrogate agents are evaluated in
terms of whether they adequately understand and repre-
sent the point of view of their clients, one can evaluate
computer systems in terms of how they represent and
pursue the user’s interests. Such an evaluation would
involve many aspects of the system, including what it
allows as user input and how it goes about implementing
the interests of the user.

Consider the search engine surrogate that pursues a
user’s interest in finding web sites on a particular topic.
Whether the search engine lists web sites in an order
that reflects highest use, or fails to list some sites, or
gives priority to sites for which the owner has paid to be
listed—all of this can have moral implications (Introna
and Nissenbaum 2000). We might say, then, that the
computer system takes on a third-person, interested per-
spective, either of the user or of someone else. Several
important questions arise. Does the system act on the
actual user’s interests, or on a restricted conception of
the user’s interests? Does the system competently pursue
the user’s interests, without pursuing other, possibly ille-
gitimate interests such as those of advertisers, computer
hardware or software manufacturers, government spying
agencies, and the like? Are faulty or buggy computer sys-
tems analogous to misbehaving human surrogate agents?
Do they fail to do the tasks (or to adequately do the
tasks) that users employ them to do?

The foregoing suggests the kind of moral evaluation
that can be made when computer systems are seen as
surrogate agents. Tax preparation programs perform like
tax advisers; contract-writing programs perform some of
the tasks of attorneys; Internet search engines seek and
deliver information like information researchers or
librarians. Other types of programs and computer sys-
tems serve the interests of users, but there are no corre-
sponding human surrogate agents with whom to com-
pare them. Spyware programs uncover breeches in
computer security, but when they do so for the user,
they do not replace the tasks of a private detective or
security analyst. Increasingly, computer systems do more
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for us than human surrogates could do. This is why it is
all the more important to have a framework for morally
evaluating computer systems, especially a framework
that acknowledges that computer systems can do an
incompetent job of pursuing the interests of their users
and can misbehave in their work on behalf of users.

To claim that computer systems (and possibly other
technologies) have moral responsibility and can be
morally evaluated is not to claim that the responsibility
or blameworthiness of users or system designers is
thereby diminished. We anticipate that the standard
response to our argument will be that the attribution of
responsibility to various agents is a zero-sum situation—
that designers are “let off the hook” when we turn to
the moral evaluation of computer systems. In response,
we deny that moral evaluation is zero sum. Computer
systems behave. Their behavior is intentional, and it
can have effects on humans and can be morally
appraised independently of an appraisal of their design-
ers’ behavior. What the designer does and what the
computer does (in a particular context) are different,
albeit closely related. To think that only human design-
ers are subject to morality is to fail to recognize that
technology has intentionality, and its intentionality
plays a causal role in the effects that computer systems
can have on moral patients.

So the point of emphasizing the moral responsibility
and moral evaluation of computer systems is not to
deflect responsibility away from system designers or
users. Because a computer system is conceptually dis-
tinct from the computer system designer and user, all
three should come in for moral scrutiny. Computer sys-
tems are an interesting case here because they are
becoming increasingly sophisticated, in both technical
and social dimensions. Though the first computer sys-
tems may have been simple utilities or “dumb” technol-
ogies designed to help humans connect phone calls, cal-
culate bomb trajectories, and do arithmetic, computer
systems are increasingly taking over roles once occupied
by human surrogate agents. This continuous change
would suggest that, somewhere along the way, computer
systems changed from mere tool to component of a com-
plex agent. Now, it can no longer be denied that com-
puter systems have displaced humans—both in the man-
ufacturing workforce, as has long been acknowledged,
and more recently in the service industry. It would be
peculiar, then, for users to recognize that computers
have replaced human service workers who have always
been supposed to have moral constraints on their behav-
ior, but to avoid the ascription of similar moral con-
straints to computer systems.

We introduced this discussion of computer systems as
a way of opening up the possibility of technology bearing
moral responsibility and being subject to moral evaluation.
The challenge of the program we propose is to explore this
territory in relation to both smart as well as more mundane
(less complicated) technologies. The larger program will
have to come to grips with the triad involved in moral
action and agency: designers, artifacts, and users.

Conclusion

The line of reasoning developed here sketches an
account of the role of technology in moral action. We
began with the distinction between natural and human-
made objects and noted that moral philosophy has
neglected the importance of the artifactual platform in
which human action occurs. We argued that artifacts
have intentionality and gave an account of this inten-
tionality using the functionality of artifacts and their
directedness at states of affairs in the world; in this way,
artifacts are comparable to speech acts. Building on our
account of the intentionality of artifacts, we considered
whether artifacts have moral agency. Here we argued
that there are three forms of intentionality at work in
moral action with technology: the intentionality of the
artifact designer, the intentionality of the artifact, and
the intentionality of the artifact user. Allowing for the
agency of artifacts does not diminish the responsibility
of human actors. To address the issue of the responsibil-
ity and moral evaluation of artifacts, we examined com-
puter systems as surrogate agents. We argued that the
responsibility of human surrogate agents provides a good
model for making sense of the responsibility of computer
systems. Computer systems can be morally evaluated in
terms of their roles in relation to users. We have long
known that computer systems can err; our account sug-
gests that they can also misbehave.

The set of issues discussed here constitute a program
for future research. Technology has not been a signifi-
cant focus in moral philosophy, and yet it shapes the
human moral universe in significant ways. Attention to
technology promises to open up a range of interesting,
complex, and important philosophical issues.
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RESEARCH ETHICS,
ENGINEERING ETHICS, AND
SCIENCE AND TECHNOLOGY

STUDIES

RONALD R. KLINE

The fields of research ethics and engineering ethics, as
well as programs in science, technology, and society,
were established in the United States in the late 1960s
and early 1970s amid concerns about fraud in science,
engineering-management disasters such as the Ford
Pinto gas tank explosions, the role of technologies such
as Agent Orange in fighting an unpopular Vietnam
War, and environmental degradation. Concerns about

scientific scandals and engineering disasters thus shaped
the fields of research ethics and engineering ethics.
More recent approaches in science and technology stud-
ies can complement and supplement methods from
moral philosophy to do research in, and teach courses
on, social and ethical issues in engineering.

Issues in Research Ethics and Engineering Ethics

The disjunction between the fields of research ethics
and engineering ethics is striking. The literature is div-
ided along that amorphous but venerable boundary
erected and maintained to separate science from engi-
neering (Kline 1995). Of the dozen or so textbooks on
engineering ethics published since the early 1980s, only
one, by Caroline Whitbeck (1998), treats research issues
in engineering, but sharply divides it from engineering
practice. By “practice,” Whitbeck means activities other
than research, that is, the development, design, testing,
and selling of structures and consumer products. The
journal Science and Engineering Ethics, established in
1995, publishes articles that mainly discuss ethics in sci-
ence or in engineering. Only a few are on matters relat-
ing to both science and engineering. The Committee on
Science, Engineering, and Public Policy, a joint effort of
the U.S. National Academy of Sciences, the National
Academy of Engineering, and the Institute of Medicine,
published a little booklet on research ethics entitled On
Being a Scientist: Responsible Conduct in Research, the sec-
ond edition of which appeared in 1995. It does not
address the product development or design side of engi-
neering, which is of so much concern to professional
engineering societies such as the Institute of Electrical
and Electronics Engineers (IEEE) and the American
Institute of Chemical Engineers (AIChE).

Although writers work hard to maintain these
boundaries, publications such as On Being a Scientist and
engineering codes of ethics (Martin and Schinzinger
1996, appendix; Anderson et al. 1993) list very similar
ethical issues, but with the order of importance inverted.
This difference is also seen in the amount of attention
given to cases involving these issues in research and
engineering ethics:

Main Issues in Research Ethics
Integrity of research

Credit and authorship

Conflicts of interest

Welfare

environment

of subjects, experimenters, and the

Social implications of research
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Main Issues in Engineering Ethics

Public’s health, safety, and welfare, including the
environment

Being a faithful agent of the employer
Conflicts of interest
Credit (e.g., intellectual property provisions)

Integrity of reports

How does one explain the reversal in priority given
to these issues by scientific and engineering organiza-
tions? An older view in the history of technology held
that science and technology, especially engineering, are
mirror-image twins. Science values theory and ideas,
whereas engineering values practice and the design of
products (Layton 1971). This explanation helps one
understand how leaders in science and engineering
reproduce these stereotypes of the two fields. Yet it is
unsatisfactory because it has been common for engineers
to do theoretical research (Kline 1992) and for scientists
to build instruments (Galison 1997).

Another way to investigate this difference in prior-
ity is to look at how the engineering disasters and the
scandals in science of the 1970s and 1980s helped
shape the issues in the two fields, and how scientific
and engineering societies reacted to these threats to
their authority and to the public image of science and
engineering.

Scandals and Disasters

All of the above issues have been prevalent in sci-
ence and engineering for a long time. Charles Bab-
bage (1792-1871) spoke about “forging,” “trimming,”
and “cooking” (serving up the best results) in a book
on reforming science in England in the early nine-
teenth century (Babbage 1989 [1830], pp. 90-91).
Scientists and engineers have questioned the social
implications of science and technology since the
United States dropped atomic bombs on Japan in
1945 (Boyer 1985). The American mathematician
Norbert  Wiener
secrecy of science after the war, as well as the possi-
ble ill effects of cybernetics, the very field he created
(Heims 1980). One of the most famous disputes about
credit in science was that between Isaac Newton and
Gottfried Leibniz in the eighteenth century over the
innovation of the calculus (Westfall 1980). Engineers
have long been concerned about public reactions to
their work, concerns that intensified with the profes-
sionalization of their field in the late nineteenth cen-

tury (Layton 1986 [1971]).

criticized the militarization and

Why was there such a great interest in research and
engineering ethics in the 1970s? It seems probable that
public concerns were part of a broader critique of cul-
tural authority at the time, which included a general
criticism of science and technology, protest against the
Vietnam War, the rise of the environmental and appro-
priate technology movements (Pursell 1993), and the
national scandal of Watergate. In the 1970s, charges of
misconduct in science and dangerous designs in engi-
neering grew into public scandals about “fraud” in sci-
ence and amoral calculation in engineering. Accounts
of scientific scandals and engineering disasters filled
newspapers, calling forth responses from the scientific
and engineering communities, as well as from social sci-
entists and philosophers. This public outcry also helped
create the fields of research ethics and engineering
ethics, as well as programs to study issues in science,

technology, and society (Mitcham 2003a, 2003b).

Perhaps the book that did the most to publicize
“fraud” in science was Betrayers of the Truth (1982),
written by the science journalists William Broad and
Nicholas Wade. That same year, a young congressman
from Tennessee, Al Gore, held congressional hearings
on fraud in biomedical research, drawing on many of
the cases reported by Broad and Wade in the journal
Science (Kevles 1998).

Despite its sensational and naive title, Betrayers of
the Truth discusses subjects that have been of keen inter-
est in science and technology studies, such as differences
between ideology and practice in science, problems with
replication, and trust relations. The authors severely
criticized historians, philosophers and sociologists of sci-
ence for upholding the myth of science as a rational,
autonomous, verifiable producer of certain knowledge.
Their main targets seem to be Karl Popper, Robert Mer-
ton, and internalist historians of science. They cite Tho-
mas Kuhn appreciatively. In regard to the first issue in
research ethics mentioned above, integrity of research,
they questioned the objective ideology of science and
the autonomy and effectiveness of its system of checks
and balances—peer review, refereeing, and replication.

The more sensational part of the book described
the prevalence of what they called “fraud” in science,
under which they included the issues of integrity of
research and credit and authorship. An appendix lists
thirty-four cases of fraud, dating from the Greek astron-
omer Hipparchus in the second century B.C.E., who
“published a star catalog taken from Babylonian sources
as if it were the results of his observations” (p. 226), to
three cases of falsification of data in biomedical research
in 1981. Most of the then-recent cases occurred in biol-
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ogy, including that of Mark Spector, a graduate student
with “golden hands” working at Cornell University
under the biologist Efraim Racker. Racker and Spector
announced a novel theory of cancer causation in 1981,
only to find out later that Spector had forged experi-
ments. Broad and Wade conclude that “Pride, ambition,
excitement at a new theory, reluctance to listen to bad
news, unwillingness to distrust a colleague” were the
“ingredients that caused the kinase cascade theory to go
so far.... Replication was the last step in the episode,
undertaken when everything else had failed and only
after plain evidence of forgery had come to light” (p. 63,
their emphasis). In regard to the self-policing mecha-
nism of science, they give a structural explanation.
“The roots of fraud lie in the barrel, not in the bad
apples that occasionally roll into public view” (p. 87).

The scientific community responded to the publi-
city surrounding these cases by conducting investiga-
tions, issuing reports, and publishing educational mate-
rials. The first edition of On Being a Scientist appeared in
1989. In 1992 the National Research Council defined
misconduct as “fabrication, falsification, and plagiarism
in proposing, conducting, and reporting research”
(Whitbeck 1998, p. 201; Mitcham 2003a, p. 277). The
cold fusion controversy in 1989 (Lewenstein 1992), the
David Baltimore case in biomedicine in 1991 (Kevles
1998), and the early 2000s case of data fabrication at
Bell Labs by the rising “star physicist” Jan Hendrik
Schén in research on organic semiconductors and nano-
science (Levi 2002) have kept the topic in the news and
before the scientific community.

The issues raised and discussed during these “scan-
dals” have dominated thinking on research ethics by
scientists and ethicists. The booklet On Being a Scientist
and the journal Science and Engineering Ethics both
devote much more space to questions of integrity of
research and credit and authorship, than to conflicts of
interest and social implications of research. This prior-
ity existed before the 1970s, but it seems that the
charges of fraud and responses to it have reinforced the
status of these issues in research ethics and lessened
that of other issues, such as gender and other power
relations.

The field of engineering ethics has a similar history.
In the Progressive Era of the late nineteenth and early
twentieth centuries in the United States, professional
engineering societies developed codes of ethics in order
to raise the status of the field, to make it look more like
a learned profession such as medicine, which was con-
sidered socially responsible (Layton 1986 [1971], 1978).
The codes played this role for a short time around

World War I, but they became rather obscure docu-
ments thereafter.

How obscure the codes were is revealed in the Bay
Area Rapid Transit (BART) case in San Francisco. In
late 1971, three engineers working for the BART dis-
trict brought concerns about the safety of an automated
train project to the attention of a member of the board
of directors, after getting no satisfaction from a supervi-
sor. Their analysis predicted, for example, that doors
would open before the train entered the station. Instead
of investigating the engineers’ allegations of a dangerous
design, the board investigated who the anonymous engi-
neers were and had them fired (Friedlander 1974). The
IEEE came to their assistance in early 1975 by filing a
“friend of the court” brief. The IEEE proposed the novel
argument that BART had violated the employment
contract of the fired engineers because, as professional
engineers, they were obligated to abide by the code of
ethics of their profession and “hold paramount” the
public’s safety. The IEEE referred to the code of ethics
of the Engineers’ Council for Professional Development,
an umbrella group for all engineers and the predecessor
to the current Accreditation Board for Engineering and
Technology, because the IEEE did not know it had an
existing code on the books, created in 1912. Still
unaware of the earlier code, it wrote a new one in 1979
(Kline 2001/2002). The IEEE’s argument in the BART
case did not set a precedent. The two engineers settled
out of court when they realized that some false state-
ments they had made to management would probably

hurt their case (Unger 1994).

The BART case is one of a litany of disasters and
near disasters used in teaching engineering ethics in the
United States. Among them are:

e Gas tank ruptures of rear-ended Ford Pintos that
caused burn injuries and deaths in the 1970s. Doz-
ens of lawsuits were subsequently brought against
Ford Motor Company (Camps 1981; De George
1981).

e The crash of a Turkish Airlines DC-10 near Paris
in 1974, killing all 346 people aboard, attributed
to a poorly designed cargo latch system. A test
facility in Long Beach, California, said it had com-

pleted design changes when it had not (Fielder and
Birsch 1992).

e The Three Mile Island nuclear power plant acci-
dent of 1979, resulting in a partial meltdown of its
core and a lengthy and costly cleanup (Ford 1982).

e The crash of another DC-10, this time upon take-
off from Chicago in 1979 when an engine sepa-
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rated from the plane. All 271 people aboard were
killed, as well as two persons on the ground. The
airline used shortcuts in maintenance procedures

(Fielder and Birsch 1992).

e The collapse of a fourth-floor walkway in the
atrium of the Hyatt Regency Hotel in Kansas City,
Missouri, in 1981, killing 114 partygoers (Rubin
and Banick 1986).

e The Union Carbide Corporation Bhopal disaster
in India in 1984 (Stix 1989).

e The space shuttle Challenger accident of 1986
(Vaughan 1996).

e The space shuttle Columbia accident of 2003.

In all of these cases, investigation showed that engineers
had known about, and often raised issues about, what
they considered to be risky and unsafe designs from an
early stage in the design process.

The cases are usually taught as a conflict between
engineers wanting to create a safe design and managers
wanting to push the products out the door because of
time and financial constraints. But as Diane Vaughan
(1996) has argued in the case of the space shuttle Chal-
lenger—a favorite in engineering ethics courses and lit-
erature—assumptions of amoral calculation by managers
and engineers should be reexamined. Vaughan focuses
instead on the construction of acceptable risk in the
work-group cultures of day-to-day engineering practices,
which led up to the fateful decision to launch the
Challenger.

These disasters have greatly shaped the field of
engineering ethics. The code of ethics of the Engineers’
Council for Professional Development (1978) had been
rewritten in 1974 to contain the obligation that the
engineer “shall hold paramount the safety, health, and
welfare of the public.” Other engineering professional
societies followed suit. This revision aimed to assure the
public that engineers, if not their managers, were
socially responsible. (See Davis 2001 for an argument
that the original codes stressed social responsibility). It
was a move to protect the autonomy of the engineering
profession as a self-policing group that did not need gov-
ernment oversight. Of course, the increased amount of
damages awarded in lawsuits and the rise of strict prod-
uct liability laws have resulted in another type of
oversight.

Most textbooks rely on these large cases to discuss
safety, risk, whistle-blowing, conflicts of interest, rights
of engineers in corporations, and so forth (Martin and
Schinzinger 1996; Whitbeck 1998; Harris, Pritchard,
and Rabins 1995; Unger 1994. Herkert 2000 takes a

broader approach by including articles on history and
policy). They are a major avenue for students to con-
sider the messy complexity of engineering practices in a
world of multinational corporations, subcontractors,
liability laws, government regulation and deregulation,
consumer activities, and what Bryan Wynne has called
“unruly technology” (1988).

But the cases have also helped shape the field such
that some issues are marginalized. The relationship
between gender and product design, lack of access to
new technology, and the flexible interpretation of test
results are not visible because they have been invisible
in the way the disasters have been reported in the news-
papers, investigated by government committees, and
analyzed by scholars in engineering ethics. Vaughan’s
participation in the board appointed by the National
Aeronautics and Space Administration (NASA) to
investigate the Columbia space shuttle accident is a
recent and much welcomed exception.

Science and Technology Studies

In the late 1990s a movement began aiming to bring sci-
ence and technology studies (S&TS) to bear on
research and teaching in engineering ethics (e.g., Her-
kert, 2000; Lynch and Kline 2000; Kline 2001/2002).
Textbooks on the subject typically show students how
to apply moral philosophy to ethical issues, especially to
moral dilemmas (see, e.g., Martin and Schinzinger
1996). Consider the hypothetical case of an engineer
asked by his supervisor to “do the math backwards” to
come up with data to support a design recommendation
that, based on engineering judgment, contradicts sus-
pected test results (Kohn and Hughson 1980). Students
are often asked to identify the rights, duties, and conse-
quences in this case and weigh them to make a decision.
Textbooks usually do not prescribe the correct (ethical)
courses of action, but present methods for engineers to
use to sort out and identify ethical issues, to understand
the basis for their decision, and to consider innovative
alternatives to escape the horns of the dilemma (see,

e.g., Harris, Pritchard, and Rabins 1995).

Textbooks treat “large cases,” the lengthy descrip-
tions of engineering disasters, in much the same way. For
example, the complexities of the Challenger case are often
reduced to the mythic moment of the night before the
launch when Jerry Mason, a senior vice president at Mor-
ton Thiokol, the maker of the rocket boosters, asked
Robert Lund, the vice president of engineering, to take
off his engineering hat and put on his management hat to
make a decision. The case is presented as one of amoral
calculation on the part of managers, pressured by time
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schedulers and political necessities to overturn a sound
engineering recommendation (Lynch and Kline 2000).

One disadvantage of this approach is that it provides,
even in the big cases, a very thin description of engineering
practice. Work relations among engineers, technicians,
and managers are flattened and described from the agent-
centered perspective favored by these textbooks, engi-
neering professional societies, accreditation agencies, and
moral philosophers. Power relations are often reduced to
engineers versus management, and gender relations are
virtually ignored. The production of engineering knowl-
edge is usually seen as unproblematic, as are conceptions
of risk and safety. The textbook by Mike W. Martin, a phi-
losopher, and Roland Schinzinger, an engineer, is better
in some of these respects. It discusses different perceptions
of risk and safety, as well as work relations in corpora-
tions—under the rubric of rights of engineers in the work-
place—and proposes the idea that engineering is a social
experiment (Martin and Schinzinger 1996). That idea
resonates well with literature in the history and sociology
of engineering and technology, but those fields are
underutilized in engineering ethics literature.

William T. Lynch and Ronald R. Kline (2000)
pointed to the work of Diane Vaughan—her “historical
ethnography” of the Challenger case—as one approach
to take to bring S&TS to bear on engineering ethics.
Vaughan (1996) concluded that the acceptable risk of
flying with solid rocket booster O-rings that did not seat
as they were designed to was constructed by a process of
“normalization of deviance” from original design specs
in the “production of culture” within engineer-manager
work groups. This construction was supported by the
“culture of production” of the wider engineering com-
munity and the “structural secrecy” of passing informa-
tion up through bureaucratic channels. Engineers
thought they were gaining a better technical under-
standing of how O-rings behaved in this harsh, complex
environment and thus considered the erosion of O-rings
by hot gases to be “normal” and under their control.
The proposed launching at a low temperature “outside
their experience base” brought about the conflict with
management during the famous teleconference on the
eve of the launch. The engineers’ perception that
NASA and the managers involved had reversed the
ground rules and now asked them to prove the shuttle
was unsafe to fly brought about the charges of amoral
calculation by managers.

Although Vaughan draws on some S&TS ideas,
such as the concepts of unruly technology and the inter-
pretative flexibility of test results, she does not cover
the entire field of technology studies. In fact, her struc-

turalist approach collides with social constructivists’
accounts. Its chief merit is its detailed historical ethnog-
raphy of engineering practice.

The history, philosophy, and sociology of engineer-
ing also provide a wealth of information about engineer-
ing practice. There are accounts of the professionaliza-
tion of engineering, engineering education, the
relationship between scientific and engineering
research, and the production of engineering knowledge
(Leslie 1993; Downey and Lucena 1995); the engender-
ing of engineering as a masculine profession (Oldenziel
1999); and the processes of design and testing (Vincenti
1990; Kline 1992; Latour 1996; Alder 1997; Cooper
1998; Thompson 2002).

S&TS scholars can draw on many concepts to illu-
minate social and ethical issues in engineering. These
include:

e Gender and technology: gender relationships built
into buildings; masculinity and technical com-
petence (Wajcman 1991).

e Trust in numbers: why quantitative arguments
carry more weight than qualitative ones in a
bureaucratic setting (Porter 1995).

e Tacit knowledge: for example, the phenomenon of
“golden hands” in research (Collins 1985).

e Risk: construction and communication of risk

(Herkert 2000).

e User studies: interpretable flexibility of consumer
products (Oudshoorn and Pinch 2003).

e Trust relations: assumptions of trust in research,
design, and testing (Shapin 1995).

e Boundary work: separation of science from engi-
neering, experts from laypeople, technology from
politics, and so on. (Gieryn 1995).

e Dolitics of artifacts: by choice of design, “nature”
of the design (Winner 1986).

Thick Description and Moral Prescription

One criticism of bringing S&TS to bear on engineering
ethics is that is provides a better description of engineer-
ing practice, but does not directly address normative
concerns. This work is in its infancy, but there are at
least three ways in which the theory-based “thick
description” provided by history and sociology of sci-
ence and technology can lead to moral prescriptions.

The first is by telling a moral tale, such as the
account of Robert Moses designing low bridges on the
Long Island Expressway that prevented buses from the
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inner city from going to Jones Beach (Winner 1986).
Although Moses’s motives in this story may not have
been racially discriminatory, and African Americans
may have found other ways to travel to Long Island
(Joerges 1999), more accurate stories of this kind can
warn engineers of the unintended political consequen-
ces of their designs.

A second way is that thick descriptions can open
new avenues of moral inquiry. Although moral philoso-
phers rightly question the amount of ethical reflection
permitted by Vaughan’s concept of the normalization of
deviance (1996), it can, if used properly, alert engineers
and teachers of engineering ethics to the moral implica-
tions of everyday decisions made in engineering
practice.

Finally, thick descriptions can provide a basis, by
analogy, for taking a normative position. Martin and
Schinzinger’s concept of engineering as a social experi-
ment (1996), for example, shows that engineers cannot
know the precise technical or social outcome of a tech-
nology in the design stage, no matter how many com-
puter simulations they run. The normative implications
from this description of engineering are that the engi-
neering experiment should be conducted in a morally
responsible way, which means—after learning the les-
sons of the horrors of the Nazi medical experiments of
World War IIl—monitoring the experiment, providing a
safe exit, and ensuring that there was informed consent on
the part of those being experimented upon.

In these and other ways, S&TS scholars can find
ways to collapse or problematize the boundaries between
description, analysis, and normative conclusions, to ask
how they can relate to or perhaps strengthen each other.
By bringing an extensive body of research in the history
and sociology of engineering to bear on engineering and
research ethics, S&TS scholars can improve human-
kind’s understanding of the complex social and moral
issues in science and engineering, and perhaps influence
the practice of these fields as well.
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NANOSCIENCE,
NANOTECHNOLOGY, AND
ETHICS: PROMISE AND PERIL

RAY KURZWEIL

Our rapidly growing scientific and technological ability
to manipulate matter and energy at ever smaller scales
promises to transform virtually every sector of society, a
phenomenon that presents manifest ethical responsibil-
ities. There will be increasing overlap between nano-
technology and other technologies, such as biotechnol-
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ogy and artificial intelligence. And as with these pre-
vious scientific and technological transformations, we
will be faced with deeply intertwined promise and peril.

The Nano-Frontier

Nanoscience and nanotechnology today have been
expanded to include essentially any science or technol-
ogy where the key features are measured in a modest
number of nanometers (under 100 by some definitions).
By this standard, contemporary electronics has already
passed this threshold. Eric Drexler has further developed
the concept of building molecule-scale devices using
molecular assemblers that would precisely guide chemi-
cal reactions by means of information. Moreover, just as
technologies related to information develop at an expo-
nential pace, generally doubling in capability and price-
performance every year, so the size of technology is itself
inexorably shrinking, and most of technology will be
“nanotechnology” by the 2020s.

This era will bring us the ability to essentially con-
vert software, that is, information, directly into physical
products. We will be able to produce virtually any prod-
uct for pennies per pound. Computers will have greater
computational capacity than the human brain, and we
will be completing the reverse engineering of the
human brain to reveal the software design of human
intelligence. We are already placing devices with nar-
row intelligence in our bodies for diagnostic and thera-
peutic purposes. With the advent of nanotechnology,
we will be able to keep our bodies and brains in a
healthy, optimal state indefinitely. Nanotechnology and
related advanced technologies will bring us the opportu-
nity to overcome age-old problems, including pollution,
poverty, disease, and aging.

Many object to the intermingling of the so-called
natural world with the products of our technology.
However, the increasing intimacy of our human lives
with our technology is not a new story. Human life
expectancy was thirty-seven years in 1800. Most
humans at that time lived lives dominated by poverty,
intense labor, disease, and misfortune. We are immeas-
urably better off as a result of technology, but there is
still a lot of suffering in the world to overcome. We have
a moral imperative, therefore, to continue the pursuit of
knowledge and of advanced technologies that can con-
tinue to overcome human affliction. There is also an
economic imperative to continue .

Nanotechnology is advancing on hundreds of
fronts. We cannot relinquish its pursuit without essen-
tially relinquishing all of technology, which would
require acts of totalitarianism inconsistent with the val-

ues of our society. Technology has always been a dou-
ble-edged sword, and that is certainly true of nanotech-
nology. However, we will have no choice but to
confront the challenge of guiding nanotechnology in a
constructive direction. Any broad attempt to relinquish
nanotechnology will only push it underground, which
would interfere with the benefits while actually making
the dangers worse.

With the human genome project, three to five per-
cent of the budgets were devoted to the ethical, legal,
and social implications (ELSI) of the technology. A
similar commitment for nanotechnology would be
appropriate and constructive. Near-term applications of
nanotechnology are more limited in their benefits and
more benign in their potential dangers. We cannot say a
priori that all nanoengineered particles are safe, nor
would it be appropriate to deem them necessarily unsafe.
Environmental tests thus far have not shown reasons for
undue concern.

I believe that existing regulatory mechanisms are
sufficient to handle near-term applications of nanotech-
nology. As for the long term, we need to appreciate that
a myriad of nanoscale technologies are inevitable. The
current examinations and dialogues on achieving the
promise while ameliorating the peril are appropriate and
will deserve increased attention as we get closer to real-
izing these revolutionary technologies.

The Nano-Background: Models of
Technology Trends

Models of technology trends show that nanotechnology
and related advanced technologies are inevitable. They
are deeply integrated into our society and are advancing
on many diverse fronts, comprised of hundreds of small
steps, each benign in itself.

INTUITIVE LINEAR AND HISTORICAL EXPONEN-
TIAL VIEWS. Although exponential trends did exist a
thousand years ago, they were at that very early stage
where it is so flat and so slow that it looks like no trend
at all. Today, everyone expects continuous technologi-
cal progress and the social repercussions that follow. But
the future will nonetheless be far more surprising than
most observers realize because few have internalized the
fact that the rate of change itself is accelerating.

Most long-range forecasts of technical feasibility
underestimate the power of future developments because
they are based on the “intuitive linear” view of history
rather than the “historical exponential” view. We will
not experience a hundred years of progress in the twenty-
first century; rather we will witness on the order of twenty

xlii

Encyclopedia of Science, Technology, and Ethics



INTRODUCTORY ESSAYS

thousand years of progress (at today’s rate of progress).
An unexamined intuition provides the impression that
progress changes at the rate that we have recently experi-
enced because an exponential curve approximates a
straight line when viewed for a brief duration.

But an assessment of the history of technology
shows that technological change is exponential. Indeed,
we find “double” exponential growth, meaning that the
rate of exponential growth is itself growing exponen-
tially. These observations are based on a rich model of
diverse technological processes.

THE LAW OF ACCELERATING RETURNS. The ongoing
acceleration of technology is the inevitable result of
the “law of accelerating returns,” which describes the
acceleration of the pace and the exponential growth of
the products of an evolutionary process, including tech-
nology, particularly information technologies.

The law of accelerating returns has three key fea-
tures. First, evolution applies positive feedback as the
more capable methods resulting from one stage of evo-
lutionary progress are used to create the next stage.
As a result, the rate of progress of an evolutionary
process increases exponentially over time, as the
“returns” of that process (e.g., speed or cost-effective-
ness) increase exponentially. As an evolutionary proc-
ess becomes more effective, greater resources are
invested in it, resulting in a second level of exponen-
tial growth (i.e., the rate of exponential growth itself
grows exponentially).

A second feature is “technological paradigm shifts.”
A specific paradigm (a method or approach to solving a
problem) provides exponential growth until the method
exhausts its potential. When this happens, a paradigm
shift (a fundamental change in the approach) occurs,
which enables exponential growth to continue. Each
paradigm follows an “S-curve,” which consists of slow
growth, followed by rapid growth, followed by a leveling
off as the particular paradigm matures. During this third
phase in the life cycle of a paradigm, pressure builds for
the next paradigm shift. The acceleration of the overall
evolutionary process proceeds as a sequence of S-curves,
and the overall exponential growth consists of this cas-
cade of S-curves.

A third key feature is that the resources underlying
the exponential growth of an evolutionary process are
relatively unbounded. One resource is the order of the
evolutionary process itself. Each stage of evolution pro-
vides more powerful tools for the next. The other
required resource is the “chaos” of the environment in
which the evolutionary process takes place and which

provides the options for further diversity. In technologi-
cal evolution, human ingenuity and the ever-changing
market sustain innovation.

The evolution of life forms and technologies con-
stantly accelerates. With the advent of a technology-
creating species, the exponential pace became too fast
for evolution through DNA-guided protein synthesis
and moved on to human-created technology. Technol-
ogy goes beyond mere tool making; it is a process of cre-
ating ever more powerful technology using the tools
from the previous round of innovation. The first techno-
logical steps took tens of thousands of years. For people
living in this era, there was little noticeable technologi-
cal change. By 1000 C.E., progress was much faster and a
paradigm shift required only a century or two. The nine-
teenth century saw more technological change than in
the nine centuries preceding it. Then in the first twenty
years of the twentieth century, we saw more advance-
ment than in all of the nineteenth century. Now, para-
digm shifts occur in only a few years. The paradigm shift
rate is currently doubling every decade. So the twenty-
first century will see about a thousand times greater
technological change than its predecessor.

MOORE’S LAW AND BEYOND. The exponential trend
that has gained the greatest public recognition has
become known as “Moore’s Law.” Gordon Moore, one
of the inventors of integrated circuits, noted in the mid-
1970s that we could squeeze twice as many transistors
on an integrated circuit every twenty-four months.
Given that the electrons have less distance to travel,
the circuits also run twice as fast, providing an overall
quadrupling of computational power.

However, the exponential growth of computing is
much broader than Moore’s Law. If we plot the speed
per price of forty-nine famous calculators and computers
spanning the twentieth century, we note that there were
four paradigms that provided exponential growth in the
price-performance of computing before integrated cir-
cuits. Therefore, Moore’s Law was the fifth paradigm to
exponentially grow the power of computation. When
Moore’s Law reaches the end of its S-Curve, the expo-
nential growth will continue with three-dimensional
molecular computing, constituting the sixth paradigm.

Moore’s Law narrowly refers to the number of tran-
sistors on an integrated circuit of fixed size. But the most
appropriate measure to track is computational speed per
unit cost. This takes into account many levels of inno-
vation in computer design. For example, there are many
nascent technologies that build circuitry in three
dimensions in a way that mimics the parallel organiza-
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tion of the human brain. One cubic inch of nanotube
circuitry would be a million times more powerful than
the human brain. There are more than enough new
computing technologies now being researched to sustain
the law of accelerating applied to
computation.

returns as

Specific paradigms do ultimately reach levels at
which exponential growth is no longer feasible. That is
why Moore’s Law is an S-curve. But the growth of com-
putation will continue exponentially. Paradigm shift, or
innovation, turns the S-curve of any specific paradigm
into a continuing exponential. A new paradigm takes
over when the old paradigm approaches its natural limit.

OTHER TECHNOLOGIES. There are many examples of
the exponential growth implied by the law of accelerat-
ing returns in technologies as varied as DNA sequenc-
ing, communication speeds, brain scanning, electronics
of all kinds, and even in the rapidly shrinking size of
technology. Exponential growth in communications
technology has been even more explosive than in com-
putation. Miniaturization is a trend that will have pro-
found implications for the twenty-first century. The sali-
ent implementation sizes of technologies, both
electronic and mechanical, are shrinking at a double-
exponential rate.

The future nanotechnology age will result not from
the exponential explosion of computation alone, but
rather from the synergies that will result from inter-
twined technological revolutions. Every point on the
exponential growth curves represents an intense human
drama of innovation and competition. It is remarkable
that these chaotic processes result in such smooth and
predictable exponential trends.

Examples of True Nanoscience
and Nanotechnology

Ubiquitous nanoscience and nanotechnology is two to
three decades away. One forthcoming achievement will
be “nanobots,” small robots the size of human blood
cells that can travel inside the human bloodstream.
There have already been successful animal experiments
using this concept.

In addition to human brain reverse engineering,
these nanobots will be able to perform a broad variety of
diagnostic and therapeutic functions inside the human
body. Robert Freitas, for example, has designed robotic
replacements for human blood cells that perform thou-
sands of times more effectively than their biological
counterparts. His “respirocytes” (robotic red blood cells)
could allow one to sprint for fifteen minutes without

taking a breath. His robotic macrophages will be far
more effective than our white blood cells at combating
pathogens. His DNA repair robot would be able to
repair DNA transcription errors, and even implement
needed DNA changes. Although Freitas’ conceptual
designs are two or three decades away, there has already
been progress on bloodstream-based devices.

Nanobot technology has profound military applica-
tions, and any expectation that such uses will be relin-
quished is highly unrealistic. Already, the U.S. Depart-
ment of Defense (DOD) is developing “smart dust,” or
tiny robots to be used for surveillance. Billions of invisi-
ble spies could monitor every square inch of enemy ter-
ritory and carry out missions to destroy enemy targets.
The only way for an enemy to counteract such a force is
with their own nanotechnology. Nanotechnology-based
weapons will obsolete weapons of larger size.

In addition, nanobots will be able to expand our
experiences and our capabilities. Nanobot technology
will provide fully immersive virtual reality by taking up
positions in close proximity to every interneuronal con-
nection related to the senses. If we want to enter virtual
reality, the nanobots suppress all of the inputs coming
from the real senses, and replace them with the signals
that would be appropriate for the virtual environment.

Scientists at the Max Planck Institute have devel-
oped “neuron transistors” that can detect the firing of a
nearby neuron, or alternatively, can cause a nearby neu-
ron to fire, or suppress it from firing. This amounts to
two-way communication between neurons and the elec-
tronic-based neuron transistors. The scientists demon-
strated their invention by controlling the movement of
a living leech from their computer.

The Internet will provide many virtual environ-
ments to explore. We will be able to “go” to these vir-
tual environments and meet others there, both real and
simulated people. Of course, ultimately there will not be
a clear distinction between the two. By 2030, going to a
web site will mean entering a full-immersion virtual-
reality environment, encompassing all of the senses and
triggering the neurological correlates of emotions and
sexual experiences.

“Experience beamers” circa 2030 will beam a per-
son’s entire flow of sensory experiences and emotions.
We'll be able to go to a web site and experience other
people’s lives. Full-immersion visual-auditory environ-
ments will be available by 2010, with images written
directly onto our retinas by our eyeglasses and contact
lenses. The electronics will be embedded in our glasses
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and woven into our clothing, so computers as distinct
objects will disappear.

The most significant implication of nanotechnol-
ogy and related advanced technologies of the twenty-
first century will be the merger of biological and nonbio-
logical intelligence. Nonbiological intelligence is grow-
ing at a double-exponential rate and will vastly exceed
biological intelligence well before the middle of this
century. However, in my view, this nonbiological intel-
ligence should still be considered human, as it is fully
derivative of the human-machine civilization.

Our brains are relatively fixed in design, but brain
implants based on massively distributed intelligent
nanobots will ultimately expand our memories a trillion
fold and improve all of our cognitive abilities. Since the
nanobots are communicating with each other over a
wireless network, they can create any set of new neural
connections, break existing connections, create new
hybrid biological-nonbiological networks, and add new
nonbiological networks.

Using nanobots as brain extenders is a significant
improvement over surgically installed neural implants.
Nanobots will be introduced without surgery and can be
directed to leave, so the process is easily reversible. They
can change their configuration and alter their software.
Perhaps most importantly, they are massively distributed
and can take up billions or trillions of positions through-
out the brain, whereas a surgically introduced neural
implant can only be placed in a few locations.

The Economic Imperatives of the Law of
Accelerating Returns

The economic imperative of a competitive marketplace
is driving science and technology forward and fueling
the law of accelerating returns, which, in turn, is trans-
forming economic relationships. We are moving toward
nanoscale, more intelligent machines as the result of
many small advances, each with their own particular
economic justification.

There is a vital economic imperative to create
smaller and more intelligent technology. Machines that
can more precisely carry out their missions have enor-
mous value. There are tens of thousands of projects that
are advancing the various aspects of the law of acceler-
ating returns in diverse incremental ways. Regardless of
near-term business cycles, the support for “high tech” in
the business community has grown enormously. We
would have to repeal capitalism and every visage of eco-
nomic competition to stop this progression.

The economy has been growing exponentially
throughout this century. Even the Great Depression of
the 1930s represented only a minor blip compared to
the underlying pattern of growth. Recessions, including
the Depression, represent only temporary deviations
from the underlying curve. Statistics in fact greatly
understate productivity growth (economic output per
worker), which has also been exponential.

Inflationary factors are offset by the double-expo-
nential trends in the price-performance of all informa-
tion-based technologies, which deeply affect all indus-
tries. We are also undergoing massive disintermediation
in the channels of distribution through the Internet and
other new communication technologies and escalating
efficiencies in operations and administration. Current
economic policy is based on outdated theories that do
not adequately model the size of technology, bandwidth,
megabytes, intellectual property, knowledge, and other
increasingly vital constituents that are driving the
economy.

Cycles of recession will not disappear immediately.
However, the rapid dissemination of information,
sophisticated forms of online procurement, and increas-
ingly transparent markets in all industries have dimin-
ished the impact of these cycles. The underlying long-
term growth rate will continue at a double-exponential
rate. The rate of paradigm shift is not noticeably
affected by the minor deviations caused by economic
cycles. The overall growth of the economy reflects com-
pletely new forms of wealth and value that did not pre-
viously exist: nanoparticle-based materials, genetic
information, intellectual property, communication por-
tals, web sites, bandwidth, software, data bases, and
many other new technology-based categories.

Another implication of the law of accelerating
returns is exponential growth in human knowledge,
including intellectual property, education, and learning.
Over the course of the long twentieth century we
increased investment in K-12 education by a factor of
ten. We have a one hundred fold increase in the number
of college students. Automation has been eliminating
jobs at the bottom of the skill ladder while creating new
and better paying jobs at the top. So, the ladder has
been moving up, and we have been exponentially
increasing investments in education at all levels.

Promise and Peril

Science and technology have always been double-edged
swords, bringing us longer and healthier life spans, free-
dom from physical and mental drudgery, and many new
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creative possibilities, while at the same time introducing
new and salient dangers. We will need to adopt strat-
egies to encourage the benefits while ameliorating the
risks. Relinquishing broad areas of technology, as some
critics have proposed, is not feasible, and attempts to do
so will only drive technology development underground,
which will exacerbate the dangers.

As technology accelerates toward the full realiza-
tion of biotechnology, nanotechnology and “strong” Al
(artificial intelligence at or above human levels), we
will see the same intertwined potentials: a feast of crea-
tivity resulting from greater human intelligence com-
bined with many new dangers. Nanobot technology
requires billions or trillions of such intelligent devices to
be useful. The most cost-effective way to scale up to
such levels is through self-replication. A defect in the
mechanism curtailing nanobot self-replication could be
disastrous. There are steps available now to mitigate this
risk, but we cannot have complete assurance in any
strategy that we devise today.

Other primary concerns include “Who is control-
ling the nanobots?” and “Who are the nanobots talking
to?” Organizations or individuals could put undetectable
nanobots in water or food supplies. These “spies” could
monitor and even control thoughts and actions. Existing
nanobots could be influenced through software viruses
and other software ‘“hacking” techniques. My own
expectation is that the creative and constructive appli-
cations of this technology will dominate, as they do
today. But we need to invest more heavily in developing
specific defensive technologies.

There are usually three stages in examining the
impact of future technology: awe at its potential to over-
come problems; then a sense of dread at a new set of
dangers; followed by the realization that the only viable
and responsible path is to set a careful course that can
realize the promise while managing the peril.

Bill Joy, cofounder of Sun Microsystems, has warned
of the impending dangers from the emergence of self-rep-
licating technologies in the fields of genetics, nanotech-
nology, and robotics, or “GNR.” His concerns include
genetically altered designer pathogens, self-replicating
entities created through nanotechnology, and robots
whose intelligence will rival and ultimately exceed our
own. Who's to say we will be able to count on such
robots to remain friendly to humans? Although I am
often cast as the technology optimist who counters Joy’s
pessimism, I do share his concerns regarding self-replicat-
ing technologies. Many people have interpreted Joy’s
article as an advocacy of broad relinquishment, not of all
technology, but of the “dangerous ones” like nanotech-

nology. Joy, who is now working as a venture capitalist
with the legendary silicon valley firm of Kleiner, Perkins,
Caufield & Byers investing in technologies such as nano-
technology applied to renewable energy and other natural
resources, says that broad relinquishment is a misinterpre-
tation of his position and was never his intent. He has
recently said that the emphasis should be to “limit devel-
opment of the technologies that are too dangerous,” not
on complete prohibition. He suggests, for example, a pro-
hibition against self-replicating nanotechnology, which is
similar to the guidelines advocated by the Foresight
Institute.

Others, such as Bill McKibben, the environmental-
ist who was one of the first to warn against global warm-
ing, have advocated relinquishment of broad areas such
as biotechnology and nanotechnology, or even of all
technology. However, relinquishing broad fields would
be impossible to achieve without essentially relinquish-
ing all technical development.

There are real dangers associated with new self-rep-
licating technologies. But technological advances, such
as antibiotics and improved sanitation, have freed us
from the prevalence of such plagues in the past. We
may romanticize the past, but until fairly recently, most
of humanity lived extremely fragile lives. Many people
still live in this precarious way, which is one reason to
continue technological progress and the economic
enhancement that accompanies it. Should we tell the
millions of people afflicted with devastating conditions
that we are canceling the development of all bioengi-
neered treatments because there is a risk that these same
technologies may someday be used for malevolent pur-
poses!? Most people would agree that such broad-based
relinquishment is not the answer.

THE RELINQUISHMENT ISSUE. Relinquishment at the
right level is part of a responsible and constructive
response to these genuine perils. The issue, however, is:
At what level are we to relinquish technology? Ted Kac-
zynski (the Unabomber) would have us renounce all of it.
This is neither desirable nor feasible. McKibben takes the
position that many people now have enough wealth and
technological capability and should not pursue more. This
ignores the suffering that remains in the human world,
which continued technological progress could alleviate.

Another level would be to forego certain fields
(such as nanotechnology) that might be regarded as too
dangerous. But such sweeping strokes of relinquishment
are untenable. Nanotechnology is the inevitable result
of the persistent trend toward miniaturization that per-
vades all of technology. It is not a single centralized
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effort, but is being pursued by a myriad of projects with
many goals.

Kaczynski argued that modern industrial society
cannot be reformed because technology is a unified sys-
tem in which all parts are dependent on one another. It
is not possible to get rid of the “bad” parts of technology
and retain only the “good” parts. He cited modern med-
icine as an example, arguing that progress depends on
several scientific fields and advancements in high-tech
equipment. Kaczynski was correct on the deeply
entangled nature of the benefits and risks, but his over-
all assessment of the relative balance between the two
was way off. Joy and I both believe that technology will
and should progress, and that we need to be actively
concerned with the dark side. Our dialogue concerns
the granularity of relinquishment that is feasible and
desirable. Abandonment of broad areas of technology
will only push them underground where development
would continue unimpeded by ethics and regulation. In
such a situation, it would be the less-stable, less-respon-
sible practitioners who would have all the expertise.

One example of relinquishment at the right level is
the proposed ethical guideline by the Foresight Institute
that nanotechnologists agree to relinquish the develop-
ment of physical entities that can self-replicate in a natu-
ral environment. Another is a ban on self-replicating
physical entities that contain their own codes for self-rep-
lication. Such entities should be designed to obtain codes
from a centralized secure server, which would guard
against undesirable replication. This “broadcast architec-
ture” is impossible in the biological world, which repre-
sents one way in which nanotechnology can be made safer
than biotechnology. Such “fine-grained” relinquishment
should be linked to professional ethical guidelines, over-
sight by regulatory bodies, the development of technol-
ogy-specific “immune” responses, as well as computer
assisted surveillance by law enforcement agencies. Balanc-
ing privacy rights with security will be one of many chal-
lenges raised by some new nanotechnologies.

Computer viruses serve as a reassuring test case in
our ability to regulate nonbiological self-replication. At
first, concerns were voiced that as they became more
sophisticated, software pathogens had the potential to
destroy computer networks. Yet the “immune system”
that has evolved in response to this challenge has been
largely effective. Although self-replicating software
entities do cause damage from time to time, no one
would suggest we do away with computers and the Inter-
net because of software viruses. This success is in a
highly productive industry in which there is no regula-
tion, and no certification for practitioners.

DEFENSIVE TECHNOLOGIES AND THE IMPACT OF
REGULATION. Arguments such as McKibben’s for relin-
quishment have been influential because they paint a
picture of future dangers as if they were released into an
unprepared world. But the sophistication and power of
our defensive technologies and knowledge will grow
along with the dangers. When we have “gray goo” (unre-
strained nanobot replication), we will also have “blue
goo” (“police” nanobots). We cannot say with assurance
that we will successfully avoid all misuse. We have been
able to largely control harmful software virus replication
because the requisite knowledge is widely available to
responsible practitioners. Attempts to restrict this knowl-
edge would have created a far less stable situation.

The present challenge is self-replicating biotech-
nology. By reprogramming the information processes
that lead to and encourage disease and aging, we will
have the ability to overcome these afflictions. However,
the same knowledge can also empower a terrorist to cre-
ate a bioengineered pathogen.

Unlike biotechnology, the software industry is almost
completely unregulated. Although bioterrorists do not
need to put their “innovations” through the FDA, scien-
tists developing defensive technologies are required to fol-
low regulations that slow innovation. It is impossible under
existing regulations and ethical standards to test defenses
to bioterrorist agents on humans. Animal models and sim-
ulations will be necessary in lieu of infeasible human trials,
but we will need to go beyond these steps to accelerate the
development of defensive technologies.

We need to create ethical and legal standards and
defensive technologies. It is quite clearly a race. In the
software field the defensive technologies have remained
ahead of the offensive ones. With extensive regulation
in the medical field slowing down innovation, this may
not happen with biotechnology.

There is a legitimate need to make biomedical research
as safe as possible, but our balancing of risks is skewed. The
millions of people who need biotechnology advances seem
to carry little political weight against a few well-publicized
casualties from the inevitable risks of progress. This equa-
tion will become even starker with the emerging dangers of
bioengineered pathogens. We need a change in public atti-
tude in terms of tolerance for necessary risk.

Hastening defensive technologies is vital to our
security. We need to streamline regulatory procedures to
achieve this. However, we also need to greatly increase
our investment explicitly in defensive technologies. In
the biotechnology field, this means the rapid develop-
ment of antiviral medications.
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The comparable situation will exist for nanotechnol-
ogy once replication of nano-engineered entities has been
achieved. We will soon need to invest in defensive tech-
nologies, including the creation of a nanotechnology-
based immune system. Such an immune system may itself
become a danger, but no one would argue that humans
would be better off without an immune system because of
the possibility of autoimmune diseases. The development
of a technological immune system for nanotechnology
will happen even without explicit efforts to create one.

It is premature to develop specific defensive nano-
technologies as long as we have only a general idea of
the threat. However, there is a dialogue on this issue,
and expanded investment in these efforts should be
encouraged. The Foresight Institute, for example, has
devised a set of ethical standards and strategies for assur-
ing the development of safe nanotechnology. They are
likely to be effective with regard to preventing acciden-
tal release of dangerous self-replicating nanotechnology
entities. But the intentional design and release of such
entities is more challenging.

Conclusion

Protection is not impossible, but we need to realize that
any level of protection will only work to a certain level of
sophistication. We will need to continue to advance the
defensive technologies and keep them ahead of the
destructive technologies. The challenge of self-replica-
tion in nanotechnology impels us to continue the type of
study that the Foresight Institute has initiated. With the
human genome project, three to five percent of the
budget was devoted to the ethical, legal, and social impli-
cations (ELSI) of the technology. A similar commitment
for nanotechnology would be appropriate and construc-
tive. Science and technology will remain double-edged
swords, and the story of the twenty first century has not
yet been written. We have no choice but to work hard to
apply these quickening technologies to advance our
human values, despite what often appears to be a lack of
consensus on what those values should be.
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RECOGNIZING THE
STRUCTURAL FEATURES OF
NEW TECHNOLOGIES

HANS LENK

Any assessment of the ethical issues associated with new
technologies must take into account their special struc-
tural features. Single-factor theories of technology,
highlighting just one trait (such as the domination of
nature), are insufficient for grasping the multiple levels
and aspects of contemporary technologies or technologi-
cal societies. This is all the more true in what I have
analyzed since the 1970s as our information-and-systems
technological era, with its ever more tightly coupled sys-
tems and relationships between systems, the linking of
information in global networks, and the comprehensive
management of technologies in organizational systems
defined in terms of abstract procedures and formalized
functions.

Traditional analyses have described technologies as
human organ projections, sensorimotor skills, applied
science, efficient action, the pursuit of power, the physi-
cal realization of ideas, and more. (Mitcham 1994 pro-
vides one review of such traditional definitions.) In each
case the attempt was to identify something “essential.”
But such one-factor descriptions apply only to some lim-
ited aspect of any technology, and fail to appreciate the
spectrum of diverse elements now involved. Although
traditional analyses may continue to be useful, they are
more and more embedded in new trends along with
their social, intellectual, material, and ecological con-
texts. Analyses of the structural features of new technol-
ogies oriented toward an ethical assessment would thus
do well to consider at least the following emerging and
interrelated traits.

1. Operations, Procedures, and Processes

Technology is not comprised only of machines, instru-
ments, and other technical products. Instead there is a
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growing orientation toward technological processes,
operations, and procedures. Process control and mana-
gerial phenomena are key features of modern techno-
logical and industrial production. This extends an ear-
lier trend in which energy-transforming machines and
systems became widespread in assembly-line produc-
tion. More recently, “the real is the process” has
become a characteristic feature of technologies.

2. Systematic Methods and Methodologies

Not only methods but also methodologies are increas-
ingly essential. This trend is found in all science-based
technological developments as well as in administra-
tion. Such trends increasingly characterize fields that
have been captured by operations technologies such as
process controls, systems engineering, and operations
research.

3. Informatization, Abstraction, Formalization

Computerization and informatization, along with
the use of formal and functional operations technologies
such as flowcharts and network analyses, create increas-
ingly comprehensive processes, organizations, and inter-
relations. (One example: the manufacturing—inventory—
sales chains characteristic of retail giants.)

4. Systems Engineering and Technology

Different technical realms, including engineering and
economics, are increasingly related by means of systems
engineering and technology. This creates a positive
feedback loop in which initial interactions promote the
development of further and more thoroughgoing
interactions.

5. Options Identifications Precede Problem
Formulations and Needs Generation

In research and development (R&D), systems character-
istics have been apparent for some time. R&D work sys-
tematically inventories and then exploits potentials,
possibilities, and options (see Klages 1967). Only after
having identified several products or processes by means
of systematic research will investigators formulate a
problem to be addressed or discover a new “need” that
can be met by the already achieved technological devel-
opment. In such cases the technological solution or
invention precedes the problem or need. (This reversal
was already anticipated by Karl Marx in the nineteenth
century.)

6. Interdisciplinarity

Interdisciplinarity is promoted by spillovers from one
science to another science, and from there to technolog-
ical invention, innovation, and application—in both
the laboratory and society at large. Interdisciplinary
interactions are increasingly embedded in developmen-
tal processes. Systems technologies require practical
interdisciplinarity.

7. Artificiality

The human world is increasingly shaped by technogenic
relationships, properties, and artifacts to such an extent
that it itself takes on the character of the artificial. The
“second nature” or “symbolic universe” described by the
German philosophers Helmut Plessner (1892-1985),
Arnold Gehlen (1904-1976), and Ernst Cassirer (1874—
1945) has now become a technological second nature.
Moreover, this technologically enacted second nature is
characterized by information networks of ever-greater
extent and impact. Media technicalize a kind of second-
hand reality, which becomes the socially real reality.

8. Virtuality

Humans now experience the virtualization of the artifi-
cial and symbolic worlds through information technolo-
gies, as well as by means of images and models and the
related interpretations they superimpose on real life.

9. Multimedia

Systematic accumulations of technomedia yield multi-
media. The manifold technicalizations of the symbolic,
of virtual representations and their respective interpre-
tations, lead to a kind of coaction or coevolution of diverse
information technologies and media. There is a progres-
sive universality and commonality of impact as well as
systems integration. Humans find themselves increas-
ingly living in a multiple-mediated technogenic world
impregnated by multimedia—in short, in a multimedia
technoworld.

10. Simulations

Computer hardware, software, and other successful efforts
to improve and optimize the relevant information models
by way of programming and computer-graphic construc-
tions provide rapid, efficient, and inexpensive simulated
solutions to all kinds of design and construction tasks.
This includes scientific modeling, as in molecular design,
and the technical development and construction of new
machines, processes, and systems in the narrow sense.
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The computer has turned out to be a universal, easily
employable, and representative “can-do-anything” instru-
ment that can identify variable routes for technical and
nontechnical action, each described in terms of alterna-
tive materials and energy costs. Trial-and-error learning
and physical work is reduced to a minimum when models
are simulated in advance without real risks.

11. Flexibility

Computerized models allow the virtually risk-free sim-
ulation and testing of all kinds of hypotheses, inven-
tions, and constructions in advance. This is generally if
not universally true for models in science, planning,
and administration. Systems organizing and manage-
ment are rendered more flexible and variable than in
the past.

12. Modularity

In a movement that began with the standardization of
interchangeable parts, technology is often structured
around modules, functional building blocks, and func-
tionally integrated units. One good example is inte-
grated circuits or microprocessors, which can be inserted
by way of open interfaces into larger modules or systems.
Such structures promote not only replaceability of obso-
lete or failed parts but also technical progress as a new
peripheral (such as a video display or printer) is pur-
chased to replace an old one or software programs are
themselves continuously enhanced with updates.

13. User-Friendliness

New technologies have gradually become more user-
friendly, more anthropomorphic in their reactions, often
displaying a self-explanatory design that minimizes or
even eliminates the need for technical manuals or
instruction. One example is the context-dependent help
menu in a computer application package. Another is
the automated external defibrillator, which when placed
on a person’s chest can identify sudden cardiac arrest
and then voices instructions for use to a responder.

14. Remote Control and Intelligent Sensing

New electronic and multimedia technologies allow
remote control and intelligent sensing at a distance or
in inaccessible Intelligent sensing
involves systems that mimic human senses such as sight,
smell, or taste. When coupled with remote control tech-
nologies, intelligent sensing allows robot manipulation
in nuclear plants or outer space. These devices multiply

environments.

manipulative and technological power in extension and
scope. Intelligent sensing can also involve the creation
of “smart technologies” such as buildings that monitor
their own structural characteristics.

15. Robotization

Robotization is proliferating and becoming widely dissem-
inated in all fields of technology-guided production.

16. Smart Technology and Systems Autonomy

Feedback control and “intelligent decision-making”
techniques and procedures are being introduced not
only in sensing and remote control instrumentation, but
in a plethora of machines, creating a kind of flexible sys-
tems autonomy. (Such developments simply extend a
trajectory that can be traced back to the replacement of
meters and gauges with warning lights, sometimes
coupled with automatic control mechanisms. In some
airplanes if a human being tries to override an automatic
pilot when it is not safe to do so, the automatic pilot will
continue to exercise control.)

17. Meta-autonomy

In the designing, constructing, and monitoring of
machines, programs, or technological and organizational
systems, there is a tendency to eliminate human inter-
ference. Machines can be used to build other machines
or to check lower-level machines. It is increasingly pro-
grams that control and check machines, and programs
that check programs. In effect this involves a meta-level
technicalization in terms of a higher-order self-applic-
ability of overarching abstract procedures and programs.
This may be described as a sort of “reflexive” or “self-
referential” applicability leading to what might be
termed “meta-feasibility” or “meta-functionality” with
regard to models and metamodels.

18. Computerization and Multifunctionality

Universal machines such as the computer provide a kind
of abstract, software-determined processing and control.
Along with techno-organizational systems, these are
smart

progressively maximizing flexibility, speed,

machine autonomy, modularity, and more.

19. Mega-information Systems

There is a tendency to conceive of the world as a tech-
nology-dominated, manipulatable organization shaped
by technosystems. Ecosystems and social systems come
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to be conceived as subordinate to techno-ecosystems or
eco-technosystems and sociotechnical systems, respec-
tively. The trend is toward thinking in terms of mega-
information systems or a mega-world machine depend-
ent on the meta-functionality of technological and
operational processing or the multiple applicability of
machines, processes, and programs.

20. Globalization

The overwhelming global success of technology and
the technicalization of almost everything leads to a
new technogenic world unity—one that is integrated
technologically and informationally and is interactive.
Increasingly humans live in a media-electronic global
village. Technology appears to take on the character
of a fate or destiny, with human survival appearing to
be increasingly dependent on technological, social,
political, and ecological change. This change or prog-
ress thus exhibits its own inner orientations and
momentum.

21. Telematization

Telematization, in which everything is ubiquitously
present (24/7/365), gives rise to locally separated but
functionally coordinated teams working on giant virtual
projects, designs, or networks.

22. Information-Technological Historicity

Information technology development has a history.
The history of information systems, expert systems, and
computerized decision-making systems designed, devel-
oped, and controlled by diverse agents mirrors the
development of the notion of system itself. Quod non in
systemis non in realitate (What is not in the systems is
not real).

23. Intermingling and Interdependence

The systematized, interdisciplinary, functional integra-
tion and interrelation of activities in all aspects of the
human lifeworld are weaving together mutual depend-
encies. These dependencies are at the same time suscep-
tible to informational and operational manipulations,
including economic manipulations. (Manipulation,
however, does not always equal control. Interdependen-
cies often have their own characteristics that will be
asserted as unintended consequences when they are not
acknowledged or respected.)

24. Sociotechno-systems

Nature and nurture are interdependent. Systems orien-
tation, systems engineering, and the establishment and

maintenance of sociotechnical systems all point toward
an inseparable, indissoluble social systems complex
characterized by ever-growing, accelerating, and ever-
more encompassing technologies. One might even talk
of socio-eco-techno systems.

25. Systems-Technocratic Tendencies

Systems-technocratic tendencies will gain in signifi-
cance. Contemporary political, cultural, and human
problems are increasingly conceived in systems-techno-
logical systems-technological
approaches to problems there lurk systems-technocratic
dangers. (See entry on Technocracy.)

terms. But within

26. Data Protection

With information technologies, social and legal prob-
lems of data protection and privacy acquire new urgen-
cies. This urgency carries over as well to concerns for
protection of the integrity and dignity of the human
person, respect for human values, and even reflection
on what it means to be human.

27. Unforeseeable Risks

Technological systems are susceptible to risks that are
often in principle not able to be foreseen. Increasing
complexities in technological systems and the variabil-
ity of human responses make predictions difficult if not
impossible over certain distances and time frames. The
persistence of risk within well-designed systems is illus-
trated by such simple occurrences as repeatedly occur-
ring electrical blackouts in large metropolitan areas.
Some technologically engendered dangers such as radio-
activity may even go unobserved by most people who
are affected.

28. Miniaturization

The trajectory of technological miniaturization in both
part and whole of processes, products, and systems pro-
duces another kind of achievement and challenge: the
“chipification” of things and functions or, ironically,
above almost everything. From microsystems to nano-
technology these trends bring about new levels of
manipulability and new degrees of difficulty in under-
standing and management.

29. Impacts Multiplication

Systems and information technologies multiply both
positive and negative impacts, successes and failures.
With the nearly unimaginable explosion of human
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technological powers through the vast extension of
energy technologies and information systems, direct
and indirect consequences, both successes (domination
and control) and failures (accidents, “normal” or oth-
erwise), pose extraordinary problems. They appear to
exceed the human grasp, in literal as well as figurative
senses.

30. Distributed Responsibility

Who bears responsibilities within ever-extended tech-
nological systems? The enlarged powers of multiple-dis-
tributed technological systems—systems that in some
instances such as the Internet have become global—
pose challenging ethical questions. How is it possible
to deal with, divide up, or share responsibility in or for
such systems? Responsibilities for general systems phe-
nomena, for the detailed consequences of technological
entanglements, and even for individual decision-mak-
ing at strategic points within system contexts are not
properly borne by individuals within current legal and
moral frameworks. Thus many sociotechnical activities
appear to evade responsible decision-making, calling
forth the need to develop new forms of distributed
responsibility.

As will have been apparent, this nonsystematic
review of a series of structural features associated with
new technologies has increasingly emphasized ethical
and political issues. Perhaps it will eventually be neces-
sary to analyze possible combinations and conditional
relationships among the many characteristics men-
tioned here, and to investigate their associations with
particular types of technology or technological fields,
as well as with sociotechnical contexts and ethical
problems. Such analyses could help refine many ethical
and policy debates, which too often attempt to transfer
an assessment from one context to another—at times
even from one context in which it may well be appro-
priate to another in which it fails to be as genuinely
relevant.
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THE ETHICS OF EVIDENCE: A
CALL FOR SYNTHESIS

VALERIE MIKE
[ N N J

As a mathematical scientist engaged in medical research
in the 1970s, I became increasingly aware of the poor
quality of much clinical research and the need for better
assessment of medical technology. Of relevance here
was the Hippocratic maxim “help or at least do no
* the basis of the ethical tradition of Western
medicine. If a treatment lacked proper evaluation, then
no one could know whether it helped or harmed the
patient, and that raised the question of ethics and its
connection to statistics. In 1977 I organized an interna-
tional symposium exploring these issues, “Medical
Research: Statistics and Ethics,” and articles based on

harm,’

the presentations were published in the journal Science
(Miké and Good 1977). One of the editors told me that
they did not, as a rule, publish conference proceedings,
but this was special: “Your theme is in the air.” These
and related issues were further developed—and later
published in book form—at a 1981 weeklong confer-
ence, at which I chaired a panel discussion addressing
ethical, legal, and psychological aspects of clinical trials
(Miké 1982).

A major success achieved by medical technology
was the survival of smaller and smaller newborn infants.
But many were impaired, and what to do about them
became the subject of national debate. The issue cen-
tered on whether treatment should be withheld from
some of these babies to let them die, and who should
decide. Scholars in the new field of bioethics were usu-
ally trained in philosophy or law, so that questions of
scientific assessment tended to be absent from the dis-
course. The physiology of the infants’ disabilities was
often poorly understood, treatments being applied had
not been evaluated, and there was no reliable informa-
tion on prognosis. Opposing conclusions were likely to
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be based on differing philosophical views of the “sanc-
tity of life” versus the “quality of life.” Ideology was tak-
ing the place of evidence.

There was also the role of social factors in disease
and the outcome of treatment. A stark example con-
cerned a tiny, premature infant at Babies Hospital at
Columbia University in New York. A team of neonatal
experts provided high-technology intensive care to save
the child’s life, and after three months and enormous
expense the baby was well enough to be sent home to a
nearby Harlem apartment. Later the doctors learned
that the little boy died during the night when a rat
chewed off his nose (Silverman 1980).

I became convinced that the problem was so broad
that a new term was needed for the spectrum of related
issues involving science, technology, uncertainty, phi-
losophy, and society. Deciding on Ethics of Evidence, 1
used it for the first time in 1987 in the title of a lecture,
illustrating it with the treatment of impaired newborns

(Miké 1989b).

Medicine places societal concerns in sharp relief,
because it is at the interface of technology and the deep-
est questions of human existence: the meaning of life, of
suffering, and death. The Ethics of Evidence, an
approach for dealing with uncertainty, had its primary
focus on medicine, but was then seen to be more widely
applicable. It calls for using the best possible evidence
for decision-making in human affairs, in a continuous
integration of the emerging results of relevant disci-
plines, but with recognition of the ultimately irreducible
nature of uncertainty. Being well- informed and aware
should form the basis of responsible action. The Ethics
of Evidence—symbolized by a lighthouse—serves to

provide guidance (Miké 2003).

After some general comments on the concept of
evidence, this essay focuses on the uncertainties of sci-
entific evidence. It sets the stage with the loss of cer-
tainty in mathematics itself, affecting what since
ancient times had been considered self-evidently true. It
sketches the scope of probability theory and statistical
inference, used in the evaluation of scientific evidence.
It discusses two important examples. The first one con-
cerns evidence in a contemporary context: risk assess-
ment. The second pertains to evidence in a historical
context: evolution. This is followed by a more detailed
discussion of the Ethics of Evidence. The final section
addresses a long-range goal, the call for a philosophical
synthesis, and presents a possible blueprint.

The relationship between statistics and ethics goes
back to the late nineteenth century, to the English sci-

entist Francis Galton (1822-1911), founder of modern
statistics. Galton’s work was inspired by a vision he
named eugenics—improving the human race through
controlled breeding. He championed social Darwinism
and the eugenics movement, which would spread to
other nations, including the United States. Forced steri-
lization of those deemed “socially inadequate” became
legal in more than 30 states and was declared constitu-
tional by the U.S. Supreme Court in the landmark case
of Buck v. Bell (1927). Some 60,000 Americans were
subjected to eugenic sterilization over the years, sanc-
tioned by laws based on ideology and deeply flawed sci-
ence (Reilly 1991).

Another area involving statistics and ethics was
experimentation on humans, such as the Tuskegee
Syphilis Study and other shocking medical practices
reported into the 1970s. There were no pertinent laws
in the United States, but at the time of the Nazi atroc-
ities Germany already had legally binding regulations
on human experimentation, issued in 1931, and these
were more stringent than the subsequent Nuremberg
Code (Miké 1990). Professional responsibility, the
ethics of research and therapy, informed consent, and
quality of proposed research were addressed in detail.

In 1974 the U.S. Congress passed the National
Research Act and created a commission to propose ethi-
cal principles and guidelines for the protection of
human research subjects, to be used in the development
of federal regulations. In what came to be known as The
Belmont Report, the commission identified three basic
ethical principles consonant with the major traditions
of Western thought: respect for persons, beneficence,
and justice (U.S. National Commission 1979).

Ongoing include end-of-life issues,
embryo research, cloning, and the fundamental question
of what it means to be human. The twentieth century
made dazzling advances in science and technology, but
it also produced unspeakable horrors, and it discovered
the limits of scientific knowledge. To counter the perva-

concerns

sive skepticism of contemporary philosophy, the twenty-
first century must accept the challenge of a new intel-
lectual synthesis.

Introductory Remarks on Evidence

Evidence is defined as the data on which a judgment or
conclusion may be based. In a court of law, evidence
comprises the material objects and the documentary or
verbal statements admissible as testimony, to be used by
the jury in its verdict to convict or acquit the accused. In
criminal cases the prosecution is to prove guilt “beyond a
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reasonable doubt,” whereas in civil court “a preponder-
ance of evidence” produced by the plaintiff is sufficient.

Evidence is often highly technical, presented by
expert witnesses, and statisticians may be called to tes-
tify concerning the interpretation of empirical evidence
(Gastwirth 2000). Tort cases may deal with injury due
to exposure to a toxic chemical or drug, with each side
offering its own supporting testimony. DNA evidence,
not always clear-cut, may be decisive in a criminal trial.
But scientific evidence is important in other areas, such
as economic, social, and medical affairs, and as a guide
in the formulation of public policy. Evidence of safety
and effectiveness is critical in the use of drugs to treat or
prevent disease.

Because evidence is intended to persuade others to
take some action or to convince them of some belief, it
has an intrinsic ethical component. Assertions that the
evidence proves a claim can mislead and manipulate the
uninformed. Evidence is not fixed and permanent; it is
whatever is accepted as support for a conclusion by a
given community (scholars, jurors, members of society)
at a given point in time, and is subject to change with
new developments. Statistical DNA evidence, if judged
to be of acceptable quality, may exonerate someone
convicted of a serious crime, even when the conviction
was based on the evidence of eyewitness testimony. Eye-
witnesses may identify someone in a lineup who closely
resembles the perpetrator actually observed. There is
always a subjective element, an element of uncertainty.

Mathematics and Uncertainty

Mathematics can be remarkably effective in the explo-
ration of physical, measurable phenomena. But it is a
creation of the human mind. Long-held beliefs about its
absolute and certain nature were destroyed by discov-
eries made in the nineteenth and early twentieth centu-
ries. Albert Einstein (1879-1955) stated it clearly: “As
far as the laws of mathematics refer to reality, they are
not certain; and as far as they are certain, they do not
refer to reality” (1983 [1923], p. 28). Euclidean geome-
try is no longer seen as a true description of space, nor
does mathematical logic claim to grasp all reality. Con-
current with these discoveries was the emergence of the
theories of probability and statistics, as a way to assess
observed variability and uncertainty.

THE LOSS OF CERTAINTY: NON-EUCLIDEAN
GEOMETRY. In the 1820s the Hungarian mathemati-
cian Janos Bolyai (1802-1860) and the Russian Nikolai
Lobachevsky (1793-1856) showed independently that
by changing a supposedly “self-evident” postulate of

Euclidean geometry another logically consistent system
of geometry could be developed. This discovery dealt a
fatal blow to the notion of Immanuel Kant (1724-1804)
that Euclidean geometry inheres in the human mind as
a priori knowledge that is necessarily true, imposed by
the mind on an unknown and unknowable reality.
These geometries were now seen to be human con-
structs, not intrinsic to the mind, applied as different
models to the universe that existed “out there” and was
thus observable and real.

In the Bolyai-Lobachevsky system Euclid’s fifth pos-
tulate, stating that through a point in a plane only a sin-
gle line can be drawn parallel to a given line, was
replaced by the assumption that an infinite number of
lines can be drawn through a point parallel to the given
line. A few decades later the German mathematician
Bernhard Riemann (1826-1866) developed another
consistent geometry with the axiom that no line can be
drawn through a point parallel to a given line—in other
words, that all lines intersect. This became the basis of
Einstein’s general theory of relativity.

Strictly speaking, Euclidean geometry is wrong in
the real world; space is curved by gravity. But for practi-
cal purposes, because the curvature is very slight even
for enormous distances, it is a very good approximation.
The philosophical impact of the discovery, however,
was radical: For any axiom considered to be self-evi-
dently true in an earlier age, it is wiser to say that it may
not be so.

LOSING MORE GROUND: THE INCOMPLETENESS
THEOREM. But the twentieth century revealed an ulti-
mate barrier to scientific knowledge of reality. In 1931
the Austrian logician Kurt Godel (1906-1978) proved
what is known as the incompleteness theorem: Any consis-
tent mathematical system that includes even as little as
the arithmetic of whole numbers contains statements
that cannot be proved either true or false within the sys-
tem. No mathematical system can encompass all truth;
there will always be some truths that are beyond it. This
result precludes a full grasp by logic of all reality.

ASSESSING UNCERTAINTY: PROBABILITY AND
STATISTICS. The theory of probability, with its axio-
matic foundation, is a vigorous branch of modern math-
ematics. Statistical inference, based on probability,
reached maturity in the twentieth century and is central
to much of modern technology. As induction, its meth-
ods of inference pertain to the philosophy of science.

Typically, there is interest in some characteristic of
a population from which a representative sample is
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selected. It is assumed that the identical experiment of
selecting the sample can in principle be repeated indefi-
nitely, such as drawing ten balls from an urn containing
red and black balls (replacing each after noting its
color). Statistical inference provides methods for reach-
ing conclusions about the population from the sample,
such as the proportion of red balls in the urn, with pre-
determined limits of sampling error. It is often impossible
to sample the actual target population of interest, and
there remains the difficult step of going from the popu-
lation sampled to the target population. For example, a
drug may be tested on patients selected in a given hospi-
tal to assess its response rate, but the target population
includes all patients with the disease now and in the
future. But even within the hospital, no two patients are
identical, so the study has to consider factors that may
affect the outcome of the trial, such as age, sex, other
medical conditions, and so on. There may also be rele-
vant factors as yet unknown. The simple model of draw-
ing balls from an urn may be assumed by the theory, but
it is rarely found in practice.

In classical statistical inference the sample is used
to test, and then reject or accept (the latter, strictly
speaking, should be not reject), a null hypothesis of inter-
est, and confidence intervals are constructed for point
estimates. The American statistician Allan Birnbaum
(1923-1976) undertook studies to develop principles of
statistical evidence in this framework (1969). Statistical
evidence as part of induction, based on different inter-
pretations of probability, is the subject of ongoing
research in epistemology and the philosophy of science

(Taper and Lele 2004).

Evidence in a Contemporary Context: Risk
Assessment

Risk is the probability that something bad may happen.
Much effort is devoted to identifying hazards in the
environment and the workplace that are harmful to
health, with controversial claims of evidence seeking to
affect government regulation. Another area concerns
the control of risk, such as the use of drugs for the pre-
vention of disease.

RISK ASSESSMENT: VAST UNCERTAINTY. The uncer-
tainties in the risk assessment of chemical hazards to
health were explored at an international workshop held
in Italy in 1998, with extensive use of real-life examples
(Bailar and Bailer 1999). Uncertainty results from inac-
curate and incomplete data, incomplete understanding
of natural processes, and the basic ways of viewing the
questions. There is uncertainty in hazard identification,

exposure assessment, dose—response modeling, and the
characterization and communication of risk. There is
also true variability in risk across space, time, and
among individuals.

Assessments of risk of the same hazard frequently
differ by factors of 1,000 or more. For example, four esti-
mates of the added lifetime risk of kidney cancer from
the chemical Tris, used as a flame retardant in children’s
sleepwear, ranged between 7 and 17,000 per million
children exposed. Random deviations of a sample from
a specified model, addressed by the methods of statistics,
are but a small component of uncertainty in risk assess-
ment. In any particular case, the public needs insight
into the nature of the uncertainties involved, in order
to participate in meaningful discourse.

MENOPAUSAL HORMONE THERAPY: A STARTLING
REVERSAL. For decades millions of postmenopausal
women were routinely prescribed hormone replacement
therapy (HRT), first introduced for the alleviation of
menopausal symptoms, then believed to offer protection
against coronary heart disease, the leading cause of
death for women in most developed countries. Observa-
tional studies of HRT), as well as meta-analyses (formally
combined evaluations) of these studies, had suggested a
35 to 50 percent reduction in coronary events. But care-
fully designed randomized clinical trials began to report,
culminating in results published in 2002, not preven-
tion, but an increased risk of heart disease, heart attacks,
and stroke in HRT users, in addition to the known
increased risk of breast cancer. The results indicated
that about 1 percent of healthy postmenopausal women
on HRT for five years would experience an excess
adverse event, a substantial number when applied to the
estimated 10 million American women taking hor-
mones. Much research remains to be done, but a subse-
quent meta-analysis of the earlier observational studies
found that HRT users differed from nonusers in impor-
tant characteristics. Adjusting the data for socioeco-
nomic status, education, and major coronary risk factors
eliminated the apparent cardiac protection of HRT, the
evidence that had once so firmly convinced the medical
community (Wenger 2003).

Evidence in a Historical Context: Evolution

The issue here is not the fact of evolution, but the
mechanism of evolution. Are random variation and nat-
ural selection sufficient to explain the origin of life and
the complexity of living systems, or are there other
forces driving evolution? Is there purpose or design in
what is observed? Many scientists hold that Charles
Darwin’s theory of evolution, or a more elaborate ver-
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sion of it, provides a natural explanation for the exis-
tence of all living systems. Others are challenging this
view, and books published by either side may contain
the word evidence in their titles.

CLAIMS OF EVIDENCE IN OPPOSING VIEWS. A popu-
lar book on the Darwinian view is The Blind Watchmaker:
Why the Evidence of Evolution Reveals a Universe without
Design (1986), by the British zoologist Richard Dawkins,
who holds a chair in the public understanding of science
at Oxford University. The title refers to the argument for
design in the universe by the eighteenth-century English
theologian William Paley (1743-1805), who used the
analogy that finding a watch would lead one to conclude
that it was made by someone, that there was a watch-
maker. Dawkins aims to show that evolution took place
entirely by chance variation and small changes, by natu-
ral forces without purpose, so that the watchmaker is
blind. But he assumes that life was already on hand, that
it came from entities so simple as to require no explana-
tion. He leaves the details of their origin to physicists,
although the latter have in fact encountered high specif-
icity in the systems of modern cosmology.

Other scientists hold that a further evolutionary
structure is needed beyond variation and natural selec-
tion. Advances in the fields of biochemistry and molec-
ular biology, as well as the new information sciences,
are being used to explore the question, with explana-
tions sought in the natural order. A still different view is
presented in Science and Ewvidence for Design in the Uni-
verse (2000), by the American researchers Michael J.
Behe, William A. Dembski, and Stephen C. Meyer,
trained in biochemistry, mathematics, and philosophy.
Analyzing the latest scientific developments, they argue
that the complex specified information encountered in
the cosmos, including irreducibly complex biochemical
systems, cannot be generated by a chance mechanism,
that there is evidence of intelligent design. If patterns
are broken down into a series of steps guided by what
has gone before, as in evolutionary algorithms proposed
by Dawkins and others, then there is built-in purpose or
predetermined design.

It is helpful here to review the methodology claim-
ing to provide evidence.

HISTORICAL SCIENCE: INFERENCE TO THE BEST
EXPLANATION. The American philosopher Charles
Sanders Peirce (1839-1914) distinguished three modes
of inference (Peirce 1998 [1923]). These were deduction
(reasoning from general to particular), induction (rea-
soning from particular to general), and what he called
abduction or hypothesis (reasoning from effect to cause).

An example of deductive inference is proving the theo-
rems of Euclidean geometry from its axioms. Induction
includes the customary use of probability in science,
where results from the observed sample can be con-
firmed in further experiments to describe a natural proc-
ess or mechanism of action. Abduction is not directly
related to probability. The cause is not observed, and
the question is which of any rival hypotheses gives the
best explanation of the observed effect. As historical sci-
ence, exploring the origin and evolution of the universe
is in this category. It occurred once in the distant past,
and the aim is to explain what may have caused it to
happen. Probability enters only as the chance of realiza-
tion of a particular path among all possibilities in
assumed evolutionary mechanisms.

Contemporary philosophers of science speak of
abduction in terms of explanatory power or inference to
the best explanation, with three proposed criteria.
Hypothesis A is the best explanation for observed out-
come B if: (1) A is consonant (consistent, in harmony)
with B, (2) A adds something to the understanding of B,
and (3) A adds more to the understanding of B than its
rival hypotheses. Scientific naturalists consider only
material hypotheses to explain the visible universe and
its living systems. But because the ultimate goal is to
understand all of life, the full range of human experi-
ence, others argue that it is not rational to arbitrarily
exclude any viable hypotheses, including that of intelli-
gent design.

EVIDENCE AND THE LIMITS OF SCIENTIFIC
KNOWLEDGE. Caution in making claims of evidence
was advised by Ronald A. Fisher (1890-1962), British
pioneer of the fields of statistics and genetics and the
mathematical theory of evolution. Fisher showed Gregor
Johann Mendel’s laws of inheritance to be the essential
mechanism for Darwin’s theory of evolution (Fisher
1930), but as a Christian he saw no conflict between sci-
ence and his own faith. In a 1955 radio address on the
BBC he referred to his own work as “the study of the
mode of inheritance of the heritable characteristics of
animals, plants and men” (Fisher 1974, p. 351), and
spoke of the evil of misleading the public to believe that
science is the enemy of religion. He urged scientists to
acknowledge the limits of their own discipline:

In order to know, or understand, better, it is nec-
essary to be clear about our ignorance. This is the
research scientist’s first important step, his pons
asinorum, or bridge which the asses cannot cross.
We must not fool ourselves into thinking that we
know that of which we have no real evidence,
and which, therefore, we do not know, but can at
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most accept, recognizing that still we do not
actually know it. (pp. 351-352)

The recurring appearance of conflict between the
exact sciences and the philosophical search for truth
cannot be decided in favor of either side by careless or
ignorant trivialization, by attributing to the other side a
simplistic conceptual framework, as is especially often
the case against believers. Theology has traditionally
been defined as fides quaerens intellectum (faith seeking
understanding), and this means being open to new
insights of all human endeavors, including science. As

stated, for example, by Pope John Paul II (1920-2005):

Only a dynamic relationship between theology
and science can reveal those limits which support
the integrity of each discipline, so that theology
does not profess pseudo-science and science does
not become an unconscious theology. Our knowl-
edge of each other can lead us to be more authen-
tically ourselves. (1988, p. M14)

To attain consensus in a pluralistic culture, it is neces-
sary to seek common ground, common principles to
serve as guide to life in a world of uncertainty.

The Ethics of Evidence

The notion of an Ethics of Evidence, proposed initially
for dealing with uncertainty in medicine (Miké 1991,
1999, 2003), applies equally to other difficult issues
encountered in daily life.

TWO IMPERATIVES OF THE ETHICS OF EVIDENCE.
The Ethics of Evidence can be expressed in two simple
rules or imperatives. The first imperative calls for the
creation, dissemination, and use of the best possible evi-
dence for decision-making in human affairs. Comple-
menting it, the second imperative focuses on the need
to increase awareness of, and come to terms with, the
extent and ultimately irreducible nature of uncertainty.

Evidence here means the information obtained and
interpreted by the highest standards of scholarship in
each relevant field, with the minimal requirement of
internal logical consistency. It allows for diverging views
within a field, as there is a range of uncertainty, but the
points of divergence should be clear. It assumes a philos-
ophy of realism, the conceptual framework of the scien-
tist, who believes in an external world of order that is
accessible to human inquiry. It differentiates between
two kinds of uncertainty: Scientific uncertainty, essen-
tially dynamic, constantly changing with progress in
research, but never fully eliminated, because of intrinsic
limitations of the scientific method; and existential
uncertainty, also invariably present, because the question

of ultimate meaning, the deepest mystery, is beyond the
scope of science.

Evidence is complex and fragile. Proof by experi-
ment covers little beyond the laws of physics. Mathe-
matical models may not apply to reality, and even the
logic of mathematics is limited in its scope. Standards
for proof of causation vary by field, and it is the conso-
nance of data from diverse sources that provides the
strongest evidence.

INVOLVEMENT OF VARIOUS DISCIPLINES. Affirming
the complexities of dealing with uncertainty, research
in cognitive psychology has shown that intuitive judg-
ments do not follow the laws of probability; people tend
to be overconfident in their conclusions (Kahneman,
Slovic, and Tversky 1982). Findings in cognitive neuro-
science suggest that emotion is an integral part of the
reasoning process (Damasio 1994).

Positivist views of objectivity in science were chal-
lenged by the physical chemist Michael Polanyi (1891—
1976), who turned to philosophy to develop his concept
of personal knowledge, the vast domain of tacit assump-
tions, perceptions, and commitments of the persons who
hold it (Polanyi 1958). Science must be consistent with
the evidence, but the ultimate commitment is that of
personal judgment. Hungarian-born like Polanyi, the
mathematician George Polya (1887-1985) gained rec-
ognition for his skill in sharing insight into the heuris-
tics of plausible reasoning (Polya 1954).

Relevant to contemporary social upheavals is the
thought of Viktor E. Frankl (1905-1997), founder of the
so-called third Viennese school of psychotherapy (after
those of Sigmund Freud and Alfred Adler). Frankl’s
approach, called logotherapy (after logos, the Greek
concept of rational principle), was derived from his vast
experience as a psychiatrist and as survivor of concen-
tration camps in World War II (Frankl 1992). He held
that the search for meaning is the basic motivation of
human life. Frankl saw the existential vacuum of present
times—a pervasive lack of purpose or meaning—as the
major cause of the triple plague afflicting society, that of
depression, aggression, and addiction. These insights,
too, need to be considered in analyzing the troubling
issues of the day.

Without a critical attitude to empirical data and
insight into the nature of science and evidence, the pub-
lic is vulnerable to manipulation by special interest
groups and the market. The many conflicts of interest
and misleading reports in the media, often with
improper use of statistics, have been well documented
by sociologists and others (Best 2001). Professionals
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with a poor understanding of statistical concepts may

agitate with false charges (Miké 1989a).

An example of a complex problem in need of
impartial discussion of the evidence from a variety of
sources is that of abortion. Confrontational bandying of
slogans for a generation has not resolved the national
debate, a standard feature of political campaigns and
perhaps the most divisive issue in American society.

The Ethics of Evidence urges focus on what is
known about the subject or calls for further study, with-
out the barrier of ideology. What does biomedical sci-
ence know about the human embryo, from its origin as a
single cell? Can direct visualization of the developing
organism by contact embryoscopy be made widely avail-
able to the public? What are the demographics of the
women having abortions? Why do women have abor-
tions? Are many of them pressured into the decision by
others? What are the economic issues involved for the
women and the abortion industry? What is known about
the long-term consequences of abortion? Scholarly
research addressing these and related questions by the
relevant disciplines could be reported by the mainstream
media, including prime-time television, on a regular
basis. Given that 45 million abortions have been per-
formed in the United States since the procedure was
legalized in 1973, a great deal of source material is avail-
able. Objective and ongoing presentation of the best
available evidence, with emphasis on quality and com-
pleteness, open discussion and
informed judgments by all concerned, especially the
young who have not as yet taken sides in the debate.

would encourage

OVERVIEW. The Ethics of Evidence is a means of con-
sciousness-raising, of urging society to examine all
aspects of vexing issues, to be wary of facile claims of
evidence, to recognize conflicts of interest. It is consis-
tent with the accepted norms of science that include
intellectual integrity, objectivity, doubt of certitude, tol-
erance, and communal spirit (Miké 1999). More gener-
ally, the Ethics of Evidence is supported by the princi-
ples of honesty and literacy. No one would question the
ideal of honesty, of telling the truth and being trustwor-
thy. But a democratic society must also strive to be a lit-
erate, well-informed society, and this includes scientific
literacy, with insight into the scope of science and its
methods of inference. The Ethics of Evidence implies
responsibilities for professionals as well as the public,
and a central role for education. Looking to the future,
it calls for the creation of a new philosophical synthesis
as a central challenge of the twenty-first century.

Toward a Philosophical Synthesis

René Descartes (1596-1650) chose thought as the first
principle of his philosophy. The discoverer of analytic
geometry, he saw in the absolute certainty of mathe-
matics a way to impose the certainty of rational knowl-
edge on all reality. Descartes, a brilliant dreamer, did
not know about non-Euclidean geometry (not discov-
ered for another 200 years) or the incompleteness theo-
rem of mathematics (not discovered for another 300).
What crystallized in his mind as the first principle, his
famous Cogito, ergo sum (I think, therefore I am), would
lead to rationalism, and had already been analyzed by
Saint Augustine of Hippo (354-430) in four of his
books. Both used it to counter the skepticism of their
age and to develop an ontological argument for the exis-
tence of God. But unlike Descartes, Augustine did not
adopt the principle as the basis of a philosophical
system.

A different perspective was proposed by the French
philosopher and medieval scholar Etienne Gilson
(1884-1978). In 1936 Harvard University marked the
300th anniversary of its founding, and as part of the cel-
ebration Gilson was invited to be a visiting professor.
He accepted the lectureship named in memory of Wil-
liam James (1842-1910), the founder of American prag-
matism, and his lectures were published in 1937 as The
Unity of Philosophical Experience.

Gilson sees the unity of philosophical experience in
the persistent search for a first principle, by a naturally
transcendent human reason, to explain what is given in
sense experience. He argues that the many previous
attempts in the history of Western philosophy eventu-
ally failed, because philosophers took a part of the sys-
tem for the first principle. He holds that the first princi-
ple of human knowledge is being, and it therefore has to
be the first principle of metaphysics.

Gilson insists: “Man is not a mind that thinks, but a
being who knows other beings as true, who loves them
as good, and who enjoys them as beautiful” (1999
[1937], p. 255). In the search for philosophical synthesis,
he is not suggesting some new system of tomorrow or
the reviving of some old system of the past:

The three greatest metaphysicians who ever
existed—Plato, Aristotle and St. Thomas Aqui-
nas—had no system in the idealistic sense of the
word. Their ambition was not to achieve philoso-
phy once and for all, but to maintain it and to
serve it in their own times, as we have to main-
tain it and to serve it in our own. For us, as for
them, the great thing is not to achieve a system of
the world as if being could be deduced from
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thought, but to relate reality, as we know it, to
the permanent principles in whose light all the
changing problems of science, of ethics and of art

have to be solved. (p. 255)

This philosophy of realism is for Gilson a continu-
ous process, a constant analysis of experience:

A metaphysics of existence cannot be a system
wherewith to get rid of philosophy; it is an always
open inquiry, whose conclusions are both always
the same and always new, because it is conducted
under the guidance of immutable principles,
which will never exhaust experience, or be them-
selves exhausted by it. For even though, as it is
impossible, all that which exists were known to
us, existence itself would still remain a mystery.

(pp. 255-256)
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TOWARD AN ETHICS OF
SCIENCE AND TECHNOLOGY
AS KNOWLEDGE

CARLMITCHAM
ROBERT FRODEMAN

A central feature of science and technology is their char-
acter as knowledge. Not only is science commonly
described as both cognitive activity and a body of knowl-
edge, but technological power has become increasingly
knowledge-dependent. Unlike power, knowledge is often
judged an unqualified good. But in a world in which tech-
noscientific knowledge offers along side its manifest bene-
fits unparalleled opportunities for destructive utilization,
and in which individuals are increasingly challenged to
come to terms with scientific and technological perspec-
tives on the natural world and themselves, the moral sta-
tus of knowledge deserves substantive consideration.

Knowledge Questions

Knowledge has been defined since Plato as “justified
true belief,” that is, as true opinion with reason or logos
(Theatetus 201d-210d). Epistemology or the theory of
knowledge examines what counts as the reasoning that
can convert true opinion (which may be quite acciden-
tal) into knowledge. Does epistemic rationality require
reference to empirical data, systematic coherence, cov-
ering laws, or what?

Precisely because of its various possible justifica-
tions, knowledge comes in many forms. Bertrand Russell
(1910), for instance, distinguished knowledge by
description (scientific propositions) and knowledge by
acquaintance (including technical know how). In rela-
tion especially to science and technology each type
raises ethical as well as epistemological issues that have
seldom been addressed in standard philosophical discus-
sions. Is it not possible for certain types of propositional
knowledge or their pursuit to distract human beings
from more important activities and ends? Might not
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knowledge by acquaintance be ethically or politically
problematic?

The first question has been broached on the mar-
gins of philosophy in information science and knowl-
edge management. These contemporary disciplines
have, for instance, examined the relations between data,
information, knowledge, and wisdom—distinctions first
suggested by the poet T. S. Eliot in “Chorus from The
Rock’ (1934). Economist and diplomat Harland Cleve-
land (1982) and operations research scientist Russell
Ackoff (1989) have each proposed different versions of
these distinctions that highlight how knowledge and
understanding can be obscured by data or information.

The second question has been raised in relation to
forms of knowledge as diverse as nuclear engineering
and genetic screening. For the master inventor of the
atomic bomb, J. Robert Oppenheimer (1947), “In some
sort of crude sense which no vulgarity, no humor, no
overstatement can quite extinguish, the physicists have
known sin.” For philosopher Ruth Chadwick (1997),
information about genetic abnormalities constitutes a
kind of knowledge that patients may have a “right not
to know” in order to lead their lives without excessive
worry. How did it come about that knowledge, which
has so often been seen as a pristine virtue, is now mani-
fest in the contemporary world as both benefit and
burden?

Historical Emergence

Reflection on the role of knowledge in society goes back
to the origins of European civilization. Pre-Socratic phi-
losophers were largely concerned with the natural
world, but by the mid-fifth century B.C.E. this had
changed. According to Plato, Socrates suggested that he
could learn little of human importance from nature
(Phaedrus 230d), and in the Republic he set up a keen

tension between knowledge and politics.

The Republic begins with an account of the various
ways societies can be governed: through violence, reli-
gious authority, tradition, or discursive rationality. The
first three play an inevitable role in society. Governments
must possess a monopoly over violence, while religious
authority and tradition provide the guidance needed to
establish social norms. Plato is nevertheless often inter-
preted as launching the West on a 2500 year trajectory to
progressively free rationality from the constraints imposed
by these other approaches, a process of disengagement
that reached apotheosis in the Enlightenment. In the dia-
logues, however, Plato repeatedly emphasizes the tension
between philosophy and power. Socrates must be (play-

fully) coerced to reveal what he knows, and even then he
carefully reminds his listeners that the philosophic knowl-
edge of the few looks topsy turvy to the many.

The dialogue reaches a climax in the myth of the
divided line and allegory of the cave, where Socrates
once again yokes knowledge to politics. These images
describe the difficulty of distinguishing truth from shim-
mering illusions, as well as the way that falsehoods can
blind a person to the truth. The difficulties are multi-
plied, however, by Socrates’s view that knowledge can
also cripple. Inverting the Homeric story in which
Odysseus visits the underworld in order to gain the
knowledge needed for practical matters,
describes how philosophers can become so dazzled by
the brilliance of their insights as to lose any sense of
how to relate them to everyday experience.

Socrates

In his Nicomachean Ethics Aristotle also emphasizes
the relation between knowledge and desire: “Both the
reasoning must be true, and the desire right, if the
choice is to be good” (VI, 2; 1139a25). On Aristotle’s
account, excellence in reasoning and right desire are
cultivated through the moral and intellectual virtues.
Moral virtues such as courage, generosity, and magna-
nimity are governed by a principle, the doctrine of the
mean, that seeks out the midpoint between the
extremes of excess and deficiency. The intellectual vir-
tues—which Aristotle examines in order as episteme
(science), techne (craft skill), phronesis (practical judg-
ment), and nous (intuition)—identify the different ways
human beings can acquire truth.

Crucially, however, there is no principle of the
mean to govern these intellectual virtues. There is no
discussion of the possibility that there could be an
excess as well as a deficiency in any intellectual virtue
after the manner of the moral virtues. Nor for that mat-
ter is there any account of how the moral and intellec-
tual virtues relate to one another. When Aristotle turns
to a fifth intellectual virtue, sophia (wisdom), he
describes it as the combination of intuition and sci-
ence—leaving out technical skill and practical judg-
ment. Wisdom consists of theoretical knowledge lacking
any clear relation to practical matters. For Aristotle, the
highest form of knowledge appears to escape any Pla-
tonic problematic.

In the Platonic tradition, which became through
Augustine a vehicle for Christian theological reflection,
this problematic finds multiple expressions. Consider
the story of Leontius (Republic IV, 439e ff.). Walking
along the wall outside the Piraeus, Leontius spies a
corpse from an execution, and desires to feast his sight
on the repugnant image. Recognizing this as a degraded
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use of the most noble and cognitive of the senses, he
struggles to resist temptation. Failing in moral stamina,
he finally runs toward the rotting body and exclaimed to
in sarcastic irony: “Look, you damned wretches, take
your fill of the fair sight!”

The problem of the custody of the eyes becomes in
fact a major moral issue in the Christian tradition.
According to the biblical narrative, the knowledge of
good and evil was associated with a tree in the midst of
the Garden of Eden that was “a delight to the eyes”
(Genesis 3:6), but from which Adam and Eve had been
forbidden to eat. When they succumbed to the visual
temptation, their eyes were opened in new ways that
brought hardship upon them. During the medieval
period this notion of dangerous knowledge was elabo-
rated especially in the monastic tradition. In an
extended commentary on chapter seven of the Rule of
St. Benedict, Bernard of Clairvaux, in the Steps of Humil-
ity (1120), criticizes “curiositas” as a form of pride. Tho-
mas Aquinas, working under the influence of Aristotle,
sought to qualify such criticism, although even he
admitted that “curiosity about intellective sciences may
be sinful” (Summa theologiae 1I-1I, Q.167, art.1). But
with the coming of the modern age the restriction on
knowing was set aside in favor of a view of knowledge as
an unqualified good in an even stronger sense than
found in Aristotle himself.

In the modern era, traditional boundaries on scien-
tific pursuits began to drop away as interrogation under-
took new active forms in dealing with both nature (the
performing of autopsies and experimentation) and the
sacred (subjecting the Bible to the same kinds of analy-
sis as any other book). René Descartes represents a sig-
nal turning point. Offering a distinctively modern scien-
tific sense of reason, he claimed that with his method
“there is no need for the mind to be contained within
any limits” (Rules for the Direction of the Mind, 1620s).
For Descartes there were new rules to replace those of
the monasteries, and new meditations to replace spiri-
tual reading, through which human beings might
become the “masters and possessors of nature” for which
they had been divinely predestined. This project
approaches fulfillment in the twenty-first century, as sci-
entific and technological advances create possibilities
that herald wholesale changes in nature, society, body,
and mind.

E. F. Schumacher (1977) in a simple but insightful
characterization, describes the transition introduced by
Descartes and others as one from the pursuit of “science
as understanding” to “science for manipulation.”
Whereas the former sought to integrate the knower with

the known, to raise human beings out of their material
state by means of insight into higher things, the latter
began with a sense of the knower as separate from the
known and sought to assert this separation by means of
analysis. The overarching theme concerning knowledge
since the 1500s has been the progressive application of
the principle of analysis. Descartes provides the classic
statement of the analytic method in his Discourse on the
Method for Rightly Conducting the Sciences (1637). Items
were to be understood by being broken into their con-
stituent pieces. The goal was to arrive at the smallest
possible elements. Once these “simples” were identified
and completely examined knowledge would be recon-
structed upon an unimpeachable foundation. Comple-
mented by the empiricist methods developing from
Francis Bacon, who also sought new forms of knowledge,
there has flowed forth an ever widening stream of
results, including but not limited to the growth of aca-
demic disciplines.

The New World of Knowledge and Its Production

In the epistemological world opened up by Descartes
and Bacon new categories and forms of knowledge mul-
tiply without bounds. In the nineteenth century natural
philosophy divided into physics, chemistry, and mathe-
matics, while natural history morphed into biology with
an experimental component that challenged the tradi-
tional emphasis upon description and taxonomy. The
social sciences—sociology, psychology,
political science, and anthropology—arose to address
the new social conditions, applying a scientific approach
to the problems of industrialized experience.

economics,

The disciplines that become known as the human-
ities—philosophy, classical languages, modern lan-
guages, history, art, and music—formed a rump out of
what was left over after the extraction of these other
new specialties. The term itself was an adaptation from
the Renaissance studia humanitatus, when humanist
scholars looked to ancient thinkers such as Cicero for
inspiration and guidance. A few of these latter day
humanists protested the rise of specialization and disci-
plinarity and the new emphasis on research, but in gen-
eral the humanities accommodated themselves to the
novel paradigms of knowledge. Abandoning the tradi-
tional notion of expounding a perennial philosophy,
fields such as literature and philosophy now trained spe-
cialists whose role was to develop new insights. Having
given over the study of nature to the physical sciences,
and the study of culture to the social sciences, the
humanities were left with conducting meta-analyses or
pursuing one or another version of I'art pour l'art.
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Analytic assumptions concerning knowledge also
promoted the concept of expertise. Expertise in the
modern sense depends on phenomena being able to be
understood in isolation from each other. In politics this
makes democracy at once necessary and problematic—
necessary to do the relating that can no longer be done
by knowledge, and problematic to the degree that intel-
ligent decision making requires specialized knowledge.
Specialization and expertise lead to what can be called
epistemological myopia, where a powerful understand-
ing of the details of comes at the cost of appreciating
the larger implications of a phenomenon. This in turn
has led to calls for interdisciplinary approaches to
knowledge.

While problematic even within the sciences, the
analytic approach to knowledge has had its most
destructive effects in the humanities. Even as the intel-
lectual division of labor has become more and more
fine-grained, there was no part of knowledge explicitly
concerned with the development of and relation of
knowledge between and across the disciplines. Philoso-
phy, the traditional location of such knowledge, also
embraced specialization and professionalization, and
new claimants to interdisciplinarity such as the sociol-
ogy of knowledge or science, technology, and society
studies, have nevertheless in short order come under the
gravitational attraction of their own disciplinary forma-
tions. Disciplinary myopia in turn has run parallel to
and contributed to the progressive loss in public ability
to rationally debate the ends of life, which has reached
the point that to even speak of “the good life” often
invites derisive commentary—or relegation to the pri-
vate sphere of personal preference.

Disciplinary specialization and its corresponding
cognitive productivity have thus been bought at the cost
of ignoring the lateral connections between one subject
and the rest of the universe of thought and action. The
issue here is the dominance of the metaphor of the labo-
ratory, which presumes that it is relatively unproble-
matic to separate a bench experiment from the world at
large: creating conditions that can be replicated, by con-
trolling the materials used and constraining the parame-
ters of the experiment (Frodeman 2003). Even fields
quite far from, and in some cases quite disdainful of, sci-
ence have applied this presumption to their own work.
To offer just one example, it is presumed by literary
scholars that it is more central to the work of their field
to further probe the depths of the Prelude than to see
how William Wordsworth might illuminate the experi-
ence of employees of U.S. National Parks, and through
them, the park-visiting public.

The Knowledge Explosion and Its Discontents

Despite the tremendous explosion of knowledge, there
is no discipline that takes as its provenance under-
standing the relation between the disciplines. Knowl-
edge and information workers multiply ever faster.
Hundreds of thousands of bachelor degrees and tens of
thousands of doctorates are awarded each year; the
annual U.S. federal support of science approaches $150
billion (with twice as much more coming from private
sources); and a sky-rocketing stream of publications
floods the infosphere in hardcopy, electronic, and vari-
ous other media. As more than one social commenta-
tor has repeated, we are increasingly the most informa-
tion and knowledge-intensive society in history (see
Machlup 1962, Rubin et al. 1986, Castells 1996, and
Mokyr 2002). To adapt a prescient distinction from
Albert Borgmann (1999), knowledge about reality (sci-
ence) and knowledge for reality (engineering) have
morphed into knowledge as reality. But the knowledge
society appears to have little or no program for how to
live in or with this information rich possibility space
other than to affirm the personal construction of
meaning, some automatic synthesis (perhaps by means
of Adam Smith’s “invisible hand” or G. W. F. Hegel’s
“cunning of reason”), or Vannevar Bush’s linear
hypothesis from Science: The Endless Frontier (1945):
just fund basic science and good results will flow for
national security, healthcare, and the economy.

In the area of science policy, selective voices have
questioned the received view that all knowledge pro-
duction is good knowledge production. According to
Daniel Sarewitz (1996), David Guston (2000), and
Philip Kitcher (2001) there are good reasons to doubt
that simply giving more money to science is always
the best social investment. A few isolated analyses
point in rather more radical directions, with provoca-
tive studies on the theme of “forbidden knowledge” by
Nicholas Rescher (1987), Roger Shattuck (1996), and
Agnieszka Lekka-Kowalik and Daniel Schulthess
(1996). Among others, Carl Mitcham and Robert Fro-
deman (2002) have sought to extend the argument for
balance in science funding to a broader balance in
knowledge production. Subsequent to September 11,
2001, new forms of knowledge restriction have been
debated in the sciences themselves. All together, such
efforts suggest that the traditional research philosophy
in favor of unfettered scientific autonomy and unre-
stricted knowledge production is running up against
both epistemological and political limits. The episte-
mological limits of knowledge production are evident
in the increasingly complex nature of both knowledge
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and societal problems: our lives are becoming more
interwoven on global scales, and many of the problems
that are most easily isolated have already been
addressed. The political limits are found in the increas-
ingly public demand that publicly funded research and
education clearly show their connections to commun-
ity needs. Although the repeated call for interdiscipli-
narity in education and research is often an effort to
respond to such problems, in many instances the inter-
disciplinarity that emerges does little to address such
issues since it leads only to more and more refined
disciplinarity.

What Is to Be Done?

Existing ethical assessments of science focus on meth-
odological norms in knowledge production. In excep-
tional cases, critics have contested claims to scientific
knowledge on ethical and religious grounds (as in the
challenge to evolutionary theory), although they have
not questioned the value of knowledge per se. Existing
ethical assessments of engineering and technology focus
largely on the active use of technical knowledge rather
than the knowledge itself. By contrast, the argument
here is that knowledge itself deserves ethical analysis
and criticism.

What would this involve? To begin with, it will
depend on some recognition, however provisional, of
knowledge as an ethical issue beyond the belief in knowl-
edge as an unqualified good. But such acknowledgment
could also find support from one or more of five comple-
mentary approaches to the knowledge question.

First, is phenomenological work on the character of
scientific knowledge by philosophers such as Hans Jonas
(1966 and 1974) who has argued the inherently practi-
cal character of modern natural science. Such an argu-
ment poses obvious challenges for any classical defense
of knowledge as inherently good or neutral.

Second, is the argument by scientists themselves
from the 1970s on who considered the possible dangers
in and limitations to scientific research, because of the
complexities with which it had become involved.
Although some of the early arguments to this effect
(e.g., Holton and Morison 1978) were subsequently
challenged, later studies in complexity theory (e.g.,
Pagels 1988) raise related issues that have yet to be fully
appreciated.

Third, virtue epistemology makes a case for relating
knowledge and virtue that also has implications for
relating knowledge and vice. Virtue epistemology is
concerned with identifying the virtues that could trans-

form true belief into knowledge that make knowing pos-
sible (see, e.g., Zabzebski 1996). But here ethics is sim-
ply incorporated into an ethical epistemology, while
what is equally called for is an epistemic ethics and
metaphysics.

Fourth, information ethics in its two forms—the
ethics of library science and the ethics of computer
information generation and manipulation—both suggest
the need for ethical assessments of knowledge in rela-
tion to issues of privacy and equity. How can all knowl-
edge be inherently good when some of it is inherently
invasive or promotes inequalities? Moving in the direc-
tions of moral psychology, there is also research that
suggests certain types of propositional knowledge might
limit the exercise of intuitive knowledge (Gladwell
2005). Extending such a notion, is it not possible that
certain types of knowledge could distract human beings
from more important goods? Is the acquaintance with
some types of things on which know how depends never
psychologically problematic?

Finally, science studies research on transformations
in the social character of knowledge production have
developed suggestive analyses that have implications for
any ethics of knowledge. A useful reference here is the
work of Michael Gibbons and others, The New Produc-
tion of Knowledge (1994), which distinguishes what it
terms “Mode 1” and “Mode 2” knowledge. Mode 1 is
the standard form of modern knowledge generated in
disciplinary and academic frameworks. Mode 2 knowl-
edge is a new kind of knowledge originating outside aca-
demic Mode 2 knowledge
production

research institutions.

e is governed by practical, problem solving concerns
(rather than by more academic or epistemic ones),

e is transdisciplinary in character,

e engenders linkages among subfields and heteroge-
neous sites,

e is subject to economic and social accountability, and

e incorporates social, economic, and political

interests.

Although this analysis and a companion volume by
Helga Nowotny and others (2001) suggests little more
than adaptive strategies in response to such transforma-
tions, they open up space for more normative assess-
ments. Deborah Johnson (1999), for instance, has
argued that recognition of the new social constructive
context of science offers opportunities for reframing the
question of forbidden knowledge.

Ixiv
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On the basis of these kinds of existing research one
may propose the following overlapping questions for any
future ethics of science and technology:

1. Historically and socially, what is the moral status of
a kind of knowledge with inherently applied char-
acteristics? Is the distinction between ancient, con-
templative knowledge and modern, inherently

manipulative knowledge defensible? Furthermore,

has the character of technoscientific knowledge
itself undergone morally relevant change of the

types suggested by social studies of science?

2. Conceptually, what are the ethical dimensions of
distinctions between the forms knowledge (in the
general sense) as data, information, knowledge (in
a strict sense), and wisdom?

3. From the political and policy perspectives, what is
the proper balance between knowledge and knowl-
edge production in the technosciences, the social
sciences, the humanities, and the arts? How do dif-
ferent forms of cognition properly interact, not just
to produce knowledge but to promote the good life?

4. Psychologically, what are the moral implications of
the proliferation of technoscientific knowledge?
Does more knowledge always promote better think-
ing or acting?

5. Ethically (in a narrow sense): What are the morally
relevant consequences of knowledge and knowledge
production? Are there no deontological limits on
knowledge and knowledge production? With regard
to virtue, are there no extremes to epistemological
practice that deserve censure?

Although not exhaustive of any future ethics of science
and technology as knowledge, responses to these kinds
of questions might provide guidance for the co-creative
interaction between knowing, making, and doing in the
expansively human sense.
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VALUES IN TECHNICAL
DESIGN

HELEN NISSENBAUM

Although their precise parameters and significance are
easily debated, it is generally recognized that values influ-
ence the design of scientific experiments. Because scientific
research is designed to yield answers to specific questions,
truth values in operational forms internal to science play
prominent roles in the structuring of research activities.
Moreover, when experimentation takes place with human
subjects or dangerous reagents there are further values of
respect for persons and public safety that readily take the
stage. It is thus not difficult to argue that values regularly
and properly are embodied in scientific activities—and that
the practice of science can have value implications for the
larger social contexts in which they are pursued.

The idea that values may also be embodied in engi-
neered products, processes, and systems is perhaps more
controversial, although the thesis is now commonly argued
in a variety of disciplines relevant to questions of science,
technology, and ethics (e.g., Winner 1986, MacKenzie
and Wajcman 1999). Moreover, a practical turn from what
has sometime been a largely descriptive posture sets forth
values as a design aspiration, exhorting engineers, pro-
ducers, and consumers to include values in the criteria by
which technological excellence is judged (Mitcham
1995). For those committed to bringing selected values to
bear in technical design, the ideal result is a world of arti-
facts that embody not only such instrumental values as
effectiveness, efficiency, safety, reliability, and ease of use,
but promote (or at least do not undermine) substantive
values to which the surrounding societies or cultures sub-
scribe. In liberal democracies, such values may include,
among others, liberty, justice, privacy, security, friendship,
comfort, trust, autonomy, and transparency.

But it is one thing to subscribe to such ideals and
another to put them into practice. Putting values into

practice is often dismissed as a form of political or
moral activism irrelevant to the designing of technical
systems such as software programs. Experienced soft-
ware engineers will recall the not too distant past when
interface and usability were also overlooked features of
software system design (Adler and Winograd 1992).
While these and other aspects of design have now
entered the mainstream, we are still at the shaky begin-
nings of thinking systematically about the practice of
technical design and values (Norman 2002). Even
designers who support the principle of integrating val-
ues into systems are likely to have trouble applying
standard design methodologies, honed for the purpose
of meeting functional requirements, to the unfamiliar
turf of values. There are at least two factors that con-
tribute to the difficulty of embodying values in the
design of technical systems and devices—one epistemo-
logical, the other practical.

Epistemological Challenges

One reason the study of human or social dimensions of
technology is so demanding is that the areas of knowl-
edge and relevant methodologies are far-flung and self-
contained. This dispersion is reflected in the discipli-
nary organization of universities, in which science and
technology are typically segregated from the social sci-
ences and humanities. Yet the successful embodying of
values in technical design demands simultaneous
engagement with these distinct areas of knowledge and
their respective methodologies. For technical design
purposes, what is readily drawn from these fields is suffi-
cient, whereas for others the puzzles raised push beyond
standard boundaries. Either case, however, calls for
more comprehensive interactions among diverse areas
of knowledge than is customary—in the first instance
requiring enough knowledge to identify existing, rele-
vant insights; in the second, deliberate efforts to extend
what is known in order to address the hard and some-
times novel questions that arise.

In practical terms, these active interdependencies
may be understood through the metaphor of “balls in
the air.” Conscientious designers must juggle and keep
in play the results of at least three modes of knowledge:
foremost those from the relevant scientific and techni-
cal fields; beyond these, philosophical reflections on rel-
evant values; and finally empirical findings regarding
relations between values, individuals, and their soci-
eties. The balls in play metaphor reflects the need to
direct attention to all three aspects simultaneously,
keeping an eye not only on each factor but also on how
the three factors shift in relation to each other.
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TECHNICAL MODES. In the technical mode, a designer
or design team brings to bear state-of-the-art scientific
knowledge and technical know-how on particular
design specifications that realize given values in an
overarching design project. In a project to build a hospi-
tal patients record system, for example, designers might
be charged with the task of building privacy protection
into the software. In responding to this charge, they
might aim for a design that enables access to particular
fields of data only by specific, authorized members of the
hospital staff. With this goal in mind, they set about
designing system constraints, and selecting or creating
mechanisms to attain them.

These steps, comprising the technical ball-in-play,
are familiar to technical system designers. The sole
departure in the present instance is that they are
described as undertaken in the name of values and not,
as is typically the case, in the name of technical func-
tionality and efficiency.

PHILOSOPHICAL MODE. While designers and engi-
neers seek and invent mechanisms to meet design speci-
fications for promoting values, the philosophical per-
spective is generally overlooked. But values are more
than simple givens. Values can themselves be examined
in terms of their origins and scope of relevance, their
meanings, and as the basis for normative influence—
especially when it is necessary to resolve conflicts.

At the foundation of such philosophical reflection
lies an account values that may be quite contentious.
There are extensive debates about the precise character
of values, for instance, whether they are subjective or
objective. Nevertheless, within a broad construction of
values as interests, purposes, or ends in view, those of
greatest concern in the present context are values that
can be construed as social, moral, or political. This still
wide-ranging category includes abstractly conceived val-
ues such as freedom, autonomy, equality, justice, and
privacy, as well as concrete values such as friendship,
safety, sociality, and comfort.

The question of whether any such values are uni-
versal to all humans or are always locally defined by
nations, societies, cultures, religions, communities, or
families deserves to be appreciated for its moderating
influence. Designers and developers of technology in
the United States (and other technology producing lib-
eral democracies) may confidently reach for constitu-
tional values such as freedoms of speech, association,
and religion; protections of property, equality, due proc-
ess, and privacy; or cultural values such as individualism
and creativity. But they should at the very least also

consider whether such values are always appropriate to
other countries where their products may be distributed.
At the same time, taking the Universal Declaration of
Human Rights as a guide, it is reasonable to postulate a
few basic values as common to all humanity, with spe-
cific interpretations subject to local variation—a posi-
tion that nevertheless remains subject to philosophical
analysis and empirical assessment.

In seeking to promote the embodying of values in
technologies it is a designer’s understanding that will
guide how they are “cashed out” as system features. In
the case of the electronic patient records example, con-
cerned developers seek specifications that will yield pri-
vacy and not something else, and a key factor will be
defining privacy. Evaluating the proposal mentioned
earlier to operationalize privacy by giving variable
access to the different fields of information, a philosoph-
ical critic might argue that a different interpretation of
privacy would support a system whose default is to give
access to the patient only, as a way to embody privacy as
control over information about oneself.

An ability to consider and discuss such alternatives
is a significant component of what it takes to keep the
philosophical ball in play. In some instances this means
turning for insights to a long tradition of philosophical
and political thought that guides the moral and political
systems of the different technology producing liberal
democracies. Because many of the most important and
contested value concepts have evolved within these tra-
ditions, design teams might need to plumb them for
sound, workable concepts. Failure to take these concepts
seriously can lead to bungled interpretations in the spec-
ification of design features.

Two caveats: First, it is unrealistic to expect design-
ers always to work from first principles and grapple
directly with abstract conceptions of value. Yet over
time, one can imagine an emerging database of analyses
specifically developed for the context of technology
design. Second, traditional analyses may not be suffi-
cient when technology itself has brought about such
radical change in the social and material world that cer-
tain values themselves demand reconsideration. In such
cases, as with privacy in the wake of information tech-
nologies, keeping the philosophical ball-in-play means
producing original research analyzing on the concepts at
issue.

Finally, the philosophical mode engages with issue
of normative force, providing rationale or justification
for commitments to particular values in a given device
or system. With the electronic patient record system,
one might consider why privacy is relevant, important,
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or necessary. Frequently, the answers to such questions
are to be found in surrounding moral and political theo-
ries that explain why and when certain values ought to
be promoted. This is particularly needed when conflicts
among values result from specific design choices. Nor-
mative theory can guide resolution or tradeoffs. In the
patient records system, finding that access is slowed as a
result of privacy constraints, designers might return to
the underlying theory of a right to privacy to learn the
circumstances under which privacy claims may justifi-
ably be diminished or overridden.

EMPIRICAL MODE. Empirical investigation answers
questions that are as important to the goal of embodying
values in design as the philosophical and technical. Not
only does it complement philosophical inquiry into
what values are relevant to a given project, but it is the
primary means for addressing, systematically, the ques-
tion of whether a given attempt at embodying values
“worked”—that is, whether the intentions of designers
were fulfilled.

Philosophical inquiry can take us only so far in
determining the values that ought to be considered in
relation to given technological projects. Even if one
holds to the existence of a basic set of universal human
values, the people affected by these projects are likely to
subscribe to a far richer set of values determined by their
cultural, historical, national, ethnic, and religious affili-
ations. It may be even more crucial to attend to these
commitments when engineers face choices among
design alternatives. Despite the enormous attention phi-
losophers, and others, have given to the problem of sys-
tematically resolving values (and rights) conflicts, this
remains notoriously difficult. For such situations, ascer-
taining the preferences of affected parties is a sound
practical response, using such methods as surveys, inter-
views, testing under controlled conditions, and observa-
tion in the field. In the conflict between efficient access
to information and its confidentiality in a patient
records system, for instance, designers should at least
consult preferences among affected parties.

Empirical investigation is also necessary for ascer-
taining whether a particular design embodies intended
values. Again in the case of the electronic patient
records system, designers might learn from observing
patterns of usage if security mechanisms for restricting
access to the appropriately authorized personnel are so
onerous that many users simply bypass them, thus leav-
ing the records more vulnerable than ever. They might
thus discover that their attempts to promote privacy are
thwarted by a design that does not achieve its intended

results—information crucial to any values in technical
design analysis.

VALUES IN PLAY. The metaphor of balls-in-play
includes not simply the need to incorporate three dis-
tinct modes of knowing into the design context but an
effort to iteratively integrate these modes. Because find-
ings from each of the areas affect or feed back into
others, members of a design team cannot seek solutions
in each area independently. Although the hardest cases
might call for innovation within each of the three
modes (and hence diverse expertise), many cases will be
able to rely on what is already known in at least one or
two.

Consider, for example, the task of building a system
that provides fair access to information to diverse mem-
bers of a community. Designers might quickly settle on
accessibility to all mentally able individuals as the
embodiment of the value of fairness, while it struggles
with the technical questions of how to go about doing
so and, later, testing empirically whether particular
designs have succeeded. It is reasonable, furthermore, to
hope that with greater attention to the study of values
in technology a body of findings, experience, results,
and definitions will develop that gradually will alleviate
some of the epistemological burdens.

Practical Challenges

In addition to epistemological challenges, the practical
challenge engineers face is the sparseness of methodolo-
gies for embodying values in system design, due in part
to the newness of the endeavor. If we think of what we
need to know constitutes the ingredients for a recipe,
then what remains is the equally important method for
combining them into a dish. Attempts to fill this meth-
odological gap are new and evolving. Some that have
been around longer are restricted to certain specialized
areas of application.

One of the best known in the latter category is an
approach known as “participatory design.” Having
evolved in Scandinavia, in the context of the work-
place, the methodology is committed to democratic par-
ticipation by those likely to be affected by new technol-
ogies as well as design outcomes that enhance not only
efficiency of production and quality of product but the
skill and well-being of workers. Emerging methods
include value sensitive design, which recognizes the
importance of technical, conceptual, and empirical
investigations to the purpose of bringing values to bear
in the design of information technologies generally.
Another approach developed by Mary Flanagan, Daniel
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Howe, and Helen Nissenbaum (2006) posits a method-
ology comprising four constitutive activities for embody-
ing values in design—discovery, translation, resolution,
and verification—which, in order to illustrate possibil-
ities, can be considered here.

DISCOVERY. The activity of discovery involves identify-
ing values that are relevant to or might inform a particular
design project by looking to key sources of values in the
context of technical design and asking what values they
bring to the project in question. The specific list of values
will vary considerably from project to project. But one
promising heuristic is simply to ask “What values are
involved here?” and then brainstorm possible answers.
Sometimes values are expressed explicitly in the func-
tional definition of a deliverable (as grasped through the
technical mode of knowing). But all designs are underde-
termined by explicit functional requirements, leaving
designers and developers numerous alternatives as they
proceed through an iterative design process.

Open-endedness calls forth the implicit values of
designers themselves (and thus may be furthered by the
philosophical mode of reflection). Sometimes designers
unconsciously assume that they are the likely users of
their work and act accordingly. But values reflection in
technical design can almost always be deepened by
efforts to critically identify implicit values in both
designers and potential users (as accessed by means of
the empirical mode of inquiry), and subsequent critical
assessments of and dialogue between such values.

TRANSLATION. In the activity of translation, a design
team operationalizes value concepts and implements
them in design. The values discovered in the first
moment of reflection are not only multiple but they
tend to be abstract. To become concretely accessible in
the design context they will need to be rendered into
operational or functional forms. This translation activity
will almost certainly involve some input from the philo-
sophical mode of knowing. No matter how well value
concepts are operationalized, the efforts of conscientious
designers are easily undermined if the historical tradi-
tions and substantive characteristics of particular values
are incorrectly interpreted. With values such as privacy,
for example, clarity, good intentions, and technical
competence can be misdirected when not adequately
backed up with sensitive analyses of various philosophi-
cal approaches to privacy itself.

RESOLUTION. Translation is key to any implementa-
tion of discovered values. But implementation and the
corresponding transfer of values into design specifica-

tions also calls for the resolution of any potential incom-
patibilities in a values possibility space. One of the
major challenges of implementation is resolving con-
flicts that arise as a result of specific design choices.

Conflicts arise when designers who have committed
to some set of discovered values, further discover that it
is practically impossible to embody all of them equally
well within some product, process, or system. Engineer-
ing is rife with such conflicts: whether to favor safety
over cost, transparency over privacy, aesthetics over
functionality, with many more appearing at layers of
finer granularity. Resolving such conflicts is by no
means a challenge for engineering alone, but is manifest
as one of the enduring problems of practical ethics, poli-
tics, and law. But this means again that the resources of
the philosophical mode of thinking may be of special
benefit to this moment in practical values design work.

VERIFICATION. Finally, the activity of verification
involves assessing whether values have been successfully
embodied in design. Verifying the inclusion of values is
likely to draw on both technical and empirical thinking.
It can easily begin with internal testing by the design
team but will not be complete without user testing in
controlled environments.

It might be useful in this regard to consider the pos-
sibility of some approach analogous to that of clinical
trials for pharmaceuticals. In phase one trials the basic
question concerns whether a drug is safe. Phase one
studies, which are short term, are done to gather pre-
liminary data on chemical action and dosage using
healthy volunteers, and there is no comparison with any
control group. In phase two trials, which take longer,
the basic question is whether the drug works to achieve
a desired therapeutic end. Is it an effective treatment?
Now the trials are done with patients who exhibit a tar-
get disease or illness, and there are control groups for
comparison. Finally, phase three trials focus on the
long-term effects in larger populations. Only after this
phase is complete may a drug be widely marketed. In a
like manner one might construct a series of alpha, beta,
and gamma testings of new technologies to assess how
values may have been embodied in technical designs,
using initially small groups of technical volunteers, then
non-technical users with the need that a new technol-
ogy aims to address, and finally longer-term monitoring
of larger populations of consumers and users.

Open Questions

It is too early to judge the long-term success of any
method for embodying values in technical design,
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because few projects have proceeded through the vari-
ous milestones characteristic of the lifespan of technolo-
gies—including, sometimes, unintended (often nega-
tive) consequences. The method nevertheless deserves
serious consideration in any discussion of science, tech-
nology, and ethics—not only in relation to the kind of
case referenced here (that is, software design) but across
the technology spectrum, from machines and structures
to systems and software. Moreover, critical considera-
tion may also throw light on the roles of values in design
of scientific experimentation.

Two other potentially critical stances are worth
mentioning. Taking a social constructivist stance, critics
might question the supposition that key social, ethical,
and political aspects of technologies are attributable
either to their blueprints or physical shape. What
imbues technologies with values are not any of their
objective functions but their meanings, generated by
the interpretive forces of history, culture, politics, and a
myriad other social contingencies. An ironically related
stance holds that technologies are neutral. The extent
to which systems or devices promote values is a function
of the individual uses to which they are put; technolo-
gies are mere tools of human intention. Although the
view of technology as neutral is currently out of favor in
scholarly circles, it remains a common presumption with
which those interested in values in technical design
must contend.
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TOPICAL OUTLINE

The following classification of articles provides an analytic summary of the Encyclopedia contents. It is intended to assist the user, whether
researcher or browser, in appreciating the scope of coverage and in locating articles broadly related to a given theme. Nevertheless, because
the field of science, technology, and ethics is an emerging interdisciplinary effort, it is not as easily parsed as traditional scholarly disciplines.
One alternative classification scheme, for instance, would list under each specialized introduction dall related articles—an analysis that would,
of course, have required extensive repetitions. In the present instance, despite the fact that topic headings are not always mutually exclusive,
entries are not listed more than once. It is assumed that any user will supplement use of the topical outline with the list of related articles that

follows each article, and with the index.

Introductory Essays

Eight synthetic essays to introduce the ency-
clopedia as a whole.

Ethics and Technology: A Program
for Future Research

The Ethics of Evidence: A Call for
Synthesis

Nanoscience, Nanotechnology, and
Ethics: Promise and Peril

Recognizing the Structural Features
of New Technologies

Research Ethics, Engineering
Ethics, and Science and Technol-
ogy Studies

Technologies of Humility: Citizen
Participation in Governing
Science

Toward an Ethics of Science and
Technology as Knowledge

Values in Technical Design

Introductions and Overviews

SPECIALIZED INTRODUCTIONS
Specialized introductions provide entrances
into issues of science, technology, and ethics
from the perspectives of recognized fields of
study, many in applied ethics, relevant to
science, technology, and ethics.

Agricultural Ethics
Applied Ethics
Archeological Ethics
Architectural Ethics
Bioengineering Ethics
Bioethics

Biotech Ethics
Business Ethics

Communication Ethics

Computer Ethics

Design Ethics

Development Ethics

Engineering Design Ethics

Environmental Ethics

Evolutionary Ethics

Genethics

Information Ethics

Journalism Ethics

Medical Ethics

Military Ethics

Nanoethics

Neuroethics

Nuclear Ethics: Industrial
Perspectives

Nuclear Ethics: Weapons
Perspectives

Planning Ethics

Rhetoric of Science and
Technology

Science Fiction

Science Policy

Science, Technology, and Law

Science, Technology, and
Literature

Science, Technology, and Society
Studies

Scientific Ethics

Sociological Ethics

OVERVIEWS

Owerview articles introduce specific themes
that either are dealt with by more than one
entry or have multiple branches out into
other entries.

Economics: Overview
Engineering Ethics: Overview

Ethics: Overview
Management: Overview
Misconduct in Science: Overview
Psychology: Overview
Research Ethics: Overview
Responsibility: Overview
Risk and Safety: Overview
Science: Overview
Semiotics: Overview

Social Institutions: Overview
Technology: Overview

Concepts, Case Studies, Issues,
and Persons

KEY CONCEPTS

Analyses of special concepts that often play
significant roles in discussions of science,
technology, and ethics. Such concepts can
often be distinguished in those that arise
from an ethical-political or a scientific-tech-
nological base.

CONCEPTS, ETHICAL AND POLITICAL

Aggression

Alienation

Altruism

Animal Rights

Animal Welfare

Autonomy

Change and Development

Cicero’s Creed

Citizenship

Civil Society

Class

Codes of Ethics

Common Heritage of Mankind
Principle

Community
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Conflict of Interest

Cultural Lag

Death and Dying

Determinism

Dignity

Disability

Dominance

Double Effect and Dual Use

Environmental Justice

Environmental Rights

Equality

Ethical Pluralism

Ethics Assessment Rubrics

Fact/Value Dichotomy

Free Will

Freedom

Future Generations

Genocide

Human Rights

Incrementalism

Informed Consent

Intellectual Property

Just War

Justice

Limits

Participation

Plagiarism

Playing God

Poverty

Precautionary Principle

Privacy

Profession and Professionalism

Property

Research Integrity

Responsibility: Anglo-
American Perspectives

Responsibility: German
Perspectives

Right to Die

Right to Life

Rights and Reproduction

Security

Sensitivity Analyses

Skepticism

Slippery Slope Arguments

Stakeholders

Tradeoffs

Trust

Two Cultures

Utopia and Dystopia

Values and Valuing

Whistleblowing

Work

CONCEPTS, SCIENTIFIC OR
TECHNOLOGICAL

Animal Experimentation

Artificial Intelligence

Artificiality

Autonomous Technology

Biodiversity

Biophilia

Complexity and Chaos

Cyberspace

Dematerialization and
Immaterialization

Ecological Footprint

Ecological Integrity

Ecology

Efficiency

Energy

Engineering Method

Ethology

Experimentation

Expertise

Hardware and Software

Health and Disease

Human Nature

Information

Invention

Models and Modeling

Multiple-Use Management

Nature

Networks

Normal Accidents

Participatory Design

Peer Review

Pollution

Population

Praxiology

Prediction

Preventive Engineering

Prisoner’s Dilemma

Progress

Progress

Pseudoscience

Pure and Applied

Regulation and Regulatory
Agencies

Reliability

Responsible Conduct of Research

Risk Assessment

Risk Perception

Safety Factors

Scientism

Selfish Genes

Social Engineering

Social Indicators

Stress

Sustainability and Sustainable
Development

Systems Thinking

Technical Functions

Technicism

Technoethics
Technological Fix
Technological Innovation
Technology Transfer
Technoscience

Therapy and Enhancement
Tools and Machines
Turing Tests

Uncertainty

Unintended Consequences
Waste

Wilderness

CASE STUDIES

Presentations of a broad sample of influen-
tial, historical cases in science, technology,
and ethics discussions.

Abortion

Accountability in Research

Accounting

Acid Mine Drainage

Aging and Regenerative Medicine

Apollo Program

Artificial Morality

Asilomar Conference

Atomic Bomb

Atoms for Peace Program

Baruch Plan

Bay Area Rapid Transit Case

Bhopal Case

Bhutan

Biosecurity

Birth Control

Brain Death

Brent Spar

Building Destruction and Collapse

Cancer

Chernobyl

DC-10 Case

DDT

DES (Diethylstilbestrol) Children

Digital Libraries

Ford Pinto Case

Georgia Basin Futures Project

Green Revolution

Hiroshima and Nagasaki

HIV/AIDS

Limited Nuclear Test Ban Treaty

Lysenko Case

Military-Industrial Complex

Misconduct in Science: Biomedical
Science Cases

Misconduct in Science: Physical
Sciences Cases

Misconduct in Science: Social Sci-
ence Cases

Missile Defense Systems
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Mondragén Cooperative
Corporation

Montreal Protocol

Nuclear Non-Proliferation Treaty

Nuclear Waste

Pets

Rain Forest

Robot Toys

Robots and Robotics

Science Shops

Singapore

Sokal Affair

Space Shuttles Challenger and
Columbia Accidents

Space Telescopes

Special Effects

Technocomics

Three Gorges Dam

Three-Mile Island

Tuskegee Experiment

Video Games
ISSUES

Issue articles overlap with Key Concepts
and Case Studies, by reporting on topics
that have received often contentious treat-
ment because of substantial disagreements
about their scientific, technological, or ethi-
cal aspects. Some issues selected to provide
historical perspective. Like concepts, issues
often arise from different bases, this time
either historical and social or scientific-tech-
nological bases. With regard to issues, it is
also possible to distinguish a third base in

phenomena.
ISSUES, HISTORICAL AND SOCIAL

Activist Science Education

Advertising, Marketing, and Public

Relations
Affluence
Automation
Biodiversity Commercialization
Consensus Conferences
Conservation and Preservation
Constructive Technology
Assessment
Consumerism
Contracts
Corruption
Death Penalty
Deforestation and Desertification
Digital Divide
Direct Democracy
Entertainment
Entrepreneurism
Galenic Medicine
Green Ideology

Hacker Ethics

Hazards

Homosexuality Debate

Humanitarian Science and
Technology

Humanization and
Dehumanization

Industrial Revolution

Information Overload

Information Society

1Q Debate

Luddites and Luddism

Material Culture

Materialism

Modernization

Monitoring and Surveillance

Nazi Medicine

Political Risk Assessment

Posthumanism

Product Safety and Liability

Public Understanding of Science

Race

Risk and Emotion

Scientific Revolution

Secularization

Sex and Gender

Simplicity/Simple Living

Social Darwinism

Technicization

Technocracy

Terrorism

Terrorism and Science

Theodicy

Tourism

Urbanization

Vegetarianism

Violence

ISSUES, SCIENTIFIC OR
TECHNOLOGICAL

Alternative Energy

Alternative Technology

Animal Tools

Arsenic

Building Codes

Choice Behavior

Clinical Trials

Complementary and Alternative
Medicine

Computer Viruses/Infections

Consciousness

Decision Support Systems

Diagnostic and Statistical Manual
of Mental Disorders

Ecological Restoration

Embryonic Stem Cells

Emergent Infectious Diseases

Emotional Intelligence

Environmental Impact Assessment

Eugenics

Euthanasia

Evolution-Creationism Debate

Exposure Limits

Fetal Research

Forensic Science

Free Software