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A

Aardvark

Abacus

Abrasives

Abscess

Absolute zero
Abyssal plain
Acceleration
Accelerators
Accretion disk
Accuracy

Acetic acid
Acetone
Acetylcholine
Acetylsalicylic acid
Acid rain

Acids and bases
Acne

Acorn worm
Acoustics
Actinides

Action potential
Activated complex
Active galactic nuclei
Acupressure
Acupuncture

ADA (adenosine deaminase)

deficiency
Adaptation
Addiction
Addison’s disease
Addition
Adenosine diphosphate
Adenosine triphosphate
Adhesive

TOPIC LIST

Adrenals

Aerobic
Aerodynamics
Aerosols

Africa

Age of the universe
Agent Orange
Aging and death
Agouti
Agricultural machines
Agrochemicals
Agronomy

AIDS

AIDS therapies and vaccines

Air masses and fronts
Air pollution
Aircraft
Airship
Albatrosses
Albedo
Albinism
Alchemy
Alcohol
Alcoholism
Aldehydes
Algae
Algebra
Algorithm
Alkali metals
Alkaline earth metals
Alkaloid
Alkyl group
Alleles
Allergy
Allotrope
Alloy
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Alluvial systems

Alpha particle

Alternative energy sources
Alternative medicine

Altruism

Aluminum

Aluminum hydroxide

Alzheimer disease

Amaranth family (Amaranthaceae)
Amaryllis family (Amaryllidaceae)

American Standard Code for
Information Interchange

Ames test
Amicable numbers
Amides

Amino acid
Ammonia
Ammonification
Amnesia
Amniocentesis
Amoeba
Amphetamines
Amphibians
Amplifier
Amputation
Anabolism
Anaerobic
Analemma
Analgesia

Analog signals and digital signals
Analytic geometry
Anaphylaxis
Anatomy
Anatomy, comparative
Anchovy

Anemia

vii



Topic List

Anesthesia
Aneurism

Angelfish
Angiography
Angiosperm

Angle

Anglerfish

Animal

Animal breeding
Animal cancer tests
Anion

Anode

Anoles

Ant-pipits
Antarctica

Antbirds and gnat-eaters
Anteaters

Antelopes and gazelles
Antenna

Anthrax
Anthropocentrism
Anti-inflammatory agents
Antibiotics
Antibody and antigen
Anticoagulants
Anticonvulsants
Antidepressant drugs
Antihelmintics
Antihistamines
Antimatter
Antimetabolites
Antioxidants
Antiparticle
Antipsychotic drugs
Antisepsis

Antlions

Ants

Anxiety

Apes

Apgar score

Aphasia

Aphids
Approximation
Apraxia

Aqueduct

Aquifer

Arachnids

Arapaima

viii

Arc

ARC LAMP

Archaebacteria

Archaeoastronomy

Archaeogenetics

Archaeology

Archaeometallurgy

Archaeometry

Archeological mapping

Archeological sites

Arithmetic

Armadillos

Arrow worms

Arrowgrass

Arrowroot

Arteries

Arteriosclerosis

Arthritis

Arthropods

Arthroscopic surgery

Artifacts and artifact classification

Artificial fibers

Artificial heart and heart valve

Artificial intelligence

Artificial vision

Arum family (Araceae)

Asbestos

Asexual reproduction

Asia

Assembly line

Asses

Associative property

Asteroid 2002AA29

Asthenosphere

Asthma

Astrobiology

Astroblemes

Astrolabe

Astrometry

Astronomical unit

Astronomy

Astrophysics

Atmosphere, composition and
structure

Atmosphere observation

Atmospheric circulation

Atmospheric optical phenomena

Atmospheric pressure

Atmospheric temperature
Atomic clock

Atomic models

Atomic number

Atomic spectroscopy
Atomic theory

Atomic weight

Atoms

Attention-deficit/Hyperactivity
disorder (ADHD)

Auks

Australia

Autism

Autoimmune disorders
Automatic pilot
Automation
Automobile
Autotroph

Avogadro’s number
Aye-ayes

B

Babblers
Baboons
Bacteria
Bacteriophage
Badgers

Ball bearing
Ballistic missiles
Ballistics
Balloon
Banana
Bandicoots
Bar code
Barberry
Barbets
Barbiturates
Bariatrics
Barium
Barium sulfate
Bark

Barley
Barnacles
Barometer
Barracuda
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Barrier islands
Basin

Bass

Basswood
Bathysphere

Bats

Battery

Beach nourishment
Beardworms

Bears

Beavers

Bedrock

Bee-eaters

Beech family (Fagaceae)
Bees

Beet

Beetles

Begonia

Behavior
Bennettites

Benzene

Benzoic acid
Bernoulli’s principle
Beta-blockers

Big bang theory
Binary star
Binocular

Binomial theorem
Bioaccumulation
Bioassay
Biochemical oxygen demand
Biochemistry
Biodegradable substances
Biodiversity
Bioenergy
Biofeedback
Biofilms

Bioinformatics and computational

biology
Biological community
Biological rhythms
Biological warfare
Biology
Bioluminescence
Biomagnification
Biomass
Biome
Biophysics

Bioremediation
Biosphere
Biosphere Project
Biotechnology
Bioterrorism

Birch family (Betulaceae)
Birds

Birds of paradise
Birds of prey

Birth

Birth defects

Bison

Bitterns

Bivalves

BL Lacertae object
Black hole
Blackbirds
Blackbody radiation
Bleach

Blennies

Blindness and visual impairments

Blindsnakes

Blood

Blood gas analysis
Blood supply
Blotting analysis
Blue revolution (aquaculture)
Bluebirds

Boarfish

Boas

Bohr Model

Boiling point

Bond energy

Bony fish

Boobies and gannets
Boolean algebra
Boric acid

Botany

Botulism

Bowen’s reaction series
Bowerbirds

Bowfin

Boxfish
Brachiopods
Brackish

Brain

Brewing

Brick
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Bridges
Bristletails
Brittle star

Bromeliad family (Bromeliaceae)

Bronchitis

Brown dwarf

Brownian motion
Brucellosis

Bryophyte

Bubonic plague
Buckminsterfullerene
Buckthorn

Buckwheat

Buds and budding

Buffer

Building design/architecture
Bulbuls

Bunsen burner

Buoyancy, principle of
Buret

Burn

Bustards

Buttercup

Butterflies

Butterfly fish

Butyl group

Butylated hydroxyanisole
Butylated hydroxytoluene
Buzzards

C

Cactus
CAD/CAM/CIM
Caddisflies
Caecilians
Caffeine

Caisson

Calcium

Calcium carbonate
Calcium oxide
Calcium propionate
Calcium sulfate
Calculator
Calculus
Calendars

ix
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Topic List

Calibration

Caliper

Calorie

Calorimetry

Camels

Canal

Cancel

Cancer

Canines

Cantilever

Capacitance

Capacitor

Capillaries

Capillary action

Caprimulgids

Captive breeding and
reintroduction

Capuchins

Capybaras

Carbohydrate

Carbon

Carbon cycle

Carbon dioxide

Carbon monoxide

Carbon tetrachloride

Carbonyl group

Carboxyl group

Carboxylic acids

Carcinogen

Cardiac cycle

Cardinal number

Cardinals and grosbeaks

Caribou

Carnivore

Carnivorous plants

Carp

Carpal tunnel syndrome

Carrier (genetics)

Carrot family (Apiaceae)

Carrying capacity

Cartesian coordinate plane

Cartilaginous fish

Cartography

Cashew family (Anacardiaceae)

Cassini Spacecraft

Catabolism

Catalyst and catalysis

Catastrophism

Catfish

Catheters

Cathode

Cathode ray tube
Cation

Cats

Cattails

Cattle family (Bovidae)
Cauterization

Cave

Cave fish

Celestial coordinates
Celestial mechanics

Celestial sphere: The apparent
motions of the Sun, Moon,

planets, and stars
Cell
Cell death
Cell division
Cell, electrochemical
Cell membrane transport
Cell staining
Cellular respiration
Cellular telephone
Cellulose
Centipedes
Centrifuge
Ceramics
Cerenkov effect
Cetaceans
Chachalacas
Chameleons
Chaos
Charge-coupled device
Chelate
Chemical bond
Chemical evolution
Chemical oxygen demand
Chemical reactions
Chemical warfare
Chemistry
Chemoreception
Chestnut
Chi-square test
Chickenpox
Childhood diseases
Chimaeras
Chimpanzees

Chinchilla

Chipmunks

Chitons

Chlordane

Chlorinated hydrocarbons
Chlorination

Chlorine
Chlorofluorocarbons (CFCs)
Chloroform

Chlorophyll

Chloroplast

Cholera

Cholesterol

Chordates

Chorionic villus sampling (CVS)
Chromatin
Chromatography
Chromosomal abnormalities
Chromosome
Chromosome mapping
Cicadas

Cigarette smoke

Circle

Circulatory system
Circumscribed and inscribed
Cirrhosis

Citric acid

Citrus trees

Civets

Climax (ecological)
Clingfish

Clone and cloning

Closed curves

Closure property

Clouds

Club mosses

Coal

Coast and beach

Coatis

Coca

Cocaine

Cockatoos

Cockroaches

Codeine

Codfishes

Codons

Coefficient

Coelacanth
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Coffee plant
Cogeneration
Cognition

Cold, common
Collagen

Colloid

Colobus monkeys
Color

Color blindness
Colugos

Coma
Combinatorics
Combustion

Comet Hale-Bopp
Comets
Commensalism
Community ecology
Commutative property
Compact disc
Competition
Complementary DNA
Complex

Complex numbers
Composite family
Composite materials
Composting
Compound, chemical
Compton effect
Compulsion
Computer, analog
Computer, digital
Computer languages

Computer memory, physical and

virtual memory
Computer software
Computer virus

Computerized axial tomography

Concentration
Concrete
Conditioning
Condors
Congenital
Congruence (triangle)
Conic sections
Conifer
Connective tissue
Conservation
Conservation laws

Constellation
Constructions
Contaminated soil
Contamination
Continent
Continental drift
Continental margin
Continental shelf
Continuity
Contour plowing
Contraception
Convection
Coordination compound
Copepods

Copper

Coral and coral reef
Coriolis effect
Cork

Corm

Cormorants

Corn (maize)

Coronal ejections and magnetic

storms
Correlation (geology)
Correlation (mathematics)
Corrosion

Cosmic background radiation

Cosmic ray
Cosmology
Cotingas
Cotton
Coulomb
Countable
Coursers and pratincoles
Courtship
Coypu

Crabs

Crane

Cranes
Crayfish
Crestfish
Creutzfeldt-Jakob disease
Crickets
Critical habitat
Crocodiles
Crop rotation
Crops

Cross multiply
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Cross section
Crows and jays
Crustacea
Cryobiology
Cryogenics

Cryptography, encryption, and

number theory
Crystal
Cubic equations
Cuckoos
Curare
Curlews
Currents
Curve
Cushing syndrome
Cuttlefish
Cybernetics
Cycads
Cyclamate
Cyclone and anticyclone
Cyclosporine
Cyclotron
Cystic fibrosis
Cytochrome
Cytology

D

Dams
Damselflies

Dark matter
Dating techniques

DDT (Dichlorodiphenyl-
trichloroacetic acid)

Deafness and inherited hearing loss

Decimal fraction
Decomposition
Deer

Deer mouse
Deforestation
Degree

Dehydroepiandrosterone (DHEA)

Delta
Dementia
Dengue fever
Denitrification
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Topic List

Density

Dentistry
Deoxyribonucleic acid (DNA)
Deposit

Depression

Depth perception
Derivative
Desalination

Desert
Desertification
Determinants
Deuterium
Developmental processes
Dew point

Diabetes mellitus
Diagnosis

Dialysis

Diamond

Diatoms

Dielectric materials
Diesel engine
Diethylstilbestrol (DES)
Diffraction
Diffraction grating
Diffusion

Digestive system
Digital Recording
Digitalis

Dik-diks

Dinosaur

Diode

Dioxin

Diphtheria

Dipole

Direct variation
Disease
Dissociation
Distance

Distillation
Distributive property
Disturbance, ecological
Diurnal cycles
Division

DNA fingerprinting
DNA replication
DNA synthesis
DNA technology
DNA vaccine

xii

Dobsonflies
Dogwood tree
Domain

Donkeys
Dopamine

Doppler effect
Dories

Dormouse
Double-blind study
Double helix
Down syndrome
Dragonflies

Drift net

Drongos
Drosophila melanogaster
Drought

Ducks

Duckweed

Duikers

Dune

Duplication of the cube
Dust devil

DVD

Dwarf antelopes
Dyes and pigments
Dysentery
Dyslexia

Dysplasia
Dystrophinopathies

E

e (number)
Eagles

Ear

Earth

Earth science
Earth’s interior
Earth’s magnetic field
Earth’s rotation
Earthquake
Earwigs

Eating disorders
Ebola virus
Ebony

Echiuroid worms

Echolocation

Eclipses

Ecological economics
Ecological integrity
Ecological monitoring
Ecological productivity
Ecological pyramids
Ecology

Ecosystem

Ecotone

Ecotourism

Edema

Eel grass

El Nifio and La Nifia
Eland

Elapid snakes
Elasticity

Electric arc

Electric charge

Electric circuit

Electric conductor
Electric current
Electric motor

Electric vehicles
Electrical conductivity
Electrical power supply
Electrical resistance
Electricity
Electrocardiogram (ECG)
Electroencephalogram (EEG)
Electrolysis

Electrolyte
Electromagnetic field
Electromagnetic induction
Electromagnetic spectrum
Electromagnetism
Electromotive force
Electron

Electron cloud
Electronics
Electrophoresis
Electrostatic devices
Element, chemical
Element, families of
Element, transuranium
Elements, formation of
Elephant

Elephant shrews
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Elephant snout fish
Elephantiasis
Elevator

Ellipse

Elm

Embiids

Embolism

Embryo and embryonic
development

Embryo transfer
Embryology
Emission
Emphysema
Emulsion
Encephalitis
Endangered species
Endemic

Endocrine system
Endoprocta
Endoscopy
Endothermic

Energy

Energy budgets
Energy efficiency
Energy transfer
Engineering
Engraving and etching
Enterobacteria
Entropy
Environmental ethics
Environmental impact statement
Enzymatic engineering
Enzyme

Epidemic
Epidemiology
Epilepsy

Episomes
Epstein-Barr virus
Equation, chemical
Equilibrium, chemical
Equinox

Erosion

Error

Escherichia coli

Ester

Esterification

Ethanol

Ether

Ethnoarchaeology
Ethnobotany

Ethyl group

Ethylene glycol
Ethylenediaminetetra-acetic acid
Etiology

Eubacteria

Eugenics

Eukaryotae

Europe

Eutrophication
Evaporation
Evapotranspiration

Even and odd

Event horizon

Evolution

Evolution, convergent
Evolution, divergent
Evolution, evidence of
Evolution, parallel
Evolutionary change, rate of
Evolutionary mechanisms
Excavation methods
Exclusion principle, Pauli
Excretory system
Exercise

Exocrine glands
Explosives

Exponent

Extinction

Extrasolar planets

Eye

Factor
Factorial
Falcons
Faraday effect
Fat

Fatty acids
Fault

Fauna

Fax machine
Feather stars
Fermentation
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Ferns

Ferrets
Fertilization
Fertilizers

Fetal alcohol syndrome
Feynman diagrams
Fiber optics
Fibonacci sequence
Field

Figurative numbers
Filtration

Finches

Firs

Fish

Flagella

Flame analysis
Flamingos

Flatfish

Flatworms

Flax

Fleas

Flies

Flightless birds
Flooding

Flora

Flower

Fluid dynamics
Fluid mechanics
Fluorescence

Fluorescence in situ hybridization
(FISH)

Fluorescent light
Fluoridation

Flying fish

Focused Ion Beam (FIB)
Fog

Fold

Food chain/web

Food irradiation

Food poisoning

Food preservation
Food pyramid

Foot and mouth disease
Force

Forensic science
Forestry

Forests

Formula, chemical

xiii
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Topic List

Formula, structural
Fossa

Fossil and fossilization
Fossil fuels

Fractal

Fraction, common
Fraunhofer lines
Freeway
Frequency
Freshwater
Friction

Frigate birds
Frog’s-bit family
Frogs

Frostbite

Fruits

Fuel cells
Function
Fundamental theorems
Fungi

Fungicide

G

Gaia hypothesis
Galaxy

Game theory

Gamete
Gametogenesis
Gamma-ray astronomy
Gamma ray burst
Gangrene

Garpike

Gases, liquefaction of
Gases, properties of
Gazelles

Gears

Geckos

Geese

Gelatin

Gene

Gene chips and microarrays
Gene mutation

Gene splicing

Gene therapy
Generator

Xiv

Genetic disorders
Genetic engineering

Genetic identification of
microorganisms

Genetic testing

Genetically modified foods and
organisms

Genetics

Genets

Genome

Genomics (comparative)
Genotype and phenotype
Geocentric theory
Geochemical analysis
Geochemistry

Geode

Geodesic

Geodesic dome
Geographic and magnetic poles
Geologic map

Geologic time

Geology

Geometry
Geomicrobiology
Geophysics

Geotropism

Gerbils

Germ cells and the germ cell line
Germ theory
Germination
Gerontology

Gesnerias

Geyser

Gibbons and siamangs
Gila monster

Ginger

Ginkgo

Ginseng

Giraffes and okapi

GIS

Glaciers

Glands

Glass

Global climate

Global Positioning System
Global warming
Glycerol

Glycol

Glycolysis

Goats

Goatsuckers

Gobies

Goldenseal

Gophers

Gorillas

Gourd family (Cucurbitaceae)
Graft

Grand unified theory
Grapes

Graphs and graphing
Grasses

Grasshoppers
Grasslands
Gravitational lens
Gravity and gravitation
Great Barrier Reef
Greatest common factor
Grebes

Greenhouse effect
Groundhog
Groundwater

Group

Grouse

Growth and decay
Growth hormones
Guenons

Guillain-Barre syndrome
Guinea fowl

Guinea pigs and cavies
Gulls

Guppy

Gutenberg discontinuity
Gutta percha
Gymnosperm
Gynecology

Gyroscope

H

Habitat
Hagfish
Half-life
Halide, organic
Hall effect
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Halley’s comet
Hallucinogens
Halogenated hydrocarbons
Halogens

Halosaurs

Hamsters

Hand tools
Hantavirus infections
Hard water
Harmonics
Hartebeests

Hawks

Hazardous wastes
Hazel

Hearing

Heart

Heart diseases

Heart, embryonic development and

changes at birth
Heart-lung machine
Heat
Heat capacity
Heat index
Heat transfer
Heath family (Ericaceae)
Hedgehogs
Heisenberg uncertainty principle
Heliocentric theory
Hematology
Hemophilia
Hemorrhagic fevers and diseases
Hemp
Henna
Hepatitis
Herb
Herbal medicine
Herbicides
Herbivore
Hermaphrodite
Hernia
Herons
Herpetology
Herrings
Hertzsprung-Russell diagram
Heterotroph
Hibernation
Himalayas, geology of
Hippopotamuses

Histamine

Historical geology
Hoatzin

Hodgkin’s disease

Holly family (Aquifoliaceae)
Hologram and holography
Homeostasis
Honeycreepers
Honeyeaters

Hoopoe

Horizon

Hormones

Hornbills

Horse chestnut

Horsehair worms

Horses

Horseshoe crabs
Horsetails

Horticulture

Hot spot

Hovercraft

Hubble Space Telescope
Human artificial chromosomes
Human chorionic gonadotropin
Human cloning

Human ecology

Human evolution

Human Genome Project
Humidity

Hummingbirds

Humus

Huntington disease
Hybrid

Hydra

Hydrocarbon
Hydrocephalus
Hydrochlorofluorocarbons
Hydrofoil

Hydrogen

Hydrogen chloride
Hydrogen peroxide
Hydrogenation
Hydrologic cycle
Hydrology

Hydrolysis

Hydroponics
Hydrosphere
Hydrothermal vents
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Hydrozoa
Hyena
Hyperbola
Hypertension
Hypothermia
Hyraxes

Ibises

Ice

Ice age refuges

Ice ages

Icebergs

Iceman

Identity element
Identity property
Igneous rocks
Iguanas

Imaginary number
Immune system
Immunology
Impact crater
Imprinting

In vitro fertilization (IVF)
Invitro and in vivo
Incandescent light
Incineration
Indicator, acid-base
Indicator species
Individual

Indoor air quality
Industrial minerals
Industrial Revolution
Inequality

Inertial guidance
Infection

Infertility

Infinity
Inflammation
Inflection point
Influenza

Infrared astronomy
Inherited disorders
Insecticides
Insectivore

). 4%
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Topic List

Insects

Insomnia

Instinct

Insulin

Integers

Integral

Integrated circuit

Integrated pest management
Integumentary system
Interference

Interferometry

Interferons

Internal combustion engine
International Space Station
International Ultraviolet Explorer
Internet file transfer and tracking
Internet and the World Wide Web
Interstellar matter

Interval

Introduced species

Invariant

Invasive species
Invertebrates

Ion and ionization

Ion exchange

Ionizing radiation

Iris family

Iron

Irrational number

Irrigation

Island

Isobars

Isomer

Isostasy

Isotope

Isthmus

Iteration

J

Jacanas
Jacks
Jaundice
Jellyfish
Jerboas
Jet engine

XVi

Jet stream
Juniper
Jupiter

Laurel family (Lauraceae)
Laws of motion

LCD

Leaching

Lead

K

K-T event (Cretaceous-Tertiary
event)

Kangaroo rats
Kangaroos and wallabies
Karst topography
Karyotype and karyotype analysis
Kelp forests

Kepler’s laws

Keystone species
Killifish

Kingfishers

Kinglets

Koalas

Kola

Korsakoft’s syndrome
Krebs cycle

Kuiper belt objects

Kuru

Leaf

Leafthoppers
Learning

Least common denominator
Lecithin

LED

Legionnaires’ disease
Legumes

Lemmings

Lemurs

Lens

Leprosy

Leukemia

Lewis structure

Lice

Lichens

Life history

Ligand

Light

Light-year

Lightning

Lilac

Lily family (Liliaceae)

L

Lacewings

Lactic acid
Lagomorphs

Lake

Lamarckism

Lampreys and hagfishes
Land and sea breezes
Land use

Landfill

Landform

Langurs and leaf monkeys
Lantern fish
Lanthanides

Larks

Laryngitis

Laser

Laser surgery

Latitude and longitude

Limit

Limiting factor
Limpets

Line, equations of
Linear algebra
Lipid

Liquid crystals
Lithium
Lithography
Lithosphere
Lithotripsy
Liverwort
Livestock
Lobsters

Lock

Lock and key
Locus
Logarithms
Loons
LORAN
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Lorises
Luminescence
Lungfish
Lycophytes

Lyme disease
Lymphatic system
Lyrebirds

M

Macaques

Mach number
Machine tools
Machine vision
Machines, simple
Mackerel

Magic square
Magma
Magnesium
Magnesium sulfate
Magnetic levitation

Magnetic recording/audiocassette
Magnetic resonance imaging (MRI)

Magnetism
Magnetosphere
Magnolia
Mahogany
Maidenhair fern
Malaria
Malnutrition
Mammals
Manakins
Mangrove tree
Mania

Manic depression
Map

Maples

Marfan syndrome
Marijuana
Marlins
Marmosets and tamarins
Marmots

Mars

Mars Pathfinder
Marsupial cats
Marsupial rats and mice

Marsupials

Marten, sable, and fisher
Maser

Mass

Mass extinction
Mass number

Mass production
Mass spectrometry
Mass transportation
Mass wasting
Mathematics

Matrix

Matter

Maunder minimum
Maxima and minima
Mayflies

Mean

Median

Medical genetics
Meiosis

Membrane

Memory

Mendelian genetics
Meningitis
Menopause
Menstrual cycle
Mercurous chloride
Mercury (element)
Mercury (planet)
Mesoscopic systems
Mesozoa

Metabolic disorders
Metabolism

Metal

Metal fatigue

Metal production
Metallurgy
Metamorphic grade
Metamorphic rock
Metamorphism
Metamorphosis
Meteorology
Meteors and meteorites
Methyl group
Metric system

Mice
Michelson-Morley experiment
Microbial genetics
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Microclimate
Microorganisms
Microscope
Microscopy
Microtechnology
Microwave communication
Migraine headache
Migration

Mildew

Milkweeds

Milky Way
Miller-Urey Experiment
Millipedes

Mimicry
Mineralogy
Minerals

Mining

Mink

Minnows

Minor planets

Mint family

Mir Space Station
Mirrors

Miscibility
Mistletoe

Mites

Mitosis

Mixture, chemical
Mobius strip
Mockingbirds and thrashers
Mode

Modular arithmetic
Mohs’ scale

Mold

Mole

Mole-rats
Molecular biology
Molecular formula
Molecular geometry
Molecular weight
Molecule

Moles

Mollusks
Momentum
Monarch flycatchers
Mongooses

Monitor lizards
Monkeys
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Monoculture

Monomer

Monosodium glutamate (MSG)
Monotremes

Monsoon

Moon

Mooneyes

Moose

Morphine

Mosquitoes

Moss

Moss animals

Mossbauer effect

Moths

Motion

Motion pictures
Moundbuilders

Mounds, earthen

Mountains

Mousebirds

Mulberry family (Moraceae)
Multiple personality disorder
Multiplication

Murchison meteorite
Muscle relaxants

Muscular system
Mushrooms

Muskoxen

Muskrat

Mustard family (Brassicaceae)
Mustard gas

Mutagen

Mutagenesis

Mutation

Mutualism

Mycorrhiza

Mycotoxin

Mynabh birds

Myrtle family (Myrtaceae)

N

N-body problem
Nanotechnology
Narcotic
Natural fibers

Natural gas

Natural numbers

Nautical archaeology

NEAR-Earth Object Hazard Index

Nectar

Negative

Neptune

Nerve growth factor

Nerve impulses and conduction of
impulses

Nervous system

Neuromuscular diseases

Neuron

Neuroscience

Neurosurgery

Neurotransmitter

Neutralization

Neutrino

Neutron

Neutron activation analysis

Neutron star

New World monkeys

Newton’s laws of motion

Newts

Niche

Nicotine

Night vision enhancement devices

Nightshade

Nitric acid

Nitrification

Nitrogen

Nitrogen cycle

Nitrogen fixation

Noise pollution

Non-Euclidean geometry

Non-point source

Nonmetal

North America

Nova

Novocain

Nuclear fission

Nuclear fusion

Nuclear magnetic resonance

Nuclear medicine

Nuclear power

Nuclear reactor

Nuclear weapons

Nuclear winter

Nucleic acid
Nucleon

Nucleus, cellular
Numbat

Number theory
Numeration systems
Nut

Nuthatches

Nutmeg

Nutrient deficiency diseases
Nutrients

Nutrition

Nux vomica tree

O

Oaks

Obesity

Obsession

Ocean

Ocean basin

Ocean sunfish

Ocean zones
Oceanography

Octet rule

Octopus

Ohm’s law

Oil spills

Oil well drilling
Old-growth forests
Olive family (Oleaceae)
Omnivore

One-to-one correspondence
Opah

Open-source software
Opossums
Opportunistic species
Optical data storage
Optics

Orang-utan

Orbit

Orchid family

Ordinal number

Ore

Organ

Organelles and subcellular genetics
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Organic farming
Organism
Organogenesis
Organs and organ systems
Origin of life
Orioles

Ornithology
Orthopedics

Oryx

Oscillating reactions
Oscillations
Oscilloscope
Osmosis

Osmosis (cellular)
Ossification
Osteoporosis

Otter shrews

Otters

Outcrop

Ovarian cycle and hormonal
regulation

Ovenbirds

Oviparous
Ovoviviparous

Owls

Oxalic acid
Oxidation-reduction reaction
Oxidation state
Oxygen
Oystercatchers

Ozone

Ozone layer depletion

P

Pacemaker
Pain
Paleobotany
Paleoclimate
Paleoecology
Paleomagnetism
Paleontology
Paleopathology
Palindrome
Palms
Palynology

Pandas

Pangolins

Papaya

Paper

Parabola

Parallax

Parallel
Parallelogram
Parasites

Parity

Parkinson disease
Parrots
Parthenogenesis
Particle detectors
Partridges
Pascal’s triangle
Passion flower
Paternity and parentage testing
Pathogens
Pathology

PCR

Peafowl

Peanut worms
Peccaries
Pedigree analysis
Pelicans
Penguins
Peninsula

Pentyl group
Peony

Pepper

Peptide linkage
Percent
Perception

Perch

Peregrine falcon
Perfect numbers
Periodic functions
Periodic table
Permafrost
Perpendicular
Pesticides

Pests

Petrels and shearwaters
Petroglyphs and pictographs
Petroleum

pH

Phalangers
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Pharmacogenetics
Pheasants

Phenyl group
Phenylketonuria
Pheromones

Phlox

Phobias
Phonograph
Phoronids
Phosphoric acid
Phosphorus
Phosphorus cycle
Phosphorus removal
Photic zone
Photochemistry
Photocopying
Photoelectric cell
Photoelectric effect
Photography
Photography, electronic
Photon
Photosynthesis
Phototropism
Photovoltaic cell
Phylogeny
Physical therapy
Physics
Physiology

Physiology, comparative

Phytoplankton

Pi

Pigeons and doves
Pigs

Pike

Piltdown hoax
Pinecone fish

Pines

Pipefish

Placebo

Planck’s constant
Plane

Plane family

Planet

Planet X

Planetary atmospheres
Planetary geology
Planetary nebulae
Planetary ring systems
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Plankton

Plant

Plant breeding

Plant diseases

Plant pigment

Plasma

Plastic surgery

Plastics

Plate tectonics

Platonic solids

Platypus

Plovers

Pluto

Pneumonia

Podiatry

Point

Point source

Poisons and toxins

Polar coordinates

Polar ice caps

Poliomyelitis

Pollen analysis

Pollination

Pollution

Pollution control

Polybrominated biphenyls (PBBs)

Polychlorinated biphenyls (PCBs)

Polycyclic aromatic hydrocarbons

Polygons

Polyhedron

Polymer

Polynomials

Poppies

Population growth and control
(human)

Population, human

Porcupines

Positive number

Positron emission tomography
(PET)

Postulate

Potassium aluminum sulfate
Potassium hydrogen tartrate
Potassium nitrate

Potato

Pottery analysis

Prairie

Prairie chicken

XX

Prairie dog
Prairie falcon
Praying mantis
Precession of the equinoxes
Precious metals
Precipitation
Predator

Prenatal surgery
Prescribed burn
Pressure

Prey

Primates

Prime numbers
Primroses
Printing

Prions

Prism

Probability theory
Proboscis monkey
Projective geometry
Prokaryote
Pronghorn

Proof

Propyl group
Prosimians
Prosthetics
Proteas

Protected area
Proteins
Proteomics
Protista

Proton

Protozoa
Psychiatry
Psychoanalysis
Psychology
Psychometry
Psychosis
Psychosurgery
Puberty

Puftbirds

Puffer fish

Pulsar

Punctuated equilibrium
Pyramid
Pythagorean theorem
Pythons

Q

Quadrilateral

Quail

Qualitative analysis
Quantitative analysis
Quantum computing
Quantum electrodynamics (QED)
Quantum mechanics
Quantum number
Quarks

Quasar

Quetzal

Quinine

R

Rabies

Raccoons

Radar

Radial keratotomy
Radiation

Radiation detectors
Radiation exposure
Radical (atomic)
Radical (math)
Radio

Radio astronomy
Radio waves
Radioactive dating
Radioactive decay
Radioactive fallout
Radioactive pollution
Radioactive tracers
Radioactive waste
Radioisotopes in medicine
Radiology

Radon

Rails

Rainbows

Rainforest

Random

Rangeland

Raptors

Rare gases

Rare genotype advantage
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Rate

Ratio

Rational number
Rationalization
Rats

Rayleigh scattering
Rays

Real numbers
Reciprocal
Recombinant DNA
Rectangle
Recycling

Red giant star

Red tide

Redshift
Reflections

Reflex

Refrigerated trucks and railway cars

Rehabilitation

Reinforcement, positive and
negative

Relation

Relativity, general

Relativity, special

Remote sensing

Reproductive system

Reproductive toxicant

Reptiles

Resins

Resonance

Resources, natural

Respiration

Respiration, cellular

Respirator

Respiratory diseases

Respiratory system

Restoration ecology

Retrograde motion

Retrovirus

Reye’s syndrome

Rh factor

Rhesus monkeys

Rheumatic fever

Rhinoceros

Rhizome

Rhubarb

Ribbon worms

Ribonuclease

Ribonucleic acid (RNA)
Ribosomes

Rice

Ricin

Rickettsia

Rivers

RNA function

RNA splicing
Robins

Robotics

Rockets and missiles
Rocks

Rodents

Rollers

Root system

Rose family (Rosaceae)
Rotation
Roundworms
Rumination

Rushes

Rusts and smuts

S

Saiga antelope
Salamanders
Salmon
Salmonella
Salt
Saltwater
Sample

Sand

Sand dollars
Sandfish
Sandpipers
Sapodilla tree
Sardines
Sarin gas
Satellite
Saturn
Savanna
Savant
Sawfish
Saxifrage family
Scalar

Scale insects
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Scanners, digital
Scarlet fever
Scavenger
Schizophrenia
Scientific method
Scorpion flies
Scorpionfish
Screamers
Screwpines
Sculpins

Sea anemones

Sea cucumbers
Sea horses

Sea level

Sea lily

Sea lions

Sea moths

Sea spiders

Sea squirts and salps
Sea urchins

Seals

Seamounts
Seasonal winds
Seasons
Secondary pollutants
Secretary bird
Sedges

Sediment and sedimentation
Sedimentary environment
Sedimentary rock
Seed ferns

Seeds

Segmented worms
Seismograph
Selection
Sequences
Sequencing
Sequoia
Servomechanisms
Sesame

Set theory

SETI

Severe acute respiratory syndrome

(SARS)
Sewage treatment
Sewing machine
Sex change
Sextant
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Sexual reproduction
Sexually transmitted diseases
Sharks

Sheep

Shell midden analysis
Shingles

Shore birds
Shoreline protection
Shotgun cloning
Shrews

Shrikes

Shrimp

Sickle cell anemia
Sieve of Eratosthenes
Silicon

Silk cotton family (Bombacaceae)
Sinkholes

Skates

Skeletal system
Skinks

Skuas

Skunks
Slash-and-burn agriculture
Sleep

Sleep disorders
Sleeping sickness
Slime molds

Sloths

Slugs

Smallpox

Smallpox vaccine
Smell

Smog

Snails

Snakeflies

Snakes

Snapdragon family
Soap

Sociobiology
Sodium

Sodium benzoate
Sodium bicarbonate
Sodium carbonate
Sodium chloride
Sodium hydroxide
Sodium hypochlorite
Soil

Soil conservation

xxii

Solar activity cycle
Solar flare

Solar illumination: Seasonal and
diurnal patterns

Solar prominence
Solar system

Solar wind

Solder and soldering iron
Solstice

Solubility

Solution

Solution of equation
Sonar

Song birds
Sonoluminescence
Sorghum

Sound waves

South America
Soybean

Space

Space probe

Space shuttle
Spacecraft, manned
Sparrows and buntings
Species

Spectral classification of stars
Spectral lines
Spectroscope
Spectroscopy
Spectrum

Speech

Sphere

Spider monkeys
Spiderwort family
Spin of subatomic particles
Spina bifida

Spinach

Spiny anteaters

Spiny eels
Spiny-headed worms
Spiral

Spirometer

Split-brain functioning
Sponges

Spontaneous generation
Spore

Springtails

Spruce

Spurge family

Square

Square root

Squid

Squirrel fish

Squirrels

Stalactites and stalagmites
Standard model

Star

Star cluster

Star formation
Starburst galaxy
Starfish

Starlings

States of matter
Statistical mechanics
Statistics

Steady-state theory
Steam engine

Steam pressure sterilizer
Stearic acid

Steel

Stellar evolution
Stellar magnetic fields
Stellar magnitudes
Stellar populations
Stellar structure
Stellar wind

Stem cells
Stereochemistry
Sticklebacks

Stilts and avocets
Stimulus

Stone and masonry
Stoneflies

Storks

Storm

Storm surge

Strata

Stratigraphy
Stratigraphy (archeology)
Stream capacity and competence

Stream valleys, channels, and
floodplains

Strepsiptera
Stress

Stress, ecological
String theory
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Stroke

Stromatolite
Sturgeons
Subatomic particles
Submarine
Subsidence
Subsurface detection
Subtraction
Succession

Suckers

Sudden infant death syndrome
(SIDS)

Sugar beet

Sugarcane

Sulfur

Sulfur cycle

Sulfur dioxide
Sulfuric acid

Sun

Sunbirds

Sunspots
Superclusters
Superconductor
Supernova

Surface tension
Surgery

Surveying instruments
Survival of the fittest
Sustainable development
Swallows and martins

Swamp cypress family
(Taxodiaceae)

Swamp eels

Swans

Sweet gale family (Myricaceae)
Sweet potato

Swifts

Swordfish
Symbiosis

Symbol, chemical
Symbolic logic
Symmetry

Synapse

Syndrome

Synthesis, chemical
Synthesizer, music
Synthesizer, voice
Systems of equations

T

T cells

Tanagers
Taphonomy
Tapirs

Tarpons

Tarsiers

Tartaric acid
Tasmanian devil
Taste

Taxonomy
Tay-Sachs disease
Tea plant
Tectonics
Telegraph
Telemetry
Telephone
Telescope
Television
Temperature
Temperature regulation
Tenrecs
Teratogen

Term

Termites

Terns

Terracing
Territoriality
Tetanus
Tetrahedron
Textiles
Thalidomide
Theorem
Thermal expansion
Thermochemistry
Thermocouple
Thermodynamics
Thermometer
Thermostat
Thistle

Thoracic surgery
Thrips
Thrombosis
Thrushes
Thunderstorm
Tides
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Time

Tinamous

Tissue

Tit family

Titanium

Toadfish

Toads

Tomato family
Tongue worms
Tonsillitis
Topology

Tornado

Torque

Torus

Total solar irradiance
Toucans

Touch

Towers of Hanoi
Toxic shock syndrome
Toxicology

Trace elements
Tragopans

Trains and railroads
Tranquilizers
Transcendental numbers
Transducer
Transformer
Transgenics
Transistor
Transitive
Translations
Transpiration
Transplant, surgical
Trapezoid

Tree

Tree shrews
Trichinosis
Triggerfish
Triglycerides
Trigonometry
Tritium

Trogons

Trophic levels
Tropic birds
Tropical cyclone
Tropical diseases
Trout-perch

True bugs
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True eels

True flies
Trumpetfish
Tsunami

Tuatara lizard
Tuber
Tuberculosis
Tumbleweed
Tumor

Tuna

Tundra
Tunneling
Turacos

Turbine
Turbulence
Turkeys

Turner syndrome
Turtles

Typhoid fever
Typhus
Tyrannosaurus rex
Tyrant flycatchers

U

Ulcers
Ultracentrifuge
Ultrasonics
Ultraviolet astronomy
Unconformity
Underwater exploration
Ungulates
Uniformitarianism
Units and standards
Uplift

Upwelling

Uranium

Uranus

Urea

Urology

\Y

Vaccine

xXiv

Vacuum

Vacuum tube
Valence

Van Allen belts

Van der Waals forces
Vapor pressure
Variable

Variable stars
Variance

Varicella zoster virus
Variola virus
Vegetables

Veins

Velocity

Venus

Verbena family (Verbenaceae)

Vertebrates
Video recording
Violet family (Violaceae)
Vipers

Viral genetics
Vireos

Virtual particles
Virtual reality
Virus

Viscosity
Vision

Vision disorders
Vitamin
Viviparity
Vivisection
Volatility
Volcano

Voles

Volume
Voyager spacecraft
Vulcanization
Vultures

VX agent

W

Wagtails and pipits
Walkingsticks
Walnut family
Walruses

Warblers

Wasps

Waste management
Waste, toxic

Water

Water bears

Water conservation
Water lilies

Water microbiology
Water pollution
Water treatment
Waterbuck
Watershed
Waterwheel

Wave motion
Waxbills

Waxwings

Weasels

Weather

Weather forecasting
Weather mapping
Weather modification
Weathering

Weaver finches
Weevils

Welding

West Nile virus
Wetlands

Wheat

Whisk fern

White dwarf
White-eyes
Whooping cough
Wild type

Wildfire

Wildlife

Wildlife trade (illegal)
Willow family (Salicaceae)
Wind

Wind chill

Wind shear
Wintergreen
Wolverine
Wombats

Wood

Woodpeckers
Woolly mammoth
Work
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Wren-warblers
Wrens
Wrynecks

X

X-ray astronomy
X-ray crystallography
X rays

Xenogamy

Y2K

Yak

Yam

Yeast
Yellow fever
Yew
Yttrium
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Zebras

Zero

Zodiacal light
Zoonoses
Zooplankton
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ORGANIZATION OF THE ENCYCLOPEDIA

The Gale Encyclopedia of Science, Third Edition
has been designed with ease of use and ready reference
in mind.

« Entries are alphabetically arranged across six volumes,
in a single sequence, rather than by scientific field

* Length of entries varies from short definitions of one or
two paragraphs, to longer, more detailed entries on
more complex subjects.

 Longer entries are arranged so that an overview of the
subject appears first, followed by a detailed discussion
conveniently arranged under subheadings.

« A list of key terms is provided where appropriate to de-
fine unfamiliar terms or concepts.

» Bold-faced terms direct the reader to related articles.

» Longer entries conclude with a “Resources” section,
which points readers to other helpful materials (includ-
ing books, periodicals, and Web sites).

GALE ENCYCLOPEDIA OF SCIENCE 3

« The author’s name appears at the end of longer entries.
His or her affiliation can be found in the “Contributors”
section at the front of each volume.

» “See also” references appear at the end of entries to
point readers to related entries.

« Cross references placed throughout the encyclopedia
direct readers to where information on subjects without
their own entries can be found.

* A comprehensive, two-level General Index guides
readers to all topics, illustrations, tables, and persons
mentioned in the book.

AVAILABLE IN ELECTRONIC FORMATS

Licensing. The Gale Encyclopedia of Science, Third
Edition is available for licensing. The complete database
is provided in a fielded format and is deliverable on such
media as disk or CD-ROM. For more information, con-
tact Gale’s Business Development Group at 1-800-877-
GALE, or visit our website at www.gale.com/bizdev.
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Pheasants

Pheasants are large species of fowl in the family
Phasianidae, which also includes the partridges, peafowl,
guinea fowl, francolins, and quail. The greatest diversity
of pheasants occurs in Asia, but native species also occur
in Africa and Europe. In addition, many species of
pheasants have been widely introduced as gamebirds be-
yond their natural range. Pheasants are also kept as hand-
some showbirds in zoos, parks, and private aviaries.

Male pheasants, or cocks, are beautifully colored
birds, with a distinctive, long tail that approximately dou-
bles the length of the animal. Their body can be colored
in hues and patterns of yellow, orange, golden, red, blue,
green, black, or white. Female pheasants, or hens, have a
much more subdued and cryptic coloration. Pheasants also
have a long neck, a strong beak that is hooked at the tip,
and strong legs and feet for scratching in the forest floor to
find their food of fruits, seeds, and invertebrates.

Pheasants are mostly terrestrial birds, foraging
widely over the forest floor for food. At night, however,
most species roost in trees for safety.

Cock pheasants are strongly territorial during the
breeding season. They defend their territory by making
loud screeches, cackles, crowings, and squawks. Cock
pheasants will also fight each other when necessary,
using a sharp spur on the back of their leg as a potential-
ly lethal weapon. Cock pheasants mount spectacular dis-
plays to impress potential mates, including elaborate
struttings with their colorful finery displayed to its best
vantage, with the tail spread widely in some species.

Pheasants are polygynous, meaning a single male
will mate with as many females as possible. Competi-
tion for mates is very intense in polygynous species, and
this commonly leads to the evolution of seemingly
bizarre traits in male birds, which are intended to im-
press the females. Some of these traits may even be mal-
adaptive in terms of everyday life, for example, by mak-
ing male birds more vulnerable to being found and killed
by predators. However, the traits are highly favorable in
terms of sexual selection, and this is why they can per-
sist in the population.

Most species of pheasants nest on the ground, but
some do so in trees. Female pheasants build the nest, in-
cubate the eggs, and care for the chicks. Pheasant babies
are precocious, meaning they can leave the nest soon
after birth, following their hen and foraging for them-
selves. The family group stays in close contact by fre-
quently clucking and peeping at each other. The chicks
develop quickly, developing flight feathers and the abili-
ty to fly long before they reach adult size.
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A male ring-necked pheasant (Phasianus colchicus) on
Pelee Island, Ontario. Photograph by Robert J. Huffman. Field
Mark Publications. Reproduced by permission.

Species of pheasants

By far, the most familiar pheasant to the largest
number of people is the red jungle fowl (Gallus gallus),
a wild species of tropical forests in South and Southeast-
ern Asia. However, domesticated varieties of this bird are
commonly known as the chicken. This bird has been do-
mesticated for thousands of years, and today an estimat-
ed 10-11 billion occur in agriculture. In fact, the chicken
is probably the world’s most abundant bird, albeit mostly
in cultivation.

Other than the chicken, the most familiar species of
pheasant is the ring-necked or versicolor pheasant
(Phasianus colchicus), a species native to Europe and Asia.
This species has been introduced as a gamebird to many
places beyond its natural range. For example, feral popula-
tions of ring-necked pheasants occur in many places in
temperate regions of North America, as well as in Aus-
tralia, Africa, and elsewhere. The ring-necked pheasant is
now the world’s most widely distributed gamebird.

The Japanese pheasant (Phasianus versicolor) is na-
tive to Japan, but has been introduced to Europe and
elsewhere as a gamebird.

The Lady Ambherst’s pheasant (Chrysolophus am-
herstiae) is native to Tibet and Burma. This species has a
white-and-black extensible neck cape, consisting of a
ruff of long feathers on the back of the head, that during
courtship displays can be extended into an almost semi-
circular, downward-hanging fan. The golden pheasant
(C. pictus) has a similar neck cape, but it is colored gold-
and-black. Both of these birds maintain small, feral pop-
ulations in England and in other places where they have
been introduced.
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Phenyl group

Many people consider the most spectacular species of
pheasant to be the argus pheasant (Argusianus argus) of
peninsular Malaya, Borneo, and Sumatra. In this species,
the tail is more than twice as long as the body proper, and
can be fanned widely in the manner of a peafowl.

Pheasants and people

Some species of pheasants are extremely important
economically. The most valuable species, of course, is
the domestic chicken. Billions of individuals of this
species are eaten each year by people around the world,
as are even larger numbers of chicken eggs.

Other species of pheasants are important as game
birds, and are hunted as a source of wild meat, or for
sport. However, pheasants can easily be overhunted, so it
is important to conserve their populations. In some
places, pheasants are raised in captivity and then re-
leased to penned or unpenned areas, where people pay a
fee to hunt the birds.

Pheasants are also of great aesthetic importance. Vari-
ous species are kept in captivity in zoos, parks, and private
aviaries. This is mostly done for the pure joy and educa-
tional value of having such lovely creatures in plain view.

Unfortunately, many species of pheasants are be-
coming increasingly scarce and even endangered in their
native habitats. This is largely the result of local over-
hunting of the birds, in combination with losses of natur-
al habitat due to the harvesting of trees for valuable tim-
ber, and often the subsequent conversion of the land into
agricultural and residential uses.

The increasing endangerment of so many beautiful
species of pheasants is highly regrettable. This problem
is only one facet of the general threat posed by human
activities to Earth’s legacy of biodiversity, and it must
be effectively dealt with if species of pheasants are to al-
ways live in their wild, natural habitats. The keys to
maintaining populations of wild pheasants are to pre-
served adequate areas of their natural habitat, and to con-
trol hunting within sustainable limits.

Resources
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KEY TERMS
Feral—This refers to a non-native, often domesti-
cated species that is able to maintain a viable,
breeding population in a place that is not part of
its natural range, but to which it has been intro-
duced by humans.

Polygyny—A breeding system in which a male will
attempt to breed with as many females as possible.
In birds, the female of a polygynous species usual-
ly incubates the eggs and raises the young.

Sexual selection—This is a type of natural selec-
tion in which anatomical or behavioral traits may
be favored because they confer some advantage in
courtship or another aspect of breeding. For ex-
ample, the bright coloration, long tail, and elabo-
rate displays of male pheasants have resulted from
sexual selection by females, who apparently favor
extreme expressions of these traits in their mates.

Phenyl group

A phenyl group is the functional group C¢Hs. It is
the portion of an organic molecule that is derived from a
benzene molecule, C4Hy, by removal of a hydrogen
atom. The term phenyl is used when a benzene ring is
connected to a chain of six or more carbon atoms. If
there are fewer than six carbon atoms in the chain, the
compound is named as a substituted benzene. The
phenyl group can be abbreviated in chemical structures
as -Ph or sometimes as the Greek letter phi, -¢.

Benzene is a cyclic compound containing six carbon
atoms and six hydrogen atoms. The molecular formula
for benzene, CcHg, was determined soon after it was iso-
lated by Michael Faraday in 1825 from the oily deposits
removed from London’s gas pipes. Later in 1834, ben-
zene was found by Mitscherlich to be the product ob-
tained from various chemical reactions involving gum
benzoin, a fragrant medicinal ointment. In the manu-
script describing his experiments, Mitscherlich suggest-
ed the compound be called benzin. Liebig, who edited
the paper, renamed the compound benzol based on the
German word for oil, d/. English and French chemists
eventually changed the -o/ ending to -ene, resulting in
the name benzene. The reasoning was that the -ol suffix
indicates an alcohol group whereas the -ene is used for
compounds that contain double bonds. The term pheno,
based on the Greek word, phainein, meaning “to shine”
was proposed by Auguste Laurent in 1837. This sugges-
tion was never accepted, but it resulted in the term
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Kekulé resonance forms

Figure 1. lllustration by Hans & Cassidy. Courtesy of Gale Group.

phenyl being commonly used when referring to the C¢Hj;
group. During the early nineteenth century, benzene was
well established in a number of industrial processes, but
its chemical structure had not been determined. August
Kekulé in 1858 had developed the theory, which later
proved true, that carbon atoms could be connected by
bonds to form chains like those that make up alkanes. He
then directed his attention to the structure of benzene. As
the story goes, in 1865, Kekulé was writing at his desk
one night and could not concentrate on the problem. He
started to gaze into the fire in his fire place, when he
eventually fell asleep. August had a dream of carbon
atoms dancing before him, slowly forming chains and
the chains turning into snakes. One snake’s head
grabbed its own tail and formed a ring. Kekulé quickly
woke up and spent the rest of the night developing his
proposal that carbon atoms can be connected in a manner
that forms rings. He combined this idea with the molecu-
lar formula for benzene, C¢Hg, and suggested the struc-
ture. Kekulé also knew that benzene does not undergo
the same types of reactions as simple chains of carbon
and hydrogen atoms and that it has a greater chemical
stability. In 1872, he proposed that the double bonds in
benzene are not situated between any two carbon atoms
but move around the ring. The best way to represent ben-
zene is by what are called the Kekulé resonance forms
or a hexagon with a circle in it.

In the left-hand representations, the benzene mole-
cule is drawn as a hexagon with alternating single and
double bonds. This is a shorthand method of drawing
compounds used by chemists. A carbon atom is represent-
ed by an intersection of two straight lines or at the end of a
line and the correct number of hydrogen atoms to give
each carbon atom four bonds is implied but not drawn.
The two equivalent Kekulé resonance forms indicate that
the bond between any two carbon atoms in benzene is a
combination of a single bond and a double bond. The
hexagon with a circle means that the “real” structure for
benzene is a combination of the two Kekulé resonance
forms. This combined bond form is called resonance. The
use of hexagon with a circle to represent benzene, was
first suggested by Johannes Thiele in 1899. Today, it is the
representation most preferred by chemists. Benzene and
other cyclic compounds that have alternating single and
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KEY TERMS
Arene—A compound that has a chain of carbon
atoms connected to a benzene ring.

Phenyl group—The name given to the portion of
an organic molecule that is derived from a ben-
zene ring by removal of a hydrogen atom (-C¢H5)
and is used when a benzene ring is connected to
a chain of six or more carbon atoms.

double bonds which oscillate, such as naphthalene and an-
thracene, are called aromatic hydrocarbons.

Those compounds that have a chain of carbon atoms
connected to a phenyl group are called arenes. Arenes are
named by two different methods depending on the length
and complexity of the carbon atom chain. If the chain of
carbon atoms contains six or fewer carbon atoms, then
the arene is named as a benzene ring with the appropriate
alkyl group. For example, a benzene ring connected to a
chain of two carbon atoms is named ethylbenzene. How-
ever, if the carbon atom chain is longer than six carbon
atoms or is rather complex, then the arene is designated
as a phenyl group attached to the alkane chain. The com-
pound, 3-phenyloctane, consists of a chain of eight car-
bon atoms with the third carbon atom bonded to a ben-
zene ring. No matter what the length of the carbon atom
chains; if the compound contains two or more benzene
rings, it is named as a phenyl-alkane. A central carbon
atom bonded to two benzene rings and to two hydrogen
atoms would be called diphenylmethane.

The phenyl group is an important structural unit in
many natural and synthetic or man-made chemicals. It is
an integral part of the molecular framework of many
drugs, herbicides, dyes, plastics, perfumes, and food
flavorings. Phenylephrine is used in the treatment of
asthma, as well as in conjunction with various anesthet-
ics to increase their time of activity. The melon flavored
compound 2-phenyl propionaldehyde contains a benzene
ring in its molecular framework. Phenylethyl alcohol is
used routinely in the perfume industry because of its rose
fragrance. Various pesticides such as the phenylureas
and phenylcarbamates contain phenyl rings and many of
the preparations of indigo dye, a dye used in making
blue jeans, use phenyl containing compounds such as N-
phenylglycine.
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Phenylketonuria

Phenylketonuria (PKU) is an inherited disorder in
which an enzyme (usually phenylalanine hydroxylase)
crucial to the appropriate processing of the amino acid,
phenylalanine is totally absent or drastically deficient.
The result is that phenylalanine cannot be broken down,
and it accumulates in large quantities throughout the
body. Normally, phenylalanine is converted to tyrosine.
Because tyrosine is involved in the production of melanin
(pigment), people with PKU usually have lighter skin and
hair than other family members. Without treatment,
phenylalanine accumulation in the brain causes severe
mental retardation. Treatment is usually started during
babyhood; delaying such treatment results in a signifi-
cantly lowered IQ by age one. Treatment involves a diet
low in phenylalanine (look for warnings aimed at people
with PKU on cans of diet drinks containing the artificial
sweetener aspartame, which is made from phenylala-
nine). PKU strikes about one out of every 20,000 new-
borns. Because it is so important to start treatment imme-
diately, many states require that all infants be tested for
the disease within the first week of life.

Pheromones

Pheromones are volatile chemical compounds se-
creted by insects and animals. They act as chemical sig-
nals between individuals influencing physiology and be-
havior in a manner similar to hormones. Pheromones
are important to a variety of behaviors including mate at-
traction, territorality, trail marking, danger alarms, and
social recognition and regulation.

The term pheromone is derived from the Greek
words pheran (to transfer) and horman (to excite). In an-
imals, they are produced in special glands and are re-
leased through body fluids, including saliva and perspi-
ration. Most pheromones are biogenetically derived
blends of two or more chemicals that must be emitted in
exact proportions to be biologically active.
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There is a remarkable diversity in the stereochem-
istry of pheromones. Insects are sensitive to and utilize
chirality to sharpen the perception of pheromone mes-
sages. The configurations of pheromones are critical.
Stereoisomers of pheromones, for example, can also be
inhibitors of the pheromone action.

Pheromones are found throughout the insect world.
They are active in minute amounts. In fact, the
pheromones released by some female insects (e.g., Silk-
worm Moth) are recognized by the male of the species as
far as a mile away. The pheromone secreted by the fe-
male gypsy moth can be detected by the male in concen-
trations as low as one molecule of pheromone in 1x10"
molecules of air. Insects detect pheromones with special-
ized chemosensory organs.

At close range, pheromones continue to be released
dictating specific behaviors. Another common example of
pheromones in action is the trailing behavior of ants. Scout
ants release pheromones that guide other ants to the loca-
tion of food. In boars, pheromones found in boar saliva are
known to cause the female to assume a mating position.

An increasingly important use of pheromones in-
volves the control of insects. Because insects rely on
phermomones, these compounds have been used by
farmers as a method to control harmful insects. Using in-
sect sex attractant pheromones, scientists have been able
to produce highly specific traps and insecticides.

Pheromone traps are used to control the insects such
as the European corn borer that damages millions of dol-
lars of crops each year. The European corn borer larvae
feed on and bore into the corn plant. Cavities produced
by borers reduce the strength of the corn and interfere
with plant physiology, including the translocation of
water and nutrients. European corn borer pheromone
traps contain a substance that mimics (i.e., acts like) a
part of the chemical communication system used by fe-
male moths when they are are receptive to mating. Male
moths are attracted to and captured by the pheromone
trap that is coated with a sticky substance that retains at-
tracted insects.

Research continues on insect pheromones. It is as-
sumed that these compounds hold the key to developing
insecticides that can kill only harmful insects while
being harmless to humans and beneficial insects.

The search for human aphrodisiacs (stimulants to sex-
ual response) is as old as human history. Although the sci-
entific evidence with regard to human pheromones is con-
tradictory and highly debatable, pheromones are often used
as an olfactory aphrodisiac in fragrances and perfumes.

The first discovery related to human pheromones
was reported the early 1970s. At this time low molecular
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weight aliphatic acids, called copulins, were found in the
vaginal secretion of women. At the time, it was believed
that these compounds could stimulate male sexual re-
sponse. They were thought to work as did their chemical
counterparts excreted by monkeys, baboons, and chim-
panzees. In the late 1970s, more alleged human
pheromones were discovered in human perspiration and
urine. Some studies suggest a role for pheromones in the
regulation and synchronization of the human female
menstrual cycle.

The organ responsible for detecting pheromones in
animals is a chemosensory structure in the nose called
the vomeronasal organ (VNO). In lower animals, this
organ detects substances that mediate sexual and territor-
ial behaviors in species. It was once generally believed
that humans did not have a VNO. Embryological texts
asserted that this organ disappeared during embryonic
development. In the 1980s, however, investigations refut-
ed this alleged disappearance. Subsequent research sug-
gested that a functioning VNO was present in near two
small holes on the hard divider in the nose. A group of
cells similar to nerve cells are located behind these
holes. These cells, which make up the VNO, transmit a
signal to the hypothalamus in the brain. The stimulating
effect on the hypothalamus results in the production of
proteins that may influence behavior.

See also Aerosols; Biochemistry; Biological rhythms;
Smell.

Phloem see Plant

Phlox

Phloxes (Phlox spp.) are a group of about 50 species
of flowering plants in the family Polemoniaceae, which
contains about 300 species in total.

Phloxes are herbaceous plants with bright, showy
flowers. Each flower has five red, pink, or white petals
that are fused at their bases to form a tube, but remain
separate at the top of the structure. These flowers are
arranged in very attractive groups, known as an inflores-
cence. Phloxes are pollinated by long-tongued insects,
and in some places by hummingbirds.

Many species of phlox are commonly cultivated in
gardens as ornamentals, such as gilias (Gilia spp.) and
Jacob’s-ladder (Polemonium spp.). Among the more
commonly grown herbaceous, perennial phloxes are the
garden phlox (Phlox paniculata), sweet-William (P.
maculata), and hybrids of these and other species.
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Drummond’s pink (Phlox drummondii) is an annual that
is commonly used as a bedding plant.

The natural habitats of many species of phlox are
arctic and alpine environments, and some of these
species do well in rock gardens. The moss pink (Phlox
subulata) is commonly cultivated in this way.

Most species of phloxes are not cultivated, but their
beauty as wildflowers can be appreciated in their native
habitats. The wild blue phlox (Phlox divaricata) is a fa-
miliar species in moist woodlands over much of eastern
North America, while the downy phlox (P. pilosa) is
widespread in natural prairies over much of the continent.

Phobias

A phobia is a group of symptoms brought on by an
object or situation that causes a person to feel irrational
fear. For example, a person terrified by a snake poised to
strike only a few feet away on a hiking trail experiences
normal fear, while a person terrified by a snake in a glass
cage would be said to be having a phobic reaction. A
person suffering from a phobia may dwell on the object
of his or her fear when it is not present. People have been
known to have phobic fears of things as common as run-
ning water, dirt, dogs, or high places. One in 10 people
develop a phobia at some time in their lives.

In addition to a feeling of panic or dread when the
situation is harmless, the emotional symptoms of the
anxiety disorders known as phobias include uncontrol-
lable and automatic terror or dread that seems to take
over a person’s thoughts and feelings and avoidance of
what will trigger the intense fear. Often this avoidance
disrupts a phobic’s everyday life. Physical symptoms of
phobia include shortness of breath, trembling, rapid
heartbeat, and an overwhelming urge to run. These
symptoms are often so strong that they prevent phobic
people from taking action to protect themselves.

Phobias are usually divided into three groups. Sim-
ple phobias involve the fear of a certain object, such as
an animal or a telephone. Other simple phobias are
caused by a specific situation like being in a high place
(acrophobia), flying on an airplane, or being in an en-
closed space (claustrophobia). The second type of irra-
tional fear, social phobia, is triggered by social situa-
tions. Usually people with social phobias are afraid of
being humiliated when they do something in front of
others, such as speaking in public or even eating.

When people suffer from the third type, agorapho-
bia, they panic at a number of situations. They fear so
many things, like riding busses, being in crowds, and
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going to public places where strangers are present, that
they sometimes will not leave their homes. Agoraphobia
is the most common of the irrational fears.

Phobias can come about for a number of reasons.
Behaviorists believe that these intense fears begin when
people are classically conditioned by a negative stimu-
lus paired with the object or situation. In other words,
phobias are learned. Sometimes parents may pass irra-
tional fears on to their children in this way. According to
psychoanalysts who follow the teachings of Sigmund
Freud, a phobia arises when a person represses sexual
fantasies.

One of the most effective treatments for phobias is a
behavior therapy called exposure. The phobic is exposed
to what is feared in the presence of the therapist and di-
rectly confronts the object or situation that causes terror.
Slow exposure is called desensitization. Rapid exposure
to what is feared most and remaining there until anxiety
levels drop is called flooding. In addition to being effec-
tive, such treatment is usually quick and inexpensive.

In addition to being treated with behavior therapy,
phobics are sometimes given antianxiety drugs in order
to lower their feelings of panic. Antidepressants are also
used to control panic. Other phobics are given tranquil-
izers, but often must take them for long periods of time
in order for the drugs to be effective.

Kay Marie Porterfield

Phonograph

The first practical device for recording and repro-
ducing sound was developed by Thomas A. Edison in
1877. He called his device a phonograph, meaning sound
writer, because of the crude, mechanically cut impres-
sions, or “writing,” it made on the surface of the record-
ing cylinder. The sound reproduction was equally crude.
Since the time of Edison’s phonograph, the quest for
more perfect sound recording and reproduction has led
to the electric record player, stereophonic sound, tape
players, and compact disc players.

Sound is a vibratory meotion of particles in a medi-
um, such as air, and it propagates as weak pressure pul-
sations known as acoustic waves. Any method for record-
ing and reproducing sound utilizes the ability of these
pressure waves to produce or imprint, in the physical con-
dition or form of a certain body known as the recording
medium. Subsequently, these changes can be converted
back into sound waves similar to the originals. Perfectly
reproduced sound waves have exactly the same compo-
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nent frequencies and the same relative intensities as the
originals, without any losses or additions. There are four
basic techniques for the audio “record-retrieval” process:
mechanical, electrical, magnetic, and digital.

In the simplest mechanical recording, the air pres-
sure waves directly actuate a very thin membrane con-
nected to a needle. To amplify the intensity of the impact
on the membrane, sound waves are let in through a horn,
where the acoustic energy is concentrated on a small
area. Driven by the membrane vibrations, the needle cuts
a continuous groove in the moving surface of the record-
ing medium. To reproduce the sound, a second needle
traces the imparted groove, forcing the attached di-
aphragm to oscillate and, thus, to produce sound waves.
This principle was employed by two constructively dif-
ferent early sound recording and reproduction instru-
ments—Edison’s phonograph (1877) and E. Berliner
gramophone (1887). The phonograph used a cylindrical
recording medium. The groove in the cylinder was cut
vertically by the needle moving up and down. The
recording medium for the gramophone was a disc with
the groove cut laterally, from side to side. Both devices
reproduced sound of limited volume and low quality,
since the horn picked up only a small fraction of the
acoustic energy passing through the air. However, the
gramophone disc format, unlike its competitor, turned
out to be suitable for the mass manufacturing of record
copies and eventually pushed the Edison phonograph out
of the market in 1929, while the gramophone was reborn
as the electric record player.

In the electrical technique of recording, the acoustic
waves are not directly transferred to the recording sty-
lus. First they have to be transformed into a tiny electric
current in the microphone. The strength of the current
depends upon the sound intensity, and the frequency of
the current corresponds to the sound pitch. After ampli-
fication, the electric signals are converted into the mo-
tion of the stylus, cutting a lateral groove in a disc. Dur-
ing playback, mechanical oscillations of the stylus, or
needle, in the record groove are translated by the pick-
up into electric oscillations, which are amplified and in-
terpreted as sound waves in a loud speaker. This innova-
tion tremendously extended the frequency range of
sound waves that could be recorded and reproduced. For
over 40 years, electrical recording was continuously re-
fined, but even very sophisticated improvements could
not eliminate the limits imposed by the most vulnerable
“needle-groove” part of the process. Because of the me-
chanical friction, sound “impressions” inevitably wore
out, and the reproduction quality irreversibly degraded
with each playback.

The magnetic recording process, based on the prin-
ciples of electromagnetism, uses the recording medium
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in the form of a tape coated with magnetically sensitive
particles. In this method, the electric current initiated by
the sound waves in the microphone produces an electro-
magnetic field which changes in accordance with the
audio signals. When the tape passes through this field,
the latter magnetizes the particles, called domains, mak-
ing them behave as small compass needles, each align-
ing with the direction of the magnetic force. Moving
past a receptor head during playback, domains induce
electric current that can be translated into the audio sig-
nals. Introduced in the 1940s, the first tape recorders
immediately won the appreciation of professionals for
low-noise and wide-range-frequency characteristics of
the reproduced sound. Moreover, the tape format
opened opportunities for long uninterrupted recordings,
which could be later easily edited or erased, allowing
for reuse of the tape. In the 1960s, the tape was placed
in compact cassettes, and tape recorders became versa-
tile and reliable devices with applications far beyond
just entertainment.

In the 1970s, new technologies, such as electronic
digital processing and lasers, made the electrical tech-
nique obsolete. The new recording medium, however,
retained the disc format. In digital sound recording, the
electric signals from the microphone are converted into
a digital code, or sequences of numbers. This digital
code is etched into the surface of a compact 5.1 in (13
cm) diameter disc by a powerful concentrated light
beam from a laser. The information from the master
disc can be duplicated with absolute accuracy to any
number of discs. In the playback device, called a com-
pact disc (CD) player, the light beam of a less powerful
laser reads the code etched on the disc and sends it
through the long chain of transformations that finally re-
sult in the sound with a quality superior to anything pre-
vious technologies could give. The absence of mechani-
cal friction in the reproducing process makes the life-
time of a compact disc longer than the lifetime of the
technology itself.

Modern developments in digital sound recording
and reproducing include the MiniDisc (MD) machines—
a new generation of CD-players using smaller discs and
also capable of recording.

One of the challenges for any new audio technology
is remaining compatible with its predecessors. Given the
current rate of audio evolution, it seems inevitable that
one generation of consumers will have to deal with sev-
eral technologies, each excluding the other. This would
mean the unjustified waste of resources and real difficul-
ties with preservation of the already accumulated audio
information. That is why backward compatibility is the
most practical and desirable feature for any future sound
recording and reproduction technology.
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Phoronids

Phoronids are a small group of tube-dwelling marine
worms that comprise the phylum Phoronidae. Some 15
species have so far been described. All phoronids are ex-
clusively marine-dwelling and live in shallow waters up to
a depth of about 195 ft (60 m) in both tropical and temper-
ate oceans. They are thought to be related to moss animals
(phylum Bryozoa) and lamp shells (phylum Brachiopoda).
They may occur either individually or in clusters.

Phoronids are recognized by their tube-like body,
which averages 8 in (20 cm) in length. The head region
of the body is dominated by a crown of tentacles each
covered with tiny hair-like cilia that are used for collect-
ing food. When threatened, the tentacles may be with-
drawn within the tube. Each phoronid may have from
18-500 tentacles depending on age and the species. Be-
neath the crown is a slender body that is mostly cylindri-
cal apart from a broadened base on which the animal
rests. The muscular trunk contains a U-shaped coelom,
which serves as the digestive tract. These soft-bodied an-
imals live within a hardened tube that they develop
around themselves for protection. In addition, many
species bury themselves partly in soft substrate, while
others are firmly attached to rocks, shells, and other firm
supports. Only the head of the animal emerges from the
protective tube.

When feeding, the tentacles are opened outwards and
tiny cilia that line the tentacles beat downwards, drawing
the water current and food particles towards the mouth
region. Here food items are trapped on a mucus-coated
organ called the lophophore—a horseshoe-shaped fold
of the body wall that encircles the mouth. Plankton and
other suspended matter are trapped on the mucus lining,
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which is then passed down towards the mouth for inges-
tion. The mouth develops into a long tubular esophagus
and a greatly enlarged stomach at the base of the animal.

Phoronids exhibit a range of breeding strategies:
some species have separate male and female organs,
while others are hermaphrodites. It is also thought that
phoronids can reproduce by asexual means, either by
budding off small replicas of the parent animal or by a
process of fission. In its sexual reproduction, the male
and female gametes are usually released for external fer-
tilization, although a few species are known to brood
their young offspring for a short period. The larvae are
microscopic, and after several weeks of a free-living ex-
istence they settle, either individually or collectively, and
begin to secrete their own protective coating.

Phosphoric acid

Phosphoric acid, H;PO, (orthophosphoric acid), is a
white crystalline substance which melts at 108°F (42°C).
It is most commonly found in aqueous form (dissolved
in water), where it forms a colorless, thick liquid. Phos-
phoric acid is widely used in the manufacturing of phos-
phate detergents and fertilizers. Because of increased
algae growth in lakes with high levels of phosphate in
them the use of phosphate detergents has been dramati-
cally curtailed in many areas. Phosphoric acid is added
to some foods (especially colas) to give a tart flavor to
the final product. Since phosphoric acid can donate three
protons (hydrogen ions) to other substances, it is known
as a triprotic acid.

Phosphoric acid is a weak acid, with only a small
percentage of the molecules in solution ionizing. Phos-
phoric acid is manufactured by the reaction of sulfuric
acid upon phosphate rocks (commonly found in Flori-
da), most notably calcium phosphate, as shown below:

Cay(PO,), + 3H,S0, + 6H,0 —
3CaS0, « 2H,0 + 2H,PO,

The other product of the reaction, calcium sulfate
dihydrate is gypsum and is used in drywall in the con-
struction industry.

In addition to using calcium phosphate as a starting
material, fluorapatite Ca;(PO,); may also be used. The
two processes shown above are known as wet processes,
which may give impure phosphoric acid as a product.
Much higher levels of purity may be obtained by using
the furnace process, in which phosphate containing min-
erals react with coke and silica at high temperatures. The
resulting product is then dissolved in water to produce
very pure phosphoric acid.
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Alternatively, phosphoric acid may be produced by
reacting tetraphosphorous decoxide with water:

P,0,, + 6H,0 — 4H,PO,

Phosphoric acid is used as an acidulant in the food
industry (It is the second most common acidulant used,
behind citric acid). As an acidulant it serves as a preser-
vative and buffer, provides tartness, and modifies the
viscosity (or resistance to flow) of liquids.

When pure phosphoric acid is heated, two mole-
cules may condense (release water from a reaction be-
tween them) to form a polyphosphoric acid. Salts of
polyphosphoric acids are used in the manufacturing of
detergents to help bind calcium and magnesium ions
from hard water.

Phosphorus

Phosphorus is a chemical element with the atomic
number 15 and atomic weight 30.9738. Phosphorus
forms the basis of a large number of compounds, by far
the most environmentally important of which are phos-
phates. All plants and animals need phosphates for
growth and function, and in many natural waters the pro-
duction of algae and higher plants is limited by the low
natural levels of phosphorus. As the amount of available
phosphorus in an aquatic environment increases, plant
and algal growth can increase dramatically leading to
eutrophication. In the past, one of the major contribu-
tors to phosphorus pollution was household detergents
containing phosphates. These substances have now been
banned from these products. Other contributors to phos-
phorus pollution are sewage treatment plants and runoff
from cattle feedlots. (Animal feces contain significant
amounts of phosphorus.) Erosion of farmland treated
with phosphorus fertilizers or animal manure also con-
tributes to eutrophication and water pollution.

See also Phosphoric acid; Phosphorus removal.

Phosphorus cycle

We live in a world that is constantly recycling mate-
rials. All life is composed of the very same matter that
exists in the non-living, or abiotic, world. The elements
that are found in living things, like carbon, hydrogen,
and calcium are also found in abioic compounds of the
environment, like soil or rock. Because the quantities of
usable sources of materials and elements that compose
the living things on our planet are limited, life on Earth
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is dependent on recycling. The chemical constituents
that make up a plant, for instance, might once have been
the constituents of a former animal that died. The water
we drink and is incorporated into our bodies, might once
have been the same water that existed within dinosaurs,
now long extinct. But matter is not simply recycled
among living things. It is also recycled between the liv-
ing and the non-living. The potassium in a banana, for
instance, is recycled from potassium found in soil. This
process of recycling, especially nutrients, between liv-
ing and non-living components of the environment is
called biogeochemical cycling. The phosphorus cycle is
the biogeochemical cycling of phosphorus, a very impor-
tant element of living things, between the living and non-
living parts of our world. Human activity can have ef-
fects on phosphorus cycling, which in turn has profound
effects on ecological systems.

Biogeochemical cycles

Life is a complex interplay of matter and energy.
All life on Earth ultimately derives its energy from the
Sun. The Sun is a star that bombards our planet with
solar radiation. It is a nearly inexhaustible source of
light energy for the living organisms that inhabit the
earth. As abundant as this energy source is, however,
there is a finite quantity of matter, or chemical elements,
available to make up living things. Therefore, life on
Earth, because it depends both on energy and matter,
must depend on the reclaiming of materials for use over
and over again. Essential nutrient elements are recycled
between living and abiotic components of ecosystems in
biogeochemical cycles, or cycles involving living (bio-),
geological (geo-), and chemical processes. When living
things die, they return their chemical elements to the
non-living components of ecosystems as they decom-
pose. However, even while alive, organisms contribute to
nutrient cycling as they consume matter and excrete
waste products into the environment.

There are several major biogeochemical cycles ro-
tating continuously within and among ecosystems. An
ecosystem is an area including all of the living and non-
living things found within it. The most important cycles
of ecosystems are the carbon cycle, the nitrogen cycle,
the phosphorus cycle, and the water cycle. These inter-
acting biogeochemical cycles involve travel of carbon,
nitrogen, phosphorus, and water through living things,
air, water, soil, and rock. For instance, the carbon cycle
involves the gas carbon dioxide found in air. Plants use
carbon dioxide during photosynthesis to make plant ma-
terial, like cellulose. Here, carbon moves from an inor-
ganic gaseous form, to living, or organic, form. Then, as
plants die, they decompose and release organic mole-
cules into water, which then runs into oceans. The organ-

GALE ENCYCLOPEDIA OF SCIENCE 3

ic material settles to the bottom where, over very long
time periods, is incorporated into rock. Thus, the carbon
existed as a gas in air, living material in plants, dissolved
matter in water, and as solid form in rock. In much the
same way, phosphorus is recycled in the environment.
Not every cycle, however, includes each of these stages.

Phosphorus functions and recycling

All living things require phosphorus. In the environ-
ment, phosphorus is often in the form of phosphate mol-
ecules, composed of one phosphorus atom and four oxy-
gen atoms. One important function of phosphate groups
of organic molecules within living organisms is energy
storage. Adenosine triphosphate, or ATP, is an exam-
ple. ATP, the “energy currency” of cells is used to trans-
fer stored chemical energy from one molecule to another
to perform work. The energy is stored in the phosphate
portion of the molecule. The energy we derive from
food, for example, is stored in the form of ATP. Phospho-
rus is also required for the formation of phospholipids of
cells. Phospholipids are the major component of cell
membranes. Also, phosphate groups activate and deacti-
vate enzymes within cells that catalyze major chemical
reactions. Phosphate is a mineral salt component of
bones and teeth in vertebrate animals. In addition, phos-
phate is an important structural component of DNA it-
self. So, recycling of limited phosphorus is vital.

Unlike the carbon cycle, the phosphorus cycle does
not include transition of phosphorus through the atmos-
phere as a gas. Phosphorus-containing gases are not
common. Also, phosphate has a limited number of inor-
ganic forms outside of living organisms, making its recy-
cling scheme relatively simple. Weathering of rocks
containing phosphate minerals is accomplished by rain.
The erosion moves inorganic phosphate into soil where
it is rapidly absorbed by plants and incorporated into or-
ganic molecules (DNA, ATP, phospholipids). Plants con-
taining phosphorus die or are consumed by animals.
When consumed by animals, the phosphorus is incorpo-
rated into animal mass. When phosphorus containing an-
imals die, along with plants, their decomposition returns
phosphorus from their tissues back into soil for new use
by plants (or by fungi).

Not all of the phosphate eroded from rock is incor-
porated into plant and animal tissue directly. A portion
of the run-off from phosphorus deposits in rock either
enters streams and rivers that flow to the ocean, or
leaches into the water table, gradually draining into the
sea. Phosphates in the ocean very gradually build-up in
sediments. Also, phosphorus in decaying aquatic organ-
isms falls to the bottom to accompany the phosphorus
built-up in inorganic sediment. Over extremely long pe-
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riods of time, phosphorus-containing sediment is trans-
formed into rock, buried deep in the ocean floor. Here,
the phosphorus remains, not participating in the rest of
the cycle. Most of the phosphorus on Earth is found here,
at the bottom of the ocean as a part of the earth’s crust.
Periodically, violent geological shifts raise the once
buried deposits. Now on land, exposed to wind and rain,
the phosphorus minerals are free to participate in the rest
of the cycle.

Phosphorus as a limiting nutrient
in ecosystems

The measure of how quickly and to what extent sun-
light is converted into organic material by plants during
photosynthesis is called primary productivity. Some
ecosystems have high primary productivity, while others
have very low productivity. For example, the ocean is the
world’s most productive ecosystem because of its huge
area. Oceanic algae create new plant biomass, or weight
of living material, on a vast scale. However, plant prima-
ry productivity is not simply dependent on the availabili-
ty of sunlight alone. In addition to water, other vital inor-
ganic nutrients are required for growth and optimum pri-
mary productivity. Phosphorus is one such nutrient.

In ecosystems, rarely will all required nutrients be
used up at the same rate. When one nutrient is used be-
fore other nutrients, it is called a limiting nutrient. Limit-
ing nutrients prevent growth with their absence. When re-
turned to the lacking environment, limiting nutrients
jump-start productivity, which continues until the limiting
nutrient again is depleted. Phosphorus is a limiting nutri-
ent in many terrestrial and aquatic ecosystems. The pro-
ductivity of the primary producers in these areas is limit-
ed, held in check, by the amount of available phosphorus
that is so vital for life. This fact is why phosphorus is a
main component of agricultural and household plant foods
and fertilizers. The addition of phosphorus that is normal-
ly in limited supply allows for maximal plant growth.

Normally, because phosphorus availability is limited
in the phosphorus cycle, plant growth in lakes is also lim-
ited. A major problem with the use of phosphorus in fertil-
izers is the process of artificial eutrophication. Eutrophi-
cation is a large increase in the primary productivity of a
lake. Eutrophication can be harmful to the natural balance
of a lake and result in massive death of fish and other ani-
mals as dissolved oxygen levels are depleted from the
water. As the growth of algae and aquatic plants goes
unchecked, the lake slowly stagnates, becoming fouled.
Artificial eutrophication can occur when run-off rain
water from agricultural fertilizers that are used in excess
reaches lakes. Another human cause of artificial eutrophi-
cation is run-off from mines. Mining in areas where rock
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KEY TERMS
Abiotic—A term used to describe the portion of an
ecosystem that is not living, such as water or soil.

Artificial eutrophication—A large increase in the
primary productivity of a lake due to the actions
of man, like fertilizer run-off from agricultural ac-
tivities.

Biogeochemical cycle—The process of recycling
nutrients necessary for life among living non-liv-
ing components of an ecosystem. The recycling
can include geological, chemical, and living com-
ponents.

Biomass—Total weight, volume, or energy equiva-
lent of all living organisms within a given area.

Ecosystem—All of the organisms in a biological
community interacting with the physical environ-
ment.

Limiting nutrient—A chemical nutrient, such as
phosphorus, which is necessary for growth but is
found in limited quantities in a given ecosystem.
Limiting nutrients limit the growth of dependent
organisms.

Primary productivity—The rate of conversion of
sunlight energy into chemical energy within
plants, called primary producers.

is rich in phosphorus minerals can create dust that is
blown by wind into nearby water systems. Similarly, rain-
water can wash from mining areas to nearby lakes. A third
cause of artificial eutrophication is the introduction of
phosphorus into phosphorus-limited lakes by man-made
laundry detergents. Many detergents in the past contained
phosphorus. Effluent from households eventually made its
way to lakes where massive plant overgrowth occurred,
spoiling the natural balance present. Today, considerable
progress has been made in producing phosphate-free de-
tergents, which do not cause artificial eutrophication and
preserve the normal cycling of phosphorus.

Resources

Books

Cunningham, W.P. Understanding Our Environment: An Intro-
duction. W.C.Brown, 1994.

Ricklefs, R.E. The Economy of Nature. 3rd ed. New York: W.
H.Freeman, 1993.

Walker, D. Energy, Plants, and Man. University Science
Books, 1992.

Terry Watkins
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I Phosphorus removal

Phosphorus (usually in the form of phosphate) is a
normal part of the environment. It occurs in the form of
phosphate containing rocks and as the excretory and
decay products of plants and animals. Human contribu-
tions to the phosphorus cycle result primarily from the
use of phosphorus-containing detergents and fertilizers.

The increased load of phosphorus in the environ-
ment as a result of human activities has been a matter of
concern for more than four decades. The primary issue
has been to what extent additional phosphorus has con-
tributed to the eutrophication of lakes, ponds, and other
bodies of water. Scientists have long recognized that in-
creasing levels of phosphorus are associated with eu-
trophication. But the evidence for a direct cause and ef-
fect relationship is not entirely clear. Eutrophication is a
complex process involving nitrogen and carbon as well
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as phosphorus. The role of each nutrient and the interac-
tion among them is still not entirely clear.

In any case, environmental engineers have long ex-
plored methods for the removal of phosphorus from
wastewater in order to reduce possible eutrophication ef-
fects. Primary and secondary treatment techniques are
relatively inefficient in removing phosphorus with only
about 10% extracted from raw wastewater in each step.
Thus, special procedures during the tertiary treatment
stage are needed to remove the remaining phosphorus.

Two methods are generally available: biological and
chemical. Bacteria formed in the activated sludge pro-
duced during secondary treatment have an unusually
high tendency to adsorb phosphorus. If these bacteria are
used in a tertiary treatment stage, they are very efficient
in removing phosphorus from wastewater. The sludge
produced by this bacterial action is rich in phosphorus
and can be separated from the wastewater leaving water
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The phosphorus cycle. Geological uplift accounts for the presence of the phosphate rocks (upper left). Illustration by Hans &

Cassidy. Courtesy of Gale Group.
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Photic zone

with a concentration of phosphorus only about 5% of its
original level.

The more popular method of phosphorus removal is
chemical. A compound is selected that will react with
phosphate in wastewater, forming an insoluble product
that can then be filtered off. The two most common sub-
stances used for this process are alum, aluminum sulfate
and lime, or calcium hydroxide. An alum treatment
works in two different ways. Some aluminum sulfate re-
acts directly with phosphate in the wastewater to form
insoluble aluminum phosphate. At the same time, the
aluminum ion hydrolyzes in water to form a thick,
gelatinous precipitate of aluminum hydroxide that car-
ries phosphate with it as it settles out of solution.

The addition of lime to wastewater results in the for-
mation of another insoluble product, calcium hydroxyap-
atite, which also settles out of solution.

By determining the concentration of phosphorus in
wastewater, these chemical treatments can be used very
precisely. Exactly enough alum or lime can be added to
precipitate out the phosphate in the water. Such treatments
are normally effective in removing about 95% of all phos-
phorus originally present in a sample of wastewater.

See also Waste management; Water pollution.

Resources

Other

Phosphorus Management Strategies Task Force. Phosphorus
Management for the Great Lakes. Windsor, Ont.: Interna-
tional Joint Commission, 1980.

Retrofitting POTWs for Phosphorus Removal in the Chesa-
peake Bay Drainage Basin: A Handbook. Cincinnati,
Ohio: U.S. Environmental Protection Agency, 1987.

David E. Newton

Photic zone

The photic zone, also called the euphotic or limnetic
zone, is the volume of water where the rate of photo-
synthesis is greater than the rate of respiration by phy-
toplankton. Phytoplankton are microscopic plants living
suspended in the water column that have little or no
means of motility. They are primary producers that use
solar energy as a food source. The compensation point,
where photosynthesis equals respiration, defines the
lower limit of the photic zone. Above this point, the phy-
toplankton population grows rapidly because there is
abundant sunlight to support fast rates of photosynthesis.
Below the compensation point, the intensity of sunlight
is too low and the rate of respiration is faster than the

3048

rate of photosynthesis, and therefore the phytoplankton
cannot survive. The photic zones of the world’s lakes
and oceans are critically important because the phyto-
plankton, the primary producers upon which the rest of
the food web depends, are concentrated in these zones.

Other layers in oceans and lakes

Below the photic zone, in both oceans and lakes, is
the profundal zone. In the profundal zone there is still
some light, but not enough to support photosynthesis. In
oceans, the even deeper volume is called the abyssal zone.
This volume has virtually no sunlight, and is usually deep-
er than 6,562 ft (2,000 m). The deepest layer of the ocean,
below 19,686 ft (6,000 m), is called the hadal zone. All of
these zones receive a constant rain of organic debris and
wastes from the photic zone which serves as a food source
for the organisms living in the deeper volumes.

All of these are open-water zones, as compared with
the shallow areas near the edges of oceans and lakes,
called the coastal and littoral zones, respectively. Most of
these smaller, shallow areas receive sufficient sunlight to
allow plant productivity to occur right down to the lake
or ocean bottom.

The importance of nutrients and light in
photic zone

Primary production in the photic zone is influenced
by three major factors—nutrients and light, which are es-
sential for photosynthesis, and grazing pressure, the rate
at which the plants are eaten by herbivores. Nutrients,
especially phosphate and nitrate, are often scarce in the
photic zone because they are used up quickly by plants
during photosynthesis. External inputs of nutrients are re-
ceived through rainfall, riverflow, the weathering of
rocks and soil and from human activities, such as sewage
dumping. Nutrient enrichments also occur through inter-
nal physical processes such as mixing and upwelling that
resuspend nutrients from deeper volumes of the water.

As plants in the photic zone grow and reproduce,
they are consumed by herbivores, which excrete their
wastes into the water column. These wastes and other or-
ganic particles then rain down into the lower volumes
and eventually settle into the sediment. During periods
of resuspension, such as remixing and upwelling, some
of these nutrient-rich wastes are brought back up to the
photic zone. Remixing refers to processes whereby the
water of a lake is thoroughly mixed from top to bottom,
usually by the force of wind.

Upwellings can sometimes occur in cool lakes with
warm underground springs, but they are much more im-
portant in oceans. An upwelling is an area in the ocean
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where the deeper, nutrient-rich waters are brought to the
surface. Oceanic upwellings can be caused when the
wind tends to blow in a consistent direction across the
surface of the ocean. This causes the water to pile up at
the lee end of the wind’s reach and, through the sheer
weight of the accumulation, pushes down on the deeper
volumes of water at the thick end. This pushing causes
the deeper, nutrient-rich water to rise to the surface back
at the region where the winds began.

Upwellings can also be caused by deep ocean currents
that are driven upwards because of differences in water
temperatures. Such upwellings tend to be very extensive.
Upwellings can also occur on a short-term basis when un-
derwater uplands and sea mounts force deep currents to the
surface. Regardless of the origin of the resuspension event,
these cooler, nutrient-rich waters stimulate the productivity
of phytoplankton in the photic zone. Photic zones that are
replenished with nutrients by either upwellings and or
remixing events tend have very high primary production.

Light is essential to photosynthesis. The depth to
which light penetrates a water column can vary substan-
tially in space and time. The depth of the photic zone
can vary from a few centimeters to several hundred me-
ters. Sunlight is scattered and absorbed by particles and
dissolved organic matter in the water column, and its
intensity in water decreases with depth. In some cases,
when nutrient concentrations are high, the photic zone
becomes shallower. This is because the nutrients stimu-
late the growth of phytoplankton, and these cells then
absorb more of the sunlight entering the water column
and shade the layers below. Other areas may have very
deep photic zones because the nutrient concentration is
very small and therefore, the growth of primary produc-
ers is limited.

The ideal convergence of sufficient nutrients and
sunlight occurs in relatively few areas of our oceans and
lakes. These areas are, however, extremely productive.
For example, areas off the coasts of Peru, northern Chile,
eastern Canada, and Antarctica are responsible for
much of the fish production of the world.

Research in the photic zone

Research in the photic zone is focused on three main
priorities: eutrophication of water bodies, fundamental
food web research, and the understanding of nutrient
movement and cycling. Eutrophication is the enrichment
of water bodies through the addition of nutrients, often
leading to excessive phytoplankton growth. Eutrophica-
tion is a well understood process, but it remains as a seri-
ous problem in much of the world.

Another important area is research into basic food
webs. Many things are still to be discovered regarding
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KEY TERMS
Abyssal zone—Volume of water near the bottom
of the ocean where there is no sunlight, usually
below 6,562 ft (2,000 m).

Compensation point—The point at which the rate
of photosynthesis just equals the rate of respira-
tion by phytoplankton. This is the lower limit of
the photic zone.

Eutrophication—The enrichment of natural water
bodies through the addition of nutrients, usually
phosphate and/or nitrate, leading to an excessive
growth of phytoplankton.

Hadal zone—The deepest layer of the ocean,
below 19,686 ft (6,000 m).

Photosynthesis—The process of converting water
and carbon dioxide into carbohydrates (sugars),
using solar energy as an energy source. Oxygen is
released during this process.

Phytoplankton—M icroscopic plants having no or
little ability to move themselves, and therefore are
subject to dispersal by water movement.

Primary production—The production of organic
matter (biomass) by green plants through photo-
synthesis.

Profundal zone—Zone below the photic zone
where there is some light but not enough to sup-
port photosynthesis.

the relative roles of species within aquatic food webs.
The recent closure of the fisheries off eastern Canada ex-
emplifies the importance of basic understanding of food
webs in these productive photic zones.

A third area of research within the photic zone in-
volves nutrient movements and cycling within water
bodies. Especially in oceans the movements of particles
and nutrients by water currents are not well understood.
We are just beginning to understand the connections
among wind, ocean currents, and global weather pat-
terns. All life ultimately depends on the continued pro-
ductivity of the photic zones of the world, and we need
to work harder to understand the physical, chemical, and
biological nature of these zones.

See also Ocean zones.

Resources

Books
Barnes, R. S. K., and K. H. Mann, eds. Fundamentals of
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entific Publications, 1991.
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Cousteau, Jacques-Yves. The Ocean World of Jacques
Cousteau: Window in the Sea. World Publishing Compa-
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Sierra Club Books, 1976.
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Earth. 3rd ed. Belmont, CA: Wadsworth Publishing, 1986.

Jennifer LeBlanc

Photochemistry

Photochemistry is the study of light-induced chem-
ical reactions and physical processes. A photochemical
event involves the absorption of light to create an excit-
ed species that may subsequently undergo a number of
different reactions. These include unimolecular reac-
tions such as dissociation, ionization, and isomerization;
bimolecular reactions, which involve a reaction with a
second molecule or atom to form a new compound; and
reactions producing an emission of light, or lumines-
cence. A photochemical reaction differs notably from a
thermally, or heat, induced reaction in that the rate of a
photochemical reaction is frequently greatly accelerat-
ed, and the products of the photochemical reaction may
be impossible to produce otherwise. With the advent of
lasers (powerful, single-color light sources) the field of
photochemistry has advanced tremendously over the
past few decades. An increased understanding of photo-
chemistry has great implications outside of the laborato-
ry, as photochemical reactions are an extremely impor-
tant aspect of everyday life, underlying the processes of
vision, photosynthesis, photography, atmospheric
chemistry, the production of smog, and the destruction
of the ozone layer.

The absorption of light by atoms and molecules to
create an excited species is studied in the field of spec-
troscopy. The study of the reactions of this excited
species is the domain of photochemistry. However, the
fields are closely related; spectroscopy is routinely used
by photochemists as a tool for identifying reaction path-
ways and products and, recently, for following reactions
as they occur in real time. Some lasers can produce a
pulse of light that is only “on” for 1 femtosecond (10713
seconds). A femtosecond laser can be used like an ex-
tremely high-speed strobe camera to spectroscopically
“photograph” a photochemical reaction.
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The basic laws of photochemistry

In the early 1800s Christian von Grotthus (1785-
1822) and John Draper (1811-1882) formulated the first
law of photochemistry, which states that only light that is
absorbed by a molecule can produce a photochemical
change in that molecule. This law relates photochemical
activity to the fact that each chemical substance absorbs
only certain wavelengths of light, the set of which is
unique to that substance. Therefore, the presence of light
alone is not sufficient to induce a photochemical reac-
tion; the light must also be of the correct wavelength to
be absorbed by the reactant species.

In the early 1900s the development of the quantum
theory of light—the idea that light is absorbed in discrete
packets of energy called photons—Ied to the extension
of the laws of photochemistry. The second law of photo-
chemistry, developed by Johannes Stark (1874-1957)
and Albert Einstein (1879-1955), states that only one
quantum, or one photon, of light is absorbed by each
molecule undergoing a photochemical reaction. In other
words, there is a one-to-one correspondence between
the number of absorbed photons and the number of ex-
cited species. The ability to accurately determine the
number of photons leading to a reaction enables the effi-
ciency, or quantum yield, of the reaction to be calculated.

Photochemistry induced by visible and
ultraviolet light

Light that can break molecular bonds is most effec-
tive at inducing photochemical reactions. The energy
required to break a molecular bond ranges from ap-
proximately 150 kiloJoules per mole to nearly 1000
kJ/mol, depending on the bond. Visible light, having
wavelengths ranging from 400-700 nanometers, corre-
sponds to energies ranging from approximately 300-
170 kJ/mol, respectively. Note that this is enough ener-
gy to dissociate relatively weak bonds such as the sin-
gle oxygen (0O-O) bond in hydrogen peroxide (HO-
OH), which is why hydrogen peroxide must be stored
in a light-proof bottle.

Ultraviolet light, having wavelengths ranging from
200-400 nm, corresponds to higher energies ranging from
approximately 600-300 kJ/mol, respectively. Ultraviolet
light can dissociate relatively strong bonds such as the
double oxygen (O=0) bond in molecular oxygen (O,)
and the double C=0 bond in carbon dioxide (CO,); ul-
traviolet light can also remove chlorine atoms from com-
pounds such as chloromethane (CH;Cl). The ability of ul-
traviolet light to dissociate these molecules is an impor-
tant aspect of the stability—and destruction—of ozone
molecules in the upper atmosphere.
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Reaction pathways

A photochemical process may be considered to con-
sist of two steps: the absorption of a photon, followed by
reaction. If the absorption of a photon causes an electron
within an atom or molecule to increase its energy, the
species is said to be electronically excited. The absorp-
tion and reaction steps for a molecule AB may be written
as: AB + hv — AB" AB" — products where hv repre-
sents the energy of a photon of frequency v and the as-
terisk indicates that the species has become electronical-
ly excited. The excited species, AB”, has the additional
energy of the absorbed photon and will react in order to
reduce its energy. Although the excited species generally
does not live long, it is sometimes formally indicated
when writing photochemical reactions to stress that the
reactant is an electronically excited species. The possible
reactions that an electronically excited species may un-
dergo are illustrated below. Note: the symbols * and T
denote different levels of electronic excitation.

AB + hv — AB*
Absorption of a photon (electronic excitation)
Followed by:
i) AB*~>A+B Dissociation
ii) AB*— AB'+e¢e" Tonization
i) AB*— BA Isomerization
iv) AB*+C—AC+BorABC Reaction

v) AB*+DE — AB + DE* Energy Transfer

(intermolecular)
vi) AB*+M—AB+M Physical
Quenching
vii)  AB* — ABY} Energy Transfer
(intramolecular)
viil)  AB* — AB + hv Luminsecence

Dissociation

The energy of an absorbed photon may be sufficient
to break molecular bonds (path i), creating two or more
atomic or molecular fragments. An important example of
photodissociation is found in the photochemistry of
stratospheric ozone. Ozone (Oj;) is produced in the
stratosphere from molecular oxygen (O,) through the
following pair of reactions: O, + hv — O+ O and O +
0, — O; where hn represents the energy of a photon of
ultraviolet light with a wavelength less than 260 nm.
Ozone is also dissociated by short-wavelength ultraviolet
light (200-300 nm) through the reaction: O; + hv — O,
+ O. The oxygen atom formed from this reaction may re-
combine with molecular oxygen to regenerate ozone,
thereby completing the ozone cycle. The great impor-
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tance of stratospheric ozone is that it absorbs harmful
short-wavelength ultraviolet light before it reaches the
Earth’s surface, thus serving as a protective shield.

In recent years, the effect of chlorofluorocarbons,
commonly known as Freons or CFCs, on the ozone cycle
has become of great concern. CFCs rise into the stratos-
phere where they are dissociated by ultraviolet light, pro-
ducing chlorine atoms (Cl) through the reaction: CFC + hv
— Cl + CFC(minus one Cl). These chlorine atoms react
with ozone to produce CIO and molecular oxygen: Cl + O5
— CIO + O,. CIO reacts with the oxygen atoms produced
from the photodissociation of ozone in reaction 5 to pro-
duce molecular oxygen and a chlorine atom: CIO + O —
O, + Cl. Therefore, the presence of CFCs interrupts the
natural ozone cycle by consuming the oxygen atoms that
should combine with molecular oxygen to regenerate
ozone. The net result is that ozone is removed from the
stratosphere while the chlorine atoms are regenerated in a
catalytic process to continue the destructive cycle.

lonization

The separation of an electron from an atom or mole-
cule, leaving a positively charged ion, is a special form
of dissociation called ionization. Ionization following
absorption of a photon (path ii) usually occurs with light
of very short wavelengths (less than 100 nm) and there-
fore is usually not studied by photochemists, although it
is of great importance in x-ray technology. X rays are
also sometimes referred to as ionizing radiation.

Isomerization

An excited molecule may undergo a rearrangement
of its bonds, forming a new molecule made up of the
same atoms but connected in a different manner; this
process is called isomerization (path iii). The first step in
the vision process involves the light-induced isomeriza-
tion of pigments in the retina that subsequently undergo
a number of thermally and enzymatically driven reac-
tions before ultimately producing a neural signal.

Reaction

An electronically excited species may react with a
second species to produce a new product, or set of prod-
ucts (path iv). For example, the products of the ultravio-
let dissociation of ozone (reaction 5) are themselves
electronically excited: O; + hv — O, + O". These excit-
ed fragments may react with other atmospheric mole-
cules such as water: O* + H,O0 — OH + OH. Or they
may react with ozone: O," + O; — 20, + O. These reac-
tions do not readily occur for the corresponding non-ex-
cited species, confirming the importance of electronic
excitation in determining reactivity.
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Photocopying

Energy transfer

In some cases the excited species may simply trans-
fer its excess energy to a second species. This process is
called intermolecular energy transfer (path v). Photo-
synthesis relies on intermolecular energy transfer to re-
distribute the light energy gathered by chlorophyll to a
reaction center where the carbohydrates that nourish the
plant are produced. Physical quenching (path vi) is a
special case of intermolecular energy transfer in which
the chemical behavior of the species to which the ener-
gy is transferred does not change. An example of a
physical quencher is the walls of a container in which a
reaction is confined. If the energy transfer occurs within
the same molecule, for example, and if the excess elec-
tron energy is transferred into internal motion of the
molecule, such as vibration, it is called intramolecular
energy transfer (path vii).

Luminescence

Although it is not strictly a photochemical reaction,
another pathway by which the excited species may reduce
its energy is by emitting a photon of light. This process is
called luminescence (path viii). Luminescence includes
the processes of fluorescence (prompt emission of a pho-
ton) and phosphorescence (delayed emission of a photon).
Optical brighteners in laundry detergents contain sub-
stances that absorb light of one wavelength, usually in the
ultraviolet range, but emit light at a longer wavelength,
usually in the visible range—thereby appearing to reflect
extra visible light and making clothing appear whiter. This
process is called fluorescence and only occurs while the
substance is being illuminated. The related process, phos-
phorescence, persists after the excitation source has been
removed and is used in “glow-in-the-dark™ items.

Resources

Books

Buchanan, B.B., W. Gruissem, and R L. Jones. Biochemistry
and Molecular Biology of Plants. Rockville, MD: Ameri-
can Society of Plant Physiologists, 2000.

Lide, D.R., ed. CRC Handbook of Chemistry and Physics Boca
Raton: CRC Press, 2001.

Williamson, Samuel J. and Herman Z. Cummins. Light and
Color in Nature and Art. New York: John Wiley and Sons,
1983.

Periodicals

Li, X. P., Bjorkman, O., Shih, C., et al. “A Pigment-binding
Protein Essential for Regulation of Photosynthetic Light
Harvesting.” Nature 403 (January 2000): 391-395.

Toon, Owen B., and Richard P. Turco. “Polar Stratospheric
Clouds and Ozone Depletion.” Scientific American no.
264 (1991): 68-74.
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KEY TERMS
Absorption—The acquisition of energy from a
photon of light by an atomic or molecular species,
often causing electronic excitation.

Electronic excitation—The state of an atom or
molecule in which an electron has been given ad-
ditional energy.

Emission—The generation of a photon of light
from an electronically excited atomic or molecu-
lar species in order to reduce its total energy.

Photodissociation—The breaking of one or more
molecular bonds resulting from the absorption of
light energy.

Photon—A quantum, or discrete packet, of light
energy.

Quantum yield—In a photochemical reaction, the
number of product species divided by the number
of photons that were absorbed by the reactant.

Wavelength—The distance between two consecu-
tive crests or troughs in a wave.

Wayne, Richard. Principles and Applications of Photochem-
istry Oxford: Oxford Science Publications, 1988.

Zewail, Ahmed. “The Birth of Molecules.” Scientific American
no. 263 (1990): 76-82.

Karen Trentelman

Photocopying

Photocopying is the process by which light is used
to make copies of book pages and other paper docu-
ments. Today the most widely used form of photocopy-
ing is xerography (“dry writing”), invented by New York
patent attorney Chester Carlson in the 1930s. Indeed, the
name of the company founded to develop Carlson’s in-
vention, Xerox Corporation, has become synonymous
with the process of photocopying. However, a number of
other forms of photocopying pre-dated the Carlson in-
vention and are still used for special applications.
Among these other forms of photocopying are thermog-
raphy, diazo processes, and electrostatic copying.

Xerography
Many different models of xerographic copying ma-

chines are available today, but they all operate on some
common principles. The core of such machines is a pho-
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toconducting surface to which is added a negative charge
of about 600 volts. The surface could be a selenium-
coated drum or an endless moving belt mounted on
rollers, for example. The charged placed on the photo-
conducting surface is usually obtained from a corona
bar, a thin wire that runs just above the surface of the
photoconducting surface. When the wire is charged neg-
atively, a strong electrical field is produced which causes
ionization of air molecules in the vicinity of the wire.
The negative ions thus produced are repelled by the neg-
atively charged wire and attach themselves to the photo-
conducting surface.

In another part of the machine, the original docu-
ment to be copied is exposed to light. The light reflected
off that document is then reflected off a series of mir-
rors until it reaches the negatively-charged photocon-
ducting surface. When light strikes the photoconducting
surface, it erases the negative charges there.

Notice the way the image on the original document is
transferred to the photoconducting surface. Dark regions
on the original document (such as printed letters) do not
reflect any light to the photoconducting surface. There-
fore, those portions of the photoconducting surface retain
their negative charge. Light regions on the original docu-
ment (such as blank spaces) do reflect light to the photo-
conducting surface, causing the loss of negative charge in
these regions. A letter “a” on the original document be-
comes an a-shaped region of negative electrical charge on
the photoconducting surface. Similarly, areas of gray in
the original document are also matched on the photocon-
ducting surface because greater or lesser amounts of light
are reflected off the document, causing greater or lesser
loss of negative charge on the photoconducting surface.

Addition of toner and fusing

The next step in copying involves the addition of a
toner to the photoconducting surface. A toner is a posi-
tively charged material that is added to the photocon-
ducting surface. Since it carries an electrical charge op-
posite that of the negatively-charged photoconducting
surface, the toner sticks to the surface. The photocon-
ducting surface now carries toner on its surface that
matches regions of negative electrical charge which, in
turn, matches dark regions on the original document,
such as the “a” mentioned above.

Finally, paper carrying a negative electrical charge is
brought into contact with the photoconducting surface.
The negative charge on the paper is made great enough
to pull the positively-charge toner away from the photo-
conducting surface and onto itself. The letter “a” formed
by toner on the photoconducting surface, for example,
has now been transferred to the paper. The paper passes
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through a pair of rollers that fuses (squeezes) the toner
into the paper, forming a positive image that exactly cor-
responds to the image on the original document.

As the final copy is delivered to a tray outside the
machine, the photoconducting surface continues on its
way. Any remaining electrical charge is removed and the
surface is cleaned. It then passes on to the charger, where
the whole cycle is ready to be repeated.

Many kinds of toners have been developed for use in
this process. As an example, one kind of toner consists of
a thermoplastic resin (one that melts when it is heated)
mixed with finely divided carbon. When the copy paper
is passed through the rollers at the end of the copying
process, the resin melts and then forms a permanent mix-
ture with the carbon when it re-cools. Another kind of
toner consists of finely divided carbon suspended in a
petroleum-like liquid. The toner is sprayed on the photo-
conducting surface and, when the liquid evaporates, the
carbon is left behind.

Color copying

The general principle in color copying is the same
as it is for black-and-white copying. The main difference
is that the light reflected off the original document must
be passed through three filters—one green, one blue, and
one red—before it is transmitted to the photoconducting
surface. Then, toner particles of three distinct colors—
yellow, magenta, and cyan—must be available to corre-
spond to each of the three document colors. The toners
are added separately in three separate and sequential op-
erations. These operations must be overlaid very careful-
ly (kept “in register”) so that the three images corre-
spond with each other exactly to give a copy that faith-
fully corresponds to the original document.

Electrostatic copying

A process somewhat similar to that used in xerogra-
phy is electrostatic copying. The major difference be-
tween these two processes is that in electrostatic copy-
ing, the endless photoconducting surface is omitted from
the machine and the copy paper is specially treated to
pick up the toner.

The paper used in electrostatic copying is treated
with a material consisting of zinc oxide combined with a
thermoplastic resin. When that paper is fed into the copy
machine, it is first passed through a corona charging bar,
similar to the one used in xerography. Within the charg-
ing bar, the zinc oxide coating picks up a negative elec-
trical charge.

In the next section of the copy machine, the original
document is exposed to light, which reflects off the
white portions of the document (as in a xerographic ma-
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Photocopying

chine). Dark portions of the document, such as the letter
“a” in the document, do not reflect light. Light reflected
off the original document is then reflected by a series of
mirrors to the treated copy paper which has been passed
into this section of the machine. Light striking the copy
paper removes negative charges placed by the charged
bar, leaving charged sections that correspond to the ab-
sence of light, that is, the dark places on the original doc-
ument. In this respect, the copying process is exactly like
that which occurs in xerography.

Next, the exposed copy paper is passed through a
toner bath, where positively-charged toner attaches itself
to negatively-charged areas on the copy paper. When the
paper is passed through a pair of rollers, the toner is
pressed into the copy paper, forming a permanent posi-
tive image that corresponds to the image on the original
document.

The electrostatic copy process became less popular
when xerographic processes were improved. The main
drawback of the electrostatic process was the special
paper that was needed, a kind of paper that felt different
from ordinary paper and was more expensive to produce
and to mail.

Thermography

Thermography (‘“heat writing”) is a method of copy-
ing that is based on the fact that dark regions of a docu-
ment absorb heat more readily than do light spaces. If
heat is applied to this page, for example, it will be ab-
sorbed more readily by the letters on the page than by
the white spaces between the letters. As with electrostat-
ic copying, themographic copying requires the use of
specially treated paper. The paper used in thermography
is coated with ferric [iron(II)] compounds in an acidic
environment. When the paper is exposed to heat, a chem-
ical reaction occurs that produces a dark image.

In use, a thermographic copy machine requires that the
original document and the copy paper be placed into the
machine in contact with each other. Some machines also
use a “transfer sheet” placed in contact with the copy paper
on the opposite side of the original document. A beam of in-
frared light is then shined through the document-copy paper
(or document-copy paper-transfer sheet) combination. The
infrared light heats dark spaces on the original document
more strongly than light spaces. These heated areas—the
places where text occurs on the document, for example—
then cause darkening on the copy paper, producing a posi-
tive image copy of the original document.

Diazo copying

Diazo copying gets its name from the fact that it
makes use of copy paper that has been treated with a
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KEY TERMS
Copy paper—Plain or treated paper on which the
image of an original document is produced in a
copy machine.

Corona bar—A device used to add an electrical
charge to a surface, given that name because a pale
blue light (a “corona”) often surrounds the device.

Diazo copying—A copying process that makes use
of changes in certain chemical compounds (diazo-
nium compounds) when heat is added to them.

Electrostatic copying—A copying process similar
to xerography, but somewhat simpler in its proce-
dure and requiring a specially-treated copy paper.

Photoconducting surface—Any kind of surface on
which a copy of a document can be made using
light as the copying medium.

Thermography—A type of photocopying in which
portions of specially treated copy paper darken as
a result of being exposed to heat.

Toner—A material that carries an electrical charge
opposite to that of a photoconducting surface that
is added to that surface in a copy machine.

Xerography—A type of photocopying that makes
use of an endless photocopying surface to record
light and dark areas in an original document as
charged or uncharged areas on a photoconduct-
ing surface.

type of chemical known as diazonium compounds. As
with the thermographic process described above, diazo-
nium compounds change color when exposed to heat. In
diazo copying, the original document and the diazo-
treated copy paper are placed in contact with each other
in a light box and then exposed to a strong source of ul-
traviolet light. Dark regions on the original document be-
come warm, causing corresponding areas on the diazo
paper to darken. The color in these regions is brought
about by exposing the copy paper to a developing agent
such as ammonia gas. Blue-printing and brown-printing
are specialized kinds of diazo copying.
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Photoelectric cell

During the latter half of the nineteenth century many
scientists and engineers were simultaneously observing a
strange phenomenon: electrical devices constructed from
certain metals seemed to conduct electricity more effi-
ciently in the daytime than at night. This phenomenon,
called the photoelectric effect, had been noted years
earlier by the French physicist A. E. Becquerel (1820-
1891), who had invented a very primitive device for
measuring the intensity of light by measuring the electri-
cal current produced by photochemical reactions. It was
becoming evident that one metal in particular—seleni-
um—was far more reactive when exposed to light than
any other substance. Using selenium as a base, several
scientists set out to develop a practical device for mea-
suring light intensity.

A number of them succeeded. In 1883 the American
inventor Charles Fritts created a working photoelectric
cell; that same year a German engineer, Paul Nipkow,
used a photoelectric cell in his “Nipkow’s disk”—a de-
vice which could take a picture by measuring the lighter
and darker areas on an object and translate them into
electrical impulses. The precursor to the modern photo-
electric cell was invented by the German physicists Hans
Geitel (1855-1923) and Julius Elster (1859-1920) by
modifying a cathode-ray tube.

Strangely, the explanation for why selenium and
other metals produced electrical current did not come
until 1902, when Phillip Lenard showed that radiation
within the visible spectrum caused these metals to re-
lease electrons. This was not particularly surprising,
since it had been known that both longer radio waves
and shorter x rays affected electrons. In 1905 Albert Ein-
stein (1879-1955) applied the quantum theory to show
that the current produced in photoelectric cells depended
upon the intensity of light, not the wavelength; this
proved the cell to be an ideal tool for measuring light.

The affordable Elster-Geitel photoelectric cell made
it possible for many industries to develop photoelectrical
technology. Probably the most important was the inven-
tion of transmittable pictures, or television. Employing a
concept similar to that used in Nipkow’s scanning disk, a
television camera translates the light and dark areas
within its view (and, later, the colors within) into a signal
that can be sent and decoded into a picture.
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Another interesting application of photoelectric
cells was the invention of motion pictures. As a film is
being shot, the sound is picked up by a microphone and
converted into electrical impulses. These impulses are
used to drive a lamp or neon light tube that causes a
flash, and this flash is recorded on the side of the film as
a sound track. Later, when the film is played back, a pho-
toelectric cell is used to measure the changes in intensity
within the soundtrack and turn them back into electrical
impulses that, when sent through a speaker, become
sound. This method replaced the old practice of playing
a gramophone recording of the actors’ voices along with
the film, which was very difficult to time to the action on
the screen. Stored on the same film, a soundtrack is al-
ways perfectly synchronized with the action.

The photoelectric cell has since proven useful in
many different applications. In factories items on a con-
veyor belt pass between a beam of light and a photoelec-
tric cell; when each item passes it interrupts the beam and
is recorded by a computer, so that the exact number of
items leaving a factory can be known simply by adding
up these interruptions. Small light meters are installed in
streetlights to turn them on automatically when darkness
falls, while more precise light meters are used daily by
professional photographers. Alarm systems have been de-
signed using photoelectric cells that are sensitive to ultra-
violet light and are activated when movement passes a
path of invisible light. Cousin to the photoelectric cell is
the photovoltaic cell which, when exposed to light, can
store electricity. Photovoltaic cells form the basis for
solar batteries and other solar-powered machines.

Photoelectric effect

The process in which visible light, x rays, or
gamma rays incident on matter cause an electron to be
ejected. The ejected electron is called a photoelectron.

History

The photoelectric effect was discovered by Heinrich
Hertz in 1897 while performing experiments that led to
the discovery of electromagnetic waves. Since this was
just about the time that the electron itself was first identi-
fied the phenomenon was not really understood. It soon
became clear in the next few years that the particles emit-
ted in the photoelectric effect were indeed electrons. The
number of electrons emitted depended on the intensity of
the light but the energy of the photoelectrons did not. No
matter how weak the light source was made the maxi-
mum kinetic energy of these electrons stayed the same.
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Photoelectric effect

The energy however was found to be directly proportion-
al to the frequency of the light. The other perplexing fact
was that the photoelectrons seemed to be emitted instan-
taneously when the light was turned on. These facts were
impossible to explain with the then current wave theory
of light. If the light were bright enough it seemed reason-
able, given enough time, that an electron in an atom
might acquire enough energy to escape regardless of the
frequency. The answer was finally provided in 1905 by
Albert Einstein who suggested that light, at least some-
times, should be considered to be composed of small
bundles of energy or particles called photons. This ap-
proach had been used a few years earlier by Max Planck
in his successful explanation of black body radiation. In
1907 Einstein was awarded the Nobel Prize in physics
for his explanation of the photoelectric effect.

The Einstein photoelectric theory

Einstein’s explanation of the photoelectric effect was
very simple. He assumed that the kinetic energy of the
ejected electron was equal to the energy of the incident
photon minus the energy required to remove the electron
from the material, which is called the work function. Thus
the photon hits a surface, gives nearly all its energy to an
electron and the electron is ejected with that energy less
whatever energy is required to get it out of the atom and
away from the surface. The energy of a photon is given by
E = hg = hc/l where g is the frequency of the photon, 1 is
the wavelength, and c is the velocity of light. This applies
not only to light but also to x rays and gamma rays. Thus
the shorter the wavelength the more energetic the photon.

Many of the properties of light such as interference
and diffraction can be explained most naturally by a
wave theory while others, like the photoelectric effect,
can only be explained by a particle theory. This peculiar
fact is often referred to as wave-particle duality and can
only be understood using quantum theory which must be
used to explain what happens on an atomic scale and
which provides a unified description of both processes.

Applications

The photoelectric effect has many practical applica-
tions which include the photocell, photoconductive de-
vices and solar cells. A photocell is usually a vacuum
tube with two electrodes. One is a photosensitive cathode
which emits electrons when exposed to light and the other
is an anode which is maintained at a positive voltage with
respect to the cathode. Thus when light shines on the cath-
ode, electrons are attracted to the anode and an electron
current flows in the tube from cathode to anode. The cur-
rent can be used to operate a relay, which might turn a
motor on to open a door or ring a bell in an alarm system.
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KEY TERMS
Photocell—A vacuum tube in which electric cur-
rent will flow when light strikes the photosensitive
cathode.

Photoconductivity—The substantial increase in
conductivity acquired by certain materials when
exposed to light.

Photoelectric effect—The ejection of an electron
from a material substance by electromagnetic ra-
diation incident on that substance.

Photoelectron—Name given the electron ejected
in the photoelectric effect.

Solar cell—A device by which sunlight is convert-
ed into electricity.

Work function—The amount of energy required
to just remove a photoelectron from a surface.
This is different for different materials.

The system can be made to be responsive to light, as de-
scribed above, or sensitive to the removal of light as when
a beam of light incident on the cathode is interrupted,
causing the current to stop. Photocells are also useful as
exposure meters for cameras in which case the current in
the tube would be measured directly on a sensitive meter.

Closely related to the photoelectric effect is the pho-
toconductive effect which is the increase in electrical
conductivity of certain non metallic materials such as
cadmium sulfide when exposed to light. This effect can
be quite large so that a very small current in a device
suddenly becomes quite large when exposed to light.
Thus photoconductive devices have many of the same
uses as photocells.

Solar cells, usually made from specially prepared
silicon, act like a battery when exposed to light. Individ-
ual solar cells produce voltages of about 0.6 volts but
higher voltages and large currents can be obtained by ap-
propriately connecting many solar cells together. Elec-
tricity from solar cells is still quite expensive but they
are very useful for providing small amounts of electricity
in remote locations where other sources are not avail-
able. It is likely however that as the cost of producing
solar cells is reduced they will begin to be used to pro-
duce large amounts of electricity for commercial use.
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Photography

Photography is the art and science of creating im-
ages using light. For most of its history, this has usually
meant using silver compounds that darken when exposed
to light. With the growth of computers, photography can
also be done with electronics that measure light intensi-
ties and create images based on them.

The invention and perfection of photography has af-
fected many areas of life. Of course, nearly every family
now has albums full of snapshots, portraits, and wedding
photographs. But photography is also an integral part of
the modern printing, publishing, and advertising indus-
tries, and is used extensively for scientific purposes. Mo-
tion pictures consist of a series of photographs, taken at
the rate of 24 per second.

The origins of photography

Photography has been called the art of fixing a shad-
ow. The ancient Greeks knew that a clear (though upside
down) image of the outside world will be projected if
one makes a tiny hole in the wall of a dark room. But no
one knew how to make this image permanent. Called a
camera obscura, such rooms were chiefly used as aids to
drawing, and understanding perspective. After the Re-
naissance, when perspective became important, camera
obscuras become smaller and more sophisticated. By the
late eighteenth century, devices had been created that
used a series of telescoping boxes and a lens to focus an
image. Some even used a mirror to reflect the image up-
wards onto a piece of glass, making tracing images easi-
er. Gentlemen brought small, portable camera obscuras
with them when they traveled, tracing the images onto a
piece of paper as a way to record their journeys. In
today’s terms, by 1800 the camera had long since been
invented, but no one had created film for it.

Many people were thinking about this problem,
however. Some chemists had noticed that sunlight cased
certain mixtures of silver nitrates to darken. By the early
nineteenth century, inventors were trying to combine the
camera with these chemical discoveries. The main prob-
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lems included exposure times as long as eight hours, and
how to make photographic images permanent. If light
created photographic images, how could they be kept
from further darkening once they were finished? This
problem was eventually solved by using hyposulfite of
soda (now called sodium thiosulfite) to remove the un-
darkened silver particles.

Early photographic processes

During the 1830s two different photographic pro-
cesses were invented. The Daguerrotype became more
popular at first. It was created by Louis Jacques Mande
Daguerre, who created illusions for French theater, with
help from Joseph Niepce, an inventor. Their process cre-
ated images on copper plates coated with a mixture of
photosensitive silver compounds and iodine. Dagurre re-
alized he could significantly shorten the exposure time
by using mercury vapor to intensify, or develop, the
image after a relatively short exposure. This made the
process more practical, but also dangerous to the photog-
rapher since mercury is poisonous. Also, no copies could
be make of Daguerroptypes, making it virtually useless
for purposes of reproduction.

A rival process was created in England by Fox Tal-
bot, a scientist and mathematician. He created images on
paper sensitized with alternate layers of salt and silver
nitrate. Talbot also used development to bring out his
image, resulting in exposure times of 30 seconds on a
bright sunny day. Talbot’s process produced negative im-
ages, where light areas appear as dark, and dark areas as
light. By waxing these negatives to make them clear, and
putting another sheet of photographic paper under them,
Talbot could make an unlimited number of positive im-
ages. This process was called a Calotype.

The Daguerrotype produced a positive image with
extremely fine detail and was initially more popular. The
Industrial Revolution had helped create a growing mid-
dle class with money to spend, and an interest in new
and better ways of doing things. Soon the area around
Paris filled on weekends with families out to take por-
traits and landscapes. These early processes were so
slow, however, that views of cities turned into ghost
towns since anything moving became blurred or invisi-
ble. Portraits were ordeals for the sitter, who had sit
rigidly still, often aided by armatures behind them.

Other photography processes followed quickly.
Some were quite different than the previous two meth-
ods. One method, invented by French civil servant Hip-
poyte Bayard in 1839, used light as a bleach that light-
ened a piece of paper darkened with silver chloride and
potassium iodide. Papers employing carbon and iron
rather than silver were also used. Platinum chloride,
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Photography

The world’s first photograph, taken by Joseph Nicephore
Niepce in 1826, of the courtyard of his family’s estate in
France. The Bettman Archive. Reproduced by permission.

though expensive, proved popular with serious or
wealthy photographers because it rendered a fuller range
of gray tones than any other process.

Because Calotype negatives were pieces of paper,
prints made from them picked up the texture of the paper
fibers, making the image less clear. As a result, many
artists and inventors experimented with making nega-
tives on pieces of glass. A popular method bound silver
compounds in collodion, a derivative of gun cotton that
became transparent and sticky when dissolved in alco-
hol. Negatives made using this process required a shorter
exposure than many previous methods, but had to be de-
veloped while still wet. As a result, landscape photogra-
phers had to bring portable darkrooms around them.
These wet collodion negatives were usually printed on a
paper treated with albumen. This produced a paper with
a smooth surface that could be used in large quantities
and reproduced rich photographic detail.

Dry plates using silver bromide in a gelatin ground
appeared in 1878. They proved popular because they
were easier than wet plates, and were soon produced by
companies throughout the United States and Europe. In
1883, manufacturers began putting this emulsion on cel-
luloid, a transparent mixture of plant fibers and plastic.
Because celluloid was durable and flexible, its use lead
to the commercial development of negative film on long
rolls that could be loaded into cameras. By 1895, such
film came with a paper backing so that it could be loaded
outside of a darkroom. It was also far more sensitive to
light than early photographic processes. These develop-
ments made photography more accessible to the average
person, and lead to the widespread popularity photogra-
phy has today.

Roll film also proved important to the motion pic-
ture industry because it allowed a series of photographs
to be recorded sequentially on the same strip of film.
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The evolution of cameras

A commercial camera based on Daguerre’s patent,
came out in France in 1839. New camera designs fol-
lowed, mirroring the changing uses for and technologies
used in photography. Large portrait cameras, small, fold-
able cameras for portable use, and twin-lensed cameras
for stereoscope photos came out soon after the invention
of photography. Bellows cameras allowed photographers
to precisely control the focus and perspective of images
by moving the front and back ends of a camera, and thus
the focal planes.

The single lens reflex camera, which allowed for
great control over focus and a fast exposure time, was an
important advance that lead toward today’s cameras. This
camera used a mirror, usually set at a 45 degree angle to
the lens, to allow photographers to look directly through
the lens and see what the film would “see.” When the
shutter opened, the mirror moved out of the way, causing
the image to reach the film rather than the photographers
eye. Single lens reflex cameras were in use by the 1860s,
and used roll film by the 1890s. Because they were easy
to use and allowed for a great degree of spontaneity, this
type of camera proved popular with photojournalists, nat-
uralists, and portrait photographers.

In early photography, exposures were made by sim-
ply taking off and replacing the lens cap. With the intro-
duction of dry plates and film that were more sensitive to
light, photographers required a more precise way of
making fast exposures, and shutters became necessary.
By 1900, shutters were sophisticated enough to all con-
trol of the aperture size and shutter speeds, which gener-
ally went from one second to 1/100th of a second. Lens-
es were improved to allow larger apertures without a loss
of focus resolution. With exposure times becoming more
precise, methods of precisely measuring light intensity
became important. Initially, a strip of light-sensitive
paper was used, then pieces of specially treated glass.
The most accurate method used selenium, a light-sensi-
tive element. Photoelectric meters based on selenium
were introduced in 1932. They became smaller and less
expensive, until by the 1940s, many cameras came with
built-in light meters.

Cameras continued to become lighter and smaller
throughout the twentieth century. The 35 millimeter roll
film camera so widely used today had it’s origins in a
1913 Leitz camera designed to use leftover movie film. In
1925 Leitz introduced the Leica 35mm camera, the first to
combine speed, versatility, and high image quality with
lightness and ease of use. It revolutionized professional
and artistic photography, while later models following its
basic design did the same for amateur photography. In the
years that followed, motor drives that automatically ad-
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vanced film, and flashes that provided enough light in
dark situations were perfected. The flash started in the
mid-19th century as a device that burned a puff of magne-
sium powder. By 1925 it had become the flashbulb, using
a magnesium wire. In the 1950s, the invention of the tran-
sistor and dry-cell batteries lead to smaller, lighter flashes,
and smaller, lighter cameras as well. In all but the simplest
cameras, photographic exposures are controlled by two
factors: how long the shutter stays open, and the size of
the hole in the lens is that admits light into the camera.
This hole, called the aperture, is usually measured as a
proportion of the distance from the aperture to the film di-
vided by the actual diameter of the aperture.

Early uses of photography

Many artists were threatened by the invention of
photography. Immediately after photography was first
displayed to the public, the painter Paul Delaroche said,
“From today, painting is dead.” In fact, many portrait
painters realized that photography would steal their
livelihood, and began to learn it. Ironically, many early
photographic portraits are overly stiff and formal. With
exposure times that could easily be half a minute, sub-
jects had to be in poses in which they could remain mo-
tionless. As the chemistry of photography improved, ex-
posure times shortened. The public appetite for pho-
tographs grew quickly. By the 1860s, portraits on cards
presented when visiting someone, and stereographic
photos, which used two photographs to create an illusion
of three-dimensional space, were churned out by ma-
chines in large batches.

As with the camera obscura, one of the biggest ini-
tial uses of photography was to record travel and exotic
scenery. Photographers lugged the cumbersome equip-
ment used for wet collodion prints through Egypt, India,
and the American West. At the time, Europeans were in-
creasingly interested in exotic places (and were coloniz-
ing some of them), while most Americans got their first
glimpses of a wilderness they would never see through
photography. With more people living in cities and
working in industrial settings, views of unspoiled nature
were in demand.

England’s Francis Frith became famous for his pho-
tographs of the Middle East in the 1850s. After the end of
the Civil War in 1865, photographers like Edward Muy-
bridge and Timothy O’Sullivan did the same in the Amer-
ican West, often emphasizing its desolate grandeur.
(Muybridge’s photographic studies of motion later helped
lead to motion pictures.) The West was still an unex-
plored frontier, and often these photographers traveled as
part of mapping expeditions. The pictures they took of
geysers in 1871 and 1872 and brought William H. Jack-
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son played an important role in the decision to create Yel-
lowstone National Park, America’s first national park.
Some of these photographs sold thousands of copies and
became part of how Americans saw their country.

Photography as an art form

For much of its early history, people argued about
whether photography should be considered art. Some,
including many artists (many of whom used photographs
as guides for their own work), considered photography a
purely mechanical process, produced by chemicals
rather than human sensibility. Others said that photogra-
phy was similar to other printmaking processes like etch-
ing and lithography, and no one argued that they were
not art. Still, at large expositions, curators usually hung
the photographs in the science and industry sections
rather than with the paintings.

An 1893 showing of photographs in Hamburg, Ger-
many’s art museum still provoked controversy. But that
was about to change. In 1902, American photographer Al-
fred Stieglitz formed the PhotoSecession in New York City.
The group’s shows and publications firmly advocated the
view that photography was art. Their magazine, “Camera
Works,” which used high-quality engravings to reproduce
photographs, proved extremely influential, showing that
photography could be used for artistic purpose.

Artistic photography reflected many of the same
trends as other branches of art. By the end of World War
Iin 1918, leading-edge photography had moved away
from the soft-focus pictorialism of the nineteenth centu-
ry. It became more geometric and abstract. Photogra-
phers began concentrating on choosing details that
evoked situations and people. Lighter, more versatile
cameras enabled photographers to take scenes of urban
streets. Photography proved important in documenting
the Great Depression. Many photographers concentrated
on stark depictions of the downtrodden.

At the other end of the spectrum, this interest in
spare but elegant depictions of everyday objects worked
well with advertising, and many art photographers had
careers in advertising or taking glamorous photographs
for picture magazines.

Landscape photography also flourished. The best
known twentieth century landscape photographer, Ansel
Adams, created a system for precisely controlling the ex-
posure and development of film to manipulate the
amount of contrast in negatives.

These developments helped give photography a sep-
arate and unique identity. The Museum of Modern Art in
New York formed a department of photography in 1940,
showing that the medium had been accepted as an art
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form. Since then, art photography has thrived, with many
artists making important contributions in areas ranging
from landscape to street photography to surrealist pho-
tomontage.

Reproducing photographs using ink

The history of photography is intimately linked to
that of mass production. Publishing was growing quick-
ly even as photography did, fueled by the growth of cities
and newspapers and increased literacy. Before photogra-
phy, newspapers, magazines, and illustrated books used
wood engravings to illustrate their articles. These engrav-
ings could be printed in the same presses, using the same
methods and papers as the movable type used to print
text. The images and type could therefore be printed on
the same piece of paper at the same time. For photogra-
phy to become practical for publishing, a way of cheaply
reproducing photos in large editions had to be found.
Some were skeptical that photography would ever prove
important as an illustrative method. Most illustrations for
newspaper articles were created by artists who had not
seen the events they were rendering. If the imagination
was so important in illustration, what need was there for
the immediacy and “truthfulness” of a photograph?

Finding a method for mechanically reproducing
photographs in large numbers proved difficult. By the
late nineteenth century, several methods had been per-
fected that created beautiful reproductions. But these
methods were not compatible with type or with mass
production. This limited their usefulness for editions
larger than a couple of hundred copies. An early method
that was compatible with type, developed by Frenchman
Charles Gillot around 1875, produced metal relief plates
that could reproduce only lines and areas of solid tone.

The method that finally worked, called photoengrav-
ing, broke the continuous tones of a photograph down
into patterns of black dots that were small enough to
look like varying shades of gray when seen from a slight
distance. Such dot patterns, called screens, can easily be
seen in a newspaper photograph, but a photograph in the
finest magazine or art book uses essentially the same
method, although it may require a magnifying glass to
see the dots. Though Fox Talbot had conceived of using
a screen to reproduce photographs as early as 1853, a
practical screening method was first patented in 1881 by
Frederick E. Ives.

A photoengraving is made by coating a printing
plate with light-sensitive emulsion. A negative is then
printed on the plate through a grid, called a screen, that
breaks the image into dots. The dots are made acid resis-
tant, then the plate is put into a bath of acid. This re-
moves areas around the dots, making the dots raised. The
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dots can then be inked with a roller, and printed on paper
using a printing press.

By the 1890s these halftones (so called because they
were composed of areas that were either black or white),
were appearing in magazines and books, and some news-
papers. With the edition of photographs, publications
evolved, changing their layouts to emphasize the power-
ful realism of the new medium. Magazines began send-
ing photographers to the scenes of wars and revolutions.
The resulting photographs often did not appear until
days or weeks later, but the images they brought back
from conflicts like the Spanish-American war and World
War I fascinated the public to a degree it is hard to imag-
ine now that wars are broadcast live on television.

The mass production of photographic images affect-
ed more than publications. Original photographs were
costly. But such images became affordable when printed
by a printing press. We think nothing of getting a post-
card with a photograph on it, but until the invention of
photoengraving, such postcards were far more expen-
sive. Nor did an image have to be a photograph to benefit
from photoengraving. A drawing or painting, whether for
an art book or an advertisement, could be photographed,
then printed through a screen to create a mass-repro-
ducible image.

Halftone reproductions quickly increased in quality,
partly under pressure from magazine advertisers, who
wanted their products to look good. By the time World
War I began in 1914, magazine reproductions were some-
times as good as less expensive modern reproductions.

These developments expanded and changed the au-
dience for photography. To appear in a mass-circulation
magazine, a photograph had to have mass appeal. Many
photographers had earned a living selling photographs
and postcards of local sights. This became difficult to do
once photographs of the most famous international
sights and monuments became widely available.

Reproductions were not the only way large audi-
ences could see photographs, however. Many photos
were shown in the nineteenth century equivalent of the
slide projector. Called the magic lantern, it was often
used to illustrate lectures. Early documentary photogra-
phy was often shot to accompany lectures on subjects
like the condition of the poor in urban slums.

Color photography

From the invention of photography, most people con-
sidered its inability to render color to be an important de-
fect. Many early photographs had color painted on by
hand in an attempt to compensate. Those attempting to
solve the problem of creating color photographs took
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their cues from researchers into human vision, who theo-
rized that all colors in nature are made from combinations
of red, green, and blue. Thus early attempts to create
color photographs centered on making three layers of
transparent images, one in each of these colors, and sand-
wiching them together. Each layer was photographed
using filters to block out other colors of light. This result-
ed in photographs that were foggy with poor color.

In 1904, the first practical method of creating color
images, called the Autochrome, was invented by the Lu-
miere brothers of Lyon, France. Autochromes used a
layer of potato starch particles, dyed red, green, and blue,
attached to a layer of silver bromide photographic emul-
sion, all on a plate of glass. They were expensive and re-
quired long exposures, but Autochromes had significantly
better color and were easier to process than previous
methods. By 1916, two other color methods competed
with the autochrome. All were considered imperfect,
however, because they were grainy, and their color was
inaccurate and changed over time. Therefore, with the
publishing industry and the public hungry for color pho-
tographs, attention turned to subtractive color methods.

The subtractive color starts with white light, a mix-
ture of all wavelengths of light, and subtracts color from
it. The process uses a three-layer emulsion of yellow,
cyan (a greenish blue), and magenta (a cool pink). When
subtracted from white, these colors produce their oppo-
sites: red, green and blue. Kodak released a subtractive
color film for motion pictures in 1935, and in 1938 a
sheet film for photography, while the German Agfa
Company released its own variation in 1936. Other com-
panies followed. By the 1940s, color negative roll film
for use in 35 millimeter cameras was available.

Two methods are currently used for creating color
prints. In the chromogenic method the color dyes are
created when the print is processed. In the dye-bleach or
dye-destruction method, the color dyes are present be-
fore processing. The dyes not needed for the image are
removed by bleaching.

Snapshots: popular photography

For the first 50 years of its existence, photography
was so difficult it usually dissuaded amateurs. In 1888,
the first Kodak camera, aimed at the amateur market,
sold for $25. It used factory-loaded film of 100 expo-
sures, and had to be returned to the factory for film de-
velopment. In 1900, the first of the very popular
Brownie cameras was released. The camera cost $1, the
film was 15 cents a roll, and the camera was light and
simple to operate. The Brownie, and the cameras that
followed it, quickly made photography part of Ameri-
can family life.
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Instant photographs

Instant print film, which was introduced by Polaroid
in 1948, delivers finished photographs within minutes.
The film consists a packet that includes film and process-
ing chemicals, and often photographic paper. After expo-
sure, the packet is pulled from the camera. In the process
it gets squeezed between rollers which break open the
developing and fixing chemicals, spreading them evenly
across the photographic surface. Although popular with
amateurs for instant snapshots, instant photographs are
often used by professional photographers as well because
they can be used to test how lighting and compositions
look to a camera before they shoot for later development.

The uses of photography in science

Photography has became an essential component of
many areas of science. Ever since the U.S. Surgeon Gen-
eral’s office compiled a six-volume record of Civil War
wounds shortly after the war, it has played a crucial role
in the study of anatomy. Photographs can provide an
objective standard for defining the visual characteristics
of a species of animal or a type of rock formation.

But photography can also depict things the human eye
cannot see at all. Hours-long exposures taken through tele-
scopes bring out astronomical details otherwise unseeable.
Similar principals apply to some photos taken through mi-
croscopes. High-speed photography allows us to see a bul-
let in flight. In 1932, the existence of neutrons was proven
using photographs, as was the existence of viruses in 1942.
The planet Pluto was discovered through comparisons of
photographic maps taken through telescopes.

X rays taken at hospitals are really photographs
taken with x-ray light rather than visible light. Similarly,
infrared and ultra-violet photographs, which detect invis-
ible wavelengths of light, can be used for numerous pur-
poses including astronomy and medicine, and the detec-
tion of cracks in pipes or heat loss from buildings. In all
these cases, evidence and experimental results can be
easily exchanged between scientists using photographs.

Photography enters the computer age

Like many other things, photography has been
deeply affected by computers. Photographs now can be
taken by cameras that do not even use film. Instead they
use electronic sensors to measure light intensities and
translate them into digital code that can be read by a
computer. The computer translates the digital code into a
grid of points, each assigned a number that represents a
color (or level of gray for black-and-white photos). The
process is similar to the way in which music is translated
into digital form when it is put on a compact disc.
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KEY TERMS
Aperture—The size of the opening in a camera
lens through which light comes.

Camera obscura—A dark room or box with a ligh-
tadmitting hole that projects an image of the
scene outside.

Negative—Images with tonal values reversed, so
that objects appear dark. Usually negatives are
film from which positive prints are made.

Photoengraving—A process through which the
continuous tones of a photograph are converted
into black and white dots that can be reproduced
on a printing press.

Single lens reflex camera—A camera that uses a
single lens and a mirror to admit light for the film
and for the photographer to use to focus on.

Once digitized, images can be manipulated by com-
puters in many of the same ways they can be changed
while making prints in a darkroom. But because digital
images are essentially a series of numbers, they can be
manipulated in other ways as well. For publishing pur-
poses, digital images can be converted to halftones by
the computer, making the process easier and faster. As a
result, many newspapers, magazines and advertising
firms have switched to digital photography for increas-
ing amounts of their work.

See also Photocopying; Scanners, digital.

Resources

Books

London, Barbara, and John Upton. Photography. 5th ed. New
York: Harper Collins College Publishers, 1994.

Szarkowski, John. Photography Until Now. The Museum of
Modern Art, New York: 1989.

Turner, Peter. History of Photography. New York: Exeter
Books, 1987.

Scott M. Lewis

Photography, electronic

Like all other forms of information, photographs
and images have entered the electronic age. In 1981, the
Sony Corporation unveiled its filmless, electronic cam-
era (termed a still video camera) the Mavica. Mavica is
an acronym for Magnetic Video Camera; it uses a still
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video system to record 50 analog images on a diskette.
Although they are recorded on a diskette, they are not
digital images. The images are played back on a monitor
and can be printed out by standard black-and-white or
color computer printers on regular paper or on photo-
graphic paper. Use of high-resolution equipment pro-
duces a printed photograph that is almost identical to a
traditional photo print.

In 1986, Canon was the first company to introduce a
professional electronic camera on a major, commercial
scale. Two years later, in 1988, Sony released the Pro-
Mavica for use in professional and industrial applica-
tions. The ProMavica is compatible with a set of stan-
dards agreed on by 43 potential still video manufacturers
also in 1988 called the Hi-band standard. This agreement
established international guidelines for still video pho-
tography much like the VHS standards for video tape
recordings. The Hi-band standard includes industry stan-
dards for resolution (400 horizontal lines per image) and
image quality. By 1990, Nikon, Minolta, and a number
of other makers had joined Sony and Canon in producing
still video cameras for both professionals and amateurs.

The still video camera records the images it sees as
analog electrical signals on the magnetic layer of a
diskette. It scans the image one line at a time so a recog-
nizable pattern is established for storing and reproducing
the electronic signals. Resolution is carried by one sig-
nal, and two others carry color (much like hue and satu-
ration on a television image). Liquid crystal display
(LCD) screens may soon be added to still video cameras
so the photographer can see the electronic image; but, by
the late 1990s, electronic cameras used viewfinders
much like film-based cameras. Diskettes are also a limi-
tation and may be replaced by data storage on compact
discs, which can already be used as a photographic stor-
age method but not directly from the camera.

Advantages of the still video camera are that pro-
cessing is not needed (and processing chemicals are
eliminated), images can be viewed or printed instantly,
diskettes are erasable and can be re-recorded, and cap-
tured images can be manipulated and transmitted via e-
mail and other methods using computer software that is
relatively inexpensive.

The digital still camera

Fuji’s digital still camera (which debuted in 1988)
converts analogs signals—the means by which an elec-
tronic camera “sees” an image—to digital signals and
stores them on a slide-in card that has fewer complica-
tions of motors and drives than a diskette-based system.
Resolution is better than the analog system, and, because
the digital camera is typically connected to other digital
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devices for transfer or manipulation of its data, these
transfers occur more quickly. The card also carries 50
images, and manufacturers are working on linking this
technology to the digital audio tape (DAT) recording sys-
tem to store 1,000 images on one tape in an electronic
photo album; audio messages can also be recorded on
this tape and played concurrently.

Applications

Uses for electronic still photography extend as far as
the imagination. Some examples:

« In the styling/beauty salon, an operator can take an
electronic photo of the customer and superimpose hun-
dreds of hair styles and colors on the image, which is
available from the camera immediately.

Wholesale and retail buyers traveling long distances
from main offices can photograph potential merchan-
dise and have it reviewed and approved by manage-
ment at home as quickly as the images can be trans-
ferred. Purchases can be negotiated on the same buying
trip, saving travel time or communications time after
the buyers return home.

Journalism, including photojournalism, benefits by
transferring photographic data over telephone lines via
electronic mail (e-mail). Pictures from distant locations
around the world are available for the next edition.

Medical specialists can review photos of physical con-
ditions or surgeries without the time and expense of
moving either the patient or the specialist.

Police departments and other crime investigation agen-
cies can immediately transmit artists’ renderings and
photographs of suspects around the world. Still video is
also critical to searches for missing children.

Thanks to CCD technology, amateur stargazers can use
still video cameras attached to their telescopes to pho-
tograph the skies. Standard CCDs have to modified to
include a greater magnitude of resolution and a greater
wavelength range, but, with these changes, sensitive
images and even spectrogram, which are made with
special optics that spread starlight into the spectrum,
can be recorded through backyard telescopes with digi-
tal cameras attached.

Video cameras

Video cameras are common in hand-held versions
for the home photographer, but many professional video
cameras are used to take still photos for professional uses.
They obtain high resolution especially through the super
VHS format and can be linked to modems for immediate
transfer of video or still shots. Specialized cameras with
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digital-video-image storage systems were used to take the
first photographs of the HMS Titanic when she was dis-
covered in her underwater grave in the Atlantic Ocean in
1986. The cameras were attached to an undersea sled
called the Argo, and the versatility of the video recording
method allowed many scientists means of analyzing the
photographic findings. Sophisticated video cameras are
also used extensively in medicine, especially in operating
rooms to permit several doctors to offer immediate com-
ments on procedures and conditions.

Other methods for electronic photography

The specialized field known as “image processing”
is growing out of electronic photography. An electronic
photograph may be taken using a still video camera, a
video camera (using a single frame for the still image),
or by digitizing a photographic image by using a scan-
ner. After the photographic data has been stored, it can
be manipulated by computer software in any number of
ways. Parts of the photo can be erased, colors can be
changed, composites can be made from several pho-
tographs, and contrast, sharpness, overall size, and size
changes by cropping can be accomplished by tweaking
the data. By the late 1980s, the advertising industry espe-
cially had experimented extensively with this new tech-
nology and produced startling images by combining
photographic images in unlikely combinations. By the
1990s, scanners had improved greatly in resolution as
well as dropping in price and were becoming standard
accessories for the home computer.

Scanners and other image input devices have been
made possible largely because of charge-coupled devices
or CCDs. A CCD is an integrated circuit that produces
an electrical charge that is unique to light striking a sen-
sor element in the circuit. They are used in cameras (still
and video), scanners, high definition televisions
(HDTVs), and many other image-makers. Their speed
and sensitivity has improved dramatically since they
were first introduced in the 1970s, and they have made
imaging devices affordable for desktop use.

Scanners are available in a wide range of models
that use different techniques. Desktop versions scan flat
photographs in either black and white or color (color
uses three scans to capture the basic image in black and
white and then add color in two scans), and scanners for
35-millimeter slides are also in desktop sizes and are
often used for professional work.

Part of the attraction of electronic photography is
the fact that images can be compressed as digital files
and stored in a number of ways. Magnetic diskettes,
rewritable CD-ROMS that use optical memory and re-
cover images with laser readers, and cards and chips
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offer storage options depending on uses and cost. They
also make the “electronic darkroom” possible for re-
touching and altering images; techniques for modifying
photographs form the bridge between photographic im-
ages and computer-generated ones.

Technologies that are affordable by the general
public may still have some limitations in quality, espe-
cially in resolution (clearness of the image), shading
and color ranges, and saturation. Systems used to make
commercials and magazine ads, however, produce high-
quality images.

Resources

Books

Larish, John J. Electronic Photography. Blue Ridge Summit,
PA: TAB Professional and Reference Books, 2000.
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Glumac, Nick. “Building a Fiber-optic Spectrograph.” Sky &
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Shaefer, Bradley E. “Limiting Magnitudes for CCDs.” Sky &
Telescope (May 1998): 117.
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Photon

The photon is the basic unit, particle, or carrier of
light.

The visible light that we see, the x rays that den-
tists use, and the radio waves that carry music to our
radios are all forms of electromagnetic radiation. Other
forms include the microwaves which we use to cook
food and gamma rays which are produced when ra-
dioactive elements disintegrate. Although they seem
quite different, all types of electromagnetic radiation
behave in similar ways. If you think about it, the shad-
ows of our teeth that are produced by x rays and cap-
tured on special film are really not that different from
our visible shadows cast by the sun. If x rays and light
are essentially the same, why is one visible to our eyes
and the other invisible?

We know that visible light comes in many differ-
ent colors, like those we see in a rainbow. The colors
can be understood by thinking of light as a vibration
moving through space. Any vibration, or oscillation,
repeats itself with a certain rhythm, or frequency. For
light, every shade of every color corresponds to a dif-
ferent frequency, and the vibration of blue light, for
example, has a higher frequency than that of red light.
It turns out that our eyes can only detect electromag-
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netic radiation for a relatively narrow range of fre-
quencies, and so only those vibrations are “visible.”
However, other forms of electromagnetic radiation are
all around us with frequencies our eyes cannot detect.
If our eyes could detect very high frequencies, we
could see the x rays which can pass through many
solid objects just like visible light passes through tint-
ed glass.

Originally, vibrations of light were thought to be
somehow similar to water waves. The energy carried
by that kind of vibration is related to the height of the
wave, so a brighter source of light would seem to sim-
ply produce bigger waves. This idea provided a very
effective way of understanding electromagnetic radia-
tion until about 100 years ago. At that time several
phenomena were found which could only be explained
if light was considered to be made up of extremely
small pieces or “wave packets,” which still had some
of the properties of waves. One of the most important
phenomena was the photoelectric effect. It was discov-
ered that when visible light shined on certain metals,
electrons were ejected from the material. Those free
electrons were called photoelectrons. It was also found
that it took a certain minimum amount of energy to re-
lease electrons from the metal. The original vibration
concept suggested that any color(frequency) of light
would do this if a bright enough source (lamp) was
used. This was because eventually the waves of light
would become large enough to carry enough energy to
free some electrons. However, this is not what hap-
pened! Instead it was found that, for example, even
dim blue light could produce photoelectrons while the
brightest red light could not. The original vibration
theory of light could not explain this so another idea
was needed.

In 1905 Albert Einstein suggested that this effect
meant that the vibrations of light came in small pieces
or “wave packets.” He also explained that each packet
contained a predetermined amount (or quantum) of
energy which was equal to a constant multiplied by
the frequency of the light. This meant that a bright
source of a particular color of light just produced
more packets than a dim source of the same color did.
If the energy, and therefore the frequency, of a packet
was large enough, an electron could be freed from the
metal. More packets of that frequency would release
more electrons. On the other hand when the energy of
a packet was too small, it did not matter how many
packets struck the metal, no electrons would be freed.
This new idea explained all the newly discovered phe-
nomena and also agreed with effects that had been
known for hundreds of years. Einstein’s wave packets
became known as photons, which are somehow like
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KEY TERMS
Electromagnetic radiation—The energy of pho-
tons, having properties of both particles and
waves. The major wavelength bands are, from
short to long: cosmic, ultraviolet, visible or “light,”
infrared, and radio.

Quantum—The amount of radiant energy in the
different orbits of an electron around the nucleus
of an atom.

Quantum mechanics—The theory that has been
developed from Max Planck’s quantum principle
to describe the physics of the very small. The
quantum principle basically states that energy
only comes in certain indivisible amounts desig-
nated as quanta. Any physical interaction in
which energy is exchanged can only exchange in-
tegral numbers of quanta.

indivisible pieces (like small particles) and also like
vibrations. The discovery of this split personality was
one of the factors that led to the theory of quantum
mechanics.

Light from a lamp consists of photons. Why does
the light we see appear to be reaching us continuously
instead of in lumps? Well, this is actually easy to under-
stand by performing an experiment with sand. First, we
need to fill a plastic bucket with sand and hold it over a
bathroom scale. Next, we make a small hole in the bot-
tom of the bucket so that sand will slowly drain out and
fall on the scale. As more and more sand collects on the
scale, we will see that the weight increases in an appar-
ently continuous manner. However, we know that sand
is made up of particles and so the weight on the scale
must really be increasing by jumps (whenever a new
grain of sand lands on the scale). The trick is that the
size of the grains is so small that the individual incre-
ments by which the weight changes are too small for us
to detect. The same thing happens with light, only in a
more exaggerated way. If we look into a lamp (not rec-
ommended) there are billions photons reaching our eyes
in every second, with each photon carrying only a small
amount of energy.
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Photosynthesis

Photosynthesis is the biological conversion of light
energy into chemical energy. It occurs in green plants
and photosynthetic bacteria through a series of many
biochemical reactions. In higher plants and algae, light
absorption by chlorophyll catalyzes the synthesis of
carbohydrate (C¢H,,0O4) and oxygen gas (O,) from car-
bon dioxide gas (CO,) and water (H,0). Thus, the over-
all chemical equation for photosynthesis in higher plants
is expressed as:

light
6C02 + 6H20 i C6H12O6 + 602
chlorophyll

The overall equation in photosynthetic bacteria is
similar, although not identical.

History of research

People have long been interested in how plants ob-
tain the nutrients they use for growth. The early Greek
philosophers believed that plants obtained all of their nu-
trients from the soil. This was a common belief for many
centuries.

In the first half of the seventeenth century, Jan
Baptista van Helmont (1579-1644), a Dutch physician,
chemist, and alchemist, performed important experi-
ments which disproved this early view of photosynthe-
sis. He grew a willow tree weighing 5 1b (2.5 kg) ina
clay pot which had 200 Ib (91 kg) of soil. Five years
later, after watering his willow tree as needed, it
weighed about 169 1b (76.5 kg) even though the soil in
the pot lost only 2 0z (56 g) in weight. Van Helmont
concluded that the tree gained weight from the water
he added to the soil, and not from the soil itself. Al-
though van Helmont did not understand the role of
sunlight and atmospheric gases in plant growth, his
early experiment advanced our understanding of pho-
tosynthesis.

In 1771, the noted English chemist Joseph Priestley
performed a series of important experiments which impli-
cated atmospheric gases in plant growth. Priestley and his
contemporaries believed a noxious substance, which they
called phlogiston, was released into the air when a flame
burned. When Priestley burned a candle within an en-
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closed container until the flame went out, he found that a
mouse could not survive in the “phlogistated” air of the
container. However, when he placed a sprig of mint in the
container after the flame had gone out, he found that a
mouse could survive. Priestley concluded that the sprig of
mint chemically altered the air by removing the “phlogis-
ton.” Shortly after Priestly’s experiments, Dutch physi-
cian Jan Ingenhousz (1730-1799) demonstrated that
plants “dephlogistate” the air only in sunlight, and not in
darkness. Further, Ingenhousz demonstrated that the
green parts of plants are necessary for”” dephlogistation”
and that sunlight by itself is ineffective.

As Ingenhousz was performing his experiments, the
celebrated French chemist Antoine Lavoisier (1743-
1794) disproved the phlogiston theory. He conclusively
demonstrated that candles and animals both consume a
gas in the air which he named oxygen. This implied that
the plants in Priestley’s and Ingenhousz’s experiments
produced oxygen when illuminated by sunlight. Consid-
ered by many as the founder of modern chemistry,
Lavoisier was condemned to death and beheaded during
the French revolution.

Lavoisier’s experiments stimulated Ingenhousz to
reinterpret his earlier studies of “dephlogistation.”
Following Lavoisier, Ingenhousz hypothesized that
plants use sunlight to split carbon dioxide (CO,) and
use its carbon (C) for growth while expelling its oxy-
gen (O,) as waste. This model of photosynthesis was
an improvement over Priestley’s, but was not entirely
accurate.

Ingenhousz’s hypothesis that photosynthesis pro-
duces oxygen by splitting carbon dioxide was refuted
about 150 years later by the Dutch-born microbiologist
Cornelius van Niel (1897-1985) in America. Van Niel
studied photosynthesis in anaerobic bacteria, rather than
in higher plants. Like higher plants, these bacteria make
carbohydrates during photosynthesis. Unlike plants, they
do not produce oxygen during photosynthesis and they
use bacteriochlorophyll rather than chlorophyll as a pho-
tosynthetic pigment. Van Niel found that all species of
photosynthetic bacteria which he studied required an oxi-
dizable substrate. For example, the purple sulfur bacteria
use hydrogen sulfide as an oxidizable substrate and the
overall equation for photosynthesis in these bacteria is:

light
CO,+2H,S — (CH,0)+H,0+2S
bateriochlorophyll

On the basis of his studies with photosynthetic bacte-
ria, van Niel proposed that the oxygen which plants pro-
duce during photosynthesis is derived from water, not from
carbon dioxide. In the following years, this hypothesis has
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proven true. Van Niel’s brilliant insight was a major contri-
bution to our modern understanding of photosynthesis.

The study of photosynthesis is currently a very ac-
tive area of research in biology. Hartmut Michel and Jo-
hann Deisenhofer recently made a very important contri-
bution to our understanding of photosynthesis. They
made crystals of the photosynthetic reaction center from
Rhodopseudomonas viridis, an anaerobic photosynthetic
bacterium, and then used x-ray crystallography to de-
termine its three-dimensional structure. In 1988, they
shared the Nobel Prize in Chemistry with Robert Huber
for this ground-breaking research.

Modern plant physiologists commonly think of pho-
tosynthesis as consisting of two separate series of inter-
connected biochemical reactions, the light reactions and
the dark reactions. The light reactions use the light ener-
gy absorbed by chlorophyll to synthesize labile high en-
ergy molecules. The dark reactions use these labile high
energy molecules to synthesize carbohydrates, a stable
form of chemical energy which can be stored by plants.
Although the dark reactions do not require light, they
often occur in the light because they are dependent upon
the light reactions. In higher plants and algae, the light
and dark reactions of photosynthesis occur in chloroplas-
ts, specialized chlorophyll-containing intracellular struc-
tures which are enclosed by double membranes.

Light reactions

In the light reactions of photosynthesis, light energy
excites photosynthetic pigments to higher energy levels
and this energy is used to make two high energy com-
pounds, ATP (adenosine triphosphate) and NADPH
(nicotinamide adenine dinucleotide phosphate). ATP and
NADPH do not appear in the overall equation for photo-
synthesis because they are consumed during the subse-
quent dark reactions in the synthesis of carbohydrates.

Location of light reactions

In higher plants and algae, the light reactions occur
on the thylakoid membranes of the chloroplasts. The thy-
lakoid membranes are inner membranes of the chloro-
plasts which are arranged like flattened sacs. The thy-
lakoids are often stacked on top of one another, like a roll
of coins. A stack of thylakoids is referred to as a granum.

The light reactions of higher plants require photo-
synthetic pigments, chlorophyll-a, chlorophyll-b, and
various types of carotenoids. These pigments are associ-
ated with special proteins which are embedded in the
thylakoid membranes. Chlorophyll-a and chlorophyll-b
strongly absorb light in the red and blue regions of the
spectrum. Most carotenoids strongly absorb blue light.
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Thus, plant leaves are green simply because their photo-
synthetic pigments absorb blue and red light but not
green light.

Non-cyclic energy transfer

Once light is absorbed by pigments in the chloro-
plast, its energy is transferred to one of two types of re-
action centers, Photosystem-II (PS-II) or Photosystem-I
(PS-I).

In non-cyclic energy transfer, light absorbed by
PS-II splits a water molecule, producing oxygen and ex-
citing chlorophyll to a higher energy level. Then, the ex-
citation energy passes through a series of special elec-
tron carriers. Each electron carrier in the series is slight-
ly lower in energy than the previous one. During electron
transfer, the excitation energy is harnessed to synthesize
ATP. This part of photosynthesis is referred to as non-
cyclic photophosphorylation, where “photo-" refers to
the light requirement and “-phosphorylation” refers to
addition of a phosphate to ADP (adenosine diphos-
phate) to make ATP.

Finally, one of the electron carriers of PS-II trans-
fers electrons to PS-1. When chlorophyll transfers its ex-
citation energy to PS-I, it is excited to higher energy lev-
els. PS-I harnesses this excitation energy to make
NADPH, analogous to the way PS-II harnessed excita-
tion energy to make ATP.

In the 1950s, the botanist Robert Emerson (1903-
1959) demonstrated that the rate of photosynthesis was
much higher under simultaneous illumination by shorter
wavelength red light (near 680 nm) and long wavelength
red light (near 700 nm). We now know this is because
PS-II absorbs shorter wavelength red light (680 nm)
whereas PS-I absorbs long wavelength red light (700
nm) and both must be photoactivated to make the ATP
and NADPH needed by the dark reactions.

Cyclic energy transfer

ATP can also be made by a special series of light re-
actions referred to as cyclic photophosphorylation. This
also occurs in the thylakoid membranes of the chloro-
plast. In cyclic photophosphorylation, the excitation en-
ergy from PS-1 is transferred to a special electron carrier
and this energy is harnessed to make ATP.

The relative rates of cyclic and non-cyclic pho-
tophosphorylation determine the ratio of ATP and
NADPH which become available for the dark reactions.
Photosynthetic plant cells regulate cyclic and non-cyclic
energy transfer by phosphorylating (adding a phosphate)
to the pigment-protein complexes associated with PS-I
and PS-II.
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Dark reactions

The photosynthetic dark reactions consist of a series
of many enzymatic reactions which make carbohydrates
from carbon dioxide. The dark reactions do not require
light directly, but they are dependent upon ATP and
NADPH which are synthesized in the light reactions. Thus,
the dark reactions indirectly depend on light and usually
occur in the light. The dark reactions occur in the aqueous
region of the chloroplasts, referred to as the stroma.

Calvin cycle

The main part of the dark reactions is often referred
to as the Calvin cycle, in honor of their discoverer, the
chemist Melvin Calvin. The Calvin cycle consists of 13
different biochemical reactions, each catalyzed by a spe-
cific enzyme. The Calvin cycle can be summarized as
consisting of carboxylation, reduction, and regeneration.
Its final product is starch, a complex carbohydrate.

In carboxylation, a molecule of carbon dioxide
(with one carbon atom) is combined with a molecule of
RuBP (ribulose bisphosphate, with five carbon atoms) to
make two molecules of PGA (phosphoglycerate), each
with three carbon atoms. This reaction is catalyzed by
the enzyme RuBISCO (Ribulose bisphosphate carboxy-
lase). RuBISCO accounts for about 20% of the total
amount of protein in a plant leaf and is by far the most
abundant enzyme on Earth.

In reduction, ATP and NADPH (made by the light
reactions) supply energy for synthesis of high energy
carbohydrates from the PGA made during carboxylation.
Plants often store their chemical energy as carbohydrates
because these are very stable and easily transported
throughout the organism.

In regeneration, the carbohydrates made during re-
duction pass through a series of enzymatic reactions so
that RuBP, the initial reactant in carboxylation, is regen-
erated. The regeneration of RuBP is the reason these re-
actions are considered a cycle. Once the Calvin cycle has
gone around six times, six molecules of carbon dioxide
have been fixed, and a molecule of glucose, a six-carbon
carbohydrate, is produced.

The series of dark reactions described above is often
referred to as C-3 photosynthesis because the first reac-
tion product of carbon dioxide fixation is a 3-carbon
molecule, PGA (phosphoglycerate).

C-4 photosynthesis

In the early 1960s, plant physiologists discovered
that sugarcane and several other plants did not produce
the three-carbon molecule, PGA, as the first reaction
product of their dark reactions. Instead, these other
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plants combined carbon dioxide with PEP (phosphoenol
pyruvate), a three-carbon molecule, to make OAA (ox-
aloacetate), a four-carbon molecule. After a series of ad-
ditional enzymatic reactions, carbon dioxide is intro-
duced to the Calvin cycle, which functions more or less
as described above.

This variant of photosynthesis is referred to as C-4
photosynthesis because carbon dioxide is first fixed into
a four-carbon molecule, OAA. C-4 photosynthesis oc-
curs in many species of tropical grasses and in many im-
portant agricultural plants such as corn, sugarcane, rice,
and sorghum.

Plants which have C-4 photosynthesis partition their
C-4 metabolism and their Calvin cycle metabolism into
different cells within their leaves. Their C-4 metabolism
occurs in mesophyll cells, which constitute the main
body of the leaf. The Calvin cycle occurs in specialized
cells referred to as bundle sheath cells. Bundle sheath
cells surround the vascular tissue (veins) which pene-
trate the main body of the leaf.

In at least 11 different genera of plants, some species
have C-3 metabolism whereas other species have C-4 me-
tabolism. Thus, plant physiologists believe that C-4 photo-
synthesis evolved independently many times in many dif-
ferent species. Recently, plant physiologists have found
that some plant species are C-3/C-4 intermediates, in that
they perform C-3 photosynthesis in some environments
and C-4 photosynthesis in other environments. Study of
these intermediates may help elucidate the evolution and
physiological significance of C-4 photosynthesis.

CAM photosynthesis

Another variant of photosynthesis was originally
found in many plants of the Crassulaceae family. The
photosynthetic leaves of these plants accumulate malic
acid or isocitric acid at night and metabolize these acidic
compounds during the day. This type of photosynthesis
is referred to as Crassulacean Acid Metabolism or more
simply, CAM photosynthesis.

During the night, the following reactions occur in
plants with CAM photosynthesis: (a) they open up special
pores in their leaves, referred to as stomata, and the leaves
take in carbon dioxide from the atmosphere; (b) they me-
tabolize some of their stored starch to PEP (phosphoenol
pyruvate), a 3-carbon molecule; (c) they combine carbon
dioxide with PEP to form malic acid or isocitric acid, 4-
carbon molecules; (d) they accumulate large amounts of
malic acid or isocitric acid in their leaves, so that they
taste somewhat sour if sampled at night or early morning.

During the day, the following reactions occur in
plants with CAM photosynthesis: (a) they close their
stomata; (b) they release carbon dioxide from the accu-
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mulated malic acid or isocitric acid; (c) they combine
this released carbon dioxide with RuBP and the Calvin
cycle operates more or less as described above.

Most plants with CAM photosynthesis grow in
deserts and other arid environments. In such environ-
ments, evaporative loss of water is lower in CAM plants
because they close their stomata during the day.

Species from over 20 different plant families, includ-
ing Cactaceae, Orchidaceae, Liliaceae, and Bromeliaceae
have been identified as having CAM photosynthesis.
Thus, plant physiologists believe that CAM photosynthe-
sis evolved independently many times. Many CAM
plants are succulents, plants with thick leaves and a high
ratio of volume to surface area. Interestingly, while CAM
photosynthesis is genetically determined, some plants can
switch from C-3 photosynthesis to CAM photosynthesis
when they are transferred to an arid environment.

Photorespiration

In the 1920s, the German biochemist Otto Warburg
(1883-1970) discovered that plants consumed oxygen at
a higher rate when they were illuminated. He also found
that this increased rate of oxygen consumption inhibited
photosynthesis. Stimulation of oxygen consumption by
light is now referred to as photorespiration. Biochemical
studies indicate that photorespiration consumes ATP and
NADPH, the high-energy molecules made by the light
reactions. Thus, photorespiration is a wasteful process
because it prevents plants from using their ATP and
NADPH to synthesize carbohydrates.

RuBISCO, the enzyme which fixes carbon dioxide
during the Calvin cycle, is also responsible for oxygen
fixation during photorespiration. In particular, carbon
dioxide and oxygen compete for access to RuBISCO.
RuBISCO’s affinity for carbon dioxide is much higher
than its affinity for oxygen. Thus, fixation of carbon
dioxide typically exceeds fixation of oxygen, even
though atmospheric carbon dioxide levels are about
0.035% whereas oxygen is about 21%.

If photorespiration is so wasteful, why does it occur
at all? Many plant physiologists believe that photorespi-
ration is an artifact of the ancient evolutionary history of
photosynthesis. In particular, RuBISCO originated in
bacteria several billion years ago when there was very
little atmospheric oxygen present. Thus, there was little
selection pressure for the ancient RuBISCO to discrimi-
nate between carbon dioxide and oxygen and RuBISCO
originated with a structure that reacts with both. Even
though most modern plants are under great selection
pressure to reduce photorespiration, evolution cannot
easily alter RuBISCO’s structure so that it fixes less oxy-
gen yet still efficiently fixes carbon dioxide.
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Interestingly, photorespiration has been observed in
all C-3 plants which have been examined, but is virtually
nonexistent in C-4 plants. This is because C-4 plants seg-
regate their RuBISCO enzyme in bundle sheath cells
deep within the leaf and the carbon dioxide concentra-
tion in these cells is maintained at very high levels. C-4
plants generally have higher growth rates than C-3 plants
simply because they do not waste their ATP and NADPH
in photorespiration.

Photosynthesis in lower organisms
Algae

There are many different groups of photosynthetic
algae. Like higher plants, they all have chlorophyll-a as a
photosynthetic pigment, two photosystems (PS-I and PS-
II), and the same overall chemical reactions for photo-
synthesis (equation 1). They differ from higher plants in
having different complements of additional chlorophylls.
The Chlorophyta and Euglenophyta have chlorophyll-a
and chlorophyll-b. The Chrysophyta, Pyrrophyta, and
Phaeophyta have chlorophyll-a and chlorophyll-c. The
Rhodophyta have chlorophyll-a and chlorophyll-d. The
different chlorophylls and other photosynthetic pigments
allow algae to utilize different regions of the solar spec-
trum to drive photosynthesis.

Cyanobacteria

This group was formerly called the blue-green algae
and these organisms were once considered members of
the plant kingdom. However, unlike the true algae,
Cyanobacteria are prokaryotes, in that their DNA is not
sequestered within a nucleus. Like higher plants, they
have chlorophyll-a as a photosynthetic pigment, two
photosystems (PS-I and PS-II), and the same overall
equation for photosynthesis (equation 1). The Cyanobac-
teria differ from higher plants in that they have addition-
al photosynthetic pigments, referred to as phycobilins.
Phycobilins absorb different wavelengths of light than
chlorophyll and thus increase the wavelength range,
which can drive photosynthesis. Phycobilins are also
present in the Rhodophyte algae, suggesting a possible
evolutionary relationship between these two groups.

Chloroxybacteria

This is a group of bacteria represented by a single
genus, Prochloron. Like the Cyanobacteria, the Chlorox-
ybacteria are prokaryotes. Like higher plants, Prochloron
has chlorophyll-a, chlorophyll-b and carotenoids as pho-
tosynthetic pigments, two photosystems (PS-I and PS-II),
and the same overall equation for photosynthesis (equa-
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tion 1). In general, Prochloron is rather like a free-living
chloroplast from a higher plant.

Anaerobic photosynthetic bacteria

This is a group of bacteria which do not produce
oxygen during photosynthesis and only photosynthesize
in environments which are anaerobic (lacking oxygen).
All these bacteria use carbon dioxide and another oxidiz-
able substrate, such as hydrogen sulfide, to make carbo-
hydrates (see equation 2). These bacteria have bacteri-
ochlorophylls and other photosynthetic pigments which
are similar to the chlorophylls used by higher plants.
Their photosynthesis is different from that of higher
plants, algae and cyanobacteria in that they only have
one photosystem. This photosystem is similar to PS-I.
Most biologists believe that photosynthesis first evolved
in anaerobic bacteria several billion years ago.

Halobacterium

There are two species in the genus Halobacterium.
Most biologists now place this genus with methanogenic
(methane-producing) bacteria in the Archaebacteria, a
separate kingdom of organisms. Halobacteria thrive in
very salty environments, such as the Dead Sea and the
Great Salt Lake. In general, halobacteria prefer environ-
ments with NaCl concentration of about 5 Molar, and
cannot tolerate environments with NaCl concentration
below about 3 Molar.

Halobacteria are unique in that they perform photo-
synthesis without chlorophyll. Instead, their photosyn-
thetic pigments are bacteriorhodopsin and halorhodopsin.
These pigments are similar to sensory rhodopsin, the pig-
ment which humans and other animals use for vision.
Bacteriorhodopsin and halorhodopsin are embedded in
the cell membranes of halobacteria and each pigment
consists of retinal, a vitamin-A derivative, bound to a pro-
tein. Irradiation of these pigments causes a structural
change in their retinal, referred to as photoisomerization.
Retinal photoisomerization leads to the synthesis of ATP,
the same high-energy compound synthesized during the
light reactions of higher plants. Interestingly, halobacteria
also have two additional rhodopsins, sensory rhodopsin-I
and sensory rhodopsin-II which regulate phototaxis, the
directional movement in response to light. Bacteri-
orhodopsin and halorhodopsin seem to have an indirect
role in phototaxis as well.

See also Plant pigment.
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KEY TERMS
Calvin cycle—Dark reactions of photosynthesis
which use the ATP and NADPH made by the light
reactions to synthesize carbohydrates.

Chloroplast—Green organelle in higher plants
and algae in which photosynthesis occurs.

Cyanobacteria (singular, cyanobacterium)—Pho-
tosynthetic bacteria, commonly known as blue-
green alga.

Enzyme—Biological molecule, usually a protein,
which promotes a biochemical reaction but is not
consumed by the reaction.

Eukaryote—A cell whose genetic material is car-
ried on chromosomes inside a nucleus encased in
a membrane. Eukaryotic cells also have organelles
that perform specific metabolic tasks and are sup-
ported by a cytoskeleton which runs through the
cytoplasm, giving the cell form and shape.

Organelle—Membrane enclosed structure within
a eukaryotic cell which is specialized for specific
cellular functions.

Prokaryote—Cell without a nucleus, considered
more primitive than a eukaryote.

Stomata—Pores in plant leaves which function in
exchange of carbon dioxide, oxygen, and water
during photosynthesis.

Stroma—The material that bathes the interior of
chloroplasts in plant cells.

Thylakoid—A membranous structure that bisects
the interior of a chloroplast.
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Phototropism

Phototropism is the orientation of an organism in re-
sponse to asymmetric illumination. Phototropism is com-
monly observed in the stems of higher plants, which grow
bent toward a light source. Phototropism can be positive
(bending toward a light source) or negative (bending away
from a light source), depending on the organism and na-
ture of the illumination. Phototropism and other tropisms
are different from nastic movements, which are also com-
mon in plants. A tropism is the orientation of an organism
in response to an external stimulus in which the stimulus
determines the orientation of the movement. A nastic
movement is a growth movement in which the stimulus
does not determine the orientation of the movement.

History of phototropism research

Plant physiologists have investigated phototropism
for over 100 years. The best known early research on
phototropism was by Charles Darwin, who reported his
experiments in a book published in 1880, The Power of
Movement in Plants. Although Darwin was better known
for his earlier books on evolution (The Origin of Species
and The Descent of Man), this book was an important
contribution to plant physiology.

Darwin studied phototropism in canary grass and
oat coleoptiles. The coleoptile is a hollow sheath of tis-
sue which surrounds the apical axis (stem) of these and
other grasses. Darwin demonstrated that these coleop-
tiles are phototropic in that they bend toward a light
source. When he covered the tips of the coleoptiles, they
were not phototropic but when he covered the lower por-
tions of the coleoptiles, they were phototropic. Darwin
concluded from these and other experiments that (a) the
tip of the coleoptile is the most photosensitive region; (b)
the middle of the coleoptile is responsible for most of the
bending; and (c) an influence which causes bending is
transmitted from the top to the middle of the coleoptile.

The Dutch-American botanist Frits Went built upon
Darwin’s studies and began his own research on pho-
totropism as a student in the 1920s. In particular, Went
attempted to isolate the chemical influence which Dar-
win described. He took tips of oat coleoptiles and placed
them on small blocks of agar, a special type of gel. Then,
he placed these agar blocks on the sides of other coleop-
tiles whose tops he cut off. Each coleoptile bent away
from the side which had the agar block. Went also per-
formed important control experiments. He observed that
plain agar blocks which were placed beneath the lower
portions of coleoptiles had no effect on coleoptile bend-
ing. Went concluded that the coleoptile tips contained a
chemical substance which diffused into the agar blocks
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Plants respond to the direction and amount of light they receive. The seedling at the right was grown in normal, all-around
light. The one in the center received no light. The plant at the left grew toward the light that it received on only one side. Pho-
tograph by Nigel Cattlin. Photo Researchers, Inc. Reproduced by permission.

and he named this substance auxin. The auxin which
Went studied was subsequently identified by chemists as
indole-3-acetic acid (IAA). IAA is one of many plant
hormones which control a number of aspects of plant
growth and development.

Cholodny-Went theory

These and other experiments by Went led to what has
become known as the Cholodny-Went theory of tropic
curvature. In terms of phototropism, the Cholodny-Went
theory proposes that (a) auxin is synthesized in the
coleoptile tip; (b) the coleoptile tip perceives the asym-
metric illumination and this causes auxin to move into the
un-irradiated side; (c) auxin moves down the coleoptile
so that lower regions develop an auxin asymmetry; and
(d) the higher auxin concentration on the un-irradiated
side causes the coleoptile to bend toward the light source.

There is currently vigorous debate among plant
physiologists about the Cholodny-Went theory. Critics
have noted that Went and other early researchers never
actually measured the auxin concentrations but only re-
lied on bioassays performed with agar blocks. Further-
more, the early studies relied on small sample sizes
which were statistically unreliable, and the researchers
may have wounded the coleoptiles during tip removal.

In addition, numerous recent experiments indicate
that the coleoptile tip is not always necessary for tropic
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responses and that auxin gradients form in the tissue
more slowly than the development of curvature.

Despite these criticisms, many plant physiologists
maintain that the basic features of the Cholodny-Went
theory have been upheld. The debate about the Cholod-
ny-Went theory has stimulated much new research in
phototropism and gravitropism. Many researchers cur-
rently are investigating tropic curvature using modern
time-lapse photography. Others are examining the role
of additional plant hormones in regulating phototropism
and gravitropism.

The photoreceptor pigment

There has also been an active search for the identity
of the photoreceptor pigment, an aspect of phototropism
not covered by the Cholodny-Went theory. In the 1930s,
many researchers believed the photoreceptor was a
carotenoid, a class of mostly orange plant pigments.
They argued that carotenoids strongly absorb blue light
and phototropism is most effectively elicited by blue
light. Furthermore, retinal, a carotenoid derivative, was
identified as the photoreceptive pigment controlling vi-
sion in humans and other animals.

However, more recent experiments appear to rule
out a carotenoid as the photoreceptor. In particular, when
seedlings are treated with norflurazon, a chemical in-
hibitor of carotenoid synthesis, they still exhibit pho-
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KEY TERMS
Agar—Carbohydrate derived from a red alga
which biologists use in a gel form for culture
media or other purposes.

Bioassay—Estimation of the amount of a sub-
stance, such as a hormone, based upon its effect
on some easily measured response of an organism.

Coleoptile—Hollow sheath of tissue which sur-
rounds the stem of young grass plants.

Gravitropism—Orientation of an organism in re-
sponse to gravity.

Nastic movement—Growth movement controlled
by external or endogenous factors in which the
orientation of the movement is not determined by
an external stimulus.

Tropism—Orientation of an organism in response
to an external stimulus such as light, gravity, wind,
or other stimuli, in which the stimulus determines
the orientation of the movement.

totropism. In addition, mutants of plants and fungi
which have greatly reduced amounts of carotenoids are
unaffected in their phototropic responses.

A great variety of different experiments now indi-
cate that a flavin (vitamin B-2) is the photoreceptor pig-
ment. Like carotenoids, flavins strongly absorb blue
light. However, unlike most carotenoids, they also
strongly absorb radiation in the near-ultraviolet (370
nm) region. Radiation in the near-ultraviolet region of
the spectrum is also highly effective in phototropism.

Phototropism in other organisms

While phototropism has been most intensively stud-
ied in higher plants, many other organisms also exhibit
phototropism. Phototropism occurs in the filaments and
rhizoids of algae, germ tubes and protonemas of mosses,
rhizoids and protonemas of ferns, spore-bearing stalks
of certain fungi, and numerous other organisms.

Many phototropism experiments have been performed
on Phycomyces blakesleeanus, a zygomycete fungus. Phy-
comyces has slender spore-bearing stalks, referred to as
sporangiophores, which bend in response to light and other
external stimuli. Incredibly, the sporangiophore of Phy-
comyces is about as photosensitive as the eyes of humans
and about one thousand times more photosensitive than a
grass coleoptile. Furthermore, the sporangiophore has the
ability to adapt to a one hundred million fold change in
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ambient light intensity. These and other interesting charac-
teristics of Phycomyces have made it an excellent model
organism for investigation of phototropism.

Phototropism in nature

Laboratory studies of phototropism have a bearing
upon the life of plants in nature. It is advantageous for a
young seedling, such as a coleoptile, to bend toward the
light so that its leaves can intercept more sunlight for
photosynthesis and grow faster. Phototropism is also re-
lated to solar tracking, the orientation of a plant’s leaves
in response to the Sun. Unlike the response in coleop-
tiles, which is caused by differential stem growth, solar
tracking responses in most species are caused by pres-
sure changes in special cells at the leaf base. Depending
on the species and other factors, the blades of a mature
leaf may be oriented perpendicular to the Sun’s rays to
maximize photosynthesis or parallel to the Sun’s rays to
avoid over-heating and desiccation.

See also Geotropism.
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Photovoltaic cell

A photovoltaic cell, often called a solar cell, con-
verts the energy in light directly into electrical potential
energy using a physical process called the photovoltaic
effect. Photovoltaic cells are used to produce electricity
in situations where they are more economical than other
power generation methods. Occasionally, they are used
as photodetectors.

The photovoltaic effect has been known since Ed-
mund Becquerel observed light-induced currents in a di-
lute acid in 1839. Explanation of the effect depends on
quantum theories of light and solids that were proposed
by Planck in 1900 and Wilson in 1930.

The first solid-state photovoltaic cells were designed
in 1954, after the development of solid-state diodes and
transistors. Since then, the number of applications of pho-
tovoltaic cells has been increasing, the cost per watt of
power generated has been declining, and efficiency has
been increasing. Enough photovoltaic modules to provide
50 MW of power were made in 1991. The production
rate appears to be increasing by about 20% each year.
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A custom-designed solar powered desalination system in Jeddah, Saudi Arabia. It is composed of 210 photovoltaic modules
that supply 8 kilowatts of power (peak) for conversion of highly saline water into fresh drinking water. Mobil Solar Energy
Corporation/Phototake NYC. Reproduced by permission.

Photovoltaic cells have been used since 1958 to
power many satellites orbiting the earth. On earth, they
are used in remote areas where the cost of transporting
electricity to the site is costly. Their use is one of a vari-
ety of alternative energy methods being developed that
do not depend on fossil fuels. They are also used for
low-power mobile applications such as hand-held calcu-
lators and wrist watches.

How they work

Photovoltaic cells are made of semiconducting ma-
terials (usually silicon) with impurities added to certain
regions to create either a surplus of electrons (n-type
doping) or a scarcity of electrons (p-type doping, also
called a surplus of holes). The extra electrons and holes
carry electrical charges, allowing current to flow in the
semiconducting material.

When a photon hits the top surface of a photovolta-
ic cell, it penetrates some distance into the semiconduc-
tor until it is absorbed. If the photon’s energy is at least
as large as the material’s energy bandgap, the energy
from the photon creates an electron-hole pair. Usually,
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the electron and the hole stay together and recombine.
In the presence of an electric field, however, the nega-
tively charged electron and the positively charged hole
are pulled in opposite directions. This occurs for the
same reason that one end of a magnet is attracted to an-
other magnet while the other end is repelled.

Junctions in semiconductors create electrical fields.
A junction can be formed at the border between p- and
n-doped regions, or between different semiconducting
materials (a heterojunction), or between a semiconductor
and certain metals (forming a Schottky barrier).

The movement of the charges in the photovoltaic
cell creates a voltage (electrical potential energy) be-
tween the top and bottom of the cell. Electrical contacts
attached to the cell at the p and # sides (the top and bot-
tom) complete the cell. Wires attached to these contacts
make the voltage available to other devices.

The distance into the material that a photon goes be-
fore being absorbed depends on both how efficient the
material is at absorbing light and the energy of the pho-
ton-high-energy photons penetrate further than low-ener-
gy photons. This is why x rays are used to image your
bones, but most visible light stops at your skin.
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Photovoltaic cell

Efficiency of a cell depends on the losses that occur
at each stage of the photovoltaic process. Many of the
sun’s photons get absorbed or deflected in the atmos-
phere before reaching the earth’s surface (this is de-
scribed by a term called air mass). Some photons will re-
flect off or pass through the cell. Some electron-hole
pairs recombine before carrying charges to the contacts
on the ends of the cell. Some of the charges at the ends
of the cells do not enter the contacts, and some energy is
lost to resistance in the metal contacts and wires.

The efficiency of the cell can be increased by shin-
ing more light onto it using a concentrator (such as a fo-
cusing lens), by adding coatings (such as a mirror to the
bottom of the cell to reflect unabsorbed light back into
the cell), or by creating heterojunction cells with materi-
als that have different bandgaps, and thus are efficient at
absorbing a variety of wavelengths. One of the most effi-
cient photovoltaic cells reported was two-junction cell
made of gallium arsenide and gallium antimony, coupled
with a concentrator that increased the intensity of the
light 100 times: it worked with 33% efficiency in a labo-
ratory. In practice, ground-based solar cells tend to have
efficiencies in the teens or less.

Applications

For low-power portable electronics, like calculators
or small fans, a photovoltaic array may be a reasonable
energy source rather than a battery. Although using pho-
tovoltaics lowers the cost (over time) of the device to the
user-who will never need to buy batteries-the cost of
manufacturing devices with photovoltaic arrays is gener-
ally higher than the cost of manufacturing devices to
which batteries must be added. Therefore, the initial cost
of photovoltaic devices is often higher than battery-oper-
ated devices.

In other situations, such as solar battery chargers,
watches, and flashlights, the photovoltaic array is used to
generate electricity that is then stored in batteries for use
later.

Solar-electric homes

Electricity for homes or other buildings farther than
a couple football fields from the nearest electrical lines,
may be cheaper if obtained from photovoltaic cells than
by buying electricity from the local power utility, be-
cause of the cost of running an electrical line to the
house. In most urban areas, however, buying electricity
from a utility is much cheaper than using photovoltaics.

The cost of using photovoltaic technology depends
not only on the photovoltaic cells themselves but also on
the batteries and equipment needed to condition the elec-
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tricity for household use. Modules made of groups of
photovoltaic cells set side-by-side and connected in series
generate direct current (DC) electricity at a relatively low
voltage, but most household appliances use 120-V alter-
nating current (AC). Inverters and power conditioners can
transform DC to AC current at the correct voltage.

The types of appliances in the house are also a con-
sideration for whether to use photovoltaic. Some de-
vices—Ilike televisions, air conditioners, blow-dryers, or
laser printers—require a lot of power, sometimes all at
once. Because photovoltaic cells do not change the
amount of voltage they can supply, this sort of load can
drain batteries rapidly. Many people with houses pow-
ered by photovoltaic cells buy energy-efficient lights and
appliances and limit the number of unnecessary electri-
cal devices in their homes.

In remote parts of the world, entire villages are pow-
ered by photovoltaic systems. A few utility companies in
the United States and Europe run “solar farms” to pro-
duce electricity. Other industrial uses exist for photo-
voltaic cells, too. These are usually low-power applica-
tions in locations inconvenient for traditional electrical
sources. Some emergency roadside phones have batteries
that are kept charged by photovoltaic cells. Arrays of
cells power cathodic protection: the practice of running
current through metal structures to slow corrosion.

Materials

Many semiconductor materials can be used to make
photovoltaic cells, but silicon is most popular-not be-
cause it is most efficient, but because it is inexpensive
because a lot of silicon is produced for making micro-
electronics chips. Semiconductors such as gallium ar-
senide, cadmium sulphide, cadmium telluride, and cop-
per indium diselenide are used in special-purpose high-
efficiency cells, but are more expensive than silicon
cells. The highest-efficiency photovoltaic cells are made
of such materials.

Amorphous silicon

The least expensive type of solar cell is made of a
disordered type of silicon mixed with hydrogen. This
hydrogenated amorphous silicon is used in photovoltaic
cells for calculators and wristwatches. Amorphous sili-
con is deposited on a substrate as a coating.

In 1974, David Carlson at RCA’s David Sarnoff
Laboratory first made an amorphous silicon photovoltaic
cell. By 1988, amorphous cells with about 13% efficien-
cy were made using a stacked-junction PIN device.

Because large areas can be coated, the cost-per-de-
vice is relatively low. Its bandgap is 1.7 eV, which means
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that it absorbs light at shorter wavelengths than the crys-
talline silicon and that it works well under fluorescent
lights. Because it absorbs light efficiently, the cells can
be made very thin, which uses less material and also
helps make the cells less expensive. These devices, how-
ever, degrade in direct sunlight and have a shorter life-
time than crystalline cells.

Crystalline silicon

Cells made of single-crystal silicon, the same materi-
al used for microelectronics chips, supply more current
than the other types of silicon. Unlike amorphous silicon,
the voltage stays fairly constant when different loads are
applied. Single-crystal silicon photovoltaic cells that are
protected from oxidizing last about 20 years.

Polycrystalline silicon is not uniform enough to
make electronic chips, but works well for photovoltaic
cells. It can be grown with less stringent control than sin-
gle-crystal silicon but works nearly as efficiently.

See also Alternative energy sources.
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Phylogeny

Phylogeny is the inferred evolutionary history of a
group of organisms. Paleontologists are interested in un-
derstanding life through time—not just at one time in the
past or present, but over long periods of past time. Be-
fore they can attempt to reconstruct the forms, functions,
and lives of once-living organisms, paleontologists have
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to place these organisms in context. The relationships of
those organisms to each other are based on the ways they
have branched out, or diverged, from a common ances-
tor. A phylogeny is usually represented as a phylogenetic
tree or cladogram, which are like genealogies of species.

Phylogenetics, the science of phylogeny, is one part
of the larger field of systematics, which also includes
taxonomy. Taxonomy is the science of naming and clas-
sifying the diversity of organisms. Not only is phylogeny
important for understanding paleontology (study of fos-
sils), but paleontology in turn contributes to phylogeny.
Many groups of organisms are now extinct, and without
their fossils we would not have as clear a picture of how
modern life is interrelated.

There is an amazing diversity of life, both living and
extinct. For biologists to communicate with each other
about these many organisms, there must also be a classi-
fication of these organisms into groups. Ideally, the clas-
sification should be based on the evolutionary history of
life, such that it predicts properties of newly discovered
or poorly known organisms.

Phylogenetic systematics is an attempt to under-
stand the evolutionary interrelationships of living things,
trying to interpret the way in which life has diversified
and changed over time. While classification is primarily
the creation of names for groups, systematics goes be-
yond this to elucidate new theories of the mechanisms of
evolution.

Cladistics is a particular method of hypothesizing re-
lationships among organisms. Like other methods, it has
its own set of assumptions, procedures, and limitations.
Cladistics is now accepted as the best method available
for phylogenetic analysis, for it provides an explicit and
testable hypothesis of organismal relationships.

The basic idea behind cladistics is that members of a
group share a common evolutionary history, and are
“closely related,” more so to members of the same group
than to other organisms. These groups are recognized by
sharing unique features which were not present in distant
ancestors. These shared derived characteristics are called
synapomorphies. Synapomorphies are the basis for
cladistics.

In a cladistic analysis, one attempts to identify
which organisms belong together in groups, or clades, by
examining specific derived features or characters that
those organisms share. For example, if a genus of plants
has both red flowered and white flowered species, then
flower color might be a useful character for determining
the evolutionary relationships of those plants. If it were
known that the white flowered form arose from the pre-
viously existing red flowered form (i.e., through a muta-
tion that prevents formation of the red pigment), then it
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could be inferred that all of the white colored species
arose from a single red-colored ancestor. Characters that
define a clade (e.g., white flower color in the example
above) are called synapomorphies. Characters that do
not unite a clade because they are primitive (e.g., red
flower color) are called plesiomorphies.

In a cladistic analysis, it is important to know which
character states are primitive and which are derived (that
is, evolved from the primitive state). A technique called
outgroup comparison is commonly used to make this de-
termination. In outgroup comparison, the individuals of
interest (the ingroup) are compared with a close relative.
If some of the individuals of the ingroup possess the
same character state as the outgroup, then that character
state is assumed to be primitive. In the example dis-
cussed above, the outgroup has red flowers, so white is
the derived state for flower color.

There are three basic assumptions in cladistics:

« any group of organisms are related by descent from a
common ancestor.

« there is a bifurcating pattern of cladogenesis.

« change in characteristics occurs in lineages over time.

The first assumption is a general assumption made
for all evolutionary biology. It essentially means that life
arose on Earth only once, and therefore all organisms
are related in one way or another. Because of this, we
can take any collection of organisms and determine a
meaningful pattern of relationships, provided we have
the right kind of information.

The second assumption is that new kinds of organ-
isms may arise when existing species or populations di-
vide into exactly two groups. The final assumption, that
characteristics of organisms change over time, is the
most important assumption in cladistics. It is only when
characteristics change that we are able to recognize dif-
ferent lineages or groups. The convention is to call the
“original” state of the characteristic plesiomorphic and
the “changed” state apomorphic. The terms primitive and
derived have also been used for these states, but they are
often avoided by cladists, since those terms have been
abused in the past.

Cladistics is useful for creating systems of classifi-
cation. It is now the most commonly used method to
classify organisms because it recognizes and employs
evolutionary theory. Cladistics predicts the properties of
organisms. It produces hypotheses about the relation-
ships of organisms in a way that makes it possible to pre-
dict properties of the organisms. This can be especially
important in cases when particular genes or biological
compounds are being sought. Such genes and com-
pounds are being sought all the time by companies inter-
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ested in improving crop yield or disease resistance, and
in the search for medicines. Only an hypothesis based on
evolutionary theory, such as cladistic hypotheses, can be
used for these endeavors.

As an example, consider the plant species Taxus
brevifolia. This species produces a compound, taxol,
which is useful for treating cancer. Unfortunately, large
quantities of bark from this rare tree are required to pro-
duce enough taxol for a single patient. Through cladistic
analysis, a phylogeny for the genus Taxus has been pro-
duced that shows Taxus cuspidata, a common ornamen-
tal shrub, to be a very close relative of T. brevifolia.
Taxus cuspidata, then, may also produce large enough
quantities of taxol to be useful. Having a classification
based on evolutionary descent will allow scientists to se-
lect the species most likely to produce taxol.

Cladistics helps to elucidate mechanisms of evolu-
tion. Unlike previous systems of analyzing relationships,
cladistics is explicitly evolutionary. Because of this, it is
possible to examine the way characters change within
groups over time—the direction in which characters
change, and the relative frequency with which they
change. It is also possible to compare the descendants of
a single ancestor and observe patterns of origin and ex-
tinction in these groups, or to look at relative size and
diversity of the groups. Perhaps the most important fea-
ture of cladistics is its use in testing long-standing hy-
potheses about adaptation.

Physical therapy

Physical therapy is a medical specialty that provides
treatment using various devices or the hands to strength-
en muscles and supply flexibility to a part of the body
that is subnormal. The need for physical therapy can be
the result of a genetic condition, disease, surgery, or a
trauma such as a burn or automobile accident. The goal
of physical therapy is not necessarily to restore normali-
ty but to allow the patient to return to a comfortable and
productive life even if the problem persists.

This exacting science has evolved from centuries of
using natural therapeutic methods such as sunlight,
warm springs, and warm mud to treat injuries. The mod-
ern form of physical therapy bloomed after World War I
when wounded soldiers were in great need of such ser-
vices. Further incentive was provided by World War II,
and the epidemic of poliomyelitis in the mid-1950s
again brought on great numbers of patients in need of
therapy. The development of antibiotics and other mod-
ern therapeutic measures preserved the lives of those
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who earlier would have died. These wounded, limbless,
or diseased individuals needed a means to regain their
independence and ability to earn a living.

Modern physical therapists use heat and cold, elec-
tricity, massage, and various types of machines designed
to assist flexibility or restore strength to a given body
part. Efforts must go far beyond the simple exercising or
heating of an injured limb, however. Most physical thera-
py is carried out by a team headed by a physiatrist, a
physician who specializes in the application of various
means of physical therapy. The physical therapist, a tech-
nician who is schooled in the muscles and joints and how
to exercise them, carries out the exercise program with
the patient. Devices that apply pressure in certain direc-
tions and on which resistance can be adjusted are em-
ployed in the exercise program, as is simpler methodolo-
gy such as walking or running. An engineer can build
special equipment as needed or alter existing machinery
to better suit the patient’s needs. The rehabilitation nurse
provides basic medical care and tracks the patient’s
progress. If needed, a psychologist is brought in to help
the patient adjust to a new, less-comfortable lifestyle. An
occupational therapist can assess the patient’s needs and
provide instruction on how to move about his home, use
prosthetic devices, and specially constructed assist de-
vices such as doorknobs or fork handles that allow some-
one with a paralyzed hand to open doors or feed himself.

The modalities of physical therapy

Four basic modalities are employed in physical ther-
apy, each applied where and when it will do the most
good. Not all of the modalities are used in every case.

Cold therapy

Cold therapy or cryotherapy is an effective means of
reducing inflammation following an accident or injury.
Cold therapy is applied in the form of ice packs, some-
times combined with massage, cold water bath of the in-
jured area, and other methods. The reduced temperature
will quell the firing of the nerve-muscle units and reduce
muscle spasms, and that along with the anesthetic effect
of the cold temperature will ease pain. Also, the cold re-
duces blood flow into the injury and reduces any bleed-
ing that may be present and reduces oxygen demands of
the injured tissue, thus preserving the muscle cells. An
ice pack often is applied with a compression wrap to re-
duce swelling, and with elevation of the injured extremi-
ty above heart level for maximal reduction in swelling.

Heat therapy

Heat or thermotherapy may be employed only after
the active swelling of the injury has abated, 24-48 hours
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following the injury. Heat is conveyed into the injured
area by the use of moist heat packs, hot paraffin, hot air
or hot water as in a whirlpool bath, by infrared lamp, and
by conversion. Conversion is the development of heat
brought about by the passage of sound waves or electric
current through tissue. Diathermy is an example of elec-
trical waves directed into tissue and converted into heat.
Ultrasound, very high-frequency sound waves, bring
about the vibration of the tissues, which increases the
temperature within them. A form of application of sound
waves called phonophoresis consists of application of a
medication to the injured area followed by ultrasound to
drive the medication deep into the tissues.

Heat increases blood flow to an area, so should not
be used when internal bleeding accompanies an injury.
However, like cryotherapy, heat reduces muscle spasms
by increasing the blood flow to an area, which helps to
wash out metabolic waste products and increase the
amount of oxygen reaching the tissues.

Electrical stimulation

Application of electrical stimulation can restore
muscle tone by stimulating muscles to contract rhythmi-
cally. This method is used often when an injured person
has been confined to bed for a long period of time. Over
time, muscles will atrophy and the patient will require
long, arduous periods of exercise once he is mobile. The
use of electrical stimulation can prevent muscle atrophy
and reduce the necessary physical therapy regimen re-
quired later. Electricity is also used to drive molecules of
medication through the skin into the tissues. This is
called iontophoresis. A special machine called a TENS
machine (transcutaneous electrical nerve stimulation)
beams electric current through the skin (transcutaneous-
ly) into the injured area specifically to stop pain. Why
TENS has this ability to assuage pain remains open to
question, but it is thought that it prevents pain percep-
tion by the sensory nerves in the injured area. That is,
the nerves that normally would detect pain and carry the
impulse to the spinal cord do not sense pain. The electri-
cal signal from the TENS machine can be adjusted for
frequency and strength to achieve its effect without pa-
tient discomfort. All electrical stimulation is delivered by
placing pads on or around the injured area to conduct the
electrical current.

Mechanical manipulation

The use of massage, manipulation of the injured
limb, traction, and weight lifting are part of the mechani-
cal form of physical therapy. Massage is the rubbing,
tapping, or kneading of an injured area to increase blood
circulation and relieve pain. Manipulation consists of
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putting an injured joint through its movements from one
extreme to the other. This is designed to restore full
range of motion to the joint and eliminate pain from
movement. Traction is the application of weight to
stretch muscles or to help increase the space between
vertebrae and relieve nerve compression. Manipulation
may be carried out by a trained technician or by using a
machine especially constructed to exercise the injured
joint. Resistance can be altered in the machine to make
joint extension or flexing more difficult, thus helping to
build the muscles that control the joint movement.

Many forms of physical therapy can be carried out
at home, but the exercises must first be carefully ex-
plained by a trained therapist. Incorrect application of a
physical therapy modality can be as harmful as any trau-
matic injury. Most modalities are applied two or three
times daily over a period of time to help restore move-
ment, flexibility, or strength to an injured area.

Physical therapy and the aging adult

Aging is a normal process. Some age-related bodily
changes may be misunderstood and unnecessarily limit
daily activities. Normal aging need not result in pain and
decrease in physical mobility. A physical therapist is a
source of information to understand these changes and
offer assistance for regaining lost abilities or develop
new ones. A physical therapist working with older adults
understands the anatomical and physiological changes
that occur with normal aging. The physical therapist will
evaluate and develop a specially designed therapeutic ex-
ercise program. Physical therapy intervention may pre-
vent life long disability and restore the highest level of
functioning.

Through the use of tests, evaluations, exercises,
treatments with modalities, screening programs, as well
as educational information, physical therapists:

* increase, restore or maintain range of motion, physical
strength, flexibility, coordination, balance and en-
durance

» recommend adaptations to make the home accessible
and safe

« teach positioning, transfers, and walking skills to pro-
mote maximum function and independence within an
individual’s capability

» increase overall fitness through exercise programs

« prevent further decline in functional abilities through
education, energy conservation techniques, joint pro-
tection, and use of assistive devices to promote inde-
pendence

* improve sensation, joint proprioception and reduce pain
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KEY TERMS

Cryo—A prefix meaning cold.

Modality—Any of the forms into which physical
therapy is divided.

Thermo—A prefix meaning heat.
Transcutaneous—A term meaning through the skin.

Common Conditions

A vast number of conditions are treated effectively
with physical therapy intervention. Examples of specific
diseases and conditions that may be improved with phys-
ical therapy include:

e arthritis

« sports/orthopedic injuries

* joint replacements

» cerebral vascular accident (stroke)
« coordination and balance disorders
* Alzheimer disease

See also Syndrome.
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Physics

Physics is the science that deals with matter and
energy and with the interaction between them. Physics,
from which all other sciences derive their foundation,
were the first attempts to provide rational explanations
for the structure and workings of the Universe.

Even in the earliest civilizations, physics allowed a
mechanism to understand and quantify nature.

An axiom among physicists—since the writings of
Italian astronomer and physicist Galileo Galilei
(1564—-1642)—provides that the road to sure knowledge
about the natural world is to carry out controlled obser-
vations (experiments) that will lead to measurable quan-
tities. It is for this reason that experimental techniques,
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systems of measurements, and mathematical systems for
expressing results lie at the core of research in physics.

In Ancient Greece, in a natural world largely ex-
plained by mystical and supernatural forces (i.e., the
whim of Gods), the earliest scientists and philosophers
of record dared to offer explanations of the natural world
based on their observations and reasoning. Pythagoras
(582-500 B.c.) argued about the nature of numbers, Leu-
cippus (c. 440 B.C.), Democritus (c. 420 B.C.), and Epicu-
rus (342-270 B.C.) asserted matter was composed of ex-
tremely small particles called atoms.

Many of the most cherished arguments of ancient
science ultimately proved erroneous. For example, in
Aristotle’s (384—322 B.cC.) physics, for example, a mov-
ing body of any mass had to be in contact with a
“mover,” and for all things there had to be a “prime
mover.” Errant models of the universe made by Ptolemy
(ca. A.D 87—145) were destined to dominate the Western
intellectual tradition for more than a millennium. Midst
these misguided concepts, however, were brilliant in-
sights into natural phenomena. More then 1700 years be-
fore the Copernican revolution, Aristarchus of Samos
(310-230 B.C.) proposed that the earth rotated around
the Sun and Eratosthenes Of Cyrene (276-194 B.C.),
while working at the great library at Alexandria, deduced
a reasonable estimate of the circumference of the earth.

Until the collapse of the Western Roman civilization
there were constant refinements to physical concepts of
matter and form. Yet, for all its glory and technological
achievements, the science of ancient Greece and Rome
was essentially nothing more than a branch of philoso-
phy. Experimentation would wait almost another two
thousand years for injecting its vigor into science. Al-
though there were technological advances and more
progress in civilization that commonly credited, during
the Dark and Medieval Ages in Europe science slum-
bered. In other parts of the world, however, Arab scien-
tists preserved the classical arguments as they developed
accurate astronomical instruments and compiled new
works on mathematics and optics.

At the start of the Renaissance in Western Europe, the
invention of the printing press and a rediscovery of classi-
cal mathematics provided a foundation for the rise of em-
piricism during the subsequent Scientific Revolution.
Early in the sixteenth century Polish astronomer Nicolaus
Copernicus’s (1473-1543) reassertion of heliocentric
theory sparked an intense interest in broad quantification
of nature that eventually allowed German astronomer and
mathematician Johannes Kepler (1571-1630) to develop
laws of planetary motion. In addition to his fundamental
astronomical discoveries, Galileo made concerted studies
of the motion of bodies that subsequently inspired seven-
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teenth century English physicist and mathematician Sir
Isaac Newton’s (1642—-1727) development of the laws of
motion and gravitation in his influential 1687 work,
Philosophiae Naturalis Principia Mathematica (Mathe-
matical principles of natural philosophy)

Following Principia, scientists embraced empiricism
during an Age of Enlightenment. Practical advances
spurred by the beginning of the Industrial Revolution
resulted in technological advances and increasingly so-
phisticated instrumentation that allowed scientists to
make exquisite and delicate calculations regarding physi-
cal phenomena. Concurrent advances in mathematics, al-
lowed development of sophisticated and quantifiable
models of nature. More tantalizingly for physicists, many
of these mathematical insights ultimately pointed toward
a physical reality not necessarily limited to three dimen-
sions and not necessarily absolute in time and space.

Nineteenth century experimentation culminated in
the formulation of Scottish physicist James Clerk
Maxwell’s (1831-1879) unification of concepts regard-
ing electricity, magnetism, and light in his four famous
equations describing electromagnetic waves.

During the first half of the twentieth century, these
insights found full expression in the advancement of
quantum and relativity theory. Scientists, mathemati-
cians, and philosophers united to examine and explain
the innermost workings of the universe—both on the
scale of the very small subatomic world and on the
grandest of cosmic scales.

By the dawn of the twentieth century more than two
centuries had elapsed since the Newton’s Principia set
forth the foundations of classical physics. In 1905, in one
grand and sweeping theory of Special relativity German-
American physicist Albert Einstein (1879-1955) provid-
ed an explanation for seemingly conflicting and counter-
intuitive experimental determinations of the constancy of
the speed of light, length contraction, time dilation, and
mass enlargements. A scant decade later, Einstein once
again revolutionized concepts of space, time and gravity
with his General theory of relativity.

Prior to Einstein’s revelations, German physicist
Maxwell Planck (1858-1947) proposed that atoms ab-
sorb or emit electromagnetic radiation in discrete units
of energy termed quanta. Although Planck’s quantum
concept seemed counter-intuitive to well-established
Newtonian physics, quantum mechanics accurately de-
scribed the relationships between energy and matter on
atomic and subatomic scale and provided a unifying
basis to explain the properties of the elements.

Concepts regarding the stability of matter also
proved ripe for revolution. Far from the initial assumption
of the indivisibility of atoms, advancements in the discov-
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ery and understanding of radioactivity culminated in re-
newed quest to find the most elemental and fundamental
particles of nature. In 1913, Danish physicist Niels Bohr
(1885-1962) published a model of the hydrogen atom
that, by incorporating quantum theory, dramatically im-
proved existing classical Copernican-like atomic models.
The quantum leaps of electrons between orbits proposed
by the Bohr model accounted for Planck’s observations
and also explained many important properties of the pho-
toelectric effect described by Einstein.

More mathematically complex atomic models were
to follow based on the work of the French physicist
Louis Victor de Broglie (1892-1987), Austrian physicist
Erwin Schrodinger (1887-1961), German physicist Max
Born (1882-1970), and English physicist P.A.M Dirac
(1902-1984). More than simple refinements of the Bohr
model, however these scientists made fundamental ad-
vances in defining the properties of matter—especially
the wave nature of subatomic particles. By 1950, the
articulation of the elementary constituents of atoms grew
dramatically in numbers and complexity and matter it-
self was ultimately to be understood as a synthesis of
wave and particle properties.

The end of WWII gave formal birth to the atomic
age. In one blinding flash, the Manhattan Project created
the most terrifying of weapons that could—in a blinding
flash—forever change course of history.

Classical and modern physics

The field of physics is commonly sub-divided into
two large categories: classical and modern physics. The
dividing line between these two sub-divisions can be
drawn in the early 1900s, when a number of revolution-
ary new concepts about the nature of matter were pro-
posed. Included among these were Einstein’s theories of
general and special relativity, Planck’s concept of the
quantum, Heisenberg’s principle of indeterminacy, and
the concept of the equivalence of matter and energy.

In general, classical physics can be said to deal with
topics on the macroscopic scale, that is on a scale that
can be studied with the largely unaided five human sens-
es. Modern physics, in contrast, concerns the nature and
behavior of particles and energy at the sub-microscopic
level. As it happens, the laws of classical physics are
generally inapplicable or applicable only as approxima-
tions to the laws of modern physics.

The discoveries made during the first two decades of
the twentieth century required a profound re-thinking of
the nature of physics. Some broadly-accepted laws had
to be completely re-formulated. For example, many clas-
sical laws of physics are entirely deterministic. That is,
one can say that if A occurs, B is certain to follow. This
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cause-and-effect relationship was long regarded as one
of the major pillars of physics.

The discoveries of modern physics have demanded
that this relationship be re-evaluated. With the formula-
tion of quantum mechanics, physical phenomena could
no longer be explained in terms of deterministic causality,
that is, as a result of at least a theoretically measurable
chain causes and effects. Instead, physical phenomena
were described as the result of fundamentally statistical,
unreadable, indeterminist (unpredictable) processes.
Physicists are now more inclined to say that if A occurs,
there is an X percent chance that B will follow. Deter-
minism in physics has been replaced by probability.

Divisions of physics

Like other fields of science, physics is commonly sub-
divided into a number of more specific fields of research.
In classical physics, those fields include mechanics, ther-
modynamics, sound, light and optics, and electricity and
magnetism. In modern physics, some major sub-divisions
include atomic, nuclear, and particle physics.

Mechanics, the oldest field of physics, is concerned
with the description of motion and its causes. Thermody-
namics deals with the nature of heat and its connection
with work.

Sound, optics, electricity, and magnetism are all divi-
sions of physics in which the nature and propagation of
waves are important. The study of sound is also related to
practical applications that can be made of this form of en-
ergy, as in radio communication and human speech.
Similarly, optics deals not only with the reflection, refrac-
tion, diffraction, interference, polarization, and other
properties of light, but also the ways in which these prin-
ciples have practical applications in the design of tools
and instruments such as telescopes and microscopes.

The study of electricity and magnetism focuses not
only on the properties of particles at rest, but also on the
properties of those particles in motion. Thus, the field of
static electricity examines the forces that exist between
charged particles at rest, while current electricity deals
with the movement of electrical particles.

In the area of modern physics, nuclear and atomic
physics involve the study of the atomic nucleus and its
parts, with special attention to changes that take place
(such as nuclear decay) in the atom. Particle and high-
energy physics, on the other hand, focus on the nature of
the fundamental particles of which the natural world is
made. In these two fields of research, very powerful,
very expensive tools, such as linear accelerators and
synchrotrons (“atom-smashers”) are required to carry
out the necessary research.
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KEY TERMS
Determinism—The notion that a known effect can
be attributed with certainty to a known cause.

Energy—A state function that reflects an ability to
do work.

Matter—Anything that has mass and takes up
space.

Mechanics—The science that deals with energy
and forces and their effects on bodies.

Sub-microscopic—Referring to levels of matter
that cannot be directly observed by the human
senses, even with the best of instruments; the level
of atoms and electrons.

Interrelationship of physics to
other sciences

One trend in all fields of science over the past centu-
ry has been to explore ways in which the five basic sci-
ences (physics, chemistry, astronomy, biology, and
earth sciences) are related to each other. This has led to
another group of specialized sciences in which the laws
of physics are used to interpret phenomena in other
fields. Astrophysics, for example, is a study of the com-
position of astronomical objects, such as stars, and the
changes that they undergo. Physical chemistry and
chemical physics, on the other hand, are fields of re-
search that deal with the physical nature of chemical
molecules. Geophysics deals with the physics and chem-
istry of Earth’s dynamic processes. Biophysics, as an-
other example, is concerned with the physical properties
of molecules essential to living organisms.

Physics and philosophy

The development of quantum theory, especially the
delineation of Planck’s constant and the articulation of
the Heisenburg uncertainty principle carried profound
philosophical implications regarding limits on knowledge.
Modern cosmological theory (i.e., theories regarding the
nature and formation of the universe) provided insight into
the evolutionary stages of stars (e.g., neutron stars, pul-
sars, black holes, etc.) that carried with it an understand-
ing of nucleosynthesis (the formation of elements) that
forever linked mankind to the lives of the very stars that
had once sparked the intellectual journey towards an un-
derstanding of nature based upon physical laws.

See also Cosmology; Earth science; Electromagnet-
ic spectrum; Newton’s laws of motion; Relativity, gener-
al; Relativity, special; Standard model.
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Physiology

Physiology is the study of how various biological
components work independently and together to enable
organisms, from animals to microbes, to function. This
scientific discipline covers a wide variety of functions
from the cellular and subcellular level to the interaction
of organ systems that keep more complex biological
machines, like humans, running.

Physiological studies are aimed at answering many
questions. For instance, physiologists investigate why
plants grow or bacteria divide, how food is processed in
various organisms, and how thought processes occur in
the brain (a branch of this discipline known as neuro-
physiology). It is often physiology-related investigations
that uncover the origins of diseases.

Human (or mammalian) physiology is the oldest
branch of this science dating back to at least 420 B.c. and
the time of Hippocrates, the father of medicine. Modern
physiology first appeared in the seventeenth century
when scientific methods of observation and experimenta-
tion were used to study blood movement, or circulation,
in the body. In 1929, American physiologist W. B. Can-
non coined the term homeostasis to describe one of the
most basic concerns of physiology: how the varied com-
ponents of living things adjust to maintain a constant in-
ternal environment conducive to optimal functioning.

With the steady advance of scientific technology-
from the simple microscope to ultra high-tech comput-
erized scanning devices-the field of physiology grew in
scope. No longer confined to investigating the function-
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Physiology, comparative

ing components of life that could be observed with the
naked eye, physiologists began to delve into the most
basic life forms, like bacteria. They could also study or-
ganisms’ basic molecular functions, like the electrical
potentials in cells that help control the heart beat.

The branches of physiology are almost as varied as
the countless life forms that inhabit the earth. Viral
physiology, for example, focuses on how these minute
life forms feed, grow, reproduce, and excrete by-prod-
ucts. However, the more complex an organism, the more
avenues of research open to the physiologist. Human
physiology, for instance, is concerned with the function-
ing of organs, like the heart and liver, and how the sens-
es, like sight and smell, work.

Physiologists also observe and analyze how certain
body systems, like the circulatory, respiratory, and ner-
vous systems, work independently and in concert to
maintain life. This branch of physiology is known as
comparative physiology. Ecological physiology, on the
other hand, studies how animals developed or evolved
specific biological mechanisms to cope with a particular
environment. An example is dark skin, which provides
protection against harmful rays of the sun for humans
who live in tropical clients. Cellular physiology, or cell
biology, focuses on the structures and functions of the
cell. Like the term cell biology, many branches of physi-
ology are better known by other names including bio-
chemistry, biophysics, and endocrinology (the study of
secreting tissues).

See also Circulatory system; Disease; Nervous sys-
tem; Reproductive system.

Physiology, comparative

While anatomy is the study of the structures of an
organism, physiology is the science dealing with the
study of the function of an organism’s component struc-
tures. However, it often is not enough to know what an
organ, tissue, or other structure does. Physiologists want
to know how something functions. For example, physio-
logical questions might ask: What is the function of
human lung tissue? How can a seal survive under water
without breathing for over ten minutes? How do camels
survive so long without water? How do insects see ultra-
violet light? Physiology examines functional aspects at
many levels of organization, from molecules, to cells, to
tissues, to orga ns, to organ systems, to an entire organ-
ism. It is the branch of biology that investigates the oper-
ations and vital processes of living organisms that enable
life to exist.
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Comparative physiology, then, is the comparison of
physiological adaptations among organisms to diverse
and changing environments. Comparative physiology,
like comparative anatomy, attempts to uncover evolu-
tionary relationships between organisms or groups of or-
ganisms. Comparative physiology seeks to explain the
evolution of biological functions by likening physiologi-
cal characteristics between and among organisms (usual-
ly animals.) This branch of biology constructs phyloge-
netic relationships (or, more loosely, evolutionary con-
nections) between and among groups of organisms.
Comparative physiology, in conjunction w ith other com-
parative disciplines, enables us to trace the evolution of
organisms and their unique structures and to view our-
selves in a broader light. By comparing the physiology
among living things, scientists can gain insights into how
groups of organisms have solved the adaptive problems
in their natural environments over time.

Comparative physiology compares basic physiologi-
cal processes like cellular respiration and gas exchange,
thermoregulation, circulation, water and ion balance,
nerve impulse transmission, and muscle contraction. Be-
cause it focuses on function, comparative physiology can
also be referred to as functional anatomy. The form of an
organ, or other biological structure, is tied to its function
much in the same way a tool is linked to its purpose. For
example, the function of anenzyme (a protein molecule
that speeds up a chemical reaction) depends heavily
upon its three-dimensional shape. If the 3-D conform
ation of the enzyme molecule is altered (by heat or
acid), the function of the enzyme will also be altered. If
the shape of an enzyme is changed considerably, its bio-
logical activity will be lost.

A major theme dominating the topic of comparative
physiology is the concept of homeostasis. The term is
derived from two Greek words (homeo, meaning “same,”
and stasis, meaning “standing still”’) and literally means
staying the same. Homeostasis thus refers to the ability
of animals to maintain an internal environment that com-
pensates for changes occurring in the external environ-
ment. Only the surface cells of the human body, for ex-
ample, and the lining of the gastrointestinal and respira-
tory tracts come into direct contact with the outside sur-
roundings (like the atmosphere). The vast majority of
cells of the body are enclosed by neighboring cells and
the extracellular fluid (fluid found outside of cells) that
bathes them. So the body in essence exists in an internal
environment that is protected from the wider range of
conditions that are found in the external surroundings.
Therefore, to maintain homeostasis, th € body must have
a system for monitoring and adjusting its internal envi-
ronment when the external environment changes. Com-
parative physiologists observe physiological similarities

GALE ENCYCLOPEDIA OF SCIENCE 3



and differences in adaptations between organisms in
solving identical problems concerning homeostasis.

Some of the problems that animals face in maintain-
ing physiological homeostasis involve basic life process-
es. Energy acquisition from food (digestion) and its ex-
penditure, the maintenance of body temperature and
metabolic rate, the use of oxygen or the ability to live in
its absence, and the way body size affects metabolism
and heat loss are examples of problems that require
homeostatic systems. Comparative physiologists might,
for example, compare the efficiency of the relative oxy-
gen capturing abilities of mammalian hemoglobin (in red
blood cells) and insect hemolymph. Both groups of ani-
mals must maintain homeostasis and regulate the amount
of oxygen reaching their tissues, yet each group solves
the problem differently.

Comparative physiology makes specific measure-
ments to obtain biologically relevant information from
which to make comparisons. The kinds of processes that
physiologists measure from anatomical structures to gain
insight into their function include: rates (how fast some-
thing occurs), changes in rates, gradients (increasing or
decreasing conc entrations of substances), pressures, rate
of flow (of a fluid such as air or blood), diffusion (the
act of a substance moving from an area of high concen-
tration to one of low concentration), tension (material
stress caused by a pull), elasticity, electrical current, and
voltage. For example, a comparative physiologist might
measure the rate of diffusion of sugar molecules across
intestinal cell membranes, or the pressure exerted on the
walls of blood vessels that are close to the heart. In each
case, the comparative physiologist is trying to gain infor-
mation that will help explain how a particular structure
functions and how it compares with similar structures in
other organisms in solving the same homeostatic prob-
lem. The conclusions derived, then, tell us all about our
evolutionary history.

Phytoplankton

Phytoplankton are microscopic, photosynthetic or-
ganisms that float in the water of the oceans and bodies
of freshwater (the word phytoplankton is derived from
the Greek for “drifting plants”). The most abundant or-
ganisms occurring within the phytoplankton are algae
and blue-green bacteria, but this group also includes
certain kinds of protists (especially protozoans) that con-
tain symbiotic algae or bacteria.

Phytoplankton are responsible for virtually all of the
primary production occurring in the oceans. Marine phy-
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toplankton range in size from extremely small blue-
green bacteria, to larger (but still microscopic) unicellu-
lar and colonial algae. Oceanic phytoplankton are grazed
by tiny animals known as zooplankton (most of which
are crustaceans). These are eaten in turn by larger zoo-
plankton and small fish, which are fed upon by larger
fish and baleen whales. Large predators such as bluefin
tuna, sharks, squid, and toothed whales are at the top of
the marine food web. Marine phytoplankton are much
more productive near the shores of continents, and par-
ticularly in zones where there are persistent upwellings
of deeper water. These areas have a much better nutrient
supply, and this stimulates a much greater productivity
of phytoplankton than occurs in the open ocean. In turn,
these relatively fertile regions support a higher produc-
tivity of animals. This is why the world’s most important
marine fisheries are supported by the continental shelves
(such as the Grand Banks and other shallow waters of
northeastern North America, near-shore waters of west-
ern North and South America, and the Gulf of Mexico)
and regions with persistent upwellings (such as those off
the coast of Peru and elsewhere off western South Amer-
ica, and extensive regions of the Antarctic Ocean).

Some inland waterbodies occur in inherently fertile
watersheds, and are naturally eutrophic, meaning they
have a high productivity and biomass of phytoplankton
(in shallow waters, larger aquatic plants may also be
highly productive). So-called cultural eutrophication is
a kind of pollution caused by nutrient inputs associated
with human activities, such as the dumping of sewage
waste and the runoff of fertilizer from agricultural land.
Both fresh and marine waters can become eutrophic
through increases in their nutrient supply, although the
problem is more usually severe in freshwaters. The most
conspicuous symptom of eutrophication is a large in-
crease in the biomass of phytoplankton, which in ex-
treme cases is known as an algal bloom.

Pi

Pi is one of the most fundamental constants in all of
mathematics. It is normally first encountered in geome-
try where it is defined as the ratio of the circumference of
a circle to the diameter: = C/d where C is the circumfer-
ence and d is the diameter. This fact was known to the an-
cient Egyptians who used for 7 the number 22/7 which is
accurate enough for many applications. A closer approxi-
mation in fractions is 355/113. Students often use a deci-
mal approximation for m, such as 3.14 or 3.14159.

Actually, the number  is not even a rational num-
ber. That is, it is not exactly equal to a fraction, m/n
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Pigeons and doves

where m and n are whole numbers or to any finite or re-
peating decimal. This fact was first established in the
middle of the eighteenth century by the German mathe-
matician, Johann Lambert. Even further, it is a transcen-
dental number. That is, it is not the root of any polynomi-
al equation with rational coefficients. This was first
proved by another German mathematician, Ferdinand
Lindeman, in the latter half of the nineteenth century.

There are many infinite series that can be used to
calculate approximations to . One of these is

/4 =1-1/3 + 1/5-1/7 + 1/9-1/11 + 1/13-...

where the denominators are the consecutive odd num-
bers.

Roy Dubisch

Pigeons and doves

Pigeons and doves include about 300 species of
birds in the family Columbidae. Most species are found
in forests of various types, with fewer species occurring
in more open habitats. By far the greatest richness of
species of pigeons and doves occurs in moist tropical
and sub-tropical forests. Many tropical oceanic islands
have endemic species of pigeons and doves that evolved
in isolation. Many of these local (or endemic) species
have become endangered by habitat loss or predation by
introduced mammals (such as cats and rats), and some
are already extinct.

Larger birds in this family are usually called pi-
geons, while the smaller ones are called doves. Other
than this vague criterion, there is no substantial differ-
ence between pigeons and doves.

Birds in this family are distinguished by their rela-
tively small head, short neck, a soft but dense plumage,
and a naked, fleshy tissue (known as a cere) at the top of
the upper mandible. Pigeons typically have “cooing”
calls, which are used in courtship and in some respects
are equivalent to the songs of other birds. The plumage
of many species of pigeons is a subdued grey, brown,
and white, and is often tinged with iridescence. Howev-
er, some tropical species have very bright and spectacu-
larly colored plumage.

Biology of pigeons and doves

The smallest species of pigeon is the diamond dove
(Geopelia cuneata), only 2 in (15 cm) long and weighing
1 0z (30 g). The largest species is the Victoria crowned
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pigeon (Goura victoria), 32 in (80 cm) long and 5 1b (2.4
kg) in weight.

Most pigeons are strong fliers, and some species are
capable of undertaking long-distance movements and
migrations. Other pigeons, especially those living in
moist tropical forest, are local birds that spend a great
deal of time walking on the ground, foraging for their
food of fruits. The pheasant pigeon (Otidiphaps nobilis)
of New Guinea is almost entirely terrestrial, and rather
fowl-like in its appearance and behavior.

Pigeons are almost entirely seed and fruit eaters. Pi-
geons have a large, muscular gizzard, which is useful in
grinding hard fruits, for example tree “mast” such as
acorns, hazelnuts, chestnuts, and other nutritious fruits
that most birds are not capable of digesting.

Pigeons have the ability to suck water when drink-
ing. This is rather distinctive, because almost all other
birds can only swallow water by taking some into their
mouth, and then tilting their head back to let the liquid
run down their throat.

Pigeons are monogamous, laying one to two eggs on
a rough platform nest, commonly built of twigs. Both
sexes share the incubation of the eggs, the male during
the day, and the female at night. Young pigeons are ini-
tially fed by a material known as “pigeon milk,” which is
a rich, nutritious secretion of the lining of the crop of the
adult birds. This material is collected from the crop by
the young birds, which must insert their head rather
deeply into the adult’s throat to do so. Older chicks are
also fed regurgitated seeds and other plant foods.

Pigeons of North America

Seven native species of pigeons occur regularly in
North America. The most widespread of these is the
mourning dove (Zenaidura macroura), named after its
loud, soulful cooings. This species occurs widely south
of the boreal forest. The mourning dove is migratory in
the northern parts of its range, although suburban birds
can manage to survive the winter if they have access to
dependable food at feeders.

All other native pigeons are relatively southern in
their distribution. The band-tailed pigeon (Columba fas-
ciata) and white-winged dove (Zenaida asiatica) are
southwestern in distribution, while the ground dove
(Columbigallina passerina) also occurs in the southeast.
The white-crowned pigeon (Columba leucocephala)
only occurs in the Florida Keys and a few places on the
immediately adjacent mainland.

Wherever these native pigeons are abundant, they
may be hunted for sport. One North American species,
the passenger pigeon (Ectopistes migratorius), was dri-
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ven into extinction as a result of overhunting for sale in
urban markets.

The domestic pigeon

The natural range of the rock dove or feral pigeon
(Columba livia) was probably regions of the Mediter-
ranean basin with rocky cliffs where these birds can nest.
However, this species has been domesticated by humans,
and it has now been introduced to suitable habitats around
the world, including North America. The rock dove may
now be the world’s most widely distributed bird.

The domestic pigeon is the cultivated variety of
Columba livia that is raised for food. It is most commonly
the young birds, which are known as squabs, that are eaten.

The domestic pigeon develops an intense affinity for
the place where it nests and roosts at night. This bird is
also very skillful at finding its way back to its home
roost after it has been taken some distance away. Hu-
mans have exploited this characteristic by using “carrier
pigeons” to transport messages over long distances. The
invention of the radio and other methods of long-dis-
tance communication eventually replaced carrier pi-
geons, but competitions are still held to test the homing
abilities of individual racing birds.

Domestic pigeons have also been bred into some
very unusual varieties of color, feather displays, and
body shape. People who find the aesthetics of unusual pi-
geons to be interesting form clubs, and they avidly com-
pare, trade, and sell their varieties of domestic pigeons.

Feral pigeons are domestic pigeons that have es-
caped and are breeding in the wild. Feral pigeons usually
live in cities and other built-up areas, although they
sometimes breed in more natural habitats as well. These
birds are often considered to be pests, because they can
be a nuisance when abundant, soiling statues and build-
ings with their excrement, and sometimes fouling people
walking along streets or in parks.

However, feral pigeons are among the few non-
human creatures that can tolerate the environmental con-
ditions of cities, and they contribute a positive aesthetic
to urban areas. Many people enjoy hand-feeding urban
pigeons in parks and other public places where these
birds can be abundant and tame.

A few other species of pigeons are kept in captivity,
usually as pets. Common ornamental pigeons include the
collared dove (Streptopelia decaocto), spotted dove (S.
chinensis), turtle dove (S. turtur), and ringed turtle dove
(S. risoria). Some of these birds have escaped from cap-
tivity and established feral populations outside of their
natural range, for example, in southern parts of the Unit-
ed States.
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A Victoria crowned pigeon (Goura victoria). Both sexes of
this species possess the crest, but only the male performs
the courtship display in which it is shown off. Photograph
by Robert J. Huffman. Field Mark Publications. Reproduced by
permission.

The passenger pigeon

One of the most famous examples of an extinction
caused by humans involves the passenger pigeon. This
species became extinct in the early twentieth century
through gross overhunting coupled with the loss of most
of its natural habitat of mature angiosperm forests,
which was widely converted to agriculture.

The natural range of the passenger pigeon was
southeastern North America. Prior to its overhunting,
about 300 years ago, the passenger pigeon may have
been the world’s most abundant landbird. Its pre-impact
population has been estimated at three to five billion in-
dividuals, which may have accounted for one quarter of
the population of all birds in North America.

During its migrations, the passenger pigeon oc-
curred in tremendous flocks that were described as ob-
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Pigs

scuring the sun on an otherwise clear day, and could take
hours to pass. In 1810, Alexander Wilson, an American
naturalist, guessed that a single migratory flock, perhaps
0.3 mi (0.6 km) wide and 89 mi (144 km) long, con-
tained two billion birds. Many other impressions written
by naturalists of those times also suggest that the passen-
ger pigeon was an extraordinarily abundant bird.

Because passenger pigeons tended to migrate and
breed in large, dense groups, it was easy for commercial
hunters to kill them in large numbers and then sell the
carcasses in urban markets. The passenger pigeon was
slaughtered in enormous numbers using guns, clubs, nets,
and smoke. The size of some of the hunts is astonishing,
for example, in 1869 an estimated one billion birds in-
habited Michigan alone. This intensity of exploitation,
occurring at the same time as the destruction of much of
its breeding habitat, proved to be unsustainable, and the
passenger pigeon quickly declined in abundance. The last
known nesting attempt in the wild occurred in 1894, and
the last passenger pigeon died in a zoo in 1914.

The extinction of the passenger pigeon has become
a metaphor for the sorts of damages that uncontrolled ex-
ploitation by humans can cause to even enormously
abundant ecological resources.

See also Critical habitat.
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Pigs

Pigs, hogs, or swine consist of about eight species of
mammals in the family Suidae, which is part of the order
Artiodactyla, the cloven-hoofed ungulates. Pigs are
closely related to the peccaries (family Tayassuidae) and
hippopotamuses (family Hippopotamidae). The natural
distribution of pigs includes Africa, Europe, and Asia,
but one species, the domestic pig (Sus scrofa), is now
found almost worldwide as a domestic and feral species.
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Pigs have a relatively large head, with a long, cone-
shaped snout, small eyes, long ears, a short neck, short legs,
and a stout body. The skin of pigs is thick and tough, and it
may be sparsely or thickly haired, depending on species.
The largest pigs can weigh more than 660 1b (300 kg).

Pigs have a flat-fronted, cartilaginous, malleable, al-
most hairless nose that is very tactile, and along with the
extremely keen sense of smell, helps these animals to
find and root out their food, which is often buried under-
ground. Pigs also have an excellent sense of hearing,
which is very useful in helping them to detect the activi-
ties of potential predators. However, pigs have poor vi-
sion, and they can only see effectively over short dis-
tances. The canine teeth of pigs grow continuously, and
in male animals (or boars) these can be very large, and
curl as tusks outside of the mouth. These sharp teeth can
be used by mature pigs as slashing weapons, either in de-
fense against a predator, or in combat between male
pigs during the breeding season.

Pigs are omnivorous animals, eating a highly varied
diet. Most of the foods consumed by pigs are plant tis-
sues, especially underground roots, rhizomes, and tubers,
which are excavated using the snout. Pigs also eat the fo-
liage of many plants, as well as nuts, seeds, and fruits
that may be found on the ground. Pigs are opportunistic
predators, and will eagerly eat birds eggs and nestlings
if these are discovered, as well as small rodents, snakes,
and other prey. Pigs will also attack larger, disabled ani-
mals, and will eat carrion.

Pigs occur in a wide range of habitats, from alpine
tundra, through most types of temperate and tropical
forests, savannas, swamps, and the vicinity of human
settlements. Wet places are a necessary component of all
pig habitats, because mud bathing is important to the
physical and mental health of these animals.

Most species of pigs are social, with the animals
generally living in family groups consisting of at least a
mature female (or sow) and her young. Mature boars are
generally solitary, except during the mating season.
Grunting and squeaking noises are important in the com-
munications among pigs. Baby pigs are precocious, and
can move about only a few hours after their birth. Broods
of pigs can be quite large, and can exceed a dozen piglets.
Young pigs often fall victim to predators, but mature ani-
mals can be ferocious in their self-defense, and are not an
easy mark as prey. Pigs can live to be as old as 25 years.

Species of pigs

The true pigs include four species in the genus Sus.
The wild boar (Sus scrofa) is the progenitor of the do-
mestic pig. This species is native to the temperate re-
gions of Europe, North Africa, and temperate and tropi-
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A warthog (Phacochoerus aethiopicus.) in Kenya. JLM Visuals. Reproduced by permission.

cal Asia. The wild boar has been introduced far beyond
its original range, and now occurs widely in parts of
North America, New Guinea, Australia, New Zealand,
and many other islands of the Pacific Ocean.

Wild boars can reach a weight of up to 770 Ib (350
kg). The curved, sharp tusks of large boars can reach a
length of 9 in (23 cm). These formidable tusks are used
as slashing weapons, and for cutting and digging up
food. Wild boars live in social groups, commonly con-
sisting of one or several mature females and their off-
spring, which can total as many as 12 in a single litter,
although the usual number is smaller. Mature male ani-
mals tend to live by themselves, except during the breed-
ing season.

Wild boars live in an extremely varied range of
habitats, from dry prairies and savannas to wet swamps,
and from lowland near sea level to montane and alpine
ecosystems as much as 13,120 ft (4,000 m) in elevation.
In addition, wild boars will eat an amazingly wide range
of foods. Wild boars are primarily vegetarian, feeding on
fruits, nuts, seeds, tubers, and rhizomes, with the relative
importance of these in the diet varying geographically
and with seasonal availability. However, wild boars will
also opportunistically avail themselves of any animal
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foods that present themselves, including animals that are
found dead as carrion, as well as those that can be easily
predated, such as the eggs or nestlings of ground-nesting
birds, or slow-moving rodents, frogs, or reptiles. Other
than humans, wild boars may be more omnivorous than
any other animal.

The bearded pig (Sus barbatus) occurs in tropical
rainforests and mangrove forests of Malaysia and the
Sunda Islands of Indonesia. This species can achieve a
weight of up to 330 1b (150 kg), and it develops a beard
of long hairs on its cheeks. Bearded pigs live in family
groups or larger herds, which roam through the jungle
looking for fallen fruits and other foods. Bearded pigs
are relatively sedentary in most parts of their range, but
in northeastern Borneo they undertake seasonal migra-
tions in large numbers. Because these movements in-
volve routes that are traditionally used, and are known to
human hunters, these bearded pigs can be easily killed in
large numbers during their migration.

The Javan pig (Sus verrucosus) occurs in grass-
lands, forests, and swamps on the islands of Java and
Sulawesi in Indonesia, and also in some of the Philippine
islands. Javan pigs can weigh as much as 330 1b (150
kg). The pygmy hog (Sus salvanius) occurs in forests of
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the southern Himalayas, particularly Nepal. This is a
very rare species of pig, and can achieve a weight of
about 440 1b (200 kg).

The bush pigs (Potamochoerus porcus) occur in
tropical-forest habitats throughout sub-Saharan Africa
and on Madagascar. Boars of these species have well de-
veloped and sharp canine teeth. These animals generally
forage in small groups at dusk or during the night.

The warthog (Phacochoerus aethiopicus) is a bar-
rel-shaped animal of the extensive savannas and open
forests of central and southern Africa. The warthog has a
big head decorated with large skin warts, and huge, out-
curving tusks, which can be as long as 26.8 in (68 cm),
but are more usually about 11.8 in (30 cm). Warthogs
feed most actively during the day.

The giant forest hog (Hylochoerus meinertzhageni)
is a rare species that occurs in tropical rain-forests of
central Africa. Although the giant forest hog is a large
animal, weighing as much as 297 1b (135 kg), it is shy
and lives deep in relatively inaccessible habitats, and was
not known to science until 1904.

The babirusa (Babyrousa babyrussa) is a strange-
looking, almost hairless pig of swampy jungles and
reedy thickets of Sulawesi and nearby islands in Indone-
sia. This species grows as large as 220 1b (100 kg). Some
old boars can grow enormous, curling, upper tusks as
long as 16.9 in (43 cm), that can develop as a complete,
360-degree circle. The upper canines of babirusa boars
actually curl and grow upwards, and penetrate right
through the skin of the upper jaw, so the head is actually
protected by four, curling tusks, two on each side.

The domestic pig

The many distinctive races of domestic pig are all
derived from the wild boar, and are sometimes designat-
ed as their own subspecies, Sus scrofa domesticus. The
domestic pig is mostly raised as food for humans, and
today a population of about 0.85-billion pigs are being
raised in agriculture around the world.

Pigs are an ancient domesticate, and they have been
cultivated by people for many thousands of years. Today,
pigs are raised using various systems of husbandry,
which vary enormously in their intensity. The oldest and
simplest systems depend on locally free-ranging pigs,
which return to their designated domiciles in the village
each evening. Whenever they are needed for food or to
sell as a cash-crop, individual pigs are killed or taken to
the market, while the breeding nucleus is still conserved.
Raising pigs in this relatively simple way is common in
many subsistence agricultural systems in poorer parts of
the world. For example, in the highlands of New Guinea
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KEY TERMS
Feral—This refers to domesticated animals that
have escaped to natural habitats beyond their nat-
ural range, and can maintain wild populations, as
is the case of many introductions of wild boars.

Husbandry—The science of propagating and rais-
ing domestic animals, especially in agriculture.

Omnivore—An animal that eats a very wide range
of foods, including plant materials, as well as ani-
mals. The animal foods may be either predated, or
scavenged as carrion.

pigs have long been an important agricultural crop, as
well as being very prominent in the culture of the indige-
nous peoples, who measure their wealth in terms of the
numbers of pigs owned by a person or village.

Of course, modern industrial agriculture involves
much more intensive management of pigs than is practiced
in these sorts of subsistence systems. Pigs raised on factory
farms may be bred with close attention to carefully de-
signed breeding lineages, often using artificial insemina-
tion to control the stud line. Industrial piggeries keep their
animals indoors, under quite crowded conditions, while
feeding the pigs a carefully monitored diet that is designed
to optimize the growth rates. Fecal materials and urine rep-
resent a substantial disposal problem on factory farms,
which may be resolved by disposal onto fields or into a
nearby water body, or if this is prohibited, by building a
sewage treatment facility. Pigs grown under these types of
rather unsanitary, crowded conditions are susceptible to
diseases and infections. Therefore, close attention must be
paid to the health of the animals, and regular inoculations
and treatments with antibiotics may be required.

The intensively managed husbandry systems by
which pigs and other livestock are raised in industrial
agriculture are often criticized by environmentalists and
ethicists. The environmentalists tend to focus on the eco-
logical damages associated with various agricultural ac-
tivities, for example, the disposal of sewage and other
wastes. The ethicists complain about the morality of forc-
ing intelligent animals such as pigs to live under highly
unnatural conditions. The life of an industrial pig in-
cludes living under conditions lacking in many sensory
stimuli, exercise, and numerous other elements of a
happy life, eventually to be crowded into trucks and trains
to be transported to a central abattoir, where the animal is
slaughtered and processed under generally brutal condi-
tions. The environmental and ethical dimensions of mod-
ern animal husbandry are becoming increasingly impor-
tant considerations in the ongoing debate about the rela-

GALE ENCYCLOPEDIA OF SCIENCE 3



tionships of humans with other species, and to ecosys-
tems more generally. These are important issues in terms
of the sustainability of our resource-use systems.

Domestic pigs are sometimes used in southern
France to hunt for truffles, which are extremely flavorful
and valuable mushrooms that are prized by gourmet
cooks. The truffles develop beneath the ground, but they
can be easily detected by specially trained pigs, thanks to
their relatively high intelligence and extremely sensitive
sense of smell.

Sometimes, individuals of the smaller races of pigs
are kept as housepets. Pigs are highly social animals, and
if raised from a young age they will become highly af-
fectionate and loyal to humans. Pigs are quite intelligent
animals, similar in this respect to the domestic dog
(Canis familiaris), and this characteristic also enhances
their qualities as a pet. In addition, pigs can be rather
easily toilet trained. One of the most favored races of pig
as pets is the Vietnamese pot-bellied pig.

Resources

Books

Grzimek, B., ed. Grzimek’s Encyclopedia of Mammals. Lon-
don: McGraw Hill, 1990.

Nowak, R.M., ed. Walker’s Mammals of the World. 5th ed. Bal-
timore: Johns Hopkins University Press, 1991.

Porter, V. Pigs: A Handbook to the Breeds of the World. Pica
Press, 1993.

Wilson, D.E., and D. Reeder. Mammal Species of the World. 2nd
ed. Washington, DC, Smithsonian Institution Press, 1993.

Bill Freedman

Pikas see Lagomorphs

Pike

Pike are large carnivorous species of bony fish in
the genus Esox in the family Esocidae. Pike occur in sta-
tic and slowly flowing fresh-water habitats, throughout
most of Europe, northern Asia, and North America.

Pike have a relatively long, streamlined, fusiform
body, adapted to swimming in rapid bursts to catch their
prey of smaller fish (including other pike), amphibians,
crayfish, small mammals, and even ducklings. The fins
of pike are soft-rayed, and the dorsal and ventral fins are

A redfin pickerel. JLM Visuals. Reproduced by permission.
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KEY TERMS
Symbiosis—A biological relationship between
two or more organisms that is mutually beneficial.
The relationship is obligate, meaning that the part-
ners cannot successfully live apart in nature.

sited relatively far back on the body. Pike have large
mouths, with the jaw joint extending relatively far back
on the head, commonly to behind the eye. The mouth is
armed with numerous, needle-like teeth. Pike normally
hunt by ambush-lying quietly in beds of aquatic plants or
other cover until prey comes close, when it is seized by a
rapid strike.

The largest individuals of northern pike (Esox
lucius) are enormous animals from eastern Siberia, that
weigh from 77-154 1b (35-70 kg—as much as an average
human). More typically, adults of this species can weigh
up to 33 Ib (15 kg), but most weigh considerably less.
The largest individual pikes are females, which may ex-
ceed 60 years of age.

Pike spawn in the spring in shallow water habitats.
The largest females are also the most fecund, and can lay
more than one million eggs.

The northern pike or jackfish (E. lucius) is the most
widespread species in this family, occurring both in
northern Eurasia and North America. Other species in
North America include the chain pickerel (E. niger) and
pickerel (E. americanus) of the east, the grass pickerel
(E. verniculatus) of the central and southern parts of the
continent, and the muskellunge (E. masquinongy) of the
Great Lakes and nearby lakes, which can achieve a
weight of 110 1b (50 kg). The Amur pike (E. reicherti)
occurs in parts of central Siberia.

Pike of all species are considered to be valuable
gamefish, and are avidly sought after by sport fishers.
This is especially true of the larger species, particularly
the northern pike and muskellunge.

Piltdown hoax

On December 18, 1912, Charles Dawson
(1865-1916) announced to the Geological Society in Lon-
don that he had discovered skull fragments and a partial
jaw in a gravel formation in Piltdown Common, Fletching,
near Lewes, Sussex, England. The skull fragments were
accompanied by bones of relatively recent hippopotamus,
deer, beaver, and horse, as well as ancient bones of extinct
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mastodon and rhinoceros. Collected over a period of
years, the skull fragments had an unusually thick brain
case but were otherwise considered to be human. The jaw
remnant was clearly primitive. This spectacular announce-
ment was considered evidence, found in Britain, that sup-
ported the Darwinian evolutionary theory and provided a
true representational link to modern man. Named in honor
of its discoverer, Dawn man (Eoanthropus dawsoni),
would eventually be known as Piltdown man, the most de-
ceptive scientific hoax of the twentieth century that would
take 40 years to disprove.

Initially, there was skepticism and scientists pro-
posed that the jaw and cranium fragments were from two
creatures, rather than one. However, in 1915, a second
Piltdown man was discovered 2 mi (3.2 km) from the
original site. The second set of fossil remains seemed to
indicate that the possibility of a human cranium and an
ape jaw coming together purely by chance was unlikely.
Clearly, both jaw and cranium fragments were from one
type of human ancestor that provided evidence of an in-
termediary stage between ape and human, however when
compared to other authentic prehuman fossils, it was un-
clear where piltdown man fit in the evolutionary devel-
opment of man.

Even with the lack of continuity between Piltdown
man and other prehuman fossil remains, the authenticity
of Piltdown man was not disproved until 1953, when dat-
ing techniques unequivocally proved it a fraud. Piltdown
man was merely a hoax made up of an ancient human
skull and a contemporary orangutan jaw. The dark color
of the fragments that was representative of fossil find in
the area was artificial. The teeth in the orangutan jaw had
been mechanically ground down to resemble humanlike
wear, rather than that of apes. In 1912, accurate dating
techniques were unavailable and the fervor to provide ev-
idence to support the cherished belief that humans had
first developed a big brain, and then later developed other
human characteristics was great.

Pineapple see Bromeliad family
(Bromeliaceae)

Pinecone fish

A pinecone fish has a plump, deep body, measuring
about 5 in (12.7 cm) long. The body is covered by heavy,
platelike scales that overlap, giving the fish the appear-
ance of a pinecone-hence its name. Under each pinecone
fish’s lower jaw, there are two phosphorescent organs,
giving the impression that the fish itself produces light.
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The light is actually produced by luminous bacteria that
have a symbiotic relationship with the fish.

Pinecone fish belong to the Order Beryciformes,
which includes 15 families and 143 species of fish, all
marine. This order is considered to be a primitive prede-
cessor of perches. Characteristically deep sea fish, most
families within the order are small, including fewer than
12 species. Some other forms of Beryciformes are
whalefish, squirrel fish, laterneyes, and slimeheads.
Pinecone fish belong to the family Monocentridae; there
are two genera within the family, Cleidopus and Mono-
centris, with a total of four species.

Aside from having unusual scales and light produc-
ing organs, the fins of pinecone fish are a bit out of the
ordinary. First of all, the fish has two dorsal fins located
on its back. The first one consists of a series of four to
seven stout spines that point alternately to the left and to
the right. The second dorsal fin has nine to 12 soft rays.
Its pelvic fin, the first fin located on the fish’s underside,
is composed of a very strong, large spine with two to
four small, soft rays.

These fish inhabit the Indian and Pacific Oceans, as
far south as South Africa and as far north as Japan. They
move in schools at depths of between 98 and 820 ft (30
and 250 m). The Japanese pinecone fish form predatory
schools near the bottom of deep waters. Another species
is located off of the Australian coast.

Kathryn Snavely

Pines

The pines are species of trees in the genus Pinus, of
the family Pinaceae and phylum Coniferophyta, the
cone-bearing plants (conifers). Relatives of the pines in-
clude other conifers such as fir, Douglas fir, spruce,
hemlock, cypress, and redwood. Pines and these other
conifers are all considered gymnosperms, because they
bear their seeds naked, rather than within an ovary as in
the angiosperms (flowering plants). There are about 100
different species of pines in the world.

General characteristics

All of the pines are woody plants. The mugo pine
(Pinus mugo), native to the Alps of Europe, is one of the
smallest pines. At maturity, it is really more of a bush
than a tree, and is often planted in gardens of Europe
and North America. Many other pines which are native
to North America are large trees which can grow 197-
262 ft (60-80 m) or more in height.
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The leaves of all pines are needle-like and arise from
the stem in bundles, called fascicles. Each fascicle is
often associated with a fascicle sheath, a special tissue at
its base. Most species have two to five needles per fasci-
cle, but some species have as few as one and others have
as many as eight needles per fascicle. The needles of
pines are arranged in a spiral about the stem. Each year,
as the branch of a pine tree grows, it produces a whorl of
new leaves, called a candle. The needles of pines last
about two years and most species are evergreen, meaning
they have some needles at all times. Since pines have
needles throughout the year, they have the potential to
photosynthesize whenever conditions are suitable.

The needles of pines, like those of other conifers,
are well-adapted for growth in dry environments. In par-
ticular, the outer surface of pine needles has a thick waxy
layer, called a cuticle, which reduces evaporative water
loss. Like the leaves of all higher plants, pine needles
have special microscopic pores on their surface, called
stomata, which are important for exchange of water
vapor, carbon dioxide, and oxygen. The stomata are
usually arranged in rows on the underside of the needles,
where they appear as white lines. At the microscopic
level, the stomata are beneath the surface cells, so they
are often called “sunken stomata.” This stomatal adapta-
tion reduces evaporative water loss.

The pines are vascular plants, in that their trunks
and stems have specialized cells, xylem and phloem, for
the transport of water and food. The xylem of pines con-
sists mainly of tracheids, elongated cells with thick walls
and tapered ends. The phloem of pines consists mainly
of sieve cells, elongated cells with relatively unspecial-
ized sieve areas at the ends. Sieve cells are characteristic
of gymnosperms and free-sporing plants, whereas sieve
tube elements are characteristic of the more evolutionari-
ly advanced flowering plants.

Evolution and classification

The oldest known fossil of the pine family (Pina-
ceae) is a cone from the Lower Cretaceous period, about
130 million years ago. The structure of this fossilized
pine cone is similar to that of modern cones of the Pinus
genus.

Today, there are about 100 species of pines. Pines
grow throughout the Northern Hemisphere, and only one
species (Pinus merkusii) is native to the Southern Hemi-
sphere. More than 70 species are native to Mexico and
Central America, and this is their likely center of origin.
Pines are distributed in North America from the subarc-
tic of northern Canada and Alaska to the tropics. There
are about 35 species of pines in the United States and
Canada. Although only one species is native to the
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Southern Hemisphere, many pines have been introduced
and cultivated there for timber or as ornamental plants.

There are two subgenera of pines, and botanists be-
lieve these are evolutionarily distinct groups. These sub-
genera are Diploxylon, commonly called the hard pines,
and Haploxylon, commonly called the soft pines. As sug-
gested by their names, the wood of soft pines tends to be
soft, and the wood of hard pines tends to be hard.

The needles of hard pines have the following char-
acteristics: (a) they usually arise in fascicles (bundles) of
two or three; (b) they have a semicircular shape in cross-
section; and (c) they have two main veins, as revealed by
a cross-section. In addition, the fascicle sheaths of hard
pines remain attached as the needles mature.

The needles of soft pines have the following charac-
teristics: (a) they usually arise in fascicles (bundles) of
five; (b) they have a triangular shape in cross-section;
and (c) they have only one main vein, as revealed by a
cross-section. In addition, the fascicle sheaths of soft
pines wither away as the needles mature.

Life cycle

All species of pines are monoecious, in that male
and female reproductive structures occur on the same
plant. Once a pine tree reaches a certain stage of maturi-
ty, it forms male and female reproductive structures,
termed strobili (singular: strobilus). The strobili of pines
are unisexual, in that they contain either male or female
reproductive organs, but not both. The male strobili are
typically about 0.4-0.8 in (1-2 cm) in diameter and form
on the lower part of the tree. The female strobili are
much larger and form on the upper part of the tree.

The male strobilus is composed of many modified
leaves, called microsporophylls, which are spirally
arranged about a central axis. Each microsporophyll has
two microsporangia attached. Microsporangia are organs
that contain microsporocytes, immature pollen grains.
The microsporocytes develop into pollen grains with
four cells each. The four cells of the pollen grain are
haploid, in that each contains one set of chromosomes.
Thus, the pollen grain of pines is a multicellular haploid
tissue, and is the male gametophyte. In the spring time,
the male strobilus releases pollen into the wind, and then
shrivels up and dies.

The female strobilus is larger than the male stro-
bilus. It is composed of many scales (modified leaves)
which are spirally arranged about a central axis. Each
scale has a sterile bract and two ovules, egg-forming
structures, attached to it. The ovule consists of two types
of tissues, the nucellus and its surrounding integument.
A special pore, called a micropyle, passes through the in-
tegument to the nucellus.
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In pollination, a pollen grain lands on the female
strobilus and sticks to a special fluid in the micropyle. As
this fluid evaporates, the pollen grain is drawn into con-
tact with the nucellus. This causes the pollen grain to
germinate and form a pollen tube. Then, the female tis-
sue produces four megaspores. The megaspores are hap-
loid cells, in that each has one set of chromosomes. One
of the megaspores develops into a megagametophyte, a
multicellular haploid tissue, and the others degenerate.
Then, more than one year after the pollen grain has land-
ed on the female strobilus, the female megagametophyte
forms archegonia, reproductive structures which contain
egg cells.

In fertilization, the pollen tube arrives at the surface
of the egg cell and releases two haploid sperm nuclei
into it. One of these sperm nuclei degenerates and the
other unites with the nucleus of the egg to form a cell
with two sets of chromosomes. This is the zygote. The
zygote develops into a seed, which contains an embryo.
The entire process from pollination to formation of a ma-
ture seed typically takes two to three years. This is much
slower than in the flowering plants (angiosperms).

Wind or foraging animals generally disperse pine
seeds into the environment. The seed germinates follow-
ing stimulation by certain environmental signals, such as
exposure to light or temperature changes. Most species
of pines can live for a hundred or more years and some
species, such as the bristlecone pine (see below), can live
for thousands of years.

Economic importance

Pines are very important economically. The wood of
many species is used as timber for construction and fur-
niture. Pines are also used for the manufacture of turpen-
tine, rosin, pulp, and paper.

One of the most economically important pines of
the 1800s was the eastern white pine (Pinus strobus).
This pine once dominated forested regions in Pennsylva-
nia, New York, New Jersey, much of New England, and
southeastern Canada. Most of these pines were several
hundred years old and 197-230 ft (60-70 m) in height.
During the 1800s, most of these pine forests were clear-
cut and the lumber was used for construction in North
America, or was shipped to Europe where lumber was in
short supply. More recently, the eastern white pine and
the red pine (Pinus resinosa) have been used for refor-
estation in parts of eastern North America.

In modern times, several other species of pine are
economically important. The ponderosa pine (Pinus pon-
derosa) of the western United States is currently the most
economically important pine of North America. The
southeastern United States also has economically impor-
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tant pines such as loblolly pine (Pinus taeda), short leaf
pine (P. echinata), slash pine (P. elliottii), and longleaf
pine (P. palustris). Many of these southeastern pines are
cultivated in plantations. Outside of North America,
Pinus pinaster of the Mediterranean region and Pinus
longifolia from India are major commercial species.

Bristlecone pine

The bristlecone pine (Pinus aristata) is an important
species to scientists because it lives so long, and has tree
rings can provide important clues about the climate of pre-
vious eras. This species grows in the arid mountainous re-
gions of California, Nevada, Utah, and Colorado at an ele-
vation of about 9,840 ft (3,000 m). Bristlecone pine grows
very slowly, but can live for several thousand years. The
oldest known specimen is nearly 5,000 years old. Bristle-
cone pines have been intensively studied by dendrochro-
nologists, scientists who examine and interpret tree rings.

The tree rings of bristlecone pines and other trees
appear as concentric rings, and are visible in a cross-sec-
tion of a trunk or in a core sample. A new growth ring
typically forms each year, as the tree trunk expands.
Growth rings are relatively wide in years favorable for
growth, and narrow in unfavorable years. Bristlecone
pines grow so slowly that there can be more than a hun-
dred rings in the space of only a few centimeters, so their
tree rings must be examined with a microscope. The
width and other features of these growth rings provide
valuable clues to archaeologists about the prevailing
local climate during the period when ancient native
American cultures inhabited the western United States.

Pine cones

One of the most familiar feature of pines is their
cones. Biologically, a pine cone is simply a fertilized fe-
male strobilus containing seeds within.

While their economic significance is not as great as
that of pines, which are harvested for timber (see above),
the pinyon pines (Pinus cembroides, P. monophylla, P.
quadrifolia, and P. edulis ) are prolific producers of edi-
ble pine “nuts,” which are technically seeds. These seeds
are often used in salads, sauces, desserts, and other
foods. The pinyon pines are native to semi-arid regions
of the western United States and Mexico.

The largest pine cones come from the sugar pine
(Pinus lambertiana). This species grows in western
North America and its pine cones are typically 15-18 in
(38-46 cm) long and 4 in (10 cm) wide. The cones of the
big cone pine (Pinus coulteri), a native of California, are
somewhat smaller, but can weigh over 4.4 1b (2 kg),
heavier than any other species.
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A Scotch pine. Photograph by James Sikkema. Reproduced
by permission.

One of the most interesting pine cone adaptations
occurs in jack pine (Pinus banksiana), pitch pine (P. rigi-
da), knobcone pine (P. attenuata), and several other
species. The cones of these species are serotinous, mean-
ing that they are “late opening.” In particular, the pine
cones remain closed long after the seeds have matured.
They typically open up to disperse the seeds only after
exposure to very high temperatures, such as occurs dur-
ing a fire. At the biochemical level, the heat of a fire ap-
parently softens the resins that hold together the scales
of the cone. Pine trees with serotinous cones often grow
in ecosystems that have a high frequency of fires. For
example, the pitch pine grows in the New Jersey pine
barrens, where natural or man-made fires have occurred
for many centuries.

Endangered species

The U.S. Fish and Wildlife Service’s Division of
Endangered Species List includes no pine species. How-
ever, this list does not cover non-U.S. species, and there
are endangered pine species in Mexico and in Asia.

The rapid disappearance of the pine forests of Mexi-
co and Central America have been largely due to
disease, insects and human activity. Mexico’s popula-
tion increases by over a million people each year, and
this places heavy demand on firewood and land for agri-
cultural uses.

There are nine Mexican pines that are considered ei-
ther endangered or rare; they are:
* Pinus culminicola (potosi pinyon)
* P. maximartinezii (large cone Martinez pine)
* P. rzedowskii (Rzedowski pine)
* P. pinceana (weeping pinyon)
* P. johannis (Johannis pinyon)
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* P. radiata var. binata (Monterey pine)
* P. lagunae (Laguna pinyon)

* P. jaliscana (Jalisco pine)

e P. nelsoni (Nelson pine)

Of these, the first four are considered very rare and
very endangered. The next two, P. johannis and P. radia-
ta, are classified as rare and endangered, and the last
three are considered rare.

According to the World Conservation Union-IUCN,
the following Asian pines are considered to be the most
endangered:

e P. dalatensis (found in South Vietnam)
» P. massoniana var. hainanensis
e P. wangii (found in small area in Yunnan Province,
China)
Other endangered species on the World Conserva-
tion Union’s list are:

e P. bungeana (in N. Central China)

* P. dabeshanensis (in the Dabie shan Mountains of E.
Central China)

* P. culminicola

» P. maximartinezii

e P. rzedowski

* P. torreyana subsp. Torreyana

* P. torreyana subsp. Insularis

* P. radiata var. bipinata

Enlightened forestry

Tree conservationists have learned that when forests
are eliminated, the trees that grow back are seldom the
same ones that were there before. The pine trees felled in
Michigan in the late nineteenth century never grew back,
and were replaced by oaks and aspens, which the gypsy
moth is fond of. The hardwoods in the southern part of
the country were cut to make room for pines that could
be harvested 20-40 years later. There are now pine plan-
tations from North Carolina to Arkansas, where the trees
frequently do not grow as rapidly as had been planned.

Today, enlightened foresters practice sustainable
forestry, a practice that places nature ahead of timber
harvests, and removes tree from the forest at a rate that
can be maintained indefinitely. Models for returning land
to forest come from the old stands of unmanaged forest,
which have sustained themselves for thousands of years.

See also Conifer; Gymnosperm.
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KEY TERMS
Cuticle—Layer of wax covering the surface of
leaves and other plant parts.

Dendrochronology—Scientific examination and
interpretation of tree rings.

Diploid—Nucleus or cell containing two copies
of each chromosome, generated by fusion of two
haploid nuclei.

Fascicle—Bundle of leaves, in the pines often as-
sociated with a fascicle sheath, a special tissue at
its base.

Fertilization—Union of male and female sex cells
to form a diploid cell.

Haploid—Nucleus or cell containing one copy of
each chromosome.

Pollination—Movement of pollen from the male
reproductive organ to the female reproductive
organ, usually followed by fertilization.

Strobilus—Reproductive organ consisting of mod-
ified leaves (sporophylls) spirally arranged about a
central axis, colloquially referred to as a cone.
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Pion see Subatomic particles

Pipefish

Pipefish (family Syngnathidae) are slim, elongate
fish with large heads and extended, tubular mouths. The
extended snout frequently measures more than half of
the total head length. The body is enclosed in a tough,
segmented skin and the fins, with the exception of the
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A pipefish (Sygnathus sp.) swimming through the water.
Photograph by Herve Chaumeton. Photo Researchers, Inc. Re-
produced by permission.

dorsal fin, are greatly reduced in comparison to other
fish. Pipefish are widely distributed in tropical and
warm-temperate waters; most species are marine but
some freshwater species are also known from the trop-
ics. Most species live in shallow waters, usually less than
65 ft (20 m) in depth. Many are estuarine-dwellers.
Pipefish are masters at concealing themselves from
predators: those species that live in and around seaweed
fronds or sea grass beds align themselves with the vege-
tation and drift with the current, appearing as additional
floating fragments of vegetation.

Most pipefish are a dull green or olive color, but
many are ringed with more striking colors. Some species
can alter their background color to help blend in with
their surroundings. Successful camouflage is also an ad-
vantage when stalking prey. Small fish, for example, are
hunted visually: when the pipefish is within striking dis-
tance, they are snapped up with a rapid lunge, the open
mouth and tubular snout being extended at the same
time. A wide range of small crustaceans are also eaten.

Pipefish swim in a leisurely fashion, characteristi-
cally in an upright position, gliding slowly through the
water by means of rapid wavelike movements of the
dorsal fin. Should they need to move faster, they can pro-
pel themselves forward by bending the body over and
moving forward in a series of jumplike movements.

Breeding may take place throughout the year in the
tropics, but is limited to June through August in more
temperate waters. As with the closely related sea horses,
parental responsibilities in pipefish belong to the male.
Male fish incubate the developing eggs either in a shal-
low groove on the underside of the tail or in special folds
of soft skin on the abdomen. Some species carry the eggs
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directly attached to the abdomen, the female having laid
them there directly. The young fry, which may measure
just 0.35 in (9 mm) in length, are free-living and free-
swimming but remain close to the adult male for several
days after hatching.

Pistachio see Cashew family
(Anacardiaceae)

Pitcher plant see Carnivorous plants

Placebo

In medicine, especially in clinical trials conducted
for medical research, a placebo is a substance used as a
control in a double-blind study. Half of a group of test
subjects are given a medicinal substance being investi-
gated, while the other half is administered an inert mate-
rial, like a sugar pill, made to look indistinguishable
from the medicine. In the optimal double-blind test, nei-
ther the research staff nor the test patients are allowed to
know which is which until the study has been completed.
By this process, psychological effects of the placebo are
hopefully kept separate from the biological effects of the
chemically active agent being tested.

The non-medical definition of the word placebo
indicates the general phenomenon called the placebo
effect. Any action, such as gift-giving, which is intend-
ed to soothe an agitated person without directly solv-
ing any problem is referred to as a placebo. As far back
as the sixteenth century, the writer Montaigne com-
mented that a patient’s faith in a doctor had more bear-
ing on the successful outcome of a therapy than any
other factor.

The initial and often ongoing symptom being treated
by a physician is pain, whether or not the cause of this
pain is curable or even treatable. Sometimes treatment
for an illness such as cancer leads to painful side effects,
which must be tended. Only recent studies have begun to
unlock the secrets of endorphins, analgesic or pain-re-
ducing chemical agents produced by the human brain.
They serve the same purpose as morphine, a narcotic
first extracted from the poppy in the 1800s, and long
used as an analgesic and anesthetic. There are still many
questions as to what triggers an increase of endorphins in
the body, how this contributes to the placebo effect, and
how much endorphin production may be consciously
controlled by a patient.

Other causes of pain are psychosomatic: stress-relat-
ed, neurotic or phobic reactions with no detectable or-
ganic origin. Chronic discomforts describable as psycho-
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Planck’s constant

somatic include allergies, ulcers, and hypertension.
These conditions not only respond positively to place-
bos, they can also arise in a patient after taking a place-
bo, as negative aftereffects. Attempts to isolate a typical
“placebo personality” have yet to succeed in predicting if
any one person might be more susceptible to the placebo
effect than another.

Even surgery can be used as a placebo, by cutting
open a patient under anesthesia without actually operat-
ing. Control groups among angina sufferers have report-
ed a decrease in chest pains after such “dummy”
surgery, which indicates that angina may be at least par-
tially psychosomatic. The problem with extreme place-
bos is the ethical issue of leaving any one patient un-
treated for the sake of being a control. The Tuskeegee
syphilis experiment conducted in Alabama during the
late 1930s is one example of an extreme clinical trial,
during which penicillin was deliberately withheld from
certain patients without their knowledge. While a few of
these untreated patients survived, others died painful
and preventable deaths.

Plaice see Flatfish
Planarians see Flatworms

Planck’s constant

Planck’s constant relates the energy (E) of a photon
with the frequency of light. Moreover, Planck’s constant
allows the precise calculation of the energy of light emit-
ted or absorbed and thereby permits the determination of
the actual energy of the photon. Along with constant for
the speed of light, Planck’s constant (& = 6.626 103
joule-second in the meter-kilogram-second system of
measurements) is a fundamental constant of nature.

At the beginning of the twentieth century, German
physicist, Maxwell Planck, proposed that atoms absorb
or emit electromagnetic radiation only in certain units
or bundles of energy termed quanta. The concept that en-
ergy existed only in discrete and defined units seemed
counter-intuitive, that is, outside the human experience
with nature. Accepting his experimental results regarding
the radiation emitted by an object as its temperature in-
creases, Planck developed a quantum theory that ac-
counts for a wide range of physical phenomena.

Prior to Planck’s work, electromagnetic radiation
(light) was thought travel in waves with an infinite num-
ber of available frequencies and wavelengths. Planck de-
termined that energy of light was proportional to its fre-
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quency. As the frequency of light increases, so does the
energy of the light.

Planck began his university studies at the age of six-
teen. By the age of twenty-one he had earned a doctorate
in physics. While a graduate student, Planck studied en-
tropy and the applications of the second law of thermo-
dynamics. When Planck started his studies in physics,
Newtonian or classical physics seemed fully explained.
In fact, Planck’s advisor claimed that there was essential-
ly nothing new to discover in physics. Despite such
warnings, Planck choose to study physics. Planck’s tal-
ents and dedication were recognized and upon the death
of his mentor Gustav Robert Kirchoff, Planck became a
professor of theoretical physics at the University of
Berlin were he did the major portion of his work regard-
ing the relationship of light energy to light wavelength.
Planck was able to measure radiation from heated bodies
because—although atoms are constantly vibrating and
generating electromagnetic waves—when heated, an
atom vibrates at higher frequencies and gives off radia-
tion at higher levels of energy.

Planck admitted that he did not fully understand
quantum theory. In fact he regarded it as only a mathe-
matical aberration or temporary answer until a more intu-
itive or common sense answer was found. Despite
Planck’s reservations, Albert Einstein’s subsequent Nobel
Prize winning work on the photoelectric effect was
heavily based on Planck’s theory and described light as
being composed of photons, each with an energy equal to
Planck’s constant times the frequency of the light.

Light is now understood as having both photon (par-
ticle) and wave-like properties.

In 1916, American physicist Robert Millikan’s ex-
periments gave the first precise calculation of Planck’s
constant. Modern laboratories, including the National In-
stitute of Standards and Technology strive for more pre-
cise values for Planck’s constant because it is so funda-
mental to applications of modern physics and chemistry.

Planck’s constant, combined with the speed of light,
and the universal gravitational constant (G), can yield a
quantity with the dimensions of time (5.38 x 10 sec-
onds). This quantity is called Planck time a very impor-
tant concept in cosmology (the study of the origin of the
cosmos). Because it is a fundamental constant, more pre-
cise values for Planck’s constant also improves the preci-
sion of related atomic constants, such as proton mass,
electron mass, elementary charge, and Avogadro’s
number.

See also Atomic models; Blackbody radiation; Cos-
mic ray; Electromagnetic spectrum; Electromagnetism;
Quantum mechanics; Spectral classification of stars;
Spectral lines; Spectroscopy; Spectrum; Virtual particles.
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Plane

Generally, the term plane, together with point, line,
and solid, is considered an undefined term. Every defini-
tion in mathematics attempts to use simpler and better
understood terms to define more complex ones. As the
terms to be defined become ever simpler, this eventually
becomes impossible. The simplest terms are so well un-
derstood that there is little sense in attempting a formal
definition, since often times the term itself must be used
in the definition. Notice that the definition attributed to
Euclid relies on an intuitive understanding of the terms
point, line, straight, and surface. A plane is infinite in ex-
tent, both in length and width, so that flat physical ob-
jects are represented mathematically by some portion of
a plane. A plane has only width and length. It has no
thickness. While a plane is strictly two dimensional, so is
the curved surface of a solid such as a sphere. In order to
distinguish between curved surfaces and planes, Euclid
devised a definition for plane similar to the following:
given two points on a surface, the surface is planar if
every point on the straight line that connects these two
points is also on the surface. Plane is a term used in
mathematics (especially geometry) to express, in ab-
stract form, the physical property of flatness. A point or
line can be contained in a plane, a solid cannot. Instead,
the intersection of a plane with a solid is a cross section
of the solid consisting of a portion of the plane.

See also Locus.

Plane family

The Plane family is a family of trees and large
shrubs known to botanists as the Platanaceae. This fami-
ly has a single genus, Platanus, and 7-10 different
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species. The two most familiar species are the American
sycamore (Platanus occidentalis), which is native to
eastern and central United States, and the London plane,
a hybrid tree species which is commonly planted as an
ornamental in the United States and Europe. Both
species have thick trunks at maturity which have very
characteristic scaly bark. The Platanaceae is probably
closely related to the Hamamelidaceae, a plant family
which includes the witch hazels and sweet gums.

Botanical characteristics

The leaves of all plants in the plane family are sim-
ple, deciduous, palmate, and somewhat maple-like in ap-
pearance. The leaves are palmately veined and have
three to nine lobes, depending on the species. The leaves
arise from a long petiole (stalk) which is swollen at its
base on the twig. The leaves arise alternately on the stem
(rather than opposite one another) and the twigs have a
characteristic zig-zag appearance.

The flowers of all species are unisexual in that they
contain either male organs or female organs, but not
both. All species are monoecious, in that male and fe-
male flowers arise from the same individual tree. The
flowers are minute and arise in large spherical clusters.

The fruit is a characteristic spherical cluster of
small, one-seeded, dry, indehiscent fruits, referred to as
achenes. Depending on the species, one to several of
these spherical fruit clusters arises from a single long pe-
duncle (stem) which is attached to the twig. The small
seeds are wind dispersed.

The best known tree of this family is the American
sycamore. Its fruit balls are about 1 in (2.5 cm) in diame-
ter and consist of several hundred seeds densely packed
together. Naturalist and writer Henry Thoreau eloquently
described the seeds of this species as “standing on their
points like pins closely packed in a globular pin-cushion,
surrounded at the base by a bristly down of a tawny
color, which answers the purpose of a parachute.”

Geographic distribution

Of the 7-10 species in the plane family, all but two are
native to North America. Three species are native to the
United States. The well-known American sycamore grows
in moist alluvial soils in central and eastern North Ameri-
ca. The two other American species are small trees of
western United States. The Arizona sycamore (Platanus
wrightii) grows along stream banks in Arizona and New
Mexico. The California sycamore (Platanus racemosa)
grows along stream banks in the Sierra Nevada region.

Two species in the Plane family are from Europe
and Asia. The Oriental planetree (Platanus orientalis) is
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Planet

native to the Balkans and Himalayas, and Platanus kerrii
is native to Indochina.

American sycamore

The American sycamore is also referred to as the
American planetree or the buttonwood. These trees grow
in moist areas, such as along stream banks, in eastern
and central United States. They can live for 500 years or
more. At maturity, these trees can be over 100 ft (30.5 m)
in height and have trunks up to 8 ft (2.4 m) in diameter.
The American sycamore is the most massive tree species
in eastern North America.

The bark of the American sycamore has a very char-
acteristic mottled or scaly appearance. Its palmate leaves
are 4-7 in (10.2-17.8 cm) in diameter and have three to
five lobes each. The spherical fruit clusters are about 1 in
(2.5 cm) in diameter and one fruit cluster arises from
each stalk.

The wood of the American sycamore is very diffi-
cult to split. This property makes it ideal for construction
of butcher’s blocks. The wood has also been used as a
veneer for furniture.

Oriental planetree

The Oriental planetree grows in alluvial soils in re-
gions with a moderate climate in the Balkans (Greece,
Turkey, elsewhere in the Mediterranean) and Himalayas
of Asia. This species differs from the American
sycamore in that it has several spherical clusters of fruits
on each peduncle. This tree is often cultivated as an or-
namental plant in the Mediterranean region of Europe.

London planetree

In the early to mid 1600s, botanists grew the Ameri-
can sycamore and Oriental planetree close to one another
at the well-known Oxford Botanical Gardens in England.
Apparently, these two species spontaneously hybridized
in the late 1600s and produced a new hybrid species, the
London planetree (Platanus X hybrida, but also given
other Latin names). Although Platanus occidentalis and
Platanus orientalis are believed to have been separate
species for at least 50 million years, their hybrid was fer-
tile and produced its own seeds.

The London planetree combines some of the charac-
teristics of each of its parent species, as is typical of hy-
brid species. The leaves of the American sycamore have
shallow lobes, the leaves of the Oriental planetree have
deep lobes, and the leaves of the London planetree have
lobes with intermediate depth. One fruit cluster is borne
on each peduncle in the American sycamore, several
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KEY TERMS
Achene—A dry, indehiscent, one-seeded fruit,
with the outer layer fused to the seed.

Hybrid—Offspring of the sexual union of two dif-
ferent species.

Peduncle—Stalk which bears a cluster of flowers.

fruit clusters are borne on each fruit cluster of the Orien-
tal planetree, and two (or occasionally three) fruit clus-
ters are borne on each peduncle of the London planetree.

Like the American sycamore, but unlike the Oriental
planetree, the London planetree can endure cold climates.
The London planetree can endure pollution and other en-
vironmental stresses better than either species. Thus, it is
often cultivated as an ornamental tree and planted along
streets in America and Britain. Moreover, the London
planetree can grow up to 3 ft (0.9 m) per year, making it a
very popular shade tree for homeowners.

In the 1920s, more than 60% of the trees planted along
the streets of London were London planetrees. They are
also well known in the Kensington Gardens of London.
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Planet

A planet is a relatively cold body that orbits a star.
Planets are thought to have formed from the same gas
and dust that condensed to make the parent star. They
can be seen by eye and telescope because of the light
they reflect from their star. The planets themselves often
have orbiting moons and dust rings.

The nine planets in our solar system that are in el-
liptical orbits near the ecliptic plane are divided into two
classes: the inner and outer planets. The inner planets
(Mercury, Venus, Earth, and Mars) are made of rocky
material surrounding an iron-nickel metallic core. Earth
and Venus have substantial cloud-forming atmospheres,
and Mars has a thin atmosphere similar in composition
to the of Venus.
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The outer planets (Jupiter, Saturn, Uranus, Nep-
tune, and Pluto) are, with the exception of Pluto, large
masses of hydrogen in gaseous, liquid, and solid form
surrounding Earth-size rock plus metal cores. Pluto,
made of ice and rock, is probably an escaped moon of
Neptune.

It is likely that other stars have planets orbiting them
since the star- and planet-formation mechanisms are sim-
ilar throughout the universe. When stars form the left-
over gas and dust accumulate by mutual gravitational at-
traction into planetesmals. Observation of disk-shaped
dust clouds around newly formed stars are an indication
of planet formation in progress.

Planetary astronomy is a very active field, thanks
to new space probes like the Galileo unmanned space-
craft. In 1995 scientists found evidence that Jupiter’s
moon Europa has a liquid ocean and, perhaps, the
right conditions for life. The Mars Pathfinder mission
landed a small roving vehicle on the planet in 1997,
providing up-close pictures suggesting that liquid
water had once scoured the surface. Pathfinder’s rov-
ing vehicle Sojourner also performed soil chemistry
analysis, and other probes like the Mars Polar Lander
will continue to provide new information about plane-
tary surfaces.

Astronomers have also found planets circling stars
other than our own. The first was in 1995, when
Michel Mayor and Didier Queloz found a planet
around star 51 Pegasi, an almost perfect twin of the
Sun. Since then nearly two dozen “extrasolar” planets
had been discovered by 1999. These new planets are
usually large, like Jupiter. They cannot be seen direct-
ly, but are inferred from the wobble seen on some
stars, as observed from large telescopes on Earth. The
wobble is caused by the gravitational pull of large
planets near the star. Because these planets are big,
gassy, and close to their star, they are not likely to con-
tain any life, but their existence shows that there is
nothing special about the fact that planets circle our
Sun.

Other special arrangements have been found in the
1990s. The Hubble Space Telescope captured an image
of a dust ring around the star HR 4796A, 220 light-years
from Earth. The ring roughly resembles that of Saturn,
but on a vastly larger scale. Some objects in the rings
could be planets, or the slender shape of the ring may be
influenced by nearby planets.

One extrasolar planet has been found only 15 light-
years from Earth, circling the star Gliese 876. This is
much closer than other extrasolar planets, which most-
ly lie at a distance of 40 to 80 light-years. Gliese 876 is a
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KEY TERMS
Ecliptic plane—The plane of Earth’s orbit around
the Sun. The other planets of the solar system also
have their orbits near this plane and in the same
direction of rotation as Earth.

Planetesmals—Small clumps of matter held to-
gether by electromagnetic forces that, when gath-
ered together, form the planets.

small star, less than 1/3 the mass of the Sun, suggesting
that extrasolar planets are anything but rare.

In 1999 astronomers announced the first-ever detec-
tion of an entire solar system around a star. Only 44
light-years from Earth, three large planets were found
circling the star Upsilon Andromedae, a sun-like star vis-
ible to the naked eye on Earth. Again the presence of the
planets was inferred from gravitational wobbling. As-
tronomers suspect the planets are similar to Jupiter and
Saturn—huge spheres of gas without a solid surface.
One of them completely circles its star in only 4.6 Earth
days. Such discoveries show that planetary science will
likely be a fruitful and surprising field for years to come.

See also Mercury (planet); Neptune; Planetary at-
mospheres; Planetary nebulae; Planetary ring systems.

James O’Connell

Planet X

Is there another planet beyond Pluto? Prior to 1781
that question could have been asked in regard to Saturn.
In that year, Sir William Herschel discovered Uranus,
after detecting what he believed to be a comet. Calcula-
tions to determine the orbit of Uranus were made, and
the planet was found to conform to the “law” of planetary
distances suggested by Johann Elert Bode (1747-1826).

However, a problem later arose. After sixty years, it
was noticed Uranus was not following its predicted orbit,
evidence that suggested another planet, the gravity of
which was perturbing Uranus, must exist beyond it. Cal-
culations for the position of this planet were made by
Jean Urbain Le Verrier (1811-1879) and John Couch
Adams and, in 1846, Neptune was discovered by Johann
Galle (1812-1910) and Heinrich d’ Arrest (1822-1875).
Neptune’s gravitational pull accounted for most of the
differences between the predicted and observed positions
of Uranus, but there was still a discrepancy.
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Planetary atmospheres

The search continued for yet another planet. Percival
Lowell (1855-1916) expended a great deal of energy
looking, but came up empty-handed. However, Lowell’s
calculations laid the groundwork for the discovery of
Pluto, which was finally found by Clyde Tombaugh
(1906-) in 1930. However, Pluto turned out to be such a
small, low-mass object that it could not possibly account
for the perturbations. Some astronomers argue that anoth-
er planet, with a mass of three to five times that of the
earth, might be out there.

If there is a Planet X, it will be very difficult to find.
Calculations show it would have a highly inclined
(tipped) orbit, and would take 1,000 years to complete a
trip around the Sun. At that distance the amount of sun-
light it would reflect would be very small, making it a
very dim object. Worse yet, one calculation places it
within the constellation of Scorpius, which has a dense
concentration of stars. Finding a faint planet there would
be comparable to identifying a particular grain of sand
on a beach.

To make a bad situation worse, there is no agreement
on where in the sky to look; some have suggested the con-
stellations Gemini and Cancer. It has also been suggested
that the gravitational tug of a Planet X could perturb mate-
rial in the Oort cloud. This cloud, suggested by as-
tronomer Jan Oort, is one source of comets. Planet X, if it
exists, could deflect some of this material, causing it to
fall into the inner solar system and become new comets.

Most astronomers argue that there is no Planet X.
Tombaugh’s search for Pluto was very extensive; he
found Pluto and nothing else, because there is nothing
else, the argument goes. As far as the remaining pertur-
bations, perhaps they are just errors in the imperfect cal-
culations made in the nineteenth century.

Planetary atmospheres

The term planetary atmosphere refers to the enve-
lope of gases that surrounds any of the planets in our
solar system. A complete understanding of the proper-
ties of a planet’s atmosphere involves a number of differ-
ent areas including atmospheric temperatures, chemical
composition of the atmosphere, atmospheric structure,
and circulation patterns within the atmosphere.

The study of planetary atmospheres is often sub-di-
vided into two large categories, separating the planets
nearest the sun (the terrestrial planets) from the planets
outside Earth’s orbit (the giant planets). Included in the
first group are Mercury, Venus, Earth, Mars, and, some-
times, the Moon. The second group includes Jupiter,
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Saturn, Uranus, and Neptune. On the basis of distance
from the sun the ninth planet, Pluto, might be included
in this second group but it is not a giant planet and little is
now known about the planet and its atmosphere.

Until recently our knowledge of planetary atmos-
pheres consisted almost entirely of telescopic observa-
tions and intelligent guesses based on what scientists al-
ready know about Earth’s atmosphere. This situation
began to change in the early 1960s when Soviet and
American space scientists launched space probes de-
signed to study the inner planets first and later the outer
planets. The most successful of the early flights were the
NASA’s Mariner 2, which flew past Venus in December
1962; its Mariner 4, which flew past Mars in July 1965;
and the Soviet Union’s Venera 3 space probe, which
landed on Venus on March 1, 1966.

Studies of the outer planets have been conducted
under the auspices of the United States Pioneer and Voy-
ager programs. On December 3, 1972, Pioneer 10 flew
past Jupiter exactly nine months after its launch. Flybys
of Jupiter and Saturn were accomplished with the Voy-
ager | space probe on March 5, 1979 and November 13,
1980, while Uranus and Neptune were first visited by the
Voyager 2 spacecraft on January 24, 1986 and August
25, 1989, respectively.

The 1990s saw advancement in the type of probes
launched to explore planetary atmospheres. After a six-
year journey, the Galileo Probe entered Jupiter’s atmos-
phere on December 7, 1995. During its parachute de-
scent it studied the atmosphere of Jupiter with seven dif-
ferent scientific experiments, with the results radioed
back to Earth. Galileo may have entered Jupiter’s atmos-
phere at a somewhat special point, but the results indicat-
ed that the upper atmosphere of Jupiter was much hotter
and more dense than expected—about 305°F (152°C),
with an atmospheric pressure of about 24 bars. Galileo
also found that winds below Jupiter’s clouds were about
700 km/hr (435 mi/hr), and that the atmosphere was sur-
prisingly dry, containing very little water vapor.

On December 11, 1998, NASA launched a space
probe to explore Mars, called the Mars Climate Orbiter.
It is expected to reach Mars in September, 1999, when it
will study Martian weather and climate. The Orbiter
will generate weather maps and profile the thin but dusty
Martian atmosphere over a full Martian year (687 days).

The Cassini mission, launched in September 1997,
will arrive at Saturn in 2004. One of the largest, heaviest,
and most complex interplanetary spacecraft ever built,
Cassini will deploy a probe, called the Huygens probe, to
Saturn’s largest moon Titan. Titan is unique in the solar
system, having a dense atmosphere consisting of nitro-
gen, and other chemicals in smaller proportions. The at-
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mospheric pressure at Titan’s surface is about twice that
of Earth’s.

One interesting proposal for future exploration of
planetary or lunar atmospheres are “aerobots.” Aerobots
would be unmanned scientific exploration vehicles de-
signed to float like balloons for up to several months in
the atmospheres of planets, conducting scientific experi-
ments and radioing results back to Earth. Aerobots are
being studied by the Jet Propulsion Lab in Pasadena,
California.

Origin and evolution

When the terrestrial planets formed 4.6 billion
years ago, they did so within the solar nebula (a giant
disk of gas and dust). The solar nebula’s rocky solids,
ice, and nebulan gas aggregated into larger solid bodies
over time, eventually becoming the four terrestrial
planets. They grew by the accretion (formation by
sweeping up smaller bodies) of planetesimals (smaller,
pre-planet bodies); their atmospheres formed by heat-
ing, outgassing (releasing), and reprocessing volatiles
(volatiles are substances that readily vaporize at rela-
tively low temperature). The terrestrial planets proba-
bly obtained equal amounts of volatiles, water, carbon,
and nitrogen from planetesimals located in the solar
system or the asteroid belt. The cratering process and a
high ultraviolet flux from the early Sun probably drove
large amounts of light atmospheric gases into space.
Once formed, the atmospheres have changed in oxida-
tion, total mass, and gaseous amount, as the Sun and its
intensity has changed.

The giant planets’ atmospheres may have similar
starting points to the terrestrials’, but they did not evolve
in the same manner over time, nor is much known about
this transformation. Jupiter and Saturn grew with the ad-
dition of icy solids and the collapse of nebular gas
around them. Uranus and Neptune grew too late to cap-
ture nebular gas so the icy dominates. Because these
planets have no solid surfaces and strong gravitational
fields, their atmosphere only resembles the terrestrial
planets by having a complex atmospheric chemistry.

For all planets, the escape of some gases and the re-
tention of others due to temperature and surface gravity
played an important role in how their atmosphere’s
evolved. Distance from the Sun affected what could be
retained. The transient heat and pressure generated dur-
ing planetisimals’ impacts drove chemical reactions be-
tween the volatile elements and the rock-forming miner-
als that determined the chemical composition of the
gases released. Released gases did not always remain—
some were lost to space because of the initial impact and
the Sun’s ultraviolet radiation.
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General principles

The structure and properties of a planet’s atmos-
phere depend on a number of factors. One is proximity
to the Sun. Those planets closest to the Sun are less like-
ly to contain lighter gases that are driven off by the Sun’s
radiant energy. Mercury illustrates this principle. It is so
close to the Sun that it has essentially no atmosphere. Its
atmospheric pressure is only 1072 millibars, one-
quadrillionth that of Earth’s atmospheric pressure. The
major gases found in this planet’s very thin atmosphere
are helium and sodium, both of which are probably rem-
nants of the Sun’s solar wind rather than intrinsic parts
of the planet’s own structure. Some astronomers believe
that contributions come from gases seeping out from the
planet’s interior.

Another property determining the nature of a plan-
et’s atmosphere is cloud cover or other comparable fea-
tures. Cloud cover has a variety of sometimes contradic-
tory effects on a planet’s atmosphere. As sunlight reach-
es the planet clouds will reflect some portion of that sun-
light back into space. The amount that is reflected
depends partly on the composition of clouds, with
whiter, brighter clouds reflecting more light than darker
clouds. Some of the light that does pass through clouds
is absorbed by gases in the planet’s atmosphere, and the
rest reaches the planet’s surface. The distribution of solar
radiation that is absorbed and reflected will depend on
the gases present in the atmosphere. For example, ozone
absorbs radiation in the ultraviolet region of the electro-
magnetic spectrum, protecting life on Earth from this
harmful radiation.

Of the solar radiation that reaches a planet’s sur-
face, some will be absorbed, causing the surface to heat
up. In response, the surface emits infrared radiation
which consists of wavelengths significantly longer than
that of the incoming radiation. Depending on the com-
position of the atmosphere, this infrared radiation may
be absorbed, trapping heat energy in the atmosphere.
Carbon dioxide in a planet’s atmosphere will absorb
radiation emitted from a planet’s surface, although the
gas is transparent to the original incoming solar radia-
tion. This process is known as the greenhouse effect
and is responsible for the warmer atmospheres on some
planets than would be predicted based on their proximi-
ty to the Sun.

A planet’s rotational patterns also influence its at-
mospheric properties. One can describe the way gases
would flow in an idealized planet atmosphere. Since the
equator of any planet is heated more strongly than the
poles, gases near the equator would tend to rise upward,
drift toward the poles, be cooled, return to the surface of
the planet, and then flow back toward the equator along

3101

sa1aydsowne Arejauelq



Planetary atmospheres

the planet’s surface. This flow of atmospheric gases, dri-
ven by temperature differences, is called convection. The
simplified flow pattern described is named the Hadley
cell. In a planet like Venus, where rotation occurs very
slowly, a single planet-wide Hadley cell may very well
exist. In planets that rotate more rapidly, such as Earth,
single Hadley cells cannot exist because the movement of
gases is broken up into smaller cells and because Earth’s
oceans and continents create a complex pattern of tem-
perature variations over the planet’s surface.

The terrestrial planets

The primary gases present in the atmospheres of
Venus, Earth, and Mars are nitrogen, carbon dioxide,
oxygen, water, and argon. For Venus and Mars carbon
dioxide is by far the most important of these, making up
96% and 95% of the two planets’ atmospheres, respec-
tively. The reason that Earth’s carbon dioxide content
(about 335 parts per million, or 0.0335%) is so different
is that the compound is tied up in rocky materials such as
limestone, chalk, and calcite, having been dissolved in
seawater and deposited in carbonate rocks such as these.
Nitrogen is the most abundant gas in Earth’s atmosphere
(77%), although it is also a major component of the
Venusian (3.5%) and the Martian (2.7%) atmospheres.

The presence of oxygen in Earth’s atmosphere is a
consequence of the presence of living organisms on
the planet. The widespread incorporation of carbon
dioxide into rocky materials can also be explained on
the same basis. Water is present in all three planets’ at-
mospheres but in different ways. On Venus trace
amounts of the compound occurs in the atmosphere in
combination with oxides of sulfur in the form of sul-
furic acid (most of the water that Venus once had has
long since disappeared). On Earth most water has con-
densed to the liquid form and can be found in the mas-
sive oceans that cover the planet’s surface. On Mars
the relatively small amounts of water available on the
planet have been frozen out of the atmosphere and
have condensed in polar ice caps, although substantial
quantities may also lie beneath the planet’s surface, in
the form of permafrost.

On the basis of solar proximity alone one would ex-
pect the temperatures of the four terrestrial plants to de-
crease as a function of their distance from the Sun. That
pattern tends to be roughly true for Mercury, Earth, and
Mars, whose average surface temperatures range from
333°F (167°C) to 59°F (15°C) to -67°F (-55°C), respec-
tively. But the surface temperature on Venus—855°F
(457°C)—reflects the powerful influence of the planet’s
very thick atmosphere of carbon dioxide, sulfur dioxide,
and sulfuric acid, all strong greenhouse gases.
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Atmospheric circulation patterns

The gases that make up a planet’s atmosphere are
constantly in motion—convection and rotation are key to
understanding circulation. The patterns characteristic of
any given planetary atmosphere depend on a number of
factors, such as the way the planet is heated by the Sun,
the rate at which it rotates, and the presence or absence
of surface features. As indicated above, solar heating is
responsible for at least one general circulation pattern,
known as a Hadley cell, and observed on all terrestrial
planets except Mercury. In the case of Venus and Mars,
one cell is observed for the whole atmosphere, while
Earth’s atmosphere appears to consist of three such cells
but with a vast complexity introduced by temperature
contrasts between oceans and continents.

The presence of extensive mountain ranges and
broad expanses of water in the oceans on Earth are re-
sponsible for an atmospheric phenomenon known as sta-
tionary eddies. In most cases, these eddies involve the
vertical transport of gases through the atmosphere, as
when air is warmed over land adjacent to water and then
pushed upward into the atmosphere. Eddies of this kind
have also been observed in the Venusian and Martian at-
mospheres. The dynamics by which such eddies are
formed are different from those on Earth, since neither
planet has oceans comparable to Earth.

One interesting example of a circulation pattern is
the famous Red Spot on Jupiter. It is a giant storm in
Jupiter’s atmosphere, similar to a hurricane, 40,000 km
(25,000 mi) across. It has been continuously observed
for more than 300 years, and while the Spot itself has
never disappeared, the circulation patterns within the
Spot are continuously changing.

The giant planets

Two critical ways in which the giant planets differ
from the terrestrial planets are their distance from the Sun
and their size. For example, Jupiter, the giant planet clos-
est to Earth has an average mean distance of 778 million
km (483 million mi) from the Sun, more than five times
that of Earth. Its mass is 1.9 x 10% kg, about 300 times
greater than that of Earth. These two factors mean that the
chemical composition of the giant planet atmospheres is
very different from that of the terrestrial planets. Lighter
gases such as hydrogen and helium that were probably
present at the formation of all planets have not had an op-
portunity to escape from the giant planets as they have
from the terrestrial planets. Light gases never condensed
in the inner solar nebula and so were absent from the ter-
restrial planets to begin with.

An indication of this fact is that these two gases
make up almost 100% of the atmospheres of Jupiter, Sat-
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urn, Uranus, and Neptune. Other gases, such as water
vapor, ammonia, methane, and hydrogen sulfide, also
occur in their atmospheres but in very small concentra-
tions. The atmosphere of Jupiter contains about 0.2%
methane, 0.03% ammonia, and 0.0001% water vapor.

One of the intriguing features of the giant planets’ at-
mospheres is the existence of extensive cloud systems.
These cloud systems appear to be carried along by rapidly
moving winds that have velocities reaching a maximum of
1,640 ft (500 m) per second on Saturn to a maximum of
about 300 ft (100 m) per second on Jupiter. The most
rapid winds are found above the equators of the planets,
with wind speeds dropping off to near zero near the poles.

The cloud systems tend to be confined to narrow lat-
itudinal bands above the planets’ surfaces. Their compo-
sition appears to be a function of height within the at-
mosphere. On Jupiter and Saturn the lowest clouds seem
to be composed of water vapor, while those at the next
higher level of an ammonia/hydrogen sulfide compound,
and those at the highest level, of ammonia.

We know very little about the atmosphere of the
most distant planet, Pluto. On June 9, 1988, a group of
astronomers watched as Pluto occulted a star of the 12th
magnitude. What they observed was that the star’s light
did not reappear suddenly after occultation but was re-
stored gradually over a period of a few minutes. From
this observation, astronomers concluded that Pluto must
have some kind of atmosphere that would “smudge out”
the star light that had been occulted. They have hypothe-
sized that the major constituent of Pluto’s atmosphere is
probably methane, which exists in a solid state for much
of the Pluto’s very cold year. Depending upon the exact
temperature, a certain amount of methane should form a
tenuous atmosphere around Pluto. As the temperature
changes, the atmosphere’s pressure on Pluto’s surface
could vary up to 500 times as the methane evaporates
and redeposits on the surface. Alternatively, based on the
1988 observations, a haze of photochemical smog might
be suspended above the planet’s surface. Others, like
William Hubbard, theorize that it may contain carbon
monoxide or nitrogen.

In 1995 the Hubble Space Telescope found that
Jupiter’s second moon, Europa (which is about the size
of our Moon), has a very thin atmosphere that consists of
molecular oxygen. While its surface pressure is only
one-hundred billionth that of Earth’s. Unlike Earth,
though, Europa’s oxygen atmosphere is produced purely
by non-biological processes. Though Europa’s surface is
icy, its surface temperature is -230°F (-145°C), too cold
to support life.

See also Atmospheric circulation; Atmospheric tem-
perature.
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KEY TERMS
Atmosphere—The envelope of gases that sur-
rounds a planet.

Giant planets—Relatively large planets more distant
from the Sun than the terrestrial planets. The giant
planets are Jupiter, Saturn, Uranus, and Neptune.
Greenhouse effect—The phenomenon that occurs
when gases in a planet’s atmosphere capture radi-
ant energy radiated from a planet’s surface thereby
raising the temperature of the atmosphere and the
planet it surrounds.

Hadley cell—A circulation of atmospheric gases
that occurs when gases above a planet’s equator
are warmed and rise to higher levels of the atmos-
phere, transported outward toward the planet’s
poles, cooled and return to the planet’s surface at
the poles, and then transported back to the equa-
tor along the planet’s surface.

Stationary eddy current—A movement of atmos-
pheric gases caused by pronounced topographic
features, such as mountain ranges and the proxim-
ity of large land masses to large water masses.
Terrestrial planets—Planets with Earth-like char-
acteristics relatively close to the Sun. The terrestri-
al planets are Mercury, Venus, Earth, and Mars.
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Planetary geology

Planetary geology

Planetary geology is a branch of geology devoted to
the study of structure, composition, processes, and origin
of major and minor planetary bodies in our solar system
and beyond, and to the effects of interaction between
planetary bodies within our solar system. Planetary geol-
ogy interfaces with many other fields including astrono-
my, biology, chemistry, and physics. Planetary geolo-
gists work in the field, laboratory, and—indirectly—in
outer space through imagery and other data returned by
spacecraft. One planetary geologist has visited another
planetary body (Dr. Harrison Schmitt worked on the
Moon during the Apollo 17 mission in 1974) and per-
haps someday others will visit the Moon, Mars, and
other planetary bodies.

The goal of planetary geology studies of other plan-
etary bodies is to understand the origin of the features
seen (and samples returned, if such are available). Plane-
tary geology studies usually relate to the quest for an un-
derstanding of the geological history of the body from its
formation during accretion from the early solar nebula to
its present condition. Most planetary bodies in the solar
system of any significant size have passed through stages
of accretion, internal heating and differentiation, and sur-
ficial and tectonic evolution. However, some objects
have not, for example, small asteroids, comets, and
smaller solar system debris such as meteorites. These ob-
jects can give important clues to the nature of the origin
of our solar system, as they contain unaltered primordial
material from the original nebular dust cloud. An impor-
tant sub-discipline within planetary geology is meteorit-
ics, the study of meteorites.

Most initial planetary geology studies help establish
a temporal (time) framework for major events in the his-
tory of a planetary body. This framework, called a geo-
logic time scale, is used to help fit events into a sequen-
tial order. On Earth, this kind of framework was estab-
lished over a period of about 200 years using fossils, age
relations among rocks, and absolute (radiometric) age
dating. For planetary bodies like the Moon and Mars, for
which we have some surface samples (note—there are a
few Martian and Lunar meteorites plus the samples re-
turned by Lunar landing missions), some radiometric age
dating is possible. Mainly, planetary age relations are es-
tablished by examining photographic evidence such as
impact-crater densities, cross-cutting relationships, and
superposition relationships (layers lying on top of one
another). This is worked out by careful geologic map-
ping using photographic mosaics of planetary surfaces.

Planetary geologists are also interested in studying
interactions among planetary bodies. When one planetary
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body impacts another, great energy can be released.
Large body impacts represent the most energetic geologic
process known. Very large body impacts can release the
energy equivalent to thousands or even millions of mega-
tons of TNT (megaton = 1 million tons) in a few seconds.
Impact events produce impact craters, whose size and
shape are controlled by factors like planetary gravity,
strength of crustal materials, and density of planetary at-
mosphere. The impact crater is the most common fea-
ture on rocky and icy planetary surfaces in the solar sys-
tem, except where “resurfacing” processes (like volcan-
ism, erosion and sedimentation, and crustal melting) re-
move impact craters faster than they can form.

Studies of large impact craters on Earth have lead
geologists to new understandings of how large body im-
pacts, and the ecological disasters that they can cause,
have affected evolution of life on Earth. Some large body
impact events have been strongly connected to mass ex-
tinctions of life on Earth, a driving force in evolutionary
change. The best modern example of this is the great
Cretaceous-Tertiary mass extinction event (65 million
years ago), which has been dated as the same age as two
large impact craters on Earth (Chicxulub crater in Mexi-
co, nearly 112 mi [180 km] in diameter, and Boltysh
crater in the Ukraine, about 15 mi [24 km] in diameter).
Planetary geologists are currently working on theories
about possible comet “swarms” due to perturbations in
the Ort cloud or other disruptive mechanisms which may
have made time intervals in the past more dangerous for
life on Earth due to cosmic impacts.

Studies of impact craters hold considerable academ-
ic interest for investigators, but on the practical side,
considerable natural resources have been discovered
within impact craters. For this reason, their study has
been supported by petroleum, mining, and groundwa-
ter concerns. The intensive fracturing caused by impact
creates avenues for fluid movement within the affected
crustal area, causing entrapment of hydrocarbons and
emplacement of some types of fluid-borne mineral re-
sources. Groundwater accessibility and quality is either
enhanced or degraded in impact areas, depending upon
geological conditions.

Studies of impacts of large comets may have other
implications for solar system evolution, as recent theo-
ries suggest such impacts may have delivered significant
amounts of water and primitive organic material to
Earth and Mars during a very early phase of their evolu-
tion. Recent investigations of the origin of Earth’s moon
suggest that a major impact event that penetrated Earth’s
crust ejected material into orbit that eventually became
the Moon. This theory helps explain some of the unusual
chemical characteristics of lunar rocks and their similari-
ty to Earth’s upper mantle.
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In the future, planetary geology will expand to the
study of extra-solar system bodies. This future area for
planetary geology investigation will help shed more
light on the origin of our own solar system and on solar
system formation in this part of our galaxy.

See also Astrophysics; Cosmology; Geophysics;
Meteors and meteorites.
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Planetary nebulae

High-density interstellar dust or clouds are referred
to as nebulae. These nebulae, both dark and luminous,
are equally important since the chemical analyses of
these objects contribute significantly to the study of cos-
mic abundances. Bright or incandescent nebulae, just as
dark nebulae, are not self-luminous.

It is the star or stars imbedded in these nebulae which
produce the luminous objects and are responsible for the
atomic processes that may take place. Nebulae may be di-
vided into four groups: dark, reflection, diffuse, and plane-
tary, with the latter three representing the luminous objects.

The study of bright-line spectra of gaseous nebulae,
namely diffuse and planetary, is important because it con-
tributes in no small way to the determination of cosmic
abundances. It has been suggested that these objects can
be studied with greater ease since all portions of a nebula
are observable, and even though departures from thermo-
dynamic equilibrium are significant, the processes seem
to be well understood and can be treated theoretically.

A disadvantage in using gaseous nebulae is that
many of them possess a filamentary structure that is due
to non-uniform density and temperature, from point-to-
point. In instances where stratification occurs, the tem-
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The Cat’s Eye Nebula (NGC 6543) as seen from the Hubble
Space Telescope. The shells of gas were expelled from a
dying star (center) during its last stages of life. It has been
suggested, in order to explain the intricate features seen in
the shells, that another star is orbiting around the dying
star. The knots and thin filaments seen along the periphery
of the gas (bottom right and top left) might have been
formed by a pair of high-speed jets ejected by the compan-
ion star interacting with the gas in the shells. U.S. National
Aeronautics and Space Administration (NASA).

perature and excitation level will be different for the
inner and outer parts of the nebula. Also, an element may
be observed in one or two stages of ionization and yet
may exist in several unobserved stages of ionization.

In the study of nebulae there are four fundamental
quantities that are needed at the outset: distance, mass,
electron temperature, and density. Of these, the distance
parameter is probably the most important one because
without it the real dimensions of the nebula cannot be
determined from the apparent ones. To determine the
mass it is necessary to know the density, and this can be
determined, in some cases, from forbidden line data.

For diffuse nebulae, the distances are found from the
stars with which they are associated, and the most com-
monly used methods are statistical parallaxes and mov-
ing clusters. However, for planetary nebulae none of
these methods apply because they are too far away for a
direct trigonometric measurement; they are not members
of moving clusters, and statistical parallaxes are inap-
plicable since they do not appear to move randomly. In-
stead, the approach is to obtain parallaxes of the individ-
ual objects, or by special methods in which the mass of
the nebular shell is assumed constant, or the absolute
magnitude of nebula is assumed constant.

From the bright-line spectra of gaseous nebulae the
abundances of the elements and ions can be determined,
the contribution to the elements and ions can be deter-
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Planetary nebulae
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Figure 1. lllustration by Hans & Cassidy. Courtesy of Gale Group.

mined, and the contribution to the cosmic abundances
can be assessed. The mechanism of excitation (ioniza-
tion), and recombination that operate is well understood,
so that from these spectra reliable results can be expect-
ed. Physically, the electron from the ionized atom, for
example hydrogen, moves about freely for approximate-
ly 10 years, and during that period it will collide with
other electrons, thereby altering its energy. Also, period-
ically it will excite ions to the metastable levels. Since
the electron undergoes so many energy exchanges with
other electrons, the velocity distribution turns out to be
Maxwellian so that the gas kinetic temperature, and
specifically the electron temperature, is of physical sig-
nificance. It must be noted, also, that an atom in the neb-
ula is subjected to dilute or attenuated temperature radi-
ation from a star that subtends a very small angle. The
energy distribution or quality of this radiation corre-
sponds to temperatures ranging from 36,000—-180,000°F
(20,000-100,000°C). However, the density of this radia-
tion is attenuated by a factor of 10'4,

The mechanisms that are operating in gaseous nebu-
lae are as follows:
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Primary mechanism

In general terms, an atom or ion may be ionized by
very energetic photons, a process referred to as photo-ion-
ization. Photons of the far ultraviolet region have sufficient
energy to ionize an atom that is in the ground state. After
being photo-ionized from the ground level, the ion recap-
tures an electron in any one of its various excited levels.
After this recombination, as it is called, the electron cas-
cades down to the lower levels, emitting photons of differ-
ent frequencies. The origin of the permitted lines of hydro-
gen and helium are explained in this manner. This also ap-
plies to the ionic permitted lines of carbon, nitrogen, oxy-
gen, and neon observed in the ordinary optical region.
These lines are weaker, however, than those of H and He,
and this is due to their much lower abundance in the nebula.

Collisional excitation mechanism

The excitation of atoms and ions to metastable levels
by electron collision is followed by cascade to lower levels
which, in the process, emit the so-called forbidden quanta.
The transition probabilities of spectral lines are quite few
by comparison to the allowed transition. The allowed transi-
tions are electric dipole radiations, whereas forbidden tran-
sitions correspond to magnetic-dipole and/or electric-
quadruple radiations. There are three types of transitions
which are the result of collisional excitation: nebular, auro-
ral, and transauroral. All the upward transitions are due to
collisional excitation only; however, the downward transi-
tions can be one of two types, i.e., superelastic collisions, or
radiation of forbidden lines. The level density and atomic
constants determine which of the latter transitions is likely
to take place in depopulating the level. Also, the forbidden
spectra are observed only for ions whose metastable levels
lie a few electron volts above the ground state. Collisionally
excited lines are observed in low lying levels of the spectra
of CIII, CIV, NIII, NIV, NV, SIIII, etc., in the far ultraviolet.

The study of forbidden lines is one of the major
areas of investigation in gaseous nebulae since they dom-
inate the spectra of most gaseous nebulae.

Bowen'’s fluorescent mechanism

In the spectra of many high excitation planetary neb-
ula, certain permitted lines of OIII and NIII appear, and
these are sometimes quite intense. Bowen observed that
the OIII lines could be produced by atoms cascading
from the 2p3d3P, level. Bowen noticed that there was a
frequency coincidence between the resonant Ly transi-
tion of the Hell and the transition from the 2p? 3P, to the
2p3d3P, level of OIII, i.e., 303.78A Ly of Hell and the
3033.693A and 303.799A of OIIL Bowen further ob-
served an equally surprising similarity, namely that the
final transition of the OIIL, i.e., 2p3s PA-2p°P, emitting a
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Planetary nebulae

KEY TERMS

Absolute magnitude—The apparent brightness of a
star, measured in units of magnitudes, at a fixed
distance of 10 parsecs.

Apparent magnitude or brightness—The bright-
ness of a star, measured in units of magnitudes, in
the visual part of the electromagnetic spectrum,
the region to which our eyes are most sensitive.

Balmer lines—Emission or absorption lines in the
spectrum of hydrogen that arise from transitions
between the second- (or first-excited) and higher-
energy states of the hydrogen atom.

Dark nebula—A cloud of interstellar dust that ob-
scures the light of more distant stars and appears as
an opaque curtain—for example, the Horsehead
nebula.

Diffuse nebula—A reflection or emission nebula
produced by interstellar matter.

Excitation—The process of imparting to an atom or
an ion an amount of energy greater than that it has
in its normal state, raising an electron to a higher
energy level.

Forbidden lines—Spectral lines that are not usually
observed under laboratory conditions because
they result from atomic transitions that are of low

photon of 374.436;\, coincides with the resonance line
374.442A of the 2p?P;),-3d?D5), of NIII which also pro-
duces in this ion a similar fluorescent cycle. Detailed in-
vestigations and analyses showed that the Bowen fluores-
cent mechanism was fundamentally correct both qualita-
tively and quantitatively. It has applications to high exci-
tation gaseous nebulae, quasars, and stellar envelopes.

Continuous spectra mechanism

In addition to emitting discrete line radiation, the
bright-line spectra of a nebula emits a characteristic con-
tinuum. The physical mechanisms which are involved in
the production of a nebular continuum are as follows:

(a) Recombinations of electrons on discrete levels of
hydrogen and to a lesser degree of helium, i.e., because
of its lower abundance helium gives only a minor contri-
bution.

(b) Free-free transitions wherein kinetic energy is
lost in the electrostatic field of the ions. The thermal ra-
diation from these free-free transitions is observed par-
ticularly in the radio-frequency region since these transi-
tions become more important at lower frequencies.
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probability.

Free-free transition—An atomic transition in
which the energy associated with an atom or ion
and a passing electron changes during the en-
counter, but without capture of the electron by the
atom or ion.

lonization—The production of atoms or molecules
that have lost or gained electrons, and therefore
have gained a net electric charge.

Nebula—A relatively dense dust cloud in interstel-
lar space that is illuminated by imbedded starlight.

Planetary nebula—A shell of gas ejected from, and
expanding about, a certain kind of extremely hot
star that is nearing the end of its life.

Recombination—The reverse of excitation or ion-
ization.

Statistical parallax—A method for determining the
distance to a class of similar objects assumed to
have the same random motion with respect to the
Sun.

Temperature (effective)—The temperature of a
blackbody that would radiate the same total
amount of energy that a star does.

(c) The 2-photon emission is produced by hydrogen
atoms cascading from the 2s level to the ground level. The
two-photon emission in hydrogen can be expressed as v, +
v, = vy, between the series limits. The recombination spec-
tra decrease as the rate of e™ T (where h is Planck’s con-
stant, v the light frequency, k is Boltzmann’s constant,
and T is the nebula temperature) and it has a maximum ap-
proximately halfway between the origin and the Ly. Be-
sides the above, there are other possibilities for contribu-
tions to the nebular continuum, namely, electron scattering,
fluorescence, and H- emissions. However, the contribu-
tions from these do not appear to be especially significant.

The most important feature that is observed in the
continuum is the jump, referred to as the Balmer Jump,
at the limit of the Balmer series which is produced by the
recombination of electron and ions in the n = 2 level of
hydrogen. A smaller jump has also been observed at the
Paschen limit. The spectral quantities, as well as angular
diameter, surface brightness, relative brightness of the
principal emission lines, and at times the brightness of
the central star are, by and large, readily measurable.
Due to this fact, significant contribution can be made to
the cosmic abundances as well as to galactic structure.
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Planetary ring systems

A peek at Saturn through a small telescope reveals
the solar system’s jewelry, a breathtaking system of
rings. These rings consist of a large number of individual

GALE ENCYCLOPEDIA OF SCIENCE 3

particles orbiting Saturn. The diameter of Saturn’s ring
system is about 167,670 mi (270,000 km), a little less
than the distance between the earth and the Moon. Yet
the rings are only a few hundred meters thick. Saturn has
the only ring system that we can see directly from the
earth. Jupiter, Uranus, and Neptune, do however all
have ring systems. So rings do seem to be a common
feature of giant gas planets.

History

Galileo almost discovered Saturn’s rings in 1610.
His new telescope revealed something on either side of
the planet. Galileo’s drawings almost look as if Saturn
had grown a pair of giant ears. Galileo was seeing, but
not quite resolving, Saturn’s rings. In 1655 Christian
Huygens correctly described Galileo’s appendages as a
flat system of coplanar rings that were not attached to
Saturn. In 1675, Giovanni Cassini first noticed structure
in the ring system, a gap now called Cassini’s division.
He also first suggested that the rings are composed not of
a solid body but of individual particles orbiting Saturn.
In the nineteenth century, James Clerk Maxwell proved
mathematically that Cassini’s suggestion must be cor-
rect. In 1895 James Keeler observed the orbital speed of
different parts of Saturn’s rings, finally proving they are
a large number of individual particles. In 1980 the Voy-
ager spacecraft sent back amazing pictures of the rings,
showing a wealth of detailed structure.

The rings around Uranus were discovered next. On
March 10, 1977, four groups of astronomers observed
Uranus pass in front of a star and occult it, in hopes of
learning something about Uranus as the starlight
dimmed. To their surprise, the star winked, several
times, both before and after the occultation. Winking
once would suggest a moon, but several symmetric
winks before and after suggested rings. The group of as-
tronomers from Cornell University, led by James Elliot,
obtained the most complete data and discovered five
rings. In 1978, four additional rings were found during
another occultation. The Voyager flyby in 1986 con-
firmed the previously discovered rings and found two
more for a total of 11. The rings of Uranus were later
observed from the earth, with infrared telescopes, which
reveal the long wavelength emission from the icy ring
particles. On August 14, 1994 the repaired Hubble
Space Telescope photographed Uranus showing, but not
fully resolving, the rings.

In 1979, the Voyager I and 2 flybys discovered a
very thin ring around the planet Jupiter that is not observ-
able from Earth. By 1979 Saturn, Uranus, and Jupiter
were known to have rings. What about Neptune? Voyager
2 did not fly past Neptune until 1989. To avoid waiting 10
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Planetary ring systems

years to see if Neptune had rings, astronomers observed
occultations of Neptune. Perhaps rings could be discov-
ered indirectly from the Earth as for Uranus. Some obser-
vations seemed to show rings; others did not. The mixed
results suggested partial rings. In 1989, the Voyager pho-
tographs finally revealed that Neptune does indeed have a
ring system. However the rings vary in width. Narrower
parts of the rings would be harder to detect from the
Earth, so the occultations gave mixed results. It is not
know why these rings vary in width.

Structure of the rings

Prior to the Voyager mission, astronomers thought
that Saturn had at most six different rings, labeled A
through F. Voyager photographs show an amazing
amount of unexpected detail in Saturn’s rings. There are
hundreds of individual ringlets in the 43,470 mi (70,000
km) wide main rings. The smallest may be as small as
the 1.2 mi (2 km) width that the Voyager camera was
able to resolve. (An even finer structure was discovered
by another Voyager instrument which monitored bright-
ness in a star that was occulted by the rings.) The very
narrow F ring appeared braided to the Voyager 1, but the
braids disappeared for the Voyager 2 nine months later.

Most of the complex structure appears to be the re-
sult of the combined gravitational forces of Saturn’s
many moons. Astronomers think that Saturn’s moons
cause resonance effects that perturb ring particles out of
positions where the particles would have orbital periods
exactly equal to a simple fraction (e.g., one-half, one-
third, etc.) of the period of one of the moons, thus creat-
ing gaps. Two small moons may also act together as
shepherding moons to confine ring particles to a narrow
ring. Shepherding moons have also been observed in the
rings of Uranus. Some of the ringlets of Saturn are spi-
ral-shaped, rather than circular, and are thought to be
created by spinal density waves, again triggered by grav-
itational forces due to the moons.

In addition to the many ringlets, Saturn’s rings also
showed unexpected spokes, pointing away from the
planet, that do not travel around Saturn at the orbital
speed as ring particles do. These dark spokes appear to
be small particles that are swept along by Saturn’s mag-
netic field as the planet rotates.

Saturn’s rings are highly reflective, reflecting
roughly 60% of the incident light. Therefore, the indi-
vidual ring particles are probably ice or ice coated.
These chunks of ice average about 3.3 ft (1 m) in diame-
ter, with a likely range of sizes from dust grains to about
33 ft (10 m). The total mass of the rings is about 10'°
kg, roughly equivalent to an icy moon 6.2 mi (10 km) in
diameter.
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KEY TERMS
Occultation—When the moon or a planet passes
in front of a star.

Rings—Systems of particles orbiting a planet.

Shepherding moons—Small moons thought to
confine ring particles to a particular ring by their
gravitational forces.

Voyager—A pair of unmanned robot spacecraft
that left earth in 1977 to fly by all the gas giant
planets (Jupiter, Saturn, Uranus, and Neptune). The
original mission called for them to also fly past
Pluto in what was to be called the “Grand Tour” of
the solar system, but mission delays made that im-
possible. These craft were the second set to reach
Jupiter and Saturn and the only, so far, to reach
Uranus and Neptune.

The ring systems of Uranus and Neptune are much
less extensive. One of Uranus’ 11 rings is 1,553 mi
(2,500 km) wide, the rest are only several kilometers
wide. The widest of Neptune’s five rings is 3,726 mi
(6,000 km). These rings are narrower and more widely
separated than those of Saturn. The individual particles
are much darker, reflecting only 5% of the incident light,
so they are more likely dark rock than ice. Jupiter’s ring
is composed of tiny dark dust grains produced by ero-
sion from the inner moons.

There is still much we don’t know about planetary
rings. What is their origin? Are they short lived or have
they lasted the five billion year history of the solar sys-
tem? What causes the structure in the ring systems? The
Voyager mission represented a beginning to our study of
planetary rings. Future space missions will help us better
understand ring systems.
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Plankton

Plankton are organisms that live in the water col-
umn and drift with the currents. Bacteria, fungi, algae,
protozoans, invertebrates, and some vertebrates are
represented, some organisms spending only parts of their
lives (e.g., larval stages) as members of the plankton.
Plankton is a relative term, since many planktonic organ-
isms possess some means by which they may control
their horizontal and/or vertical positions. For example,
organisms may possess paddlelike flagella for propul-
sion over short distances, or they may regulate their ver-
tical distributions in the water column by producing oil
droplets or gas bubbles. Plankton comprise a major item
in aquatic food chains.

See also Phytoplankton; Zooplankton.

Plant

A plant is an organism in the kingdom Plantae. Ac-
cording to the five-kingdom classification system used
by most biologists, plants have the following characteris-
tics: they are multicellular during part of their life; they
are eukaryotic, in that their cells have nuclei; they repro-
duce sexually; they have chloroplasts with chlorophyll-a,
chlorophyll-b and carotenoids as photosynthetic pig-
ments; they have cell walls with cellulose, a complex
carbohydrate; they have life cycles with an alternation
of a sporophyte phase and a gametophyte phase; they de-
velop organs which become specialized for photosyn-
thesis, reproduction, or mineral uptake; and most live on
land during their life cycle.

Biologists have identified about 500,000 species of
plants, although there are many undiscovered species in
the tropics.

Plant evolution and classification

From the time of Aristotle until the 1950s, most peo-
ple classified all organisms into the animal kingdom or
the plant kingdom. Fungi and plant-like, single-celled
organisms were placed into the plant kingdom, in view
of certain highly derived, but superficial characteristics
of these organisms.

In 1959, Robert Whittaker advocated a five-king-
dom classification system. According to a recent modifi-
cation of that system, the five kingdoms are: Monera
(single-celled, prokaryotic organisms, such as bacteria),
Protoctista (various eukaryotic groups, such as algae and
water molds), Fungi (spore-forming eukaryotes which
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lack flagella, such as mushrooms and various molds),
Animalia (various multicellular eukaryotic groups, such
as jellyfish and vertebrates), and Plantae, or plants.

Biologists now recognize an additional kingdom of
prokaryotes, the Archaebacteria or ancient bacteria,
which have unique characteristics that distinguish them
from Eubacteria, or true bacteria in the kingdom Mon-
era. The evolutionary relationships of Eukaryotes, Ar-
chaebacteria, and Eubacteria are uncertain at the present
time. Undoubtedly, as our knowledge of evolution and
biological diversity increases, Whittaker’s five kingdom
classification system will require further modification.

Evolution of plants

There was little life on land 500 million years ago,
although the oceans abounded with diverse photosynthet-
ic organisms, as well as species in the Monera, Protoc-
tista, and Animalia kingdoms. Land plants appear to have
evolved from photosynthetic, aquatic ancestors about 500
million years ago, probably from the Chlorophyta, or
green algae. Both groups use chlorophyll-a and chloro-
phyll-b as photosynthetic pigments, store their energy re-
serves as starch, and have cellulose in their cell walls.

The evolution of the terrestrial habit required special
adaptations of reproductive and vegetative tissues for
protection against desiccation. The most significant
adaptation of the reproductive tissues is enclosure of the
sex cells (egg and sperm) within specialized tissues, and
retention of the fertilized egg as it develops into a multi-
cellular embryo. The most significant adaptation of the
vegetative tissue is development of a parenchymatous
cell organization, in which unspecialized cells (paren-
chyma) are embedded in a dense matrix of cells. This
reduces water loss by reducing the overall surface area of
the plant per cell, and also provides the plant with a body
matrix for differentiation of specialized tissues.

The life cycle of all plants consists of an alternation
of generations, in which a haploid gametophyte (tissue in
which each cell has one copy of each chromosome) alter-
nates with a diploid sporophyte (tissue in which each cell
has two copies of each chromosome). A major trend in
plant evolution has been the increasing dominance of the
sporophyte. Chlorophyta (green algae), the ancestors of
land plants, have a dominant gametophyte and greatly re-
duced sporophyte. Bryophyta, the most primitive land
plants, have a more elaborate sporophyte than Chlorophy-
ta, although their gametophyte is still dominant. Free-
sporing vascular plants (Filicinophyta, Lycopodophyta,
and Sphenophyta) have a somewhat more dominant
sporophyte phase than gametophyte phase. However, seed
plants, the most advanced of the land plants, have a great-
ly reduced gametophyte, and a dominant sporophyte.

3111

jueld



Plant

Classification of plants

All species are classified hierarchically. Related
species are grouped into a genus; related genera into a
family; related families into an order; related orders into
a class; related classes into a phylum; and related phyla
into a kingdom. Below, the most significant characteris-
tics of the nine phyla of the kingdom Plantae are briefly
considered.

Bryophyta is a phylum with three classes, the largest
of which is the mosses, with about 15,000 species. The
gametophyte phase is dominant, and in mosses this is the
familiar, small, green, leafy plant. Bryophytes do not
have true leaves, stems, or roots, and they lack a vascular
system for transporting food and water. They reproduce
by making spores, and are mostly found in bogs or moist
woodlands, so their sperm can swim through water to
reach the eggs. Mosses are particularly prominent in the
northern boreal forest and arctic and alpine tundra.

The Lycopodophyta is a phylum with about 1,000
species. The sporophyte phase is dominant, and is the fa-
miliar, low-growing, green plant in many species which
superficially resembles the branch of a pine. Their leaves
are tiny structures, termed microphylls, and are arranged
in whorls on the stem. The stems of lycopods and all
subsequent phyla have vascular tissues for efficient
transport of food and water. Like bryophytes, they repro-
duce by making spores, and are mostly found in wet
areas so their sperm can swim to reach the eggs. Ly-
copods are most abundant in the tropics, although nu-
merous species of Lycopodium (ground pine) grow in
woodlands in the temperate zone.

The Sphenophyta has a single genus, Equisetum, with
about 10 species. Equisetum is commonly called horsetail,
because the dominant sporophyte phase of these plants su-
perficially resembles a horse’s tail. It is an erect stem, with
whorls of microphylls, and a spore-producing, cone-like
structure, termed a strobilus, on top. Horsetails are mostly
found in moist woodlands of the temperate zone, since
their sperm must swim to reach the eggs.

The Filicinophyta has about 11,000 species, which
are known commonly as ferns. The sporophyte phase is
dominant, and is the more familiar form of ferns that is
commonly seen in temperate-zone woodlands. Like the
leaves of all subsequent phyla, those of ferns have a
complex system of branched veins, and are referred to as
megaphylls. Ferns reproduce by making spores, and they
are mostly restricted to moist environments so their
sperm can swim to reach the eggs. Most species occur in
tropical and subtropical ecosystems.

The Cycadophyta has about 200 species, which are
known commonly as cycads. Like all subsequent phyla,
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cycads are seed-producing plants. They are considered
gymnosperms, because they bear their seeds naked on
specialized leaves called sporophylls. The sporophyte
phase is dominant, and appears rather like a shrublike
palm in many species, although cycads are only distantly
related to palms. Cycads have flagellated sperm which
swim to fertilize the eggs, a characteristic of evolutionari-
ly primitive, free-sporing plants (all phyla above), but not
of other seed plants (except for Ginkgo, see below). Cy-
cads grow in tropical and subtropical regions of the world.

The Ginkgophyta consists of a single species, Gink-
go biloba, a gymnosperm which bears its seeds in
green, fruit-like structures. The sporophyte phase of
Ginkgo is dominant, and is a tree with fan-shaped leaves
that arise from spurs on the branches. Like the cycads,
Ginkgo has flagellated sperm that swim to fertilize the
eggs. Ginkgo only exists in cultivation, and is widely
planted as an ornamental tree throughout the United
States and other temperate countries.

The Coniferophyta has about 600 species, and in-
cludes familiar evergreen trees such as pines, spruces,
and firs. The conifers are the best known and most abun-
dant of the gymnosperms. The sporophyte phase is domi-
nant, and is the familiar cone-bearing tree. Male repro-
ductive structures produce pollen grains, or male gameto-
phytes, which travel by wind to the female reproductive
structures. The pollen fertilizes the ovules to produce
seeds, which then develop within characteristic cones.
Conifers grow throughout the world, and are dominant
trees in many northern forests. Many conifers are used
for lumber, paper, and other important products.

The Gnetophyta is a phylum of unusual gym-
nosperms, with about 70 species in three genera, Gne-
tum, Ephedra, and Welwitschia. These three genera dif-
fer significantly from one another in their vegetative and
reproductive structures, although all are semi-desert
plants. The mode of fertilization of species in the
Ephedra genus resembles that of the Angiospermophyta
(flowering plants), and many botanists consider them to
be close relatives.

The Angiospermophyta is the largest and most im-
portant plant phylum, with at least 300,000 species. All
species reproduce by making flowers, which develop
into fruits with seeds upon fertilization. The flower
originated about 130 million years ago, as a structure
adapted to protect the ovules (immature seeds), which
are born naked and unprotected in the more primitive
gymnosperms. The highly specialized characteristics of
many flowers evolved to facilitate pollination. There are
two natural groups of angiosperms, the monocots, whose
seeds have one cotyledon (or seed-leaf), and the dicots,
whose seeds have two cotyledons. Nearly all of the plant
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Some features common to the roots of monocots can be seen in this cross section of a Smilax root. © Carolina Biological

Supply Company/Phototake NYC. Reproduced with permission.

foods of humans and many drugs and other economical-
ly important products come from angiosperms.

A recent scientific effort has created new theories
about the classification of plants. Many genetic experi-
ments were performed by plant biologists around the world
in an effort to answer questions of the evolution of plants
as a single large group of organisms. Some startling, and
controversial results were attained just before the turn of
the new century. In 1999, the group of scientists concluded
that the kingdom Plantae should, in fact, be split into at
least three separate kingdoms because the group is so high-
ly diverse and the genetic evidence gathered indicated suf-
ficient divergence among members. Also, the studies un-
covered that the three proposed kingdoms each formed
from a single plant-like ancestor that colonized land, not
directly from the sea as was previously thought, but from
fresh water. These ideas have yet to be accepted by the ma-
jority of biologists, and remain a matter of debate.

Plant structure

The seed plants (gymnosperms and angiosperms)
are the dominant and most studied group of plants, so
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their anatomy and development are considered here.
The leaves and other aerial portions are all covered with
a cuticle, a waxy layer that inhibits water loss. The
leaves have stomata, microscopic pores which open in
response to certain environmental cues for uptake of car-
bon dioxide and release of oxygen during photosynthe-
sis. Leaves have veins, which connect them to the stem
through a vascular system which is used for transport of
water and nutrients throughout the plant.

There are two special types of cells in the vascular
system, xylem and phloem. Xylem is mainly responsible
for the movement of water and minerals from the roots
to the aerial portions, the stems and leaves. Phloem is
mainly responsible for the transport of food, principally
carbohydrates produced by photosynthesis, from the
leaves throughout the plant. The vascular system of
plants differs from the circulatory system of animals in
that water moves out of a plant’s leaves by transpira-
tion, whereas an animal’s blood is recirculated through-
out the body.

The roots of a plant take up water and minerals from
the soil, and also anchor the plant. Most plants have a
dense, fibrous network of roots, and this provides a large
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surface area for uptake of water and minerals. Mycor-
rhizae are symbioses between fungi and most plant roots
and are important for water and mineral uptake in most
plants. The fungal partner benefits by receiving carbohy-
drates from the plant, which benefits by being better able
to absorb minerals and water from the soil. Mycorrhizae
form on the roots of nearly all land plants, and many bi-
ologists believe they played a vital role in the evolution
of the terrestrial habit.

Plant development

As a plant grows, it undergoes developmental
changes, known as morphogenesis, which include the
formation of specialized tissues and organs. Most plants
continually produce new sets of organs, such as leaves,
flowers, and fruits, as they grow. In contrast, animals
typically develop their organs only once, and these or-
gans merely increase in size as the animal grows. The
meristematic tissues of plants (see below) have the ca-
pacity for cell division and development of new and
complex tissues and organs, even in older plants. Most of
the developmental changes of plants are mediated by
hormonal and other chemical changes, which selectively
alter the levels of expression of specific genes.

A plant begins its life as a seed, a quiescent stage in
which the metabolic rate is greatly reduced. Various en-
vironmental cues such as light, temperature changes, or
nutrient availability, signal a seed to germinate. During
early germination, the young seedling depends upon nu-
trients stored within the seed itself for growth.

As the seedling grows, it begins to synthesize
chlorophyll and turn green. Most plants become green
only when exposed to sunlight, because chlorophyll syn-
thesis is light-induced. As plants grow larger, new organs
develop according to certain environmental cues and ge-
netic programs of the individual.

In contrast to animals, whose bodies grow all over
as they develop, plants generally grow in specific re-
gions, referred to as meristems. A meristem is a special
tissue containing undifferentiated, actively growing, and
dividing cells. Apical meristems are at the tips of shoots
and roots, and are responsible for elongation of a plant.
Lateral meristems are parallel to the elongation axis of
the shoots and roots, and are responsible for thickening
of the plant. Differences in apical meristems give differ-
ent species their unique leaf arrangements; differences in
lateral meristems give different species their unique
stems and bark.

Many of the morphogenetic changes of developing
plants are mediated by hormones—chemical messengers
that are active in very small concentrations. The major
plant hormones are auxins, gibberellins, cytokinins, ab-
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scissic acid, and ethylene. Auxins control cell expansion,
apical dominance, and fruit growth. Gibberellins control
cell expansion, seed germination, and fruit development.
Cytokinins promote cell division and organ develop-
ment, but impede senescence. Abscissic acid can induce
dormancy of seeds and buds, and accelerate plant senes-
cence. Ethylene accelerates senescence and fruit ripen-
ing, and inhibits stem growth.

Characteristics of plant cells

Like all other organisms, plants are made up of
cells, which are semi-autonomous units consisting of
protoplasts surrounded by a special layer of lipids and
proteins, termed the plasma membrane. Plant cells are
all eukaryotic, in that their genetic material (DNA) is se-
questered within a nucleus inside the cell, although some
DNA also occurs inside plastids and mitochondria (see
below). Plant cells have rigid cell walls external to their
plasma membrane.

In addition to nuclei, plant cells contain many other
small structures, which are specialized for specific func-
tions. Many of these structures are membrane-enclosed,
and are referred to as organelles (small organs).

Cell structures and their functions

The cells of plants, fungi, and bacteria are surround-
ed by rigid cell walls. Plant cell walls are typically one to
five micrometers thick, and their primary constituent is
cellulose, a molecule consisting of many glucose units
connected end-to-end. In plant cell walls, many cellulose
molecules are bundled together into microfibrils (small
fibers), like the fibers of a string. These microfibrils have
great tensile strength, because the component strands of
cellulose are interconnected by hydrogen bonds. The
cellulose microfibrils are embedded in a dense, cell-wall
matrix consisting of other complex molecules such as
hemicellulose, pectic substances, and enzymes and other
proteins. Some plant cells become specialized for trans-
port of water or physical support, and these cells develop
a secondary wall that is thick and impregnated with
lignin, another complex carbohydrate.

All living cells are surrounded by a plasma mem-
brane, a viscous lipid-and-protein matrix which is about
10 nm thick. The plasma membrane of plant cells lies
just inside the cell wall, and encloses the rest of the cell,
the cytoplasm and nucleus. The plasma membrane regu-
lates transport of various molecules into and out of the
cell, and also serves as a sort of two-dimensional scaf-
folding, upon which many biochemical reactions occur.

The nucleus is often considered to be the control
center of a cell. It is typically about 10 micrometers in di-
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ameter, and is surrounded by a special double-membrane
with numerous pores. The most important molecules in
the nucleus are DNA (deoxyribonucleic acid), RNA (ri-
bonucleic acid), and proteins. DNA is a very long mole-
cule, and is physically associated with numerous proteins
in plants and other eukaryotes. Specific segments of DNA
make up genes, the functional units of heredity which en-
code specific characteristics of an organism. Genes are
connected together into chromosomes, thread-like struc-
tures that occur in a characteristic number in each
species. Special enzymes within the nucleus use DNA as
a template to synthesize RNA. Then, the RNA moves out
of the nucleus where it is used as a template for the syn-
thesis of enzymes and other proteins.

Plastids are organelles only present in plants and
algae. They have a double membrane on their outside,
and are specilized for the storage of starch (amyloplasts),
storage of lipids (elaioplasts), photosynthesis (chloroplas-
ts), or other functions. Chloroplasts are the most impor-
tant type of plastid, and are typically about 10 microme-
ters in diameter. Chloroplasts are specialized for photo-
synthesis, the biological conversion of light energy ab-
sorbed by chlorophylls, the green leaf pigments, into
potential chemical energy such as carbohydrates. Some
of the component reactions of photosynthesis occur on
special, inner membranes of the chloroplasts, referred to
as thylakoids; other reactions occur in the aqueous interi-
or of the chloroplast, referred to as the stroma. Interest-
ingly, plastids are about the size of bacteria and, like bac-
teria, they also contain a circular loop of DNA. These and
many other similarities suggest that cells with chloroplas-
ts originated several billion years ago by symbiogenesis,
the union of formerly separate, prokaryotic cells.

Mitochondria are organelles which are present in near-
ly all living, eukaryotic cells. A mitochondrion has a double
membrane on its outside, is typically ovoid or oblong in
shape, and is about 0.5 micrometers wide and several mi-
crometers long. Mitochondria are mainly responsible for
the controlled oxidation (metabolic breakdown) of high-en-
ergy food molecules, such as fats and carbohydrates, and
the consequent synthesis of ATP (adenosine triphos-
phate), the energy source for cells. Many of the mitochon-
drial enzymes that oxidize food molecules are embedded in
special internal membranes of the mitochondria. Like plas-
tids, mitochondria contain a circular loop of DNA, and are
believed to have originated by symbiogenesis.

Golgi bodies are organelles present in most eukary-
otic cells, and function as biochemical processing cen-
ters for many cellular molecules. They appear as a clus-
ter of flattened vesicles, termed cisternae, and associated
spherical vesicles. The Golgi bodies process carbohy-
drates, which are used to synthesize the cell wall, and
lipids, which are used to make up the plasma membrane.
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They also modify many proteins by adding sugar mole-
cules to them, a process referred to as glycosylation.

Vacuoles are fluid-filled vesicles which are separat-
ed from the cytoplasm by a special membrane, referred
to as a tonoplast. Vacuoles are present in many eukaryot-
ic cells. The vacuoles of many plant cells are very large,
and can constitute 90% or more of the total cell volume.
The main constituent of vacuoles is water. Depending on
the type of cell, vacuoles are specialized for storage of
foods, ions, or water-soluble plant pigments.

The endoplasmic reticulum is a complex system of
interconnected double membranes, which is distributed
throughout most eukaryotic cells. The membranes of the
endoplasmic reticulum are often continuous with the
plasma membrane, the outer nuclear membrane, the
tonoplast, and Golgi bodies. Thus, the endoplasmic retic-
ulum functions as a conduit for chemical communication
between different parts of the cell. The endoplasmic
reticulum is also a region where many proteins, lipids,
and carbohydrates are biochemically modified. Many re-
gions of the endoplasmic reticulum have ribosomes as-
sociated with them. Ribosomes are subcellular particles
made up of proteins and RNA, and are responsible for
synthesis of proteins from information encoded in RNA.

Importance to humans

Plants provide food to humans and all other non-
photosynthetic organisms, either directly or indirectly.
Agriculture began about 10,000 years ago in the fertile
crescent of the Near East, where people first cultivated
wheat and barley. Scientists believe that as people of
the fertile crescent gathered wild seeds, they selected for
certain genetically determined traits, which made the
plants produced from those seeds more suited for culti-
vation and as foods. For example, most strains of wild
wheat bear their seeds on stalks that break off to disperse
the mature seeds. As people selected wild wheat plants
for food, they unknowingly selected genetic variants in
the wild population whose seed stalks did not break off.
This trait made it easier to harvest and cultivate wheat,
and is a feature of all of our modern varieties of wheat.

The development of agriculture led to enormous de-
velopment of human cultures, as well as growth in the
human population. This, in turn, spurred new technolo-
gies in agriculture. One of the most recent agricultural
innovations is the “Green Revolution,” the development
of new genetic varieties of crop plants. In the past 20-30
years, many new plant varieties have been developed that
are capable of very high yields, surely an advantage to an
ever-growing human population.

Nevertheless, the Green Revolution has been criti-
cized by some people. One criticism is that these new
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KEY TERMS
Diploid—Nucleus or cell containing two copies
of each chromosome, generated by fusion of two
haploid nuclei.

Eukaryote—A cell whose genetic material is car-
ried on chromosomes inside a nucleus encased in
a membrane. Eukaryotic cells also have organelles
that perform specific metabolic tasks and are sup-
ported by a cytoskeleton which runs through the
cytoplasm, giving the cell form and shape.

Gametophyte—The haploid, gamete-producing
generation in a plant’s life cycle.

Haploid—Nucleus or cell containing one copy of
each chromosome.

Meristem—Special plant tissues that contain un-
differentiated, actively growing and dividing cells.

Morphogenesis—Developmental changes that
occur during growth of an organism, such as for-
mation of specialized tissues and organs.

Prokaryote—A cell without a nucleus, considered
more primitive than a eukaryote.
Sporophyte—The diploid spore-producing gener-
ation in a plant’s life cycle.

Symbiosis—A biological relationship between
two or more organisms that is mutually beneficial.
The relationship is obligate, meaning that the part-
ners cannot successfully live apart in nature.

crop varieties often require large quantities of fertilizers
and other chemicals to attain their high yields, making
them unaffordable to the relatively poor farmers of the
developing world. Another criticism is that the rush to use
these new genetic varieties may hasten the extinction of
native varieties of crop plants, which themselves have
many valuable, genetically-determined characteristics.

Regardless of one’s view of the Green Revolution, it
is clear that high-tech agriculture cannot provide a sim-
ple solution to poverty and starvation. Improvements in
our crop plants must surely be coupled to advances in
politics and diplomacy to ensure that people of the devel-
oping nations are fed in the future.

See also Angiosperm; Bryophyte; Mycorrhiza; Plant
pigment; Root system.
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Plant breeding

Plant breeding began when early humans saved
seeds and planted them. The cultural change from living
as nomadic hunter-gatherers, to living in more settled
communities, depended on the ability to cultivate plants
for food. Present knowledge indicates that this transition
occurred in several different parts of the world, about
10,000 years ago.

Today, there are literally thousands of different cul-
tivated varieties (cultivars) of individual species of crop
plants. As examples, there are more than 4,000 different
peas (Pisum sativum), and more than 5,000 grape culti-
vars, adapted to a wide variety of soils and climates.

The methods by which this diversity of crops was
achieved were little changed for many centuries, basically
requiring observation, selection, and cultivation. Howev-
er, for the past three centuries most new varieties have
been generated by deliberate cross-pollination, followed
by observation and further selection. The science of ge-
netics has provided a great deal of information to guide
breeding possibilities and directions. Most recently, the
potential for plant breeding has advanced significantly,
with the advent of methods for the incorporation of genes
from other organisms into plants via recombinant DNA-
techniques. This capacity is broadly termed “genetic en-
gineering.” These new techniques and their implications
have given rise to commercial and ethical controversies
about “ownership,” which have not yet been resolved.

Early selection

The plants that were eaten habitually by hunter-gath-
erer communities were palatable and non-toxic. These
characteristics had been determined by trial and error.
Then, by saving the largest seeds from the healthiest
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plants, a form of selection was practiced that provided the
initial foundation of plant domestication and breeding.

Among the fruit and seed characters favored by se-
lection in prehistoric times were cereal stalks that did not
fall into separate pieces at maturity, and pods that did not
open as they dried out, dispersing seeds onto the ground.
Wheat or barley heads that remained unified, and pea or
lentil pods that remained closed allowed easier and more
efficient collection of grain and seeds.

Seed dormancy

Another seed character whose selection was favored
long ago was the ability to germinate soon after planting.
In cases where seed dormancy was imposed by thick,
impermeable seed-coats, a selected reduction in seed-
coat thickness allowed more prompt germination. Wild
or semi-domesticated peas, found as carbonized remains
in archeological sites throughout the Middle East, pos-
sessed thick seed-coats with a characteristic, gritty sur-
face texture. Similarly, the seed-coats of Cicer reticula-
tum from Turkey, the immediate progenitor of the chick
pea, account for about one-quarter of the total material in
the seed. However, modern cultivars of the chick pea
(Cicer arietinum) commit only 4-9% of the seed weight
to seed-coats. The seed-coats are thinner because there
are fewer cells in the outermost sclereid layers. Cultivat-
ed chick peas also lack the brown and green pigments
typical of wild-type seeds.

Seed dormancy imposed by natural growth regula-
tors was also selected against in prehistoric times. For
example, cultivated oats (Avena sativa) lack the dorman-
cy mechanisms of wild oats (Avena fatua), and germi-
nate soon after seasonal planting.

Quality

Among fruits and vegetables, flavor, size, shape,
sweetness, texture and acidity have long been desirable
characters. Trees or vines producing superior fruits were
prized above those that did not. This is known from the
writings of the Egyptians, Greeks, and Romans. Plant re-
mains in the gardens of Pompeii, covered by the eruption
of Mt. Vesuvius in A.D. 79, confirm that almond, lemon,
peach, pear, grape, cherry, plum, fig, and olive were cul-
tivated at that time. The particular varieties of onion and
cabbage grown around Pompeii were highly regarded,
according to the Roman author Columella (A.D. 50).

Climatic adaptation

Cultivars adapted to different types of climatic con-
ditions were also selected in ancient times. In North
America, various Indian tribes developed and maintained
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lines of maize adapted to different temperature ranges.
Colonel George Morgan of Princeton, New Jersey, col-
lected so-called “Indian corns,” which included the Tus-
corora, King Philip, and Golden Sioux lines of field corn.
An early sweet corn was also obtained from the tribes of
The Six Nations (Iroquois) by U.S. General Sullivan in
1779. In July 1787, a visitor to Sullivan’s garden noted:
“he had Indian corn growing, in long rows, from different
kinds of seed, collected from the different latitudes on
this continent, as far north as the most northern parts of
Canada, and south as far as the West Indies.”

Pollination and hybridization

The genetic discoveries of Gregor Mendel with pea
plants, first published in 1866, were revolutionary, al-
though Mendel’s work remained obscure until translated
from German into English by William Bateson in 1903.
Nevertheless, the relationship between pollen lodging on
the stigma and subsequent fruit production was realized
long before Mendel’s work. The first hybrid produced
by deliberate pollen transfer is credited to Thomas
Fairchild, an eighteenth-century, English gardener. He
crossed sweet william with the carnation in 1719, to pro-
duce a new horticultural plant.

Towards the end of that century, Thomas Andrew
Knight, another Englishman, demonstrated the practical
value of cross-pollination on an unprecedented scale. He
produced hybrid fruit trees by cross-pollination, and then
grafted shoots of their seedlings onto established, com-
patible root stalks. This had the effect of greatly shorten-
ing the time until fruit production, so that the horticultur-
al success of the hybridization could be evaluated. After
selecting the best fruit, the hybrid seeds could be plant-
ed, and the process of grafting the seedlings and selec-
tion could be continued. The best hybrids, which were
not necessarily stable through sexual reproduction,
could be propagated by grafting. Thomas Knight was
also responsible for the first breeding of wrinkled-seeded
peas, the kind that provided Mendel with one of his
seven key characters (round being dominant, with one al-
lele sufficient for expression; wrinkled being recessive,
requiring two copies of the allele for expression).

The impact of hybridization on plant
breeding in the United States

Most food plants brought from Europe to the Unit-
ed States in the seventeenth century failed to prosper
widely. Some could not be grown successfully any-
where, because they could not adapt to the climate, or
were susceptible to newly-encountered pests or diseases.
At the beginning of the nineteenth century, the range of
varieties available for any given plant was extremely lim-
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ited. Apples, however, were an exception. This fruit crop
had benefited from a number of chance varieties such as
the Newtown Pippin (about 1700), the Baldwin (1742),
and the Jonathan (1829). However, it was in the more
typical context of low diversity that Thomas Jefferson
said “the greatest service that can be rendered any coun-
try is to add a useful plant to its culture.”

The Rural Visiter, a periodical published in Burling-
ton, Vermont, in 1810, ran a series of extracts from
Knight’s “Treatise on the Culture of the Apple and Pear.”
Knight’s grafting methods were further described by
James Thatcher in his American Orchardist in 1822. In
this way the principles behind Knight’s work became un-
derstood in the United States.

The first variety of a fruit tree to be bred in the Unit-
ed States was a pear produced by William Prince, around
1806. He crossed St. Germain with White Doyenne (the
pollen donor), and from the seed selected a variety
known as Prince’s St. Germain. Later, further improve-
ments of the pear were made by the discovery of natural
hybrids between the European pear (binomial) and the
introduced Chinese sand-pear (binomial). The Kiefer, Le
Conte, and Garber pears all arose in this fashion, and al-
lowed pear cultivation to extend beyond California into
the eastern and southern states.

The contribution of C. M. Hovey

C.M. Hovey produced new hybrid strawberries by
1838. The most important, Hovey’s Seedling, became the
leading strawberry for more than 30 years. Unfortunately
this variety was finally lost, although some derivatives
were maintained. Hovey was also successful with flowers.
He crossed existing yellow calceolarias (binomial) with the
purple Calceolaria purpurea, imported in 1827. Flowers
ranging in color from pale yellow to deep orange, and
from light red to deep scarlet, were subsequently produced.

Hovey was later involved in the development of hy-
brid grapes. In 1844 he advocated a breeding strategy that
required crossing the Isabella and Catawba, two cultivars
derived from native species, with European varieties such
as Golden Chasselas as pollen donors. The Delaware,
named about 1850, was a chance hybrid between native
and European grapes. Although many useful grape hy-
brids were subsequently produced by American breeders
in the latter part of the nineteenth century, the grafting of
European cultivars onto American rootstocks proved to be
more beneficial for this crop on a worldwide scale.

Luther Burbank

The concept of “diluting” hybrids by crossing them
back to either parent also developed in the latter part of the
nineteenth century. This strategy was introduced to amelio-
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rate undesirable characters that were expressed too strong-
ly. Luther Burbank, based in California, became a master
of this art. He bred larger walnuts from hybrids involving
Juglans californica, J. regia, and J. nigra. From the 1870s
onwards, he was especially successful with plums bred by
hybridization of native American plums with a Japanese
species, (Prunus triflora). Burbank once found a Californ-
ian poppy (Eschscholtzia californica) that displayed a
crimson thread through one petal. By repeated selection he
eventually developed an all-crimson poppy. His series of
hybrids between blackberry and raspberry also produced
some remarkable plants. The Primus blackberry (from
western dewberry and Siberian raspberry) produced larger
fruit that ripened many weeks in advance of either parent,
while out-yielding both and maintaining flavor. By the turn
of the century, Burbank was justly famous for having bred
numerous superior cultivars of many different kinds of
plants of horticultural and agricultural importance.

In genetic terms, there are two kinds of back-cross-
ing. When one parent of a hybrid has many recessive
characters, these are masked in the F; (first filial) hybrid
generation by dominant alleles from the other parent.
However, a cross of the F, hybrid with the recessive par-
ent will allow the complete range of genetic variation to
be expressed in the F, progeny. This is termed a test
cross. A cross of the F,; to the parent with more dominant
characters is termed a back cross.

The goals of modern plant breeding

The broad aims of current plant breeding programs
have changed little from those of the past. Improvements
in yield, quality, plant hardiness, and pest resistance are
actively being sought. In addition, the ability of plants to
survive increasing intensities of ultraviolet radiation,
due to damage in the ozone layer, and to respond favor-
ably to elevated atmospheric concentrations of carbon
dioxide are being assessed. To widen the available gene
pools, collections of cultivars and wild relatives of major
crop species have been organized at an international
level. The United Nations’ Food and Agriculture Organi-
zation (FAO) supported the formation of the Internation-
al Board for Plant Genetic Resources in 1974. However,
many cultivars popular in the nineteenth century have al-
ready fallen into disuse and been lost. The need to con-
serve remaining “heritage” varieties has been taken up
by associations of enthusiasts in many countries, such as
the Seed Savers’ Exchange in the United States

Plant cloning and artificial hybridization

Genetically-identical plants, or clones, have been
propagated from vegetative cuttings for thousands of
years. Modern cloning techniques are used extensively to
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select for cultivars with particular characteristics, since
there are limits to what can be achieved through direct
hybridization. Some individual species or groups of cul-
tivars cannot be genetically crossed. Sometimes this is
because of natural polyploidy, when plant cells carry
extra copies of some or all of the chromosomes, or be-
cause of inversions of DNA within chromosomes. In
cases where cross-fertilization has occurred, “embryo
rescue” may be used to remove hybrid embryos from the
ovules and culture them on artificial media.

Pollen mother-cells in the anthers of some species
have been treated with colchicine, to generate nuclei
with double the haploid chromosome number, thus pro-
ducing diploid plants that are genetically-identical to the
haploid pollen. The use of colchicine to induce poly-
ploidy in dividing vegetative cells first became popular
in the 1940s, but tetraploids generated from diploids tend
to mask recessive alleles. Generating diploids from hap-
loids doubles all of the existing recessive alleles, and
thereby guarantees the expression of the recessive char-
acters of the pollen source.

Somatic hybridization

In other difficult cases, the barriers to sexual cross-
ing can sometimes be overcome by preparing protoplasts
from vegetative (somatic) tissues from two sources. This
involves treatment with cell-wall degrading enzymes,
after which the protoplasts are encouraged to fuse by in-
cubation in an optimal concentration of polyethylene
glycol. A successful fusion of protoplasts from the two
donors produces a new protoplast that is a somatic hy-
brid. Using tissue cultures, such cells can, in some cases,
be induced to develop into new plants.

Somatic fusion is of particular interest for characters
related to the chloroplast or mitochondrion. These plas-
tids contain some genetic information in their specific,
non-nuclear DNA, which is responsible for the synthesis
of a number of essential proteins. In about two-thirds of
the higher plants, plastids with their DNA are inherited
in a “maternal” fashion—the cytoplasm of the male ga-
mete is discarded after fusion of the egg and sperm cells.
In contrast, in the minority of plants with biparental in-
heritance of plastid DNA, or when fusion of somatic pro-
toplasts occurs, there is a mixing of the plastids from
both parents. In this way, there is a potential for new
plastid-nucleus combinations.

For chloroplasts, one application of plastid fusion is
in the breeding of resistance to the effects of triazine
herbicides. For mitochondria, an application relevant to
plant breeding is in the imposition of male sterility. This
is a convenient character when certain plants are to be
employed as female parents for a hybrid cross. The
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transfer of male-sterile cytoplasm in a single step can
avoid the need for several years of backcrosses to attain
the same condition. Somatic hybridization has been used
successfully to transfer male sterility in rice, carrot,
rapeseed (canola), sugar beet, and citrus. However, this
character can be a disadvantage in maize, where male
sterility simultaneously confers sensitivity to the blight
fungus, Helminthosporium maydis. This sensitivity can
lead to serious losses of maize crops.

Somaclonal variation

Replicate plant cells or protoplasts that are placed
under identical conditions of tissue culture do not always
grow and differentiate to produce identical progeny
(clones). Frequently, the genetic material becomes destabi-
lized and reorganized, so that previously-concealed charac-
ters are expressed. In this way, the tissue-culture process
has been used to develop varieties of sugar cane, maize,
rapeseed, alfalfa, and tomato that are resistant to the toxins
produced by a range of parasitic fungi. This process can be
used repeatedly to generate plants with multiple disease re-
sistance, combined with other desirable characters.

Genetic engineering

The identification of numerous mutations affecting
plant morphology has allowed the construction of genetic
linkage maps for all major cultivated species. These maps
are constantly being refined. They serve as a guide to the
physical location of individual genes on chromosomes.

DNA sequencing of plant genomes has shown that
gene expression is controlled by distinct “promoter” re-
gions of DNA. It is now possible to position genes under
the control of a desired promoter, to ensure that the
genes are expressed in the appropriate tissues. For exam-
ple, the gene for a bacterial toxin (Bt) (from Bacillus
thuringiensis) that kills insect larvae might be placed
next to a leaf-development promoter sequence, so that
the toxin will be synthesized in any developing leaf. Al-
though the toxin might account for only a small propor-
tion of the total protein produced in a leaf, it is capable
of killing larvae that eat the genetically-modified leaves.

Vectors for gene transfer

Agrobacterium tumefaciens and A. rhizogenes are
soil bacteria that infect plant roots, causing crown gall or
“hairy roots” diseases. Advantage has been taken of the
natural ability of Agrobacterium to transfer plasmid
DNA into the nuclei of susceptible plant cells. Agrobac-
terium cells with a genetically-modified plasmid, con-
taining a gene for the desired trait and a marker gene,
usually conferring antibiotic resistance, are incubated
with protoplasts or small pieces of plant tissue. Plant
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KEY TERMS

Allele—Any of two or more alternative forms of a
gene that occupy the same location on a chromo-
some.

Antibiotic—A compound produced by a microor-
ganism that kills other microorganisms or retards
their growth. Genes for antibiotic resistance are
used as markers to indicate that successful gene
transfer has occurred.

Biolistics—The bombardment of small pieces of
plant tissue with tungsten microprojectiles coated
with preparations of DNA.

Colchicine—An alkaloid compound derived from
seeds and corms of the autumn crocus (Colchicum
autumnale). Colchicine has the ability to disrupt
the cell cycle, causing a doubling of chromosome
numbers in some plant cells.

Cultivar—A distinct variety of a plant that has been
bred for particular, agricultural or culinary attribut-
es. Cultivars are not sufficiently distinct in the ge-
netic sense to be considered to be subspecies.

Cytoplasmic inheritance—The transmission of the
genetic information contained in plastids (chloro-
plasts, mitochondria, and their precursors). In most
flowering plants this proceeds through the egg cell
alone, i.e., is maternal.

Diploid—Possessing two complete sets of homolo-
gous chromosomes (double the haploid number n,
and designated as 2n).

Dormancy—The inability to germinate (seeds) or
grow (buds), even though environmental condi-
tions are adequate to support growth.

Electroporation—The induction of transient pores
in the plasmalemma by pulses of high voltage

cells that have been transformed by the plasmid can be
selected on media containing the antibiotic, and then cul-
tured to generate new, transgenic plants.

Many plant species have been transformed by this
procedure, which is most useful for dicotyledonous
plants. The gene encoding Bt, as well as genes confer-
ring resistance to viral diseases, have been introduced
into plants by this method.

Direct gene transfer

Two methods have been developed for direct gene
transfer into plant cells—electroporation and biolistics.
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electricity, in order to admit pieces of DNA.

Gametes—Specialized cells capable of fusion in
the sexual cycle; female gametes are termed egg
cells; male gametes may be zoospores or sperm
cells.

Gene—A discrete unit of inheritance, represented
by a portion of DNA located on a chromosome.
The gene is a code for the production of a specific
kind of protein or RNA molecule, and therefore for
a specific inherited characteristic.

Haploid—Nucleus or cell containing one copy of
each chromosome. (designated n), as in the ga-
metes of a plant that is diploid (2n).

Hybrid—A hybrid plant is derived by crossing two
distinct parents, which may be different species of
the same genus, or varieties of the same species.
Many plant hybrids are infertile and must therefore
be maintained by vegetative propagation.

Plasmid—A specific loop of bacterial DNA located
outside the main circular chromosome in a bacter-
ial cell.

Polyploidy—The condition where somatic cells
have three or more sets of n chromosomes (where
n is the haploid number). Functional ploidy is un-
usual in plants above the level of tetraploid (4n).

Transgenic plant—A plant that has successfully in-
corporated a transferred gene or constructed piece
of DNA into its nuclear or plastid genomes.

Zygote—The cell resulting from the fusion of male
sperm and the female egg. Normally the zygote
has double the chromosome number of either ga-
mete, and gives rise to a new embryo.

Electroporation involves the use of high-voltage electric
pulses to induce pore formation in the membranes of
plant protoplasts. Pieces of DNA may enter through
these temporary pores, and sometimes protoplasts will
be transformed as the new DNA is stably incorporated
(i.e., able to be transmitted in mitotic cell divisions).
New plants are then derived from cultured protoplasts.
This method has proven valuable for maize, rice, and
sugar cane, species that are outside the host range for
vector transfer by Agrobacterium.

Biolistics refers to the bombardment of plant tissues
with microprojectiles of tungsten coated with the DNA
intended for transfer. Surprisingly, this works. The size
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of the particles and the entry velocity must be optimized
for each tissue, but avoiding the need to isolate proto-
plasts increases the potential for regenerating trans-
formed plants. Species that cannot yet be regenerated
from protoplasts are clear candidates for transformation
by this method.

Genetically-modified plants

In 1992, a tomato with delayed ripening became the
first genetically-modified (GM) commercial food crop.
More than 40 different GM crops are now being grown
commercially. GM corn and cotton contain bacterial
genes that kill insects and confer herbicide-resistance on
the crops. GM squash contains viral genes that confer re-
sistance to viruses. Potatoes carry the Bt gene to kill the
Colorado potato beetle and a viral gene that protects the
potato from a virus spread by aphids. Mauve-colored
carnations carry a petunia gene required for making blue
pigment. In many cases, GM crops result in increased
yields and reduced use of pesticides. New research is fo-
cused on producing GM foods containing increased vita-
mins and human or animal vaccines.

GM crops are very controversial. There is concern
that the widespread dissemination of the Bt gene will
cause insects to become resistant. It has been reported
that pollen from Bt corn is toxic to the caterpillars of
monarch butterflies. It also is possible that GM crops
will interbreed with wild plants, resulting in “super-
weeds” resistant to herbicides. There is also concern that
the antibiotic-resistance genes, used as markers for gene
transfer, may be passed from the plants to soil microor-
ganisms or bacteria in humans who eat the food. Finally,
the possibility of allergic reactions to the new com-
pounds in food exists. Many countries have banned the
production and importation of GM crops.

See also Gene; Genetic engineering; Graft; Plant
diseases.
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Plant diseases

Like human beings and other animals, plants are
subject to diseases. In order to maintain a sufficient food
supply for the world’s population, it is necessary for
those involved in plant growth and management to find
ways to combat plant diseases that are capable of de-
stroying crops on a large scale. There are many branches
of science that participate in the control of plant dis-
eases. Among them are biochemistry, biotechnology,
soil science, genetics and plant breeding, meteorology,
mycology (fungi), nematology (nematodes), virology
(viruses), and weed science. Chemistry, physics, and
statistics also play a role in the scientific maintenance of
plant health. The study of plant diseases is called plant
pathology.

The most common diseases of cultivated plants are
bacterial wilt, chestnut blight, potato late blight, rice
blast, coffee rust, stem rust, downy mildew, ergot, root
knot, and tobacco mosaic. This is a small list of the more
than 50,000 diseases that attack plants. Diseases can be
categorized as annihilating, devastating, limiting, or de-
bilitating. As the term suggests, annihilating diseases can
totally wipe out a crop, whereas a devastating plant dis-
ease may be severe for a time and then subside. Debili-
tating diseases weaken crops when they attack them suc-
cessively over time and limiting diseases reduce the via-
bility of growing the target crop, thereby reducing its
economic value. Plant diseases are identified by both
common and scientific names. The scientific name iden-
tifies both the genus and the species of the disease-caus-
ing agent.

For the past 50 years, the ability to combat plant dis-
eases through the use of modern farm management
methods, fertilization of crops, irrigation techniques,
and pest control have made it possible for the United
States to produce enough food to feed its population and
to have surpluses for export. However, the use of pesti-
cides, fungicides, herbicides, fertilizers and other
chemicals to control plant diseases and increase crop
yields also poses significant environmental risks. Air,
water, and soil can become saturated with chemicals
that can be harmful to human and ecosystem health.

3121

saseasIp jueld
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History of plant pathology

While early civilizations were well aware that plants
were attacked by diseases, it was not until the invention
of the first microscope that people began to understand
the real causes of these diseases. There are references in
the Bible to blights, blasts, and mildews. Aristotle wrote
about plant diseases in 350 B.C. and Theophrastus (372-
287 B.C.) theorized about cereal and other plant diseases.
During the Middle Ages in Europe, ergot fungus infect-
ed grain and Shakespeare mentions wheat mildew in one
of his plays.

After Anton von Leeuwenhoek constructed a micro-
scope in 1683, he was able to view organisms, including
protozoa and bacteria, not visible to the naked eye. In
the eighteenth century, Duhumel de Monceau described a
fungus disease and demonstrated that it could be passed
from plant to plant, but his discovery was largely ignored.
About this same time, nematodes were described by sev-
eral English scientists and by 1755 the treatment of seeds
to prevent a wheat disease was known.

In the nineteenth century, Ireland suffered a devastat-
ing potato famine due to a fungus that caused late blight of
potatoes. At this time, scientists began to take a closer look
at plant diseases. Heinrich Anton DeBary, known as the fa-
ther of modern plant pathology, published a book identify-
ing fungi as the cause of a variety of plant diseases. Until
this time, it was commonly believed that plant diseases
arose spontaneously from decay and that the fungi were
caused by this spontaneously generated disease. DeBary
supplanted this theory of spontaneously generated diseases
with the germ theory of disease. Throughout the rest of
the nineteenth century scientists working in many different
countries, including Julian Gotthelf Kiihn, Oscar Brefeld,
Robert Hartig, Thomas J. Burrill, Robert Koch, Louis Pas-
teur, R. J. Petri, Pierre Millardet, Erwin F. Smith, Adolph
Mayer, Dimitri Ivanovski, Martinus Beijerinck, and Hatsu-
zo Hashimoto, made important discoveries about specific
diseases that attacked targeted crops.

During the twentieth century advances were made in
the study of nematodes. In 1935 W. M. Stanley was
awarded a Nobel Prize for his work with the tobacco mo-
saic virus. By 1939, virus particles could be seen under
the new electron microscope. In the 1940s fungicides
were developed and in the 1950s nematicides were pro-
duced. In the 1960s Japanese scientist Y. Doi discovered
mycoplasmas, organisms that resemble bacteria but lack
arigid cell wall, and in 1971, T. O. Diener discovered vi-
roids, organisms smaller than viruses.

Causes of plant disease
Plant diseases can be infectious (transmitted from

plant to plant) or noninfectious. Noninfectious diseases
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are usually referred to as disorders. Common plant disor-
ders are caused by deficiencies in plant nutrients, by
waterlogged or polluted soil, and by polluted air. Too lit-
tle (or too much) water or improper nutrition can cause
plants to grow poorly. Plants can also be stressed by
weather that is too hot or too cold, by too little or too
much light, and by heavy winds. Pollution from auto-
mobiles and industry, and the excessive application of
herbicides (for weed control) can also cause noninfec-
tious plant disorders.

Infectious plant diseases are caused by pathogens,
living microorganisms that infect a plant and deprive it
of nutrients. Bacteria, fungi, nematodes, mycoplasmas,
viruses and viroids are the living agents that cause plant
diseases. Nematodes are the largest of these agents,
while viruses and viroids are the smallest. None of these
pathogens are visible to the naked eye, but the diseases
they cause can be detected by the symptoms of wilting,
yellowing, stunting, and abnormal growth patterns.

Bacteria

Some plant diseases are caused by rod-shaped bac-
teria. The bacteria enter the plant through natural open-
ings, like the stomata of the leaves, or through wounds in
the plant tissue. Once inside, the bacteria plug up the
plant’s vascular system (the vessels that carry water and
nutrients) and cause the plant to wilt. Other common
symptoms of bacterial disease include rotting and
swollen plant tissues. Bacteria can be spread by water,
insects, infected soil, or contaminated tools. Bacterial
wilt attacks many vegetables including corn and toma-
toes, and flowers. Crown gall, another bacterial plant
disease, weakens and stunts plants in the rose family and
other flowers. Fireblight attacks apple, pear, and many
other ornamental and shade trees.

Fungi

About 80% of plant diseases can be traced to fungi,
which have a great capacity to reproduce themselves
both sexually and asexually. Fungi can grow on living or
dead plant tissue and can survive in a dormant stage until
conditions become favorable for their proliferation. They
can penetrate plant tissue or grow on the plant’s surface.
Fungal spores, which act like seeds, are spread by wind,
water, soil, and animals to other plants. Warm, humid
conditions promote fungal growth. While many fungi
play useful roles in plant growth, especially by forming
mycorrhizal associations with the plant’s roots, others
cause such common plant diseases as anthracnose, late
blight, apple scab, club root, black spot, damping off,
and powdery mildew. Many fungi can attack are variety
of plants, but some are specific to particular plants.
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The list of fungi and the plants they infect is a long
one. Black spot attacks roses, while brown rot damages
stone fruits. Damping off is harmful to seeds and young
plants. Downy mildew attacks flowers, some fruits, and
most vegetables. Gray mold begins on plant debris and
then moves on to attack flowers, fruits, and vegetables.
Oak root fungus and oak wilt are particularly damaging
to oaks and fruit trees. Peach leaf curl targets peaches
and nectarines. Powdery mildew, rust, sooty mold, and
southern blight attack a wide variety of plants, including
grasses. Texas root rot and water mold root rot can also
infect many different plants. Verticillium wilt targets
tomatoes, potatoes, and strawberries.

Viruses and viroids

The viruses and viroids that attack plants are the
hardest pathogens to control. Destroying the infected
plants is usually the best control method, since chemi-
cals to inactivate plant viruses and viroids have not
proven effective. While more than 300 plant viruses have
been identified, new strains continually appear because
these organisms are capable of mutating. The symptoms
of viral infection include yellowing, stunted growth in
some part of the plant, and plant malformations like leaf
rolls and uncharacteristically narrow leaf growth. The
mosaic viruses can infect many plants. Plants infected
with this virus have mottled or streaked leaves; infected
fruit trees produce poor fruit and a small yield.

Nematodes

Nematodes are tiny microscopic animals with worm-
like bodies and long, needlelike structures called stylets
that suck nutrients from plant cells. They lay eggs that
hatch as larvae and go through four stages before becom-
ing adults. Nematodes have a 30-day life cycle, but they
can remain in a dormant state for more than 30 years. Ne-
maticides are chemicals used to control nematode infesta-
tions. Marigolds are resistant to nematodes and are often
planted to help eliminate them from infected soil.

Nematodes primarily attack plant roots, but they
may also destroy other parts of the plant either internally
or externally. They thrive in warm, sandy, moist soil and
attack a variety of plants including corn, lettuce, pota-
toes, tomatoes, alfalfa, rye, and onions. However, all ne-
matodes are not harmful to plants. Some are actually
used to control other plant pests such as cutworms,
armyworms, and beetle grubs.

Other causes of plant diseases

Mycoplasmas are single-celled organisms that lack
rigid cell walls and are contained within layered cell
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membranes. They are responsible for the group of plant
diseases called yellow diseases and are spread by insects
such as the leathopper.

Parasitic plants, such as mistletoe, cannot get their
nutrients from the soil, but must attach themselves to
other plants and use nutrients from the host plant to sur-
vive. They weaken the wood of their host trees and de-
form the branches.

Disease cycles

An equilateral disease triangle is often used to illus-
trate the conditions required for plant diseases to occur.
The base of the triangle is the host and the two equal
sides represent the environment and the pathogen. When
all three factors combine, then disease can occur.
Pathogens need plants in order to grow because they can-
not produce their own nutrients. When a plant is vulnera-
ble to a pathogen and the environmental conditions are
right, the pathogen can infect the plant causing it to be-
come diseased.

Plant disease control is achieved by changing the host
plant, by destroying the pathogen or by changing the
plant’s environment. The key to success in growing plants,
whether in the home garden or commercially, is to change
one or more of the three factors necessary to produce dis-
ease. Disease-resistant plants and enrichment of soil nutri-
ents are two ways of altering the disease triangle.

Weather is one environmental factor in the plant dis-
ease triangle that is impossible to control. When weather
conditions favor the pathogen and the plant is susceptible
to the pathogen, disease can occur. Weather forecasting
provides some help; satellites monitor weather patterns
and provide farmers with some advance warning when
conditions favorable to disease development are likely to
occur. Battery-powered microcomputers and microenvi-
ronmental monitors are place in orchards or fields to
monitor temperature, rainfall, light levels, wind, and
humidity. These monitors provide farmers with infor-
mation that helps them determine the measures they
need to take to reduce crop loss due to disease.

Control

Control of plant disease begins with good soil man-
agement. The best soil for most plants is loamy, with
good drainage and aeration. This minimizes diseases that
attack the roots and allows the roots to feed nutrients
from the soil to the rest of the plant. Organic methods,
such as the addition of compost, can improve soil quali-
ty, and fertilizers can be added to the soil to enrich the
nutrient base. Soil pH measures the degree of acidity or
alkalinity of the soil. Gardeners and farmers must be

3123

saseasIp jueld



Plant pigment

KEY TERMS

Cultivar—A distinct variety of a plant that has
been bred for particular, agricultural or culinary
attributes. Cultivars are not sufficiently distinct in
the genetic sense to be considered to be sub-
species.

Disease triangle—The presence of a host plant, fa-
vorable environment, and a pathogen that is capa-
ble of causing disease.

Infectious plant diseases—Disease caused by liv-
ing agents (pathogens) that are able to spread to
healthy plants.

Noninfectious plant diseases—Usually called
plant disorders, these conditions are caused by
nonliving agents, such as soil pH, pesticides, fer-
tilizers, pollution, or soil contamination.

Pathogen—An organism able to cause disease in a
host.

Plant pathology—The study of plant diseases.

aware of the pH needs of their plants, since the right pH
balance can help reduce susceptibility to disease, espe-
cially root diseases like club root or black root rot.

Other important factors in the control of plant dis-
ease are the selection of disease-resistant plants (culti-
vars), proper watering, protection of plants from extreme
weather conditions, and rotation of crops. Disposal of
infected plants is important in the control of diseases, as
is the careful maintenance of tools and equipment used
in farming and gardening. Many plant diseases can easi-
ly be spread by hand and by contact with infected tools,
as well as by wind, rain, and soil contamination. Plant
diseases can also be spread by seeds, and by transplants
and cuttings; careful attention to the presence of disease
in seeds, transplants, and cuttings can avoid the spread of
pathogens.

Crop rotation is an important part of reducing plant
diseases. Pathogens that favor a specific crop are deprived
of their preferred host when crops are rotated. This re-
duces the virulence of the pathogen and is a natural way
to reduce plant disease. Soil solarization is another natur-
al method used by gardeners to reduce diseases.

Barriers or chemical applications to eliminate pests
that may carry pathogens to plants are another method of
disease control. The use of chemical pesticides has be-
come standard practice among home gardeners and com-
mercial growers alike. Among the organic chemicals used
today are copper, lime-sulfur, Bordeaux mixture, fungici-
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dal soap, and sulfur. After World War II, DDT, a synthetic
insecticide, was used to destroy plant pests. Today, the use
of this and a number of other pesticides has been banned
or restricted because they were found to present hazards to
the health of human, wildlife, and the environment.

See also Rusts and smuts.
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Plant pigment

A plant pigment is any type of colored substance
produced by a plant. In general, any chemical compound
which absorbs visible radiation between about 380 nm
(violet) and 760 nm (ruby-red) is considered a pigment.
There are many different plant pigments, and they are
found in different classes of organic compounds. Plant
pigments give color to leaves, flowers, and fruits and
are also important in controlling photosynthesis,
growth, and development.

Absorption of radiation

An absorption spectrum is a measure of the wave-
lengths of radiation that a pigment absorbs. The selective
absorption of different wavelengths determines the color
of a pigment. For example, the chlorophylls of higher
plants absorb red and blue wavelengths, but not green
wavelengths, and this gives leaves their characteristic
green color.

The molecular structure of a pigment determines its
absorption spectrum. When a pigment absorbs radiation,
it is excited to a higher energy state. A pigment mole-
cule absorbs some wavelengths and not others simply
because its molecular structure restricts the energy states
which it can enter.
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Once a pigment has absorbed radiation and is excited
to a higher energy state, the energy in the pigment has
three possible fates: (a) it can be emitted as heat, (b) it
can be emitted as radiation of lower energy (longer wave-
length), or (c) it can engage in photochemical work, i.e.,
produce chemical changes. Flavonoids, carotenoids, and
betalains are plant pigments which typically emit most of
their absorbed light energy as heat. In contrast, chloro-
phyll, phytochrome, rhodopsin, and phycobilin are plant
pigments which use much of their absorbed light energy
to produce chemical changes within the plant.

Chlorophylls

The chlorophylls are used to drive photosynthesis
and are the most important plant pigments. Chlorophylls
occur in plants, algae, and photosynthetic bacteria. In
plants and algae, they are located in the inner mem-
branes of chloroplasts, organelles (membrane enclosed
structures) within plant cells which perform photosyn-
thesis. Photosynthesis uses the light energy absorbed by
chlorophylls to synthesize carbohydrates. All organisms
on earth depend upon photosynthesis for food, either di-
rectly or indirectly.

Chemists have identified more than 1,000 different,
naturally occurring chlorophylls. All chlorophylls are
classified as metallo-tetrapyrroles. A pyrrole is a mole-
cule with four carbon atoms and one nitrogen atom
arranged in a ring; a tetrapyrrole is simply four pyrroles
joined together. In all chlorophylls, the four pyrrole rings
are themselves joined into a ring. Thus, the chlorophyll
molecule can be considered as a “ring of four pyrrole
rings.” A metal ion, such as magnesium, is in the center
of the tetrapyrrole ring and a long hydrocarbon chain,
termed a phytol tail, is attached to one of the pyrroles.
The phytol tail anchors the chlorophyll molecule to an
inner membrane within the chloroplast.

The different types of chlorophylls absorb different
wavelengths of light. Most plants use several photosyn-
thetic pigments with different absorption spectra, allow-
ing use of a greater portion of the solar spectrum for
photosynthesis. Chlorophyll-a is present in higher plants,
algae, cyanobacteria, and chloroxybacteria.

Higher plants and some groups of algae also have
chlorophyll-b. Other algae have chlorophyll-c or chloro-
phyll-d. There are also numerous types of bacteri-
ochlorophylls found in the photosynthetic bacteria.

Carotenoids

Carotenoids are yellow, orange, or red pigments
synthesized by many plants, fungi, and bacteria. In
plants, carotenoids can occur in roots, stems, leaves,

GALE ENCYCLOPEDIA OF SCIENCE 3

flowers, and fruits. Within a plant cell, carotenoids are
found in the membranes of plastids, organelles surround-
ed by characteristic double membranes. Chloroplasts are
the most important type of plastid and they synthesize
and store carotenoids as well as perform photosynthesis.
Two of the best known carotenoids are Beta-carotene
and lycopene. Beta-carotene gives carrots, sweet pota-
toes, and other vegetables their orange color. Lycopene
gives tomatoes their red color. When a human eats car-
rots or other foods containing carotenoids, the liver splits
the carotenoid molecule in half to create two molecules
of vitamin-A, an essential micro-nutrient.

Chemists have identified about 500 different, natu-
rally occurring carotenoids. Each consists of a long hy-
drocarbon chain with a 6-carbon ionone ring at each end.
All carotenoids consist of 40 carbon atoms and are syn-
thesized from eight 5-carbon isoprene subunits connect-
ed head-to-tail. There are two general classes of
carotenoids: carotenes and xanthophylls. Carotenes con-
sist only of carbon and hydrogen atoms; beta-carotene is
the most common carotene. Xanthophylls have one or
more oxygen atoms; lutein is one of the most common
xanthophylls.

Carotenoids have two important functions in plants.
First, they can contribute to photosynthesis. They do this
by transferring some of the light energy they absorb to
chlorophylls, which then use this energy to drive photo-
synthesis. Second, they can protect plants which are
over-exposed to sunlight. They do this by harmlessly dis-
sipating excess light energy which they absorb as heat.
In the absence of carotenoids, this excess light energy
could destroy proteins, membranes, and other mole-
cules. Some plant physiologists believe that carotenoids
may have an additional function as regulators of certain
developmental responses in plants.

Flavonoids

Flavonoids are widely distributed plant pigments.
They are water soluble and commonly occur in vac-
uoles, membrane-enclosed structures within cells which
also store water and nutrients.

Interestingly, light absorption by other photorecep-
tive plant pigments, such as phytochrome and flavins, in-
duces synthesis of flavonoids in many species. Antho-
cyanins are the most common class of flavonoids and
they are commonly orange, red, or blue in color. Antho-
cyanins are present in flowers, fruits, and vegetables.
Roses, wine, apples, and cherries owe their red color to
anthocyanins. In the autumn, the leaves of many temper-
ate zone trees, such as red maple (Acer rubrum), change
color due to synthesis of anthocyanins and destruction of
chlorophylls.
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Chemists have identified more than 3,000 naturally
occurring flavonoids. Flavonoids are placed into 12 differ-
ent classes, the best known of which are the anthocyanins,
flavonols, and flavones. All flavonoids have 15 carbon
atoms and consist of two 6-carbon rings connected to one
another by a carbon ring which contains an oxygen atom.
Most naturally occurring flavonoids are bound to one or
more sugar molecules. Small changes in a flavonoid’s
structure can cause large changes in its color.

Flavonoids often occur in fruits, where they attract
animals which eat the fruits and disperse the seeds. They
also occur in flowers, where they attract insect pollina-
tors. Many flavones and flavonols absorb radiation most
strongly in the ultraviolet (UV) region and form special
UV patterns on flowers which are visible to bees but not
humans. Bees use these patterns, called nectar guides, to
find the flower’s nectar which they consume in recom-
pense for pollinating the flower. UV-absorbing flavones
and flavonols are also present in the leaves of many
species, where they protect plants by screening out
harmful ultraviolet radiation from the Sun.

Phytochrome

Phytochrome is a blue-green plant pigment which
regulates plant development, including seed germina-
tion, stem growth, leaf expansion, pigment synthesis,
and flowering. Phytochrome has been found in most of
the organs of seed plants and free-sporing plants. It has
also been found in green algae. Although phytochrome is
an important plant pigment, it occurs in very low con-
centrations and is not visible unless chemically purified.
In this respect, it is different from chlorophylls,
carotenoids, and flavonoids.

Phytochrome is a protein attached to an open chain
tetrapyrrole (four pyrrole rings). The phytochrome gene
has been cloned and sequenced and many plants appear
to have five or more different phytochrome genes. The
phytochrome tetrapyrrole absorbs the visible radiation
and gives phytochrome its characteristic blue-green
color. Phytochrome exists in two inter-convertible forms.
The red absorbing form (Pr) absorbs most strongly at
about 665 nm and is blue in color. The far-red absorbing
form (Pfr) absorbs most strongly at about 730 nm and is
green in color. When Pr absorbs red light, the structure
of the tetrapyrrole changes and Pfr is formed; when Pfr
absorbs far-red light, the structure of the tetrapyrrole
changes and Pr is formed. Natural sunlight is a mixture
of many different wavelengths of light, so plants in na-
ture typically have a mixture of Pr and Pfr within their
cells which is constantly being converted back and forth.

There are three types of phytochrome reactions which
control plant growth and development. The “very low flu-
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KEY TERMS
Chloroplast—Green organelle in higher plants
and algae in which photosynthesis occurs.

Isoprene—Five-carbon molecule with the chemi-
cal formula CH,C(CH5)CHCH,.

Organelle—Membrane-enclosed structure within
a cell which has specific functions.

Photosynthesis—Biological conversion of light
energy into chemical energy.

Plastid—Organelle surrounded by a double mem-
brane which may be specialized for photosynthe-
sis (chloroplast), storage of pigments (chromo-
plast) or other functions.

Vacuole—Membrane-enclosed structure within
cells which store pigments, water, nutrients, and
wastes.

ence responses’’ require very little light, about one second
of sunlight; the “low fluence responses” require an inter-
mediate amount of light, about one sound of sunlight; and
the “high irradiance responses” require prolonged irradia-
tion, many minutes to many hours of sunlight.

The low fluence responses exhibit red/far-red re-
versibility and are the best characterized type of re-
sponse. For example, in the seeds of many species, a
brief flash of red light (which forms Pfr) promotes ger-
mination and a subsequent flash of far-red light (which
forms Pr) inhibits germination. When seeds are given a
series of red and far-red light flashes, the color of the
final flash determines the response. If it is red, they ger-
minate; if it is far-red, they remain dormant.

Additional plant pigments

Phycobilins are water soluble photosynthetic pig-
ments. They are not present in higher plants, but do
occur in red algae and the cyanobacteria, a group of pho-
tosynthetic bacteria.

Betalains are red or yellow pigments which are syn-
thesized by plants in ten different families. Interestingly,
none of the species which have betalains also produce an-
thocyanins, even though these two pigments are unrelated.

Flavins are orange-yellow pigments often associated
with proteins. Some flavins are specialized for control of
phototropism and other developmental responses of
plants. Like phytochrome, flavins occur in low concen-
trations and cannot be seen unless purified.

Rhodopsin is a pigment which controls light-regu-
lated movements, such as phototaxis and photokinesis, in
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many species of algae. Interestingly, humans and many
other animals also use rhodopsin for vision.
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Plasma

Plasma is the liquid portion of blood which is about
90% water and transports nutrients, wastes, antibodies,
ions, hormones, and other molecules throughout the
body. Humans typically have about 1.3-1.5 gal (5-6 1) of
blood, which is about 55% plasma and 45% cells-red
blood cells, white blood cells, and platelets. The plasma
of humans and other vertebrates is nearly colorless,
since the red color of hemoglobin is sequestered inside
red blood cells. In contrast, many invertebrates have he-
moglobin or hemocyanin carried directly in their plasma,
so that their plasma is red, green, or blue.

Proteins make up about 8% by weight of human
plasma. Humans have over 60 different proteins in their
plasma, but the major ones are albumins, globulins, and
fibrinogen. Albumins constitute about half (by weight)
of all plasma protein and are important as carriers of
ions, fatty acids, and other organic molecules. The most
important class of globulins is the immunoglobulins,
which are the antibodies that defend the body against at-
tack by foreign organisms. Fibrinogen is a plasma pro-
tein important in the formation of blood clots following
damage to a blood vessel. In clotting, fibrinogen is con-
verted into fibrin and the fibrin molecules form an insol-
uble polymer, a blood clot. Additional plasma proteins
serve as carriers for lipids, hormones, vitamins and other
molecules.

Tons make up only about 1% by weight of human
plasma. However, they are the major contributors to
plasma molarity, since their molecular weights are much
less than those of proteins. Thus, ions are important in
preventing blood cells from bursting by taking up excess
water in osmosis. Sodium chloride (NaCl) constitutes
more than 65% of the plasma ions. Bicarbonate, potassi-
um, calcium, phosphate, sulfate, and magnesium are
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other plasma ions. The kidneys regulate the levels of
plasma ion concentrations.

Plasma is also a transport medium for nutrients and
wastes. The nutrients include amino acids (used to syn-
thesize proteins), glucose (an energy source), and fatty
acids (an energy source). The plasma transorts waste
products such as urea and uricacid to the kidneys, where
they are excreted.

Cholesterol and cholesterol esters are also present
in plasma. Cholesterol is used as an energy source, as a
metabolic precursor for the synthesis of steroid hor-
mones, and is incorporated in cell membranes. Excess
cholesterol and saturated fatty acids in the plasma can be
deposited in arteries and can lead to arteriosclerosis
(hardening of the arteries) and to heart disease.

The plasma of vertebrates also contains dissolved
gases. Most of the oxygen in blood is bound to hemoglo-
bin inside the red blood cells but some oxygen is dis-
solved directly in the plasma. Additional plasma gases
include carbon dioxide (which forms bicarbonate ions)
and nitrogen (which is inert).

Plasma see States of matter

Plastic surgery

Plastic surgery is the specialized branch of surgery
concerned with repairing deformities, correcting func-
tional deficits, and enhancing appearance. Unlike most
surgical specialties, plastic surgery is not confined to
one specific anatomical or functional area of the body.
Often, plastic surgery is classified as either reconstruc-
tive or aesthetic surgery. All plastic surgery procedures
seek to restore or improve patients’ appearances, howev-
er, reconstructive surgery focuses on patients with phys-
ical problems or deformities while aesthetic (or cosmet-
ic) surgery often focuses on patients who want to im-
prove their appearance even though they have no serious
physical defect.

History of plastic surgery

Long before the word plastic was first applied in
1818 to denote surgery largely concerned with the pa-
tient’s appearance, physicians performed a number of re-
constructive procedures on the noses and ear lobes of
soldiers who were injured during battle. As far back as
25 B.C. to A.D. 50, physicians were taking tissue from
one part of the body and using it to correct physical de-
fects in other areas. Much of the ancient pioneering ef-
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Plastic surgery

forts in plastic surgery took place in the ancient Arab and
Hindu schools of medicine.

During the early part of the sixteenth century, the
Branca family in Sicily began practicing plastic surgery
procedures, including using flaps or masses of tissue
from patient’s arms to repair mutilated ears and lips.
However, Gaspare Tagliacozzi of Bologna, Italy, is gen-
erally credited with initiating the modern era of plastic
surgery during the latter half of the sixteenth century.

After Tagliacozzi’s death in 1599, the art of plastic
surgery languished for nearly two centuries, partly be-
cause many surgeons tried unsuccessfully to use donor
flaps and skin from slaves and others. The transplanta-
tion of tissue between two individuals would not be suc-
cessfully achieved until the second half of the twentieth
century, when scientists learned more about differences
in blood types and immune systems and the role these
differences played in hindering transplantation of tissues
between two people.

A resurgence of interest in plastic surgery began in
the nineteenth century with renewed interest in recon-
struction of the nose, lips, and other areas of the human
body. During this time, a number of surgeons throughout
Europe refined techniques for performing a variety of
procedures. One of the most beneficial was the develop-
ment of skin grafting on humans in 1817 to repair burnt
or scarred skin.

The next major advances in plastic surgery would
not take place until well into the next century, when vari-
ous new flap techniques were developed in the 1960s
and 1970s. The first successful reattachment of a severed
arm was accomplished in 1970. And, in 1972, the ad-
vancement of microsurgical techniques that enabled sur-
geons to reattach minute nerves and blood vessels fur-
ther enhanced this surgical field. It was during this time
that cosmetic plastic surgery also began to bloom, as
new techniques were refined to enhance physical appear-
ances, including breast implants and face lifts.

Reconstructive plastic surgery

The primary aim of reconstructive plastic surgery is
to restore the normal appearance and functioning of dis-
figured and/or impaired areas of the human body. Cranio-
facial reconstructive surgery, for example, focuses on face
and skull defects. These defects may be congenital
(birth) or due to trauma (an injury or wound). Craniofa-
cial surgeons also reconstruct parts of the face deformed
by cancer and other diseases. The cleft palate, a split in
the bony roof of the mouth that usually runs from the front
of the mouth to the back, is one of the most common
birth defects corrected by craniofacial plastic surgery.
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Vascular, microvascular, and peripheral nerve surgery
focuses on reestablishing the complex connections of
nerve and blood vessels that may have been severed or
otherwise damaged. Plastic surgeons also transplant mus-
cles and tendons from one part of the body to another to
restore common functions such as walking or other activi-
ties that incorporate these anatomical structures.

Skin grafting is a reconstructive surgical technique
that transplants skin from one part of the body to another
damaged area where the skin grows again. This tech-
nique is used to treat burned or otherwise damaged skin.

Flaps

In the realm of plastic surgery, flaps are large mass-
es of tissue that may include fat and muscle. Flaps are
taken from one place on the body and then attached to
another area. These operations are much more complex
than skin grafts because they involve the need to reestab-
lish various vascular, or blood, connections.

A pedicle flap graft involves connecting the tissue
and/or muscle to the new site while keeping part of it at-
tached to the original site. This technique maintains the
old blood vessel connections until the flap naturally cre-
ates new connections (revascularization) at the trans-
planted site. For example, a mass of tissue on an undam-
aged finger can be partially peeled back and connected
to an adjacent finger until revascularization takes place.
Then the flap can be totally severed from its original site.

A free flap is when tissue or muscles are completely
severed from the body and then transplanted to the new
site where the blood vessels are then reconnected surgi-
cally. An advantage of the free flap procedure is that the
transplanted tissue can be taken from anywhere on the
body and does not have to be in an area close to (or can
be placed close to) the new site.

The advancement of microsurgical techniques have
greatly improved the success of free flap surgical proce-
dures. Using a microscope, tiny needles, and nearly in-
visible thread, the surgeon can painstakingly reconstruct
the vascular web that supplies nourishment in the form
of blood to the transplanted tissues.

Aesthetic plastic surgery

Aesthetic plastic surgery procedures are as varied as
the many areas of the body they seek to enhance. They
range from reshaping the nose and enlarging women’s
breasts to hair transplants for balding men and liposuc-
tion to remove unwanted fat from the body. For many
years aesthetic plastic surgery, popularly known as cos-
metic surgery, was held in low esteem by many within
the plastic surgery field. This disdain was largely be-
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cause aesthetic surgery was generally not a necessary
procedure based on medical need or gross deformity, but
rather on the patient’s vanity or desire to have his or her
looks surgically enhanced.

Today, hundreds of thousands of aesthetic plastic
surgery procedures are conducted each year. Many of the
operations are outpatient procedures, meaning they re-
quire no hospitalization overnight. However, the com-
plexity of the procedures vary. Breast enlargements, for
example, are made with a simple incision in the breast in
which a bag-like structure filled with either silicone or
saline is inserted and sewn into place. Facelifts, on the
other hand, involve cutting the skin from the hairline to
the back of the ear. The loosened skin can then be
stretched upward from the neck and stitched together for
a tighter, wrinkle free appearance. Another aesthetic
surgery for facial skin is called skin peeling, which is
used primarily on patients with scarred faces due to acne
or some other disease. A surgical skin peel involves re-
moval of the skin’s surface layers with mechanical de-
vices that scrape off the skin or grind it down.

If a person desires a new nose, they can undergo a
procedure that involves making incisions inside the nose
to reduce scarring and then breaking and reshaping the
nasal bone. Another facial cosmetic surgery is the eyelid
tuck, which removes fleshy bags under the eyes.

In recent years, a cosmetic surgery called liposuc-
tion has rapidly grown in popularity. Developed in
France, this procedure involves removing fat from spe-
cific areas of the body by vacuuming it out through a
long metal probe that is connected to a pump.

Drawbacks to aesthetic surgery

Although there is nothing wrong with wanting to
look good, there are some troubling ethical issues associ-
ated with aesthetic plastic surgery. First and foremost,
they are not 100% safe. Almost all surgical procedures
are associated with the risk of infections, which can lead
to death if not identified early and treated properly. In
rare cases, liposuction has resulted in too much fluid loss
and the formation of blood clots, which can also lead to
death. Despite the lack of concrete scientific evidence,
some concern has arisen over the possibility that silicone
gel breast implants may cause a variety of diseases, in-
cluding cancer. As a result, most implants are now filled
with a saline solution similar to that naturally produced
in the body.

Another important issue to consider is that not all
aesthetic surgeries result in an improved appearance.
Some surgeries, like facial reconstruction, have occa-
sionally resulted in the patient being maimed and disfig-
ured. Others, like the facelift, only last 3-10 years. Final-
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KEY TERMS
Aesthetic surgery—Surgery designed primarily to
enhance or improve the looks of an individual
who may not have a gross deformity or physical
impairment. This type of surgery is often referred
to as cosmetic surgery.

Craniofacial—Having to do with the face and
skull.

Flap—A mass of tissue used for transplantation.

Graft—Bone, skin, or other tissue taken from one
place on the body (or, in some cases, from anoth-
er body), and then transplanted to another place
where it begins to grow again.

Reconstructive surgery—Surgery designed to re-
store the normal appearance and functioning of dis-
figured and/or impaired areas of the human body.

Transplantation—Moving cells or tissues from
their point of origin in one organism to a sec-
ondary site in the same or a different organism.

ly, some people may come to rely on these form of surg-
eries to improve their looks while ignoring the need to
maintain the healthy lifestyles that not only promote
looks but prolong life.
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Plastics

In the twentieth century, the term plastic has come
to refer to a class of materials that, under suitable condi-
tions, can be deformed by some kind of shaping or mold-
ing process to produce an end product that retains its
shape. When used as an adjective, the term plastic (from
Greek plastikos meaning to mold or form) describes a
material that can be shaped or molded with or without
the application of heat. With few exceptions, plastics do
not flow freely like liquids, but retain their shapes like
solids even when flowing.

When used in a chemical sense, the term plastic usu-
ally refers to a synthetic high molecular weight chain
molecule, or polymer, that may have been combined
with other ingredients to modify its physical properties.
Most plastics are based on carbon, being derived from
materials that have some relationship to living, or organ-
ic, materials, although, although some plastics, like ac-
etal resins and silicones, contain oxygen or silicon
atoms in their chains.

As plastics are heated to moderate temperatures, the
polymer chains are able to flow past each other. Because
of the organic nature of most plastics, they usually can-
not withstand high temperatures and begin to decompose
at temperatures around 392°F (200°C).

The oldest known examples of plastic materials are
soft waxes, asphalts, and moist clays. These materials
are capable of flowing like synthetic plastics, but be-
cause they are not polymeric, they are usually not re-
ferred to as plastics.

History

The history of synthetic plastics goes back over 100
years to the use of cellulose nitrate (celluloid) for billiard
balls, men’s collars, and shirt cuffs. Before plastics were
commercialized, most household goods and industrial
products were made of metals, wood, glass, paper,
leather, and vulcanized (sulfurized) natural rubber.

The first truly synthetic polymer was Bakelite, a
densely cross-linked material based on the reaction of
phenol and formaldehyde. It has been used for many ap-
plications, including electrical appliances and phono-
graph records. Among the first plastics developed that
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could be reformed under heat (thermoplastics) were
polyvinyl chloride, polystyrene, and nylon 66.

The first polymers used by man were actually natur-
al products such as cotton, starch, proteins, or wool.
Certain proteins that are in fact natural polymers once
had commercial importance as industrial plastics, but
they have played a diminishing role in the field of plas-
tics production in recent years.

Chemistry

There are more than 100 different chemical atoms,
known as elements. They are represented by the chemist
by the use of simple symbols such as “H” for hydrogen,
“O” for oxygen, “C” for carbon, “N” for nitrogen, “Cl1”
for chlorine, and so on; these atoms have atomic weights
of 1, 16, 12, 14, and 17 atomic units, respectively.

A chemical reaction between two or more atoms
forms a molecule. Each molecule is characterized by its
elemental constitution and its molecular weight. For ex-
ample, when carbon is burned in oxygen, one atom of
carbon (C) reacts with two atoms of oxygen (O,; equiva-
lent to one molecule of molecular oxygen) to form car-
bon dioxide (CO,). The chemist represents this reaction
by a chemical equation, i.e.,

C+02=C02

Similarly, when four atoms of hydrogen (2H,;
equivalent to two molecules of molecular hydrogen) and
two atoms of oxygen (O,; equivalent to one molecule of
oxygen) react to form two molecules of water (2H,0),
the chemist writes

2H2 + 02 = 2H20

Note that one molecule of oxygen combines with
two molecules of hydrogen, and one atom of carbon
combines with one molecule of hydrogen. This is be-
cause different elements have different combining capac-
ities. Thus hydrogen forms one bond, oxygen two bonds,
and carbon four bonds. These bonding capacities, or va-
lences, are taken for granted when writing a chemical
formula like H,O.

In the case of methane, or CH,, the carbon is bonded
to four hydrogen atoms. But carbon can also form dou-
ble bonds, as in ethylene (C,H,) where two CH,mole-
cules share a double bond. The chemist could also de-
scribe the ethylene molecule by the formula CH,=CH,,
where the double bond is represented by an equal sign.

Plastic materials consist of many repeating groups of
atoms or molecules (called monomers) in long chains, and
hence are also known as polymers or macromolecules. El-
ements present in a polymer chain typically include oxy-
gen, hydrogen, nitrogen, carbon, silicon, fluorine,
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TABLE 1. CHANGE IN MOLECULAR PROPERTIES WITH MOLECULAR CHAIN LENGTH

Appearance
Number of CH, units in chain at room temperature Uses
1to4 simple gas cooking gas
5to 11 simple liquid gasoline
9to 16 medium viscosity liquid kerosene
16 to 25 high viscosity liquid oil and grease
25 to 50 simple solid paraffin wax candles

1000 to 3000

tough plastic solid

polyethylene bottle and containers

chlorine, or sulfur. The way the polymer chains are linked
together and the lengths of the chains determine the me-
chanical and physical properties of the plastic.

Molecular weight

Polymers exist on a continuum that extends from
simple gases to molecules of very high molecular
weights. A relatively simple polymer has the structure

H - (CH,),-H

where the number (n) of monomers (CH, groups, in
this case) in the chain may extend up to several thou-
sand. Table 1 shows how the physical properties and uses
of the polymer change with the number of repeating
monomer units in the chain.

Polymerization

Most commercial plastics are synthesized from sim-
pler molecules, or monomers. The simple chemicals
from which monomers, and ultimately polymers, are de-
rived are usually obtained from crude oil or natural gas,
but may also come from coal, sand, salt, or air.

For example, the molecules used to form poly-
styrene, a widely used plastic, are benzene and ethylene.
These two molecules are reacted to form ethyl benzene,
which is further reacted to give a styrene monomer. With
the aid of a catalyst, styrene monomers may form a chain
of linked, bonded styrene units. This method of con-
structing a polymer molecule is known as addition poly-
merization, and characterizes the way most plastics-in-
cluding polystyrenes, acrylics, vinyls, fluoroplastics-are
formed.
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When two different molecules are combined to form
a chain in such a way that a small molecule such as water
is produced as a by-product, the method of building the
molecule is known as condensation polymerization. This
type of polymerization characterizes a second class of
plastics. Nylons are examples of condensation polymers.

Manufacture and processing

When polymers are produced, they are shipped in
pelletized, granulated, powdered, or liquid form to plas-
tics processors. When the polymer is still in its raw mate-
rial form, it is referred to as a resin. This term antedates
the understanding of the chemistry of polymer mole-
cules and originally referred to the resemblance of poly-
mer liquids to the pitch on trees.

Plastics can be formed or molded under pressure
and heat, and many can be machined to high degrees of
tolerance in their hardened states. Thermoplastics are
plastics that can be heated and reshaped; thermosets are
plastics that cannot.

Thermoplastics

Thermoplastics are plastics that become soft and
malleable when heated, and then become hard and solid
again when cooled. Examples of thermoplastics include
acetal, acrylic, cellulose acetate, nylon, polyethylene,
polystyrene, vinyl, and nylon. When thermoplastic mate-
rials are heated, the molecular chains are able to move
past one another, allowing the mass to flow into new
shapes. Cooling prevents further flow. Thermoplastic
elastomers are flexible plastics that can be stretched up
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A scanning electron micrograph (SEM) of the surface of a sheet of biodegradable plastic. The spherical object that domi-
nates the image is one of many granules of starch embedded in the surface of the plastic. When the plastic is buried in soil
the starch grains take up water and expand. This breaks the material into small fragments, increasing the contact area with
the soil bacteria that digest plastic. National Audubon Society Collection/Photo Researchers, Inc. Reproduced by permission.

to twice their length at room temperature and then re-
turn to their original length when released.

The state of a thermoplastic depends on the temper-
ature and the time allowed to measure its physical prop-
erties. At low enough temperatures, amorphous, or non-
crystalline, thermoplastics are stiff and glassy. This is the
glassy state, sometimes referred to as the vitreous state.
On warming up, thermoplastics soften in a characteristic
temperature range known as the glass transition tempera-
ture region. In the case of amorphous thermoplastics, the
glass transition temperature is the single-most important
factor determining the physical properties of the plastic.

Crystalline and noncrystalline
thermoplastics

Thermoplastics may be classified by the structure of
the polymer chains that comprise them.
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In the liquid state, polymer molecules undergo entan-
glements that prevent them from forming regularly
arranged domains. This state of disorder is preserved in
the amorphous state. Thus, amorphous plastics, which in-
clude polycarbonate, polystyrene, acrylonitrile-butadiene-
styrene (ABS), and polyvinyl chloride, are made up of
polymer chains that form randomly organized structures.

These polymer chains may themselves have at-
tached side chains, and the side chains may also be quite
long. When the side chains are particularly bulky, molec-
ular branching prevents the molecules from forming or-
dered regions, and an amorphous plastic will almost cer-
tainly result.

Under suitable conditions, however, the entangled
polymer chains can disentangle themselves and pack
into orderly crystals in the solid state where the chains
are symmetrically packed together; these materials are
known as crystalline polymers.
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TABLE 2. THERMOPLASTICS

Type

Chemical basis

Uses

ABS plastics

Derived from acrylonitrile,
butadiene, and styrene

Electroplated plastic parts;
automotive components; business
and telecommunication
applications such as personal
computers, terminals, keyboards,
and floppy disks; medical
disposables; toys; recreational
applications; cosmetics
packaging; luggage; housewares

Acetals

Consist of repeating -CH,-O-units
in a polymer backbone

Rollers, bearings and other
industrial products; also used in
automotive, appliance, plumbing
and electronics applications

Acrylics

Based on polymethyl
methacrylate

Automobile lenses, fluorescent
street lights, outdoor signs, and
boat windshields; applications
requiring high resistance to
discoloration and good light
transmission properties

Cellulosics

Derived from purified cotton or
special grades of wood cellulose

Insulation, packaging,
toothbrushes

Fluoroplastics

Consist of carbon, fluorine, and or
hydrogen atoms in a repeating
polymer backbone

Applications requiring optimal
electrical and thermal properties,
almost complete moisture
resistance, chemical inertness;
non-stick applications

Nylons

Derived from the reaction of
diamines and dibasic acids;
characterized by the number of
carbon atoms in the repeating
polymeric unit

Electrical and electronic
components; industrial
applications requiring excellent
resistance to repeated impact;
consumer products such as ski
boots and bicycle wheels;
appliances and power tool
housings; food packaging; wire
and cable jacketing; sheets, rods,
and tubes; and filaments for brush
bristles, fishing line, and sewing
thread

Polyarylates

Aromatic polyesters

Automotive appliance, and
electrical applications requiring
low shrinkage, resistance to
hydrolysis, and precision void-
free molding

sonse|d

Crystalline thermoplastics consist of molecular
chains packed together in regular, organized domains
that are joined by regions of disordered, amorphous

chains. Examples of crystalline thermoplastics include
acetals, nylons, polyethylenes, polypropylenes, and
polyesters.
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Type

TABLE 2. THERMOPLASTICS (contd)

Chemical basis

Uses

Polyarylsulfones

Consist of phenyl and biphenyl
groups linked by thermally stable
ether and sulfone groups

Electrical and electronic
applications requiring thermal
stability including circuit boards,
connectors, lamp housings, and
motor parts

Polybutylenes

Polymers based on poly(1-butene)

Cold- and hot-water pipes; hot-
metal adhesives and sealants

Polybutylene terephthalate (PBT)

Produced by reaction of dimethyl
terephthalate with butanediol

Automotive applications such as
exterior auto parts; electronic
switches; and household
applications such as parts for
vacuum cleaners and coffee
makers

Polycarbonates

Derived from the reaction of
bisphenol A and phosgene

Applications requiring toughness,
rigidity, and dimensional stability;
high heat resistance; good
electrical properties;
transparency; exceptional impact
strength. Used for molded
products, solution-cast or
extruded films, tubes and pipes,
prosthetic devices, nonbreakable
windows, street lights, household
appliances; compact discs;
optical memory disks; and for
various applications in fields
related to transportation,
electronics sporting goods,
medical equipment, and food
processing

Polyesters

Produced by reacting
dicarboxylic acids with dihydroxy
alcohols

Reinforced plastics, automotive
parts, foams, electrical
encapsulation, structural
applications, low-pressure
laminates, magnetic tapes, pipes,
bottles. Liquid crystal polyesters
are used as replacements for
metals in such applications
chemical pumps, electronic
components, medical
components, and automotive
components

Polyetherimides

Consist of repeating aromatic
imide and ether units

Temperature sensors;
electrical/electronic, medical
(surgical instrument parts),
industrial; appliance, packaging,
and specialty applications
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TABLE 2. THERMOPLASTICS (cont'd)

Type

Chemical basis

Uses

Polyetherketones

Polymerized aromatic ketones

Fine monofilaments, films, engine
parts, aerospace composites, and
wire and cables, and other
applications requiring chemical
resistance; exceptional toughness,
strength, and rigidity; good
radiation resistance; and good
fire-safety characteristics

Polyethersulfones

Consist of diaryl sulfone groups
with ether linkages

Electrical applications including
multipin connectors, integrated
circuit sockets, edge and round
multipin connectors, terminal
blocks, printed circuit boards

Polyethylenes, polypropylenes,
and polyallomers

Polyethylenes consist of chains of
repeated ethylene units;
polypropylenes consist of chains
of repeated propylene units;
polyallomers are copolymers of
propylene and ethylene

Low density polyethylene is used
for packaging films, liners for
shipping containers, wire and
cable coatings, toys, plastic bags,
electrical insulation. High density
polyethylene is used for blow-
molded items, films and sheets,
containers for petroleum products.
Low molecular weight
Polyethylenes are used as mold
release agents, coatings, polishes,
and textile finishing agents.
Polypropylenes are used as
packaging films, molded parts,
bottles, artificial turf, surgical
casts, nonwoven disposable filters.
Polyallomers are used as vacuum-
formed, injection molded, and
extruded products, films, sheets,
and wire cables

Polyethylene terephthalate

Prepared from ethylene glycol and
either terephthalic acid or an ester
of terephthalic acid

Food packaging including bottles,
microwave/conventional oven-
proof trays; x-ray and other
photographic films; magnetic tape

Polyimides and polyamide-imides

Polyimides contain imide
(-CONHCO-) groups in the
polymer chain; polyamide-imides
also contain amide (-CONH-)
groups

Polyimides are used as high
temperature coatings, laminates,
and composites for the aerospace
industry; ablative materials; oil
sealants; adhesive;
semiconductors; bearings; cable
insulation; printed circuits;
magnetic tapes; flame-resistant
fibers. Polyamide-imides have
been used as replacements for
metal parts in the aerospace
industry, and as mechanical parts
for business machines
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Type

TABLE 2. THERMOPLASTICS (contd)

Chemical basis

Uses

Polymethylpentene

Polymerized 4-methylpentene-1

Laboratory ware (beakers,
graduates, etc.); electronic and
hospital equipment; food
packaging; light reflectors

Polyphenylene ethers, modified

Consist of oxidatively coupled
phenols and polystyrene

Automobile instrument panels,
computer keyboard bases

Polyphenylene sulfides

Para-substituted benzene rings
with sulfur links

Microwave oven components,
precision molded assemblies for

disk drives

Polystyrenes

Polymerized ethylene and styrene

Packaging, refrigerator doors,
household wares, electrical
equipment; toys, cabinets; also
used as foams for thermal
insulations, light construction,
fillers in shipping containers,
furniture construction

Polysulfones

Consist of complicated chains of
phenylene units linked with
isopropylidene, ether, and sulfone

Power tool housings, electrical
equipment, extruded pipes and
sheets, automobile components,

units

electronic parts, appliances,
computer components; medical
instrumentation and trays to hold
instruments during sterilization;
food processing equipment;
chemical processing equipment;
water purification devices

Vinyls

Polymerized vinyl monomers
such as polyvinyl chloride and
polyvinylidene chloride

Crystal-clear food packaging,
water pipes, monolayer films

Liquid crystalline plastics are polymers that form
highly ordered, rodlike structures. They have good me-
chanical properties and are chemically unreactive, and
they have melting temperatures comparable to those of
crystalline plastics. But unlike crystalline and amorphous
plastics, liquid crystalline plastics retain molecular order-
ing even as liquids. Consequently, they exhibit the lowest
shrinkage and warpage of any of the thermoplastics.

Thermosets

Thermosetting plastics, or thermosets, include
amino, epoxy, phenolic, and unsaturated polyesters.
These materials undergo a chemical change during pro-
cessing and become hard solids. Unlike the linear mole-
cules in a thermoplastic, adjacent molecules in a ther-
mosetting plastic become cross-linked during process-
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ing, resulting in the production of complex networks that
restrain the movement of chains past each other at any
temperature.

Typical thermosets are phenolics, urea-formalde-
hyde resins, epoxies, cross-linked polyesters, and most
polyurethanes. Elastomers may also be thermosetting.
Examples include both natural and synthetic rubbers.

Manufacturing methods

At some stage in their processing, both thermoplas-
tics and thermosetting plastics are sufficiently fluid to be
molded and formed. The manufacture of most plastics is
determined by their final shape.

Many cylindrical plastic objects are made by a
process called extrusion. The extrusion of thermoplastics
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TABLE 3. THERMOSETTING PLASTICS

Type

Chemical basis

Uses

Alkyd polyesters

Polyesters derived from the
reaction of acids with two acid
groups, and alcohols with three
alcoholic groups per molecule

Moldings, finishes; applications
requiring high durability,
excellent pigment dispersion,
toughness, good adhesion, and
good flowing properties

Allyls

Polyesters derived form the
reaction of esters of allyl alcohol
with dibasic acids

Electrical insulation, applications
requiring high resistance to heat,
humidity, and corrosive
chemicals

Bismaleimides

Generally prepared by the
reaction of a diamine with maleic

anhydride

Printed wire boards; high
performance structural
composites

phenols and formaldehydes

Epoxies Derived from the reaction of Encapsulation, electrical
epichlorohydrin with insulations, laminates, glass-
hydroxylcontaining compounds reinforced plastics, floorings,

coatings adhesives

Melamines Derived from the reaction of Molded plates, dishes, and other
formaldehyde and amino food containers
compounds containing NH,
groups

Phenolics Derived from the reaction of Cements, adhesives

Polybutadienes

Consist of polyethylene with a
cross-link at every other carbon in
the main chain

Moldings, laminating resins,
coatings, cast-liquid and formed-
sheet products; applications
requiring outstanding electrical
properties and thermal stability

Polyesters (thermosetting)

Derived from reactions of
dicarboxylic acids with dihydroxy
alcohols

Moldings, laminated or rein-
forced structures, surface gel
coatings, liquid castings, furniture
products, structures

Polyurethanes

Derived from reactions of
polyisocyanates and polyols

Rigid, semi-flexible, and flexible
foams; elastomers

consists of melting and compressing plastic granules by
rotating them in a screw conveyor in a long barrel, to
which heat may be applied if necessary. The screw
forces the plastic to the end of the barrel where it is
pushed through a screen on its way to the nozzle. The
nozzle determines the final shape of the extruded form.
Thermosets may also be extruded if the screw in the con-
ventional extruder is replaced with a plunger-type hy-
draulic pump.
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Plastic powders are directly converted into finished
articles by molding. Two types of molding processes are
compression molding and injection molding. In com-
pression molding, which is used with thermosetting ma-
terials, steam is first circulated through the mold to raise
it to the desired temperature; then a plastic powder or
tablets are introduced into the mold; and the mold is
closed under high pressure and the plastic is liquefied so
that it flows throughout the mold. When the mold is re-
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TABLE 3. THERMOSETTING PLASTICS (cont'd)

Type Chemical basis Uses
Silicones Consist of alternating silicon and Applications requiring uniform
oxygen atoms in a polymer properties over a wide
backbone, usually with organic temperature range; low surface
side groups attached to the chain tension; high degree of lubricity;
excellent release properties;
extreme water repellency;
excellent electrical properties
over a wide range of temperature
and frequency; inertness and
compatibility; chemical inertness;
or weather resistance
Ureas Derived from the reaction of Dinnerware, interior plywood,
formaldehyde and amino foams, insulation
compounds containing NH,
groups

opened, the solid molded unit is ejected. Injection mold-
ing differs from compression molding in that plastic ma-
terial is rendered fluid outside the mold, and is trans-
ferred by pressure into the cooled mold. Injection mold-
ing can be used with practically every plastic material,
including rubbers.

Sheets, blocks, and rods may be made in a casting
process that in effect involves in situ, or in-place, poly-
merization. In the case of acrylics, sheets are cast in
glass cells by filling cells with a polymer solution. The
polymer solution solidifies and the sheet is released by
separating the glass plates after chilling the assembly in
cold water. Blocks can be made in the same way using a
demountable container; and rods can be made by poly-
merizing a polymer syrup under pressure in a cylindrical
metal tube.

Plastic foams are produced by compounding a poly-
mer resin with a foaming agent or by injecting air or a
volatile fluid into the liquid polymer while it is being
processed into a finished product. This results in a fin-
ished product with a network of gas spaces or cells that
makes it less dense than the solid polymer. Such foams
are light and strong, and the rigid type can be machined.

Fillers and other modifications

Very few plastics are used in their commercially
pure state. Additives currently used include the follow-
ing: Finely divided rubbers added to more brittle plastics
to add toughness; glass, carbon, boron, or metal fibers
added to make composite materials with good stress-
strain properties and high strength; carbon black or silica
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added to improve resistance to tearing and to improve
stress-strain properties; plasticizers added to soften a
plastic by lowering its glass transition temperature or re-
ducing its degree of crystallinity; silanes or other bond-
ing agents added to improve bonding between the plastic
and other solid phases; and fillers such as fire retardants,
heat or light stabilizers, lubricants, or colorants.

Filled or reinforced plastics are usually referred to
as composites. However, some composites includes nei-
ther fillers nor reinforcement. Examples are laminates
such as plastic sheets or films adhered to nonplastic
products such as aluminum foil, cloth, paper or ply-
wood for use in packaging and manufacturing. Plastics
may also be metal plated.

Plastics, both glassy and rubbery, may be cross-
linked to improve their elastic behavior and to control
swelling. Polymers may also be combined to form
blends or alloys.

Applications

Plastics have been important in many applications to
be listed here. Table 2, “Thermoplastics,” and Table 3,
“Thermosetting Plastics,” list hundreds of commercial
applications that have been found for specific plastics.

Engineering plastics are tough plastics that can
withstand high loads or stresses. They can be machined
and remain dimensionally stable. They are typically used
in the construction of machine parts and automobile
components. Important examples of this class of plastics
include nylons, acetals, polycarbonates, ABS resins, and
polybutylene terephthalate. The structure of their giant
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KEY TERMS

Amorphous—Noncrystalline; lacking a definite
crystal structure and a well-defined melting point.

Casting—Formation of a product either by filling
an open mold with liquid monomer and allowing
it to polymerize in place, or by pouring the liquid
onto a flat, moving surface.

Composite—A mixture or mechanical combina-
tion (on a macroscopic level) of materials that are
solid in their finished state, that are mutually insol-
uble, and that have different chemistries.

Crystalline—Having a regular arrangement of atoms
or molecules; the normal state of solid matter.

Extrusion—An operation in which material is
forced through a metal forming die, followed by
cooling or chemical hardening.

Glass—An amorphous, highly viscous liquid hav-
ing all of the appearances of a solid.

Inorganic—Not containing compounds of carbon.

Molding—Forming a plastic or rubber article in a
desired shape by applying heat and pressure.

Monomer—A substance composed of molecules
that are capable of reacting together to form a

chains makes these plastics highly resistant to shock, and
gives them a characteristic toughness.

Plastics are almost always electrically insulating,
and for this reason they have found use as essential com-
ponents of electrical and electronic equipment (including
implants in the human body).

Major applications have been found for plastics in
the aerospace, adhesives, coatings, construction, electri-
cal, electronic, medical, packaging, textile, and automo-
tive industries.

Resources

Books

Brandrup, J., and E.H. Immergut, eds. Polymer Handbook. 3rd
ed. New York, NY: Wiley-Interscience, 1990.

Braungart, Michael,and William McDonough. Cradle to Cra-
dle: Remaking the Way We Make Things. North Point
Press, 2002.

Juran, Rosalind, ed. Modern Plastics Encyclopedia. Hight-
stown, NJ: McGraw-Hill, 1988.

Sperling, L.H. Introduction to Physical Polymer Science. New
York, NY: John Wiley & Sons, 1992.

Randall Frost
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polymer. Also known as a mer.

Organic—Containing carbon atoms, when used in
the conventional chemical sense. Originally, the
term was used to describe materials of living origin.

Plastic—Materials, usually organic, that under suit-
able application of heat and pressure, can be
caused to flow and to assume a desired shape that
is retained when the pressure and temperature
conditions are withdrawn.

Polymer—A substance, usually organic, composed
of very large molecular chains that consist of re-
curring structural units.

Synthetic—Referring to a substance that either re-
produces a natural product or that is a unique ma-
terial not found in nature, and which is produced
by means of chemical reactions.

Thermoplastic—A high molecular weight polymer
that softens when heated and that returns to its
original condition when cooled to ordinary tem-
peratures.

Thermoset—A high molecular weight polymer that
solidifies irreversibly when heated.

Plate tectonics

Plate tectonics, is the theory explaining geologic
changes that result from the movement of lithospheric
plates over the asthenosphere (the molten, ductile, upper
portion of Earth’s mantle). Plates move and shift their po-
sitions relative to one another. Movement of and contact
between plates either directly or indirectly accounts for
most of the major geologic features at Earth’s surface.

The visible continents, a part of the lithospheric
plates upon which they ride, shift slowly over time as a
result of the forces driving plate tectonics. Moreover,
plate tectonic theory is so robust in its ability to explain
and predict geological processes that it is equivalent in
many regards to the fundamental and unifying principles
of evolution in biology, and nucleosynthesis in physics
and chemistry.

Continental drift versus plate tectonics

Based upon centuries of cartographic depictions that
allowed a good fit between the Western coast of Africa
and the Eastern coast of South America, in 1858, French
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geographer Antonio Snider-Pellegrini, published a work
asserting that the two continents had once been part of
larger single continent ruptured by the creation and inter-
vention of the Atlantic Ocean. In the 1920s, German geo-
physicist Alfred Wegener’s writings advanced the hypoth-
esis of continental drift depicting the movement of con-
tinents through an underlying oceanic crust. Wegner’s hy-
pothesis met with wide skepticism but found support and
development in the work and writings of South African
geologist Alexander Du Toit who discovered a similarity
in the fossils found on the coasts of Africa and South
Anmericas that derived from a common source.

What Wegener’s continental drift theory lacked was
a propelling mechanism. Other scientists wanted to
know what was moving these continents around. Unfor-
tunately, Wegener could not provide a convincing an-
swer. Therefore, other scientists heavily disputed his the-
ory and it fell into disrepute.

The technological advances necessitated by the Sec-
ond World War made possible the accumulation of sig-
nificant evidence now underlying modern plate tectonic
theory.

The theory of plate tectonics gained widespread ac-
ceptance only in the late 1960s to early 1970s.

An overview of tectonic theory

Plate tectonic theory asserts that Earth is divided
into core, mantle, and crust. The crust is subdivided into
oceanic and continental crust. The oceanic crust is thin
(3—4.3 mi [5-7 km]), basaltic (<50% Si0O,), dense, and
young (<250 million years old). In contrast, the conti-
nental crust is thick (18.6—40 mi [30-65 km]), granitic
(>60% Si0,), light, and old (250-3,700 million years
old). The outer crust is further subdivided by the subdivi-
sion of the lithosperic plates, of which it is a part, into 13
major plates. These lithospheric plates, composed of
crust and the outer layer of the mantle, contain a varying
combination of oceanic and continental crust. The lithos-
pheric plates move on top of mantle’s athenosphere.

Boundaries are adjacent areas where plates meet.
Divergent boundaries are areas under tension where
plates are pushed apart by magma upwelling from the
mantle. Collision boundaries are sites of compression ei-
ther resulting in subduction (where lithospheric plates
are driven down and destroyed in the molten mantle) or
in crustal uplifting that results in orogeny (mountain
building). At transform boundaries, exemplified by the
San Andreas fault, the continents create a shearing force
as they move laterally past one another.

New oceanic crust is created at divergent boundaries
that are sites of sea-floor spreading. Because Earth re-
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mains roughly the same size, there must be a concurrent
destruction or uplifting of crust so that the net area of
crust remains the same. Accordingly, as crust is created
at divergent boundaries, oceanic crust must be destroyed
in areas of subduction underneath the lighter continental
crust. The net area is also preserved by continental crust
uplift that occurs when less dense continental crust col-
lides with continental crust. Because both continental
crusts resist subduction, the momentum of collision
causes an uplift of crust, forming mountain chains. A
vivid example of this type of collision is found in the on-
going collision of India with Asia that has resulted in the
Himalayan mountains that continue to increase in
height each year. This dynamic theory of plate tectonics
also explained the formation of island arcs formed by
rising material at sites where oceanic crust subducts
under oceanic crust, the formation of mountain chains
where oceanic crust subducts under continental crust
(e.g., Andes mountains), and volcanic arcs in the Pacific.
The evidence for deep, hot, convective currents com-
bined with plate movement (and concurrent continental
drift) also explained the mid-plate “hot spot” formation
of volcanic island chains (e.g., Hawaiian islands) and the
formation of rift valleys (e.g., Rift Valley of Africa).
Mid-plate earthquakes, such as the powerful New
Madrid earthquake in the United States in 1811, are ex-
plained by interplate pressures that bend plates much
like a piece of sheet metal pressed from opposite sides.

Proofs of tectonic theory

As with continental drift theory two of the proofs of
plate tectonics are based upon the geometric fit of the
displaced continents and the similarity of rock ages and
Paleozoic fossils in corresponding bands or zones in ad-
jacent or corresponding geographic areas (e.g., between
West Africa and the eastern coast of South America).

Ocean topography also provided evidence of plate
tectonic theory. Nineteenth century surveys of the oceans
indicated that rather than being flat featureless plains, as
was previously thought, some ocean areas are mountain-
ous while others plummet to great depths. Contemporary
geologic thinking could not easily explain these topo-
graphic variations, or “oceanscapes.” Surveys in the
1950s and 1960s provided an even more detailed picture
of the ocean bottom. Long, continuous mountain chains
appeared, as well as numerous ocean deeps shaped like
troughs. Geoscientists later identified the mountainous
features as the mid-oceanic ridges (MORs) where new
plates form, and the deep ocean trenches as subduction
zones where plates descend into the subsurface.

Modern understanding of the structure of Earth is de-
rived in large part from the interpretation of seismic stud-
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A section of the San Andreas Fault south of San Francisco is occupied by a reservoir. JLM Visuals. Reproduced by permission.

ies that measure the reflection of seismic waves off fea-
tures in Earth’s interior. Different materials transmit
and reflect seismic shock waves in different ways, and of
particular importance to theory of plate tectonics is the
fact that liquid does not transmit a particular form of seis-
mic wave known as an S wave. Because the mantle trans-
mits S-waves, it was long thought to be a cooling solid
mass. Geologists later discovered that radioactive decay
provided a heat source with Earth’s interior that made the
athenosphere plasticine (semi-solid). Although solid-like
with regard to transmission of seismic S-waves, the
athenosphere contains very low velocity (inches per year)
currents of mafic (magma-like) molten materials.

Another line of evidence in support of plate tecton-
ics came from the long-known existence of ophiolte
suites (slivers of oceanic floor with fossils) found in
upper levels of mountain chains. The existence of ophi-
olte suites are consistent with the uplift of crust in colli-
sion zones predicted by plate tectonic theory.

As methods of dating improved, one of the most
conclusive lines of evidence in support of plate tectonics
derived from the dating of rock samples. Highly support-
ive of the theory of sea floor spreading (the creation of
oceanic crust at a divergent plate boundary (e.g., Mid-
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Atlantic Ridge) was evidence that rock ages are similar
in equidistant bands symmetrically centered on the di-
vergent boundary. More importantly, dating studies show
that the age of the rocks increases as their distance from
the divergent boundary increases. Accordingly, rocks of
similar ages are found at similar distances from diver-
gent boundaries, and the rocks near the divergent bound-
ary where crust is being created are younger than the
rocks more distant from the boundary. Eventually, ra-
dioisotope studies offering improved accuracy and pre-
cision in rock dating also showed that rock specimen
taken from geographically corresponding areas of South
America and Africa showed a very high degree of corre-
spondence, providing strong evidence that at one time
these rock formations had once coexisted in an area sub-
sequently separated by movement of lithospheric plates.

Similar to the age of rocks, studies of fossils found
in once adjacent geological formations showed a high
degree of correspondence. Identical fossils are found in
bands and zones equidistant from divergent boundaries.
Accordingly, the fossil record provides evidence that a
particular band of crust shared a similar history as its
corresponding band of crust located on the other side of
the divergent boundary.
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The line of evidence, however, that firmly convinced
modern geologists to accept the arguments in support of
plate tectonics derived from studies of the magnetic signa-
tures or magnetic orientations of rocks found on either
side of divergent boundaries. Just as similar age and fossil
bands exist on either side of a divergent boundary, studies
of the magnetic orientations of rocks reveal bands of simi-
lar magnetic orientation that were equidistant and on both
sides of divergent boundaries. Tremendously persuasive
evidence of plate tectonics is also derived from correlation
of studies of the magnetic orientation of the rocks to
known changes in Earth’s magnetic field as predicted by
electromagnetic theory. Paleomagnetic studies and discov-
ery of polar wandering, a magnetic orientation of rocks to
the historical location and polarity of the magnetic poles
as opposed to the present location and polarity, provided a
coherent map of continental movement that fit well with
the present distribution of the continents.

Paleomagnetic studies are based upon the fact that
some hot igneous rocks (formed from volcanic magma)
contain varying amounts of ferromagnetic minerals (e.g.,
Fe;0,) that magnetically orient to the prevailing magnetic
field of Earth at the time they cool. Geophysical and elec-
tromagnetic theory provides clear and convincing evi-
dence of multiple polar reversals or polar flips throughout
the course of Earth’s history. Where rock formations are
uniform—i.e., not grossly disrupted by other geological
processes—the magnetic orientation of magnetite-bear-
ing rocks can also be used to determine the approximate
latitude the rocks were at when they cooled and took on
their particular magnetic orientation. Rocks with a differ-
ent orientation to the current orientation of the Earth’s
magnetic field also produce disturbances or unexpected
readings (anomalies) when scientists attempt to measure
the magnetic field over a particular area.

This overwhelming support for plate tectonics came
in the 1960s in the wake of the demonstration of the exis-
tence of symmetrical, equidistant magnetic anomalies
centered on the Mid-Atlantic Ridge. During magnetic sur-
veys of the deep ocean basins, geologists found areas
where numerous magnetic reversals occur in the ocean
crust. These look like stripes, oriented roughly parallel to
one another and to the MORs. When surveys were run on
the other side of the MORs, they showed that the magnetic
reversal patterns were remarkably similar on both sides of
the MORs. After much debate, scientists concluded that
new ocean crust must form at the MORs, recording the
current magnetic orientation. This new ocean crust pushes
older crust out of the way, away from the MOR. When a
magnetic reversal occurs, new ocean crust faithfully
records it as a reversed magnetic “stripe” on both sides of
the MOR. Older magnetic reversals were likewise record-
ed; these stripes are now located farther from the MOR.
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Geologists were comfortable in accepting these
magnetic anomalies located on the sea floor as evidence
of sea floor spreading because they were able to corre-
late these anomalies with equidistant radially distributed
magnetic anomalies associated with outflows of lava
from land-based volcanoes.

Additional evidence continued to support a growing
acceptance of tectonic theory. In addition to increased
energy demands requiring enhanced exploration, during
the 1950s there was an extensive effort, partly for mili-
tary reasons related to what was to become an increasing
reliance on submarines as a nuclear deterrent force, to
map the ocean floor. These studies revealed the promi-
nent undersea ridges with undersea rift valleys that ulti-
mately were understood to be divergent plate boundaries.
An ever-growing network of seismic reporting stations,
also spurred by the Cold War need to monitor atomic
testing, provided substantial data that these areas of di-
vergence were tectonically active sites highly prone to
earthquakes. Maps of the global distribution of earth-
quakes readily identified stressed plate boundaries.
Earthquake experts recognized an interesting pattern of
earthquake distribution. Most major earthquakes occur in
belts rather than being randomly distributed around
Earth. Most volcanoes exhibit a similar pattern. This pat-
tern later served as evidence for the location of plate
margins, that is, the zones of contact between different
crustal plates. Earthquakes result from friction caused
by one plate moving against another.

Improved mapping also made it possible to view the
retrofit of continents in terms of the fit between the true
extent of the continental crust instead of the current
coastlines that are much variable to influences of weath-
er and ocean levels.

In his important 1960 publication, “History of
Ocean Basins,” geologist and U.S. Navy Admiral Harry
Hess (1906-1969) provided the missing explanatory
mechanism for plate tectonic theory by suggesting that
the thermal convection currents in the athenosphere pro-
vided the driving force behind plate movements. Subse-
quent to Hess’s book, geologists Drummond Matthews
(1931-1997) and Fred Vine (1939-1988) at Cambridge
University used magnetometer readings previously col-
lected to correlate the paired bands of varying magnet-
ism and anomalies located on either side of divergent
boundaries. Vine and Matthews realized that magnetic
data reveling strips of polar reversals symmetrically dis-
placed about a divergent boundary confirmed Hess’s as-
sertions regarding seafloor spreading.

In the 1960s ocean research ships began drilling into
the sediments and the solid rock below the sediment,
called bedrock, in the deeper parts of the ocean. Perhaps
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the most striking discovery was the great age difference
between the oldest continental bedrock and the oldest
oceanic bedrock. Continental bedrock is over a billion
years old in many areas of the continents, with a maxi-
mum age of 3.6 billion years. Nowhere is the ocean crust
older than 180 million years.

Marine geologists discovered another curious rela-
tionship as well. The age of the oceanic bedrock and the
sediments directly above it increase as you move from
the deep ocean basins to the continental margins. That is,
the ocean floor is oldest next to the continents and
youngest near the center of ocean basins. In addition,
ocean crust on opposing sides of MORs show the same
pattern of increasing age away from the MORs.

The great age of continental rocks results from their
inability to be subducted. Once formed, continental
crust becomes a permanent part of Earth’s surface. We
also know that the increase in age of ocean crust away
from ocean basins results from creation of new sea floor
at the MORs, with destruction of older sea floor at
ocean trenches, which are often located near continental
margins.

Plate movement an today be measured by sophisti-
cated GPS and laser-based measuring systems. A much
slower but certainly more spectacular proof of plate
movement is exemplified by the still-ongoing formation
of the Hawaiian Islands. The Pacific plate is moving
north over a stationary lava source in the mantle, known
as a hot spot. Lava rises upwards from this hot spot to
the surface and forms a volcano. After a few million
years, that volcano becomes extinct as it moves north,
away from the hot spot, and a new volcano begins to
form to the south. A new volcano is forming today on the
ocean floor south of the island of Hawaii.

Rates of plate movement

Plates move at rates of about an inch (a few centime-
ters) per year. Scientists first estimated the rate of plate
movement based on radiometric dating of ocean crust. By
determining the age of a crustal sample, and knowing its
distance from the MOR at which it formed, they estimate
the rate of new ocean floor production and plate move-
ment. Today, satellites capable of measurement of plate
motion provide a more direct method. Results from these
two methods agree fairly closely. The fastest plates move
more than 4 in (10 cm) per year. The rate of motion of the
North American plate averages 1.2 in (3 cm) per year.

Scale and number of plates

Estimates of the number of plates differ, but most
geologists recognize at least fifteen and some as many as
twenty. These plates have many different shapes and

3144

sizes. Some, such as the Juan de Fuca plate off the west
coast of Washington State, have surface areas of a few
thousand square miles. The largest, the Pacific plate, un-
derlies most of the Pacific Ocean and covers an area of
hundreds of thousands of square miles. In the distant ge-
ologic past, Earth’s lithosphere perhaps consisted of
many more of these smaller plates, rather than the com-
paratively few, larger plates now present.

Plate interactions

Tectonic plates can interact in one of three ways.
They can move toward one another, or converge; move
away from one another, or diverge; or slide past one an-
other, a movement known as transform motion. All plate
margins along which plate movement is occurring have
one thing in common—earthquakes. In fact, most earth-
quakes happen along plate margins. The other types of ac-
tivity that occur when two plates interact are dependent on
the nature of the plate interaction and of the margins. Plate
margins (or boundaries) come in three varieties: oceanic-
oceanic, continental-continental, and continental-oceanic.

Oceanic-oceanic plates

Recall that plates in continental areas are thicker and
less dense than in oceanic areas. When two oceanic
plates converge (an oceanic-oceanic convergent margin)
one of the plates subducts into a trench. The subducted
plate sinks downward into the mantle where it begins to
melt. Molten rock from the melting plate rises toward the
surface and forms a chain of volcanic islands, or a vol-
canic island arc, behind the ocean trench. Subduction of
the Pacific plate below the North American plate along
the coast of Alaska formed the Aleutian Trench and the
Aleutian Islands, a volcanic island arc. At oceanic-
oceanic divergent margins, sea floor spreading occurs
and the ocean slowly grows wider. Today, Europe and
North America move about 3 in (7.6 cm) farther apart
every year as the Atlantic Ocean grows wider.

Continental-continental plates

Due to their lower density and greater thickness,
continental-continental convergent plate margins act
quite differently than oceanic-oceanic margins. Conti-
nental crust is too light to be carried downward into a
trench. At continental-continental convergent margins
neither plate subducts. The two plates converge, buckle,
fold, and fault to form complex mountains ranges of
great height. Continental-continental convergence pro-
duced the Himalayas when the Indian-Australian plate
collided with the Eurasian plate.

Continental-continental divergence causes a conti-
nent to separate into two or more smaller continents
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when it is ripped apart along a series of fractures. The
forces of divergence literally tear a continent apart as the
two or more blocks of continental crust begin slowly
moving apart and magma pushes into the rift formed be-
tween them. Eventually, if the process of continental rift-
ing continues (it may fail, leaving the continent fractured
but whole), a new sea is born between the two conti-
nents. In this way rifting between the Arabian and
African plates formed the Red Sea.

Continental-oceanic plates

When continental and oceanic plates converge, the
scenario is a predictable one. Due to its greater density,
the oceanic plate easily subducts below the edge of the
continental plate. Again subduction of the oceanic plate
leads to volcano formation, but in this setting, the chain of
volcanoes forms on the continental crust. This volcanic
mountain chain, known as a volcanic arc, is usually sever-
al hundred miles inland from the plate margin. The Andes
Mountains of South America and the Cascade Mountains
of North America are examples of volcanic arcs formed
by subduction along a continental-oceanic convergent
margin. Continental-oceanic convergence may form a
prominent trench, but not always. No continental-oceanic
divergent margins exist today. As you can imagine, they
are unlikely to form and would quickly become oceanic-
oceanic divergent margins as sea floor spreading occurred.

Transform margins

In addition to convergence and divergence, transform
motion may occur along plate margins. Transform mar-
gins, in many ways, are less spectacular than convergent
and divergent ones, and the type of plates involved is real-
ly of no significance. Along transform margins, about all
that occurs are faults and earthquakes. Plate movement
produces the earthquakes, as the two rock slabs slide past
one another. The best known example of a transform plate
margin is the San Andreas fault in California, where the
Pacific and North American plates are in contact.

Continent formation

If sea floor spreading only produces basaltic (ocean-
ic) rock, where did the continents come from? Knowl-
edge of the processes involved is somewhat limited, but
formation of the early continents resulted from subduc-
tion at oceanic-oceanic convergent margins. When plates
subduct, a process known as partial melting occurs. Par-
tial melting of mafic rock results in the production of
magma that is more felsic in composition; that is, it has a
composition intermediate between basalt and granite. In
addition, weathering of mafic rock at the earth’s surface
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also produces sediments with a more felsic composition.
When these sediments subduct, they yield magma of fel-
sic composition via partial melting.

Repeated episodes of subduction and partial melt-
ing, followed by volcanic eruption, produced lavas of in-
creasingly felsic composition. Finally, this cycle formed
volcanic island arcs that were too buoyant to be subduct-
ed and became a permanent part of Earth’s surface.
When sea floor spreading pushes one of these buoyant
volcanic island arcs toward a subduction zone, rather
than subducting, it welds, or accretes, onto the side of
the volcanic island arc forming on the other side of the
trench. Over time, these microcontinents, through accre-
tion, formed larger continental masses.

Continents “float” on the plastic material making up
the mantle like a block of wood floats on water. As ero-
sion occurs, sediments are carried from mountains and
higher elevations out to sea, where they accumulate on
the continental shelf, forming wedges of sediment.
Such accretionary wedges can extend far out to sea, de-
pending on the size and shape of the continental shelf.
As erosion moves sediments from the interior of the con-
tinent to the edges, the continent gets thinner but its sur-
face area becomes larger. If conditions remain stable, ac-
cretionary wedges can go on accumulating for a very
long time, reaching hundreds of miles out into the ocean.
Sometimes, the wedge becomes so thick it rises above
sea level to become dry land.

Continents have either passive or active margins.
Passive margins are found where the continent’s edge is
on the same plate as the adjacent ocean, and it is along
passive margins that accretionary wedges form. Active
margins are found where the continent and the bordering
oceanic crust are on separate plates. In these situations, a
subduction zone is usually present. In general, the conti-
nents bordering the Atlantic Ocean have passive mar-
gins, while those surrounding the Pacific Ocean, which
has a very active MOR, have active margins.

Driving mechanism

Most geologists believe convective cells in the
earth’s interior are the driving force for plate motion. If
you have ever seen a rapidly boiling pot of water, then
you know about convection cells. In the center of the pot,
bubbles rise to the surface and push water to the sides.
Along the sides, the water cools and descends back down
to the bottom of the pot to be heated again.

In a similar way, convection cells in the mantle
bring molten rock to the surface along MORs where it
forms new ocean crust. Below the crust, pressure is ex-
erted on the bottom of the plates by the convection cell,
helping to push the plates along, and causing divergence.
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KEY TERMS

Accretion—The addition of sediment or rock to a
plate’s margin at a subduction zone. Material is
scraped off the subducting plate and adheres to the
edge of the overriding plate.

Basalt—A dense, dark colored igneous rock, with
a composition rich in iron and magnesium (a mafic
composition).

Convection cells—The circular movement of a fluid
in response to alternating heating and cooling. Con-
vection cells in the earth’s interior involve molten
rock that rises upwards below midoceanic ridges.

Convergence—The movement of two plate mar-
gins toward one another; usually associated with
plate subduction or the collision of two continents.

Crust—The outermost layer of the earth, situated
over the mantle and divided into continental and
oceanic crust.

Divergence—The separation of two plate margins
as they move in opposing directions; usually asso-
ciated with either sea floor spreading or continen-
tal rifting.

Granite—A light-colored igneous rock that is less
dense than basalt due to an abundance of lighter
elements, such as silicon and oxygen (a felsic com-
position).

Hot spots—Areas in the mantle, associated with
rising plumes of molten rock, which produce fre-
quent, localized volcanic eruptions at Earth’s sur-
face.

Magnetic reversals—Periods during which the
earth’s magnetic poles flip-flop; that is, the orienta-

At the trenches, the cells may also exert a downward
force on the descending plates, helping to pull them
down into the mantle.

Importance of plate tectonics

Plate tectonics revolutionized the way geologists
view Earth. This new paradigm brings together nearly all
the divisions of geologic study. Like the theory of evolu-
tion in biology, plate tectonics is the unifying concept of
geology. Plate tectonics’ initial appeal and rapid accep-
tance resulted from its ability to provide answers to many
nagging questions about a variety of seemingly unrelated
phenomena. Plate tectonics also revitalized the field of
geology by providing a new perspective from which to
interpret many old ideas. Finally, plate tectonics explains
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tion of Earth’s magnetic field reverses. During these
periods of reversed magnetism, compass needles
point toward the south pole.

Mantle—The thick, dense layer of rock that under-
lies Earth’s crust.

Microcontinents—Volcanic islands of intermediate
to felsic composition that were too buoyant to
subduct, and therefore formed the first continental
crust.

Mid-oceanic ridges—Continuous submarine
mountain ranges, composed of basalt, where new
sea floor is created.

Ocean trench—A deep depression in the sea floor,
created by an oceanic plate being forced down-
ward into the subsurface by another, overriding
plate.

Plates—Large regions of the earth’s surface, com-
posed of the crust and uppermost mantle, which
move about, forming many of Earth’s major geo-
logic surface features.

Sea-floor spreading—The part of plate tectonics
that describes the movement of the edges of two of
the plates forming Earth’s crust away from each
other under the ocean. Sea-floor spreading results
in the formation of new submarine surfaces.

Subduction—In plate tectonics, the movement of
one plate down into the mantle where the rock
melts and becomes magma source material for
new rock.

Transform motion—Horizontal plate movement in
which one plate margin slides past another.

nearly all of Earth’s major surface features and activities.
These include faults and earthquakes, volcanoes and vol-
canism, mountains and mountain building, and even the
origin of the continents and ocean basins.

See also Earth science.

Resources

Books

Hancock, P.L., and B.J. Skinner, eds. The Oxford Companion
to the Earth. New York: Oxford University Press, 2000.

Tarbuck, Edward. D., Frederick K. Lutgens, and Tasa Dennis.
Earth: An Introduction to Physical Geology. Tth ed. Upper
Saddle River, NJ: Prentice Hall, 2002.

Winchester, Simon. The Map That Changed the World: William
Smith and the Birth of Modern Geology. New York: Harp-
er Collins, 2001.

GALE ENCYCLOPEDIA OF SCIENCE 3



Periodicals

Buffett, Bruce A. “Earth’s Core and the Geodynamo.” Science
(June 16, 2000): 2007-2012.

Hellfrich, George, and Bernard Wood. “The Earth’s Mantle.”
Nature (August 2, 2001): 501-507.

Other

United States Department of the Interior, U.S. Geological Sur-
vey. “This Dynamic Earth: The Story of Plate Tectonics.”
February 21, 2002 [cited March 11, 2003]. <http://pubs.
usgs.gov/publications/text/dynamic.html>.

K. Lee Lerner
Clay Harris

Platinum see Element, chemical

Platonic solids

The term platonic solids refers to regular polyhedra.
In geometry, a polyhedron, (the word is a Greek neolo-
gism meaning many seats) is a solid bounded by plane
surfaces, which are called the faces; the intersection of
three or more edges is called a vertex (plural: vertices).
What distinguishes regular polyhedra from all others is
the fact that all of their faces are congruent with one an-
other. (In geometry, congruence means that the coinci-
dence of two figures in space results in a one-to-one cor-
respondence.) The five platonic solids, or regular polyhe-
dra, are: the tetrahedron (consisting of four faces that
are equilateral triangles), the hexahedron, also known as
a cube (consisting of six square faces), the octahedron
(consisting of eight faces that are equilateral triangles),
the dodecahedron (12 pentagons), and the icosahedron
(20 equilateral triangles).

Historical significance

The regular polyhedra have been known to mathe-
maticians for over 2,000 years, and have played an im-
portant role in the development of Western philosophy
and science. Drawing on the teaching of his predeces-
sors Pythagoras (sixth century B.c.) and Empedocles
(c. 490-c. 430 B.C.), and contributing many original in-
sights, the Greek philosopher Plato (c. 427-347 B.C.)
discusses the regular polyhedra, subsequently named
after him, in Timaeus, his seminal cosmological work.
Plato’s narrator, the astronomer Timaeus of Locri, uses
triangles—as fundamental figures—to create four of
the five regular polyhedra (tetrahedron, hexahedron,
octahedron, icosahedron). Timaeus’s four polyhedra
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are further identified with the four basic elements-the
hexahedron with earth, the tetrahedron with fire, the
octahedron with air, and the icosahedron with water.
Finally, in Plato’s view, the regular polyhedra consti-
tute the building-blocks not merely of the inorganic
world, but of the entire physical universe, including or-
ganic and inorganic matter. Plato’s ideas greatly influ-
enced subsequent cosmological thinking: for example,
Kepler’s fundamental discoveries in astronomy were
directly inspired by Pythagorean-Platonic ideas about
the cosmic significance of geometry. Platonic geome-
try also features prominently in the work of the noted
American inventor and philosopher R. Buckminster
Fuller (1895-1983).

See also Geodesic dome; Kepler’s laws.
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Platypus

The platypus is an egg laying mammal that is well
adapted to the water. Physically, it looks like a mole or
otter, with a beaver’s flattened tail and a duck’s bill. It
also has short, powerful legs and webbed feet. While the
fur on its back is dense, bristly, and reddish or blackish
brown, the fur on its underbelly is soft and gray. Its eyes
are very small, and it does not have external ears. The
platypus measures around 17.7 in (45 cm) in length, with
its tail adding an additional 5.9 in (15 cm). Commonly
referred to as the duck-billed platypus, it spends several
hours each day in the creeks and rivers of eastern Aus-
tralia and Tasmania. The rest of its time is spent in bur-
rows, which it digs in the river banks.

The platypus is classified in the order Monotremata
(meaning single hole), consisting of two families and
three genera; the families are Tachyglossidae (spiny
anteater family) and Ornithorhynchidae (platypus family).
There is only one species of platypus, Ornithorhynchus
anatinus, which is comprised of four subspecies. All three
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species in the order Monotremata are considered primi-
tive, combining mammalian features with those of lower
orders of vertebrates such as reptiles. For example,
monotremes are the only egg-laying mammals. In other
mammals, the young are conceived within the female’s
body and are born alive. In monotremes, the eggs are fer-
tilized internally, but are incubated and hatched outside
the body. Monotremes, like all reptiles, also have a cloaca,
a single opening through which feces, urine, and sperm or
eggs pass. In other mammals, the cloaca is divided into an
anus and genitourinary passages. Like other mammals,
monotremes have fur, nurse their young with milk, and are
warm-blooded.

Physical characteristics

The platypus’ flat tail, duck-bill, short legs, and
webbed feet are all characteristics enabling it to hunt in
aquatic environments. However, since it spends most of
its time on land, it has a few physical traits that can be
modified depending on its particular location. For in-
stance, on its webbed feet, the five individual digits end
in claws. When the platypus is in the water, the skin of
its webbed forefeet extends beyond these claws, so that it
can better use its forefeet to paddle. On land, however,
this skin folds back, revealing the claws, thus enabling
the animal to dig.

The platypus’ eyes and ears have similar modifica-
tions. Both are surrounded by deep folds of skin. Un-
derwater, the platypus can use this skin to close its eyes
and ears tightly; on land, it is able to see and hear quite
well. Interestingly, the platypus’ nostrils, which are lo-
cated at the end of its bill, can only function when its
head is above water as well. Thus, when the platypus is
submerged with its eyes and ears covered and its nose
inoperable it relies heavily on its sense of touch. Fortu-
nately for the platypus, its leathery bill is very sensitive
and, therefore, is its primary tool in locating prey while
underwater.

Like all male members in the order Monotremata,
the male platypus has spurs on each ankle connected to
poison glands in its thighs. Rather than using these poi-
sonous spurs to attack prey, the platypus only uses them
against other platypus or predators.

Feeding

The duck-billed platypus feeds on insect larvae,
snails, worms, small fish, and crustaceans; it is most ac-
tive at dawn and dusk. Typically, before feeding, the
creature floats serenely on the surface of the water, re-
sembling a log. When it decides to dive for food, it can
do so quickly, with one swipe of its tail.
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The platypus generally feeds near the bottom of
freshwater creeks and rivers. It probes the muddy bot-
toms with its supersensitive bill to locate its prey. Until
recently, it was thought that the platypus only located its
prey by touch, but it now appears that the platypus’ bill is
also electroreceptive, allowing the animal to detect mus-
cle activity in prey animals. Sometimes, the platypus
stores small prey temporarily in its cheek pouches. Com-
monly, it stays submerged for about one minute, but, if
threatened, it can stay underwater for up to five minutes.

Burrows and breeding

Platypuses construct two kinds of burrows in the
banks of rivers and streams. A very simple burrow pro-
vides shelter for both males and females outside the
breeding season, and is retained by males during the
breeding season. At this time, the female constructs a
deeper, more elaborate nesting burrow. Commonly, this
burrow opens about 1 ft (0.3 m) above the water level
and goes back into the bank as far as 59 ft (18 m). The
female usually softens a portion of the nest with folded
wet leaves. Whenever the female leaves young in her
nesting burrow, she plugs the exit with soil.

The female usually lays two eggs, although some-
times she lays one or three. Typically, the eggs are about
0.7 in (1.7 cm) in diameter, are a bit rounder than most
bird eggs, and are soft and compressible with a pliant
shell. After she lays her eggs, the female curls around
them, incubating them for seven to 10 days. During this
time, she only leaves her nest to wet her fur and to defe-
cate. Measuring about 1 in (2.5 cm) long, a newly
hatched platypus is blind and nude. The female platypus
has no teats, therefore, she feeds her young on milk se-
creted through skin pores on her abdomen. The milk
flows into two milk grooves on the abdomen and the
young lap up the pools of milk. When the young platy-
pus is about four months old, it leaves the burrow.

When the first platypus was sent to England, scien-
tists thought it was a fake. Years passed before the exis-
tence of the animal was proven. Although platypus
populations were formerly reduced by hunting for the
fur trade, effective government conservation efforts
have resulted in a successful comeback. Under the Aus-
tralian Endangered Species Act of 1992 guidelines,
today the platypus is neither on the endangered list nor
officially on the list of vulnerable species. However, se-
rious concern is raised because the platypus range
closely follows densely populated regions of Australia
where human activity greatly affects waterways. The
species habitat may be disrupted by dams, irrigation
projects, or pollution.

See also Spiny anteaters.
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Plovers

Plovers are shore birds in the family Charadriidae,
order Charadriiformes. Plovers have short, straight bills,
with a small swelling towards the tip. Their wings are
pointed at the tips, usually with a white wing-stripe on
the underside, and the flight of these birds is fast and di-
rect. Plovers and the closely related sandpipers (family
Scolopacidae) are affectionately known as “peeps” by
bird watchers, because of the soft, high-pitched vocaliza-
tions that these birds make.

Plovers are active feeders, constantly walking and
running along the shores, mudflats, prairies, tundra, or
fields in search of a meal of small invertebrates. Plovers
typically feed by poking their bill into mud for inverte-
brates, or by picking arthropods from the surface of
mud, soil, shore debris, or sometimes foliage.

Plovers nest on the ground in simple open scrapes
that blend well with the surroundings and can be very
difficult to locate. When a predator or other intruder,
such as a human, is close to its nest, a plover will usually
display a “broken-wing” charade. This remarkable be-
havior aims to lure away the potential nest predator, and
during this routine the plover often comes dangerously
close to the threatening animal. However, the plover is
actually very alert and nimble, and stays just beyond
reach while tenaciously leading the intruder away. Plover
chicks are capable of leaving their nest within hours of
their hatching, and they immediately move with their
parents and feed themselves.

Plovers are monogamous, which means that each
mating season the male and female pairs are faithful to
each other, with both parents sharing in the incubation of
eggs and care of their young. The only exception is the
mountain plover (Eupoda montana) of southwestern
North America; this species is polyandrous, meaning
that a particular female will mate with one or more males,
leaving at least one of them a clutch of eggs to incubate
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A semipalmated plover. Photograph by David Weintraub. The
National Audubon Society Collection/Photo Researchers, Inc.
Reproduced by permission.

and care for while the female lays another clutch to incu-
bate and care for by herself. This interesting breeding
strategy is more common among species of sandpipers.

There are 63 species in the Charadriidae, which are
found worldwide with the exception of Antarctica.
Most species breed on marine or freshwater shores, but
a few species breed in prairies, savannas, or deserts.
Plovers that breed in Arctic regions undertake long-dis-
tance migrations between their breeding and wintering
ranges. For example, the semipalmated plover
(Charadrius semipalmatus) and the black-bellied plover
(Pluvialis squatarola) breed in the Arctic of North Amer-
ica, but may winter as far south as Tierra del Fuego at the
southern tip of South America. Plovers are gregarious
during their migrations, appearing in flocks of their own
species, and often with other, similar-sized shore birds
such as sandpipers. Tropical species of plovers are rela-
tively sedentary, except for those species that breed in
deserts; these may be widely nomadic or migratory.

Nine species of plover regularly breed in North
America. The black-bellied plover, lesser golden plover
(Pluvialis dominica), ringed plover (Charadrius hiaticu-
la), and semipalmated plover all breed in the Arctic tun-
dra, and are long-distance migrants. The mountain
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plover breeds in short-grass prairie and semi-desert of
the western United States.

The piping plover (C. melodus), the snowy plover
(C. alexandrinus), and Wilson’s plover (C. wilsonia)
breed on sandy beaches and mudflats in various areas.
However, all of these plovers are rare and to various de-
grees endangered, mostly because of the loss of much of
their natural habitat to urbanization and the recreational
use of beaches.

The killdeer (Charadrius vociferous) breeds widely
in temperate and southern regions of North America.
This is the plover most frequently seen by North Ameri-
cans, because the killdeer is an abundant species that
commonly breeds in disturbed environments, usually in
proximity to water. The killdeer was directly named
after the loud call that it gives when alarmed, especially
around the nest. Many species of birds have been named
after their distinctive vocalizations, a practice known to
etymologists as onomatopoeia.

During their migrations and on their wintering
grounds, many species of plovers appear predictably in
large flocks in particular places, often in association with
large numbers of other shore birds. These particular nat-
ural habitats represent critical ecosystems for these
species, and must be preserved in their natural condition
if these birds are to survive.
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Plum see Rose family (Rosaceae)

Pluto

The ninth planet from the Sun, Pluto is one of the
least well understood objects in the solar system. It is
the smallest of the major planets, and has a most unusual
orbit. Pluto’s companion moon, Charon, is so large that
the pair essentially form a binary system. How the Pluto-
Charon system formed and how the system acquired its
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special 2-to-3 orbital resonance with Neptune are unan-
swered questions at the present time. We will probably
not know more until a planned NASA space mission vis-
its the Pluto-Charon system. At this time, Pluto is the
only planet in the solar system that has not been visited
by a space probe.

In 2000 NASA canceled the previously planed Pluto
Express mission. In order to make progress toward its
goal of reaching Pluto with a probe by 2020, NASA sci-
entists and engineers have created the New Horizons
mission to be administered by Johns Hopkins University,
Applied Physics Laboratory.

The Pluto-Kuiper Belt Mission will be the first re-
connaissance of Pluto and Charon. The probe will go on
to explore the Kuiper Belt. As of February 2003, the
Pluto-Kuiper Belt mission was scheduled to launch in
2006, and to encounter Pluto and Charon as early as
2015. Observations of Kuiper Belt objects might occur
approximately 11 years later.

Basic properties

Pluto has the most eccentric (non-circular) orbit of
all the planets in our solar system. While the planet’s
mean distance from the Sun is 39.44 Astronomical Units
(AU), it can be as far as 49.19 AU from the Sun and as
close as 29.58 AU. The time required for Pluto to com-
plete one orbit about the Sun (its sidereal period) is
248.03 years, and the time for the planet to repeat align-
ments with respect to the earth and the Sun (its synodic
period) is 366.7 days.

While commonly referred to as the ninth and outer-
most planet of our solar system, the large eccentricity of
Pluto’s orbit can bring the planet closer to the Sun than
Neptune. Pluto, in fact, last edged closer to the Sun than
Neptune in January of 1979, and remained the eighth
most distant planet from the Sun until March of 1999.
On September 5, 1989, Pluto reached perihelion, its
closest point to the Sun, when it was at its brightest when
viewed from Earth. Pluto is not a conspicuous night-sky
object, and can only be viewed with telescopic aid.
Under good viewing conditions, Pluto can be seen as a
star-like point in any telescope having an objective di-
ameter greater than 7.9 in (20 cm). Pluto moves only
slowly through the constellations; due to the fact that the
planet is both small and very distant.

At its closest approach to Earth, Pluto’s planetary
disk is smaller than 0.25 arc seconds (that is, 0.00007°)
across. Periodic variations in the planet’s brightness,
however, have revealed that Pluto rotates once every
6.3827 days. Pluto’s spin axis is inclined at 123° to the
plane of its orbit about the Sun and consequently its ro-
tation is retrograde. The extreme tilt of Pluto’s spin-axis
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Figure 1. The Pluto-Charon system. lllustration by Hans & Cassidy. Courtesy of Gale Group.

results in the earth-based observer seeing different hemi-
spheric projections as the planet moves around the Sun.
In the early 1950s, for example, Pluto presented its south
pole towards the earth, today, we see its equatorial re-
gions. In the year 2050 Pluto will present its north pole
towards the Earth.

Careful long-term monitoring of the variations in
Pluto’s brightness indicate that the planet is brightest
when seen pole-on. This observation suggests that the
poles are covered by reflective ices, and that the planet
has a dark patch (lower albedo) on, or near its equator. It
is highly likely that Pluto’s brightness variations undergo
seasonal changes, but as yet, astronomers have only been
able to monitor the planet during about 1/6 of one orbit
about the Sun.

At its mean distance of about 40 AU from the Sun,
Pluto receives 1/1600 the amount of sunlight received at
Earth. Consequently Pluto is a very cold world, with a
typical daytime surface temperature of about -351°F
(-213°C). Spectroscopic observations indicate the pres-
ence of methane, nitrogen and carbon monoxide ices
on Pluto’s surface. Most surprisingly, however, and in
spite of its small size and low escape velocity (0.68
mi/sec (1.1 km/sec), Pluto is able to support a very tenu-
ous atmosphere.

That Pluto might have a thin methane atmosphere
was first suggested, on the basis of spectroscopic obser-
vations, in the early 1980s. Conclusive evidence for the
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existence of a Plutonian atmosphere was finally ob-
tained, however, on June 9, 1988, when Pluto passed in
front of a faint star producing what astronomers call a
stellar occultation. As Pluto moved between the star and
the earth, observers found that rather than simply vanish-
ing from view, the star gradually dimmed. This observa-
tion indicates the presence of a Plutonian atmosphere.
Indeed, Pluto’s atmosphere appears to have a tenuous
outer layer and a more opaque layer near its surface.

It has been suggested that Pluto only supports an at-
mosphere when it is near perihelion, and that as the plan-
et moves further away from the Sun the atmosphere
freezes out. This freezing and thawing of Pluto’s atmos-
phere may explain why the planet has a relatively high
surface albedo of about 40%. Essentially the periodic
freezing and thawing of Pluto’s atmosphere continually
refreshes the methane ice at the planet’s surface.

The discovery of Pluto

Speculations about the existence of a ninth planet
arose soon after astronomers discovered that the planet
Neptune (discovered in 1846) did not move in its orbit as
predicted. The small differences between Neptune’s pre-
dicted and actual position were taken as evidence that an
unseen object was introducing slight gravitational pertur-
bations in the planet’s orbit. The first search for a trans-
Neptunian planet appears to have been carried out by
David Peck Todd, of the U.S. Naval Observatory, in
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1877. Todd conducted a visual search during 30 clear
nights between November 1887 and March 1888, but he
found nothing that looked like a planet.

The first systematic survey for a trans-Neptunian
planet, using photographic plates, was carried out by the
American astronomer Percival Lowell, at the Flagstaff
Observatory, in Arizona between 1905 and 1907. No new
planet was found, however. A second survey was conduct-
ed at Flagstaff in 1914, but again, no new planet was dis-
covered. On the basis of predictions made by W. H. Pick-
ering in 1909, Milton Humason, at Mount Wilson Obser-
vatory, carried out yet another photographic survey for a
trans-Neptunian planet, with negative results, in 1919.

A third photographic survey to look for objects be-
yond the orbit of Neptune was initiated at Flagstaft Obser-
vatory in 1929. Clyde Tombaugh was the young as-
tronomer placed in charge of the program. The survey
technique that Tombaugh used entailed the exposure of
several photographic plates, of the same region of the sky,
on a number of different nights. In this way, an object
moving about the Sun will shift its position, with respect
to the unmoving, background stars, when two plates of the
same region of sky are compared. The object that we now
know as the planet Pluto was discovered through its
“shift” on two plates taken during the nights of January
23rd and 29th, 1930. The announcement that a new planet
had been discovered was delayed until March 13, 1930, to
coincide with the one-hundred-and-forty-ninth anniver-
sary of the discovery of Uranus, and to mark the seventy-
eighth anniversary of Lowell’s birth. Humason, it turns
out in retrospect, was unlucky in his survey of 1919, in
that a re-examination of his plates revealed that Pluto had,
in fact, been recorded twice. Unfortunately for Humason,
one image of Pluto fell on a flaw in the photographic
plate, and the second image was obscured by a bright star.

After its discovery, it was immediately clear that the
Pluto was much smaller and fainter than the theoreti-
cians had suggested it should be. Indeed, a more refined
analysis of Neptune’s orbit has revealed that no “extra”
planetary perturbations are required to explain its orbital
motion.

Pluto’s characteristics

Pluto has a density of about two times that of water
and it is estimated that Pluto may have a core of silicate
rock about 1700 km in diameter, which is surrounded by
ices of water, methane, and carbon monoxide. The crust
of Pluto may be a thin coating of nitrogen, methane, and
carbon monoxide ice. Hubble Space Telescope pho-
tographs (taken in infrared) show light and dark patches
on the surface of Pluto that may represent terrains of dif-
ferent composition and perhaps different ages as well. It
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is considered likely that Pluto has polar caps. While
Pluto may have had some internal heating early in its
history, that is likely long past and the planet is quite
cold and geologically inactive. There is no reason to ex-
pect that Pluto has a magnetic field.

Charon

Charon, Pluto’s companion moon, was discovered
by James Christy in June, 1978. Working at the U.S.
Naval Observatory in Flagstaff, Arizona, Christy noted
that what appeared to be “bumps” on several photo-
graphic images taken of Pluto reappeared on a periodic
basis. With this information, Christy realized that what
had previously been dismissed as image distortions were
really composite images of Pluto and a companion
moon. Christy suggested that the new moon be named
Charon, after the mythical boatman that ferried the souls
of the dead across the river Styx to Hades, where Pluto,
God of the underworld, sat in judgment.

Charon orbits Pluto once every 6.39 days, which is
also the rate at which Pluto spins on its axis. Charon is
therefore in synchronous orbit about Pluto. As seen from
the satellite-facing hemisphere of Pluto, Charon hangs
motionless in the sky, never setting, nor rising. The aver-
age Pluto-Charon separation is 12,196 mi (19,640 km),
which is about 1/20 the distance between the Earth and
the Moon.

Soon after Charon was discovered astronomers real-
ized that a series of mutual eclipses between Pluto and
its satellite would be seen from Earth every 124 years.
During these eclipse seasons, which last about five years
each, observes on Earth would witness a whole series of
passages of Charon across the surface of Pluto. The last
eclipse season ended in 1990, and the next series of
eclipses will take place in 2114.

By making precise measurements of the brightness
variations that accompany Charon’s movement in front
of and behind Pluto, astronomers have been able to con-
struct detailed albedo (reflectivity) maps of the two bod-
ies. They have also been able to derive accurate measure-
ments of each components size; Pluto has a diameter of
1,413 mi (2,274 km), making the planet 1.5 times small-
er than Earth’s Moon, and two times smaller than Mer-
cury. Charon has a diameter of 737 mi (1,186 km).

Since Pluto has a satellite, Kepler’s third law of
planetary motion can be used to determine its mass. A
mass equivalent to about 1/500 that of the Earth, or about
1/5 that of the Moon has been derived for Pluto.
Charon’s mass is about 1/8 that of Pluto’s. Given the
high mass ratio of 8:1 and the small relative separation
between Pluto and Charon, the center of mass about
which the two bodies rotate actually falls outside of the
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main body of Pluto. This indicates that rather than being
a planet-satellite system, Pluto and Charon really consti-
tute a binary system, or, in other words, a double planet.

Pluto has a bulk density of about 2 g/cm?, while
Charon has a lower bulk density of about 1.2 g/cm?. This
difference in densities indicates that while Pluto is proba-
bly composed of a mixture of rock and ice, Charon is
most probably an icy body. In general terms, Pluto can be
likened in internal structure to one of Jupiter’s Galilean
moons, while Charon is more similar in structure to one
of Saturn’s moons. In fact, astronomers believe that
Pluto’s internal structure and surface appearance may be
very similar to that of Triton, Neptune’s largest moon.

Charon’s characteristics

Charon’s surface is thought to be composed of water
ice, nitrogen ice, and carbon-monoxide ice. Charon
probably has a core composed of silicate rock, which is a
minor component of the satellite’s mass. About the core,
is a hypothetical mantle and cryosphere (ice layer) of
water ice, nitrogen ice, and carbon-monoxide ice. It is
likely that Charon has no internal heat source and that it
has no appreciable magnetic field.

Pluto’s strange orbit

The Pluto-Charon system has the strangest orbit of
all the planets in the solar system. It has a large eccen-
tricity and a high orbital inclination of 17.1° to the eclip-
tic. These extreme orbital characteristics suggest that
since its formation the Pluto-Charon system may have
undergone some considerable orbital evolution.

Shortly after Pluto was first discovered, astronomers
realized that unless some special conditions prevailed,
Pluto would occasionally undergo close encounters with
Neptune, and consequently suffer rapid orbital evolution.
In the mid-1960s, however, it was discovered that Pluto
is in a special 2-to-3 resonance with Neptune. That is, for
every three orbits that Neptune completes about the Sun,
Pluto completes two. This resonance ensures that Nep-
tune always overtakes Pluto in its orbit when Pluto is at
aphelion, and that the two planets are never closer than
about 17 AU. How this orbital arrangement evolved is
presently unclear.

The close structural compatibility of Pluto and Triton
(i.e., they have the same size, mass, and composition) has
led some astronomers to suggest that the two bodies may
have formed in the same region of the solar nebula. Subse-
quently, it is argued, Triton was captured to become a
moon of Neptune, while Pluto managed to settle into its
present orbit about the Sun. Numerical calculations have
shown that small, moon-sized objects that formed with
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An artist’s view of Pluto and its only moon Charon. U.S. Na-
tional Aeronautics and Space Administration (NASA).

low inclination, circular orbits beyond Neptune do evolve,
within a few hundred million years, to orbits similar to
that of Pluto’s. This result suggests that Pluto is the lone
survivor of a (small) population of moon-sized objects
that formed beyond Neptune, its other companions being
either captured as satellites around Uranus and Neptune,
or being ejected from the Solar System. One important,
and as yet unsolved snag with the orbital evolution sce-
nario just outlined, is that Pluto and Charon have different
internal structures, implying that they formed in different
regions of the solar nebula. It is presently not at all clear
how the Pluto-Charon system formed.

Using a specially designed computer, Gerald Suss-
man and Jack Wisdom of the Massachusetts Institute of
Technology, have modeled the long-term orbital motion
of Pluto. Sussman and Wisdom set the computer to fol-
low Pluto’s orbital motion over a time span equivalent to
845 million years; interestingly they found that Pluto’s
orbit is chaotic on a time scale of several tens of millions
of years.
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KEY TERMS
Objective diameter—The diameter of a tele-
scope’s main light-collecting lens, or mirror.

Occultation—The passing of one astronomical ob-
ject (e.g., a planet or asteroid) in front of another.

Retrograde rotation—Axial spin that is directed in
the opposite sense to that of the orbital motion.

Solar nebula—The primordial cloud of gas and
dust out of which our Solar System formed.

History of the Pluto-Charon system

Obviously, a history of the Pluto-Charon system is
quite speculative. It is though perhaps that this double-
planet system may have originated in a more nearly cir-
cular orbit and that a subsequent catastrophic impact
changed the orbit to highly elliptical and perhaps sepa-
rated the two masses (Charon being formed by coalesced
debris in near Pluto space). This may also account for
the strongly inclined spin axis of Pluto.

Another hypothesis holds that Pluto accreted in orbit
around Neptune and may have been ejected in the Triton
capture event that is thought to have reorganized the
Neptunian system. The lack of a large “original” satellite
of Neptune (Triton is thought to have been captured) is a
point in favor of this hypothesis.

It is also possible that Pluto-Charon are simply part
of a class of icy Trans-Neptunian objects (TNOs) that are
rather close to the Sun as compared with others probably
out there in the Ort cloud beyond the edge of the solar
system. Recently, some astronomers have stopped refer-
ring to Pluto as a planet and have called it a TNO. Until a
space mission returns data and photographs from Pluto,
Charon, and some TNOs, scientists may not be able to
eliminate any of the completing hypotheses.
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Pneumonia

Pneumonia is an infection of the lung, and can be
caused by nearly any class of organism known to cause
human infections, including bacteria, viruses, fungi,
and parasites. In the United States, pneumonia is the
sixth most common disease leading to death, and the
most common fatal infection acquired by already hospi-
talized patients. In developing countries, pneumonia ties
with diarrhea as the most common cause of death.

Anatomy of the lung

In order to better understand pneumonia, it is impor-
tant to understand the basic anatomic features of the res-
piratory system. The human respiratory system begins
at the nose and mouth, where air is breathed in (in-
spired), and out (expired). The air tube extending from
the nose is called the nasopharynx; the tube carrying air
breathed in through the mouth is called the oropharynx.
The nasopharynx and the oropharynx merge into the lar-
ynx. Because the oropharynx also carries swallowed
substances, including food, water, and salivary secre-
tions which must pass into the esophagus and then the
stomach, the larynx is protected by a trap door called the
epiglottis. The epiglottis prevents substances which have
been swallowed, as well as substances which have been
regurgitated (thrown up) from heading down into the lar-
ynx and toward the lungs.

A useful method of picturing the respiratory system
is to imagine an upside-down tree. The larynx flows into
the trachea, which is the tree trunk, and thus the broadest
part of the respiratory tree. The trachea divides into two
tree limbs, the right and left bronchi, each of which
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branches off into multiple smaller bronchi, which course
through the tissue of the lung. Each bronchus divides
into tubes of smaller and smaller diameter, finally ending
in the terminal bronchioles. The air sacs of the lung, in
which oxygen-carbon dioxide exchange actually takes
place, are clustered at the ends of the bronchioles like the
leaves of a tree, and are called alveoli.

The tissue of the lung which serves only a support-
ive role for the bronchi, bronchioles, and alveoli, is
called the lung parenchyma.

Function of the respiratory system

The main function of the respiratory system is to pro-
vide oxygen, the most important energy source for the
body’s cells. Inspired air travels down the respiratory tree to
the alveoli, where the oxygen moves out of the alveoli and
is sent into circulation throughout the body as part of the
red blood cells. The oxygen in the inspired air is exchanged
within the alveoli for the body’s waste product, carbon
dioxide, which leaves the alveoli during expiration.

Respiratory system defenses

The normal, healthy human lung is sterile, meaning
that there are no normally resident bacteria or viruses
(unlike the upper respiratory system and parts of the gas-
trointestinal system, where bacteria dwell even in a
healthy state). There are multiple safeguards along the
path of the respiratory system which are designed to
keep invading organisms from leading to infection.

The first line of defense includes the hair in the nos-
trils, which serves as a filter for larger particles. The
epiglottis is a trap door of sorts, designed to prevent food
and other swallowed substances from entering the larynx
and then trachea. Sneezing and coughing, both provoked
by the presence of irritants within the respiratory system,
help to clear such irritants from the respiratory tract.

Mucous, produced throughout the respiratory system,
also serves to trap dust and infectious organisms. Tiny
hair-like projections (cilia) from cells lining the respirato-
ry tract beat constantly, moving debris, trapped by mucus,
upwards and out of the respiratory tract. This mechanism
of protection is referred to as the mucociliary escalator.

Cells lining the respiratory tract produce several types
of immune substances which protect against various or-
ganisms. Other cells (called macrophages) along the respi-
ratory tract actually ingest and kill invading organisms.

The organisms which cause pneumonia, then, are
usually carefully kept from entering the lungs by virtue
of these host defenses. However, when an individual en-
counters a large number of organisms at once, either by
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A chest x ray showing lobar pneumonia in the lower lobe of
a patient’s right lung. The alveoli (air sacs) of the lung be-
come blocked with pus, which forces air out and causes the
lung to become solidified. National Aududon Society Collec-
tion/Photo Researchers, Inc. Reproduced by permission.

inhaling contaminated air droplets, or by aspiration of
organisms inhabiting the upper airways, the usual de-
fenses may be overwhelmed, and infection may occur.

Conditions predisposing to pneumonia

In addition to exposure to sufficient quantities of
causative organisms, certain conditions may predispose an
individual to pneumonia. Certainly, the lack of normal
anatomical structure could result in an increased risk of
pneumonia. For example, there are certain inherited de-
fects of cilia which result in less effective protection. Ciga-
rette smoke, inhaled directly by a smoker or second-hand
by an innocent bystander, interferes significantly with cil-
iary function, as well as inhibiting macrophage function.

Stroke, seizures, alcohol, and various drugs inter-
fere with the function of the epiglottis, leading to a leaky
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seal on the trap door, with possible contamination by
swallowed substances and/or regurgitated stomach con-
tents. Alcohol and drugs also interfere with the normal
cough reflex, further decreasing the chance of clearing
unwanted debris from the respiratory tract.

Viruses may interfere with ciliary function, allowing
themselves or other microorganism invaders, such as bac-
teria, access to the lower respiratory tract. One of the
most important viruses which in recent years has resulted
in a huge increase in the incidence of pneumonia is HIV
(Human Immunodeficiency Virus), the causative virus in
AIDS (Acquired Immune Deficiency Syndrome). Be-
cause AIDS results in a general decreased effectiveness
of many aspects of the host’s immune system, a patient
with AIDS is susceptible to all kinds of pneumonia, in-
cluding some previously rare parasitic types which would
be unable to cause illness in an individual possessing a
normal immune system.

The elderly have a less effective mucociliary escala-
tor, as well as changes in their immune system, all of
which cause them to be more at risk for the development
of pneumonia.

Various chronic conditions predispose to pneumo-
nia, including asthma, cystic fibrosis, neuromuscular
diseases which may interfere with the seal of the epiglot-
tis, esophageal disorders which result in stomach con-
tents passing upwards into the esophagus (increasing the
risk of aspiration of those stomach contents with their
resident bacteria), as well as diabetes, sickle cell
anemia, lymphoma, leukemia, and emphysema.

Pneumonia is one of the most frequent infectious
complications of all types of surgeries. Many drugs used
during and after surgery may increase the risk of aspira-
tion, impair the cough reflex, and cause a patient to un-
derfill their lungs with air. Pain after surgery also dis-
courages a patient from breathing deeply and coughing
effectively.

Causative organisms

The list of organisms which can cause pneumonia is
very large, and includes nearly every class of infecting
organism: viruses, bacteria, bacteria-like organisms,
fungi, and parasites (including certain worms). Different
organisms are more frequently encountered by different
age groups. Further, other characteristics of the host may
place an individual at greater risk for infection by partic-
ular types of organisms.

Viruses, especially respiratory syncytial virus,
parainfluenza and influenza viruses, and adenovirus,
cause the majority of pneumonias in young children.
Pneumonia in older children and young adults is often
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caused by the bacteria-like Mycoplasma pneumoniae.
Adults are more frequently infected with bacteria (such
as Streptococcus pneumoniae, Hemophilus inflenzae,
and Staphylococcus aureus).

The parasite Pneumocystis carinii is an extremely
important cause of pneumonia in patients with immune
problems, such as patients being treated for cancer with
chemotherapy, or patients with AIDS. People who have
reason to come in contact with bird droppings, such as
poultry workers, are at risk for pneumonia caused by the
parasite Chlamydia psittaci. A very large, serious out-
break of pneumonia occurred in 1976, when many peo-
ple attending an American Legion convention were in-
fected by a previously unknown organism (subsequently
named Legionella pneumophila) which was traced to air
conditioning units in the convention hotel.

Signs and symptoms of pneumonia

Pneumonia is suspected in any patient who presents
with fever, cough, chest pain, shortness of breath, and in-
creased respirations (number of breaths per minute).
Fever with a shaking chill is even more suspicious, and
many patients cough up clumps of mucus (sputum)
which may appear streaked with pus or blood. Severe
pneumonia results in the signs of oxygen deprivation, in-
cluding blue appearance of the nail beds (cyanosis).

Pathophysiology of pneumonia

The invading organism causes symptoms, in part, by
provoking an overly exuberant immune response in the
lungs. The small blood vessels in the lungs (capillaries)
become leaky, and protein-rich fluid seeps into the alveoli.
This results in a less functional area for oxygen-carbon
dioxide exchange. The patient becomes relatively oxygen
deprived, while retaining potentially damaging carbon
dioxide. The patient breathes faster and faster, in an effort
to bring in more oxygen and blow off more carbon dioxide.

Mucus production is increased, and the leaky capil-
laries may tinge the mucus with blood. Mucus plugs ac-
tually further decrease the efficiency of gas exchange in
the lung. The alveoli fill further with fluid and debris
from the large number of white blood cells being pro-
duced to fight the infection.

Consolidation, a feature of bacterial pneumonias,
occurs when the alveoli, which are normally hollow air
spaces within the lung, instead become solid, due to
quantities of fluid and debris.

Viral pneumonias, and mycoplasma pneumonias, do
not result in consolidation. These types of pneumonia
primarily infect the walls of the alveoli and the
parenchyma of the lung.
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Alveoli (singular, alveolus)—The air sacs of the
lung, in which oxygen and carbon dioxide ex-
change occurs.

Bronchi (singular, bronchus)—The major, larger
diameter air tubes running from the trachea to the
bronchioles.

Bronchiole—The smallest diameter air tubes,
branching off of the bronchi, and ending in the
alveoli (air sacs).

Cilia—Tiny, hair-like projections from a cell. In the
respiratory tract, cilia beat constantly in order to
move mucus and debris up and out of the respira-
tory tree, in order to protect the lung from infection
or irritation by foreign bodies.

Consolidation—One of the main symptoms of
bacterial pneumonia, in which the alveoli become
filled not with air, but with fluid and cellular de-
bris, thereby decreasing the lung’s ability to effec-
tively exchange oxygen and carbon dioxide.

Epiglottis—The flap at the top of the larynx that

Diagnosis

Diagnosis is for the most part based on the patient’s
report of symptoms, combined with examination of the
chest. Listening with a stethoscope will reveal abnormal
sounds, and tapping on the patient’s back (which should
yield a resonant sound due to air filling the alveoli) may
instead yield a dull thump if the alveoli are filled with
fluid and debris.

Laboratory diagnosis can be made of some bacterial
pneumonias by staining sputum with special chemicals
and looking at it under a microscope. Identification of
the specific type of bacteria may require culturing the
sputum (using the sputum sample to grow greater num-
bers of the bacteria in a lab dish).

X-ray examination of the chest may reveal certain
abnormal changes associated with pneumonia. Localized
shadows obscuring areas of the lung may indicate a bac-
terial pneumonia, while streaky or patchy appearing
changes in the x-ray picture may indicate viral or my-
coplasma pneumonia. These changes on x-ray, however,
are known to lag in time behind the patient’s actual
symptoms.

Treatment

Bacterial pneumonia prior to the discovery of
penicillin antibiotics was a virtual death sentence.
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regulates air movement and prevents food from en-
tering the trachea.

Esophagus—The tube down which swallowed sub-
stances must pass in order to reach the stomach.

Larynx—The air tube made by the merging of the
nasopharynx and oropharynx. Air passes through
the larynx and into the trachea.

Nasopharynx—The tube which carries air inspired
or expired through the nose.

Oropharynx—The tube which carries air inspired
or expired through the mouth.

Parenchyma—The tissue of the lung which is not
involved with carrying air or oxygen-carbon diox-
ide exchange, but which provides support to other
functional lung structures.

Sputum—Clumps of mucus that can be coughed
up from the lungs and bronchi.

Trachea—The large diameter air tube which ex-
tends between the larynx and the main bronchus.

Today, antibiotics, especially given early in the course
of the disease, are very effective against bacterial caus-
es of pneumonia. Erythromycin and tetracycline im-
prove recovery time for symptoms of mycoplasma
pneumonia, but do not eradicate the organisms. Aman-
tadine and acyclovir may be helpful against certain
viral pneumonias.

Prevention

Because many bacterial pneumonias occur in pa-
tients who are first infected with the influenza virus (the
flu), yearly vaccination against influenza can decrease
the risk of pneumonia for certain patients, particularly
the elderly and people with chronic diseases (such as
asthma, cystic fibrosis, other lung or heart diseases,
sickle cell disease, diabetes, kidney disease, and forms
of cancer).

A specific vaccine against Streptococcus pneumoniae
is very protective, and should also be administered to pa-
tients with chronic illnesses. Patients who have decreased
immune resistance (due to treatment with chemotherapy
for various forms of cancer or due to infection with the
AIDS virus), and therefore may be at risk for infection
with Pneumocystis carinii, are frequently put on a regular
drug regimen of Trimethoprim sulfa and/or inhaled pen-
tamidine to avoid Pneumocystispneumonia.

3157

eluownaud



Podiatry

Resources

Books

Andreoli, Thomas E., et al. Cecil Essentials of Medicine.
Philadelphia: W. B. Saunders Company, 1993.

Berkow, Robert, and Andrew J. Fletcher. The Merck Manual of
Diagnosis and Therapy. Rahway, NJ: Merck Research
Laboratories, 1992.

Cormican, M.G., and M.A. Pfaller. “Molecular Pathology of
Infectious Diseases.” In Clinical Diagnosis and Manage-
ment by Laboratory Methods. 20th ed. Philadelphia: W. B.
Saunders, 2001.

Isselbacher, Kurt J., et al. Harrison’s Principles of Internal
Medicine. New York:McGraw Hill, 1994.

Kobayashi, G., Patrick R. Murray, Ken Rosenthal, and Michael
Pfaller. Medical Microbiology. St. Louis: Mosby, 2003.
Mandell, Douglas, et al. Principles and Practice of Infectious
Diseases. New York: Churchill Livingstone Inc., 1995.
Parker, James N., and Phillip M. Parker, eds. The Official Pa-
tient’s Sourcebook on Pneumonia: A Revised and Updated
Directory for the Internet Age. San Diego: Icon Health,

2002.

Tomasz, Alexander. Streptococcus Pneumoniae: Molecular Bi-
ology & Mechanisms of Disease. New York: Mary Ann
Liebert, 2000.

Rosalyn Carson-DeWitt

Podiatry

Podiatry is a medical specialty that focuses on the
diagnosis and treatment of foot disease and deformity.
The term is from the Greek word for foot (podos) and
means “to heal the foot.” Until recent years this special-
ty was called chiropody, literally meaning “to heal the
hand and foot.” References to physicians who treated
abnormalities or injuries in the foot are found in ancient
Greek and Egyptian writings. The first modern text on
chiropody was published by D. Low in England in
1774, and was titled Chiropodologia. Physicians who
specialized in foot treatment appeared first in England
in the late eighteenth century. Later, during the nine-
teenth century, so-called corn cutters roamed the rural
areas of America. These often-untrained, unschooled
therapists traveled throughout the country offering help
for those who had corns, bunions, blisters, and other
discomforts of the foot.

To help establish professionalism and standards
within the profession of chiropody, the National Associa-
tion of Chiropodists (NAC) was founded in the U.S. in
1912. In 1917, M. J. Lewi coined the name podiatry. Not
until 1958, however, was the NAC renamed the Ameri-
can Podiatric Association to reflect the greater popularity
of the new term.
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Podiatrists must have at least two years of college to
be accepted into a school of podiatry, where the student
undertakes four years of medically-oriented study with a
special emphasis on the foot and its diseases. The gradu-
ate is a Doctor of Podiatry.

Podiatrists can diagnose and treat common foot ail-
ments and deformities. They can prescribe medications
and perform minor surgeries, such as removal of corns and
ingrown nails. A podiatrist can treat a patient with an ab-
normal walk, one leg shorter than the other, or a foot
turned in or out by recommending braces, special shoes, or
other devices. A wedge or lift placed appropriately in the
shoe can turn a foot to face the proper direction or correct
an abnormal walk. It is especially important that young
children who have such abnormalities see a podiatrist;
since children’s bones are still developing, corrections
started early can become permanent as the person grows.

See also Osteoporosis; Physical therapy; Surgery.

Poinsettia see Spurge family

Point

A point is an undefined term in geometry that ex-
presses the notion of an object with position but with no
size. Unlike a three-dimensional figure, such as a box
(whose dimensions are length, width, and height), a point
has no length, no width, and no height. It is said to have
dimension 0. Geometric figures such as lines, circles,
planes, and spheres, can all be considered as sets of points.

Point source

A point source is a situation where large quantities
of pollutants are emitted from a single, discrete source,
such as a smokestack, a sewage or thermal outfall into a
waterbody, or a volcano. If the emissions from a point
source are large, the environment will be characterized
by strong but continuous gradients of ecological stress,
distributed more-or-less concentrically around the
source, and diminishing exponentially with increasing
distance. The stress results in damages to organisms, but
because tolerance differs among species, the net result is
a continuous gradient of change in the ecological com-
munity and in ecological processes, such as productivity
and nutrient cycling.

This ecological phenomenon has been well studied
around a number of point sources of ecological stress.
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Intensity of the
toxic stresses
decreases rapidly

Severe ecological
degradation
at point source

A point source. lllustration by Hans & Cassidy. Courtesy of Gale Group.

For example, the structure of terrestrial vegetation has
been examined along transects originating at a large
smelter located at Sudbury, Ontario. This smelter is a
point source of great emissions of toxic sulfur dioxide
and metals. The immediate vicinity of the smelter is
characterized by severe ecological degradation, because
only a few species can tolerate the toxic stress. However,
at increasing distances from the smelter the intensity of
the toxic stresses decreases rapidly. Consequently, there
is a progressive survival and/or invasion of sundry plant
species at greater distances from the smelter, depending
on their specific tolerances of the toxic environment at
various distances. Farther than about 18.6 mi (30 km)
from the smelter the toxicity associated with its point-
source emissions no longer has a measurable influence
on the vegetation, and there is a mature forest, character-
istic of the regional unpolluted, landscape.

Often, species that are most tolerant of the toxic
stresses close to a point source are uncommon or absent
in the surrounding, non-polluted habitats. Usually, only a
few tolerant species are present close to point sources of
intense ecological stress, occurring as a sparse, low-
growing community. At greater distances shrubs may
dominate the plant community, and still further away rel-
atively tolerant species of tree may maintain an open for-
est. Eventually, beyond the distance of measurable eco-
logical responses to the toxic stress, a reference forest oc-
curs. However, it is important to recognize that these eco-
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logical changes are continuous, as are the gradients of en-
vironmental stress associated with the point source. This
syndrome of degradation of vegetation along transects
from smelters and other large point sources has been
characterized as a peeling of the vegetation.

In addition to changes in ecological communities
along environmental gradients associated with point
sources, there are also predictable changes in ecological
functions, such as productivity, nutrient cycling, and lit-
ter decomposition.

See also Non-point source; Stress, ecological.

Poison hemlock see Carrot family
(Apiaceae)

Poison ivy see Cashew family
(Anacardiaceae)

Poison oak see Cashew family
(Anacardiaceae)

Poisons and toxins

A chemical is said to be a poison if it causes some
degree of metabolic disfunction in organisms. Strictly
speaking, a toxin is a poisonous chemical of biological
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Poisons and toxins

origin, being produced by a microorganism, plant, or
animal. In common usage, however, the words poison
and toxin are often used interchangeably, and in this
essay they are also treated as synonyms.

It is important to understand that potentially, all
chemicals are toxic. All that is required for a chemical to
cause toxicity, is a dose (or exposure) that is large
enough to affect the physiology of an organism. This
fact was first recognized by a Swiss physician and al-
chemist known as Paracelsus (1493-1541), who is com-
monly acknowledged as the parent of the modern sci-
ence of toxicology. Paracelsus wrote that: “Dosage alone
determines poisoning.” In other words, if an exposure to
a chemical is to cause poisoning, it must result in a dose
that exceeds a threshold of physiological tolerance.
Smaller exposures to the same chemical do not cause
poisoning, at least not on the short term. (The differences
between short-term and longer-term toxicities are dis-
cussed in the next section.) Species of plants, animals,
and microorganisms differ enormously in their toler-
ance of exposures to potentially toxic chemicals. Even
within populations of the same species, there can be sub-
stantial differences in sensitivity to chemical exposures.
Some individuals, for example, may be extremely sensi-
tive to poisoning by particular chemicals, a phenomenon
known as hypersensitivity.

Because chemicals are present everywhere, all or-
ganisms are continuously exposed to potentially toxic
substances. In particular, the environments of modern
humans involve especially complex mixtures of chemi-
cals, many of which are synthesized through manufac-
turing and are then deliberately or accidentally released
into the environment. People are routinely exposed to
potentially toxic chemicals through their food, medicine,
water, and the atmosphere.

Toxicity

Toxicity can be expressed in many ways. Some
measures of toxicity examine biochemical responses to
exposures to chemicals. These responses may be de-
tectable at doses that do not result in more directly ob-
served effects, such as tissue damage, or death of the or-
ganism. This sort of small-dose, biochemical toxicity
might be referred to as a type of “hidden injury,” because
of the lack of overt, visible symptoms and damages.
Other measures of toxicity may rely on the demonstra-
tion of a loss of productivity, or tissue damage, or ulti-
mately, death of the organism. In extreme cases, it is pos-
sible to demonstrate toxicity to entire ecosystems.

The demonstration of obvious tissue damage, ill-
ness, or death after a short-term exposure to a large dose
of some chemical is known as acute toxicity. There are
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many kinds of toxicological assessments of the acute
toxicity of chemicals. These can be used to bioassay the
relative toxicity of chemicals in the laboratory. They can
also assess damages caused to people in their workplace,
or to ecosystems in the vicinity of chemical emission
sources ambient environment. One example of a com-
monly used index of acute toxicity is known as the LDs,
which is based on the dose of chemical that is required to
kill one-half of a laboratory population of organisms
during a short-term, controlled exposure. Consider, for
example, the following LDs,’s for laboratory rats (mea-
sured in mg of chemical per kg of body weight): sucrose
(table sugar) 30,000 mg/kg; ethanol (drinking alcohol)
13,700; glyphosate (a herbicide) 4,300; sodium chloride
(table salt) 3,750; malathion (an insecticide) 2,000;
acetylsalicylic acid (aspirin) 1,700; mirex (an insecti-
cide) 740; 2,4-D (a herbicide) 370; DDT (an insecticide)
200; caffeine (a natural alkaloid) 200; nicotine (a natur-
al alkaloid) 50; phosphamidon (an insecticide) 24; car-
bofuran (an insecticide) 10; saxitoxin (paralytic shellfish
poison) 0.8; tetrodotoxin (globe-fish poison) 0.01;
TCDD (a dioxin isomer) 0.01.

Clearly, chemicals vary enormously in their acute
toxicity. Even routinely encountered chemicals can, how-
ever, be toxic, as is illustrated by the data for table sugar.

Toxic effects of chemicals may also develop after a
longer period of exposure to smaller concentrations than
are required to cause acute poisoning. These long-term
effects are known as chronic toxicity. In humans and
other animals, long-term, chronic toxicity can occur in
the form of increased rates of birth defects, cancers,
organ damages, and reproductive dysfunctions, such as
spontaneous abortions. In plants, chronic toxicity is
often assayed as decreased productivity, in comparison
with plants that are not chronically exposed to the toxic
chemicals in question. Because of their relatively inde-
terminate nature and long-term lags in development,
chronic toxicities are much more difficult to demonstrate
than acute toxicities.

It is important to understand that there appear to be
thresholds of tolerance to exposures to most potentially
toxic chemicals. These thresholds of tolerance must be
exceeded by larger doses before poisoning is caused.
Smaller, sub-toxic exposures to chemicals might be re-
ferred to as contamination, while larger exposures are
considered to represent poisoning, or pollution in the
ecological context.

The notion of contamination is supported by several
physiological mechanisms that are capable of dealing
with the effects of relatively small exposures to chemi-
cals. For example, cells have some capability for repair-
ing damages caused to DNA (deoxyribonucleic acid) and
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other nuclear materials. Minor damages caused by toxic
chemicals might be mended, and therefore tolerated. Or-
ganisms also have mechanisms for detoxifying some
types of poisonous chemicals. The mixed-function oxi-
dases, for example, are enzymes that can detoxify certain
chemicals, such as chlorinated hydrocarbons, by me-
tabolizing them into simpler, less-toxic substances. Or-
ganisms can also partition certain chemicals into tissues
that are less vulnerable to their poisonous influence. For
example, chlorinated hydrocarbons are most often de-
posited in the fatty tissues of animals.

All of these physiological mechanisms of dealing with
small exposures to potentially toxic chemicals can, howev-
er, be overwhelmed by exposures that exceed the limits of
tolerance. These larger exposures cause poisoning of peo-
ple and other organisms and ecological damages.

Some naturally occurring poisons

Many poisonous chemicals are present naturally in
the environment. For example, all of metals and other el-
ements are widespread in the environment, but under
some circumstances they may occur naturally in concen-
trations that are large enough to be poisonous to at least
some organisms.

Examples of natural “pollution” can involve surface
exposure of minerals containing large concentrations of
toxic elements, such as copper, lead, selenium, or ar-
senic. For example, soils influenced by a mineral known
as serpentine can have large concentrations of toxic nick-
el and cobalt, and can be poisonous to most plants.

In other cases, certain plants may selectively take up
elements from their environment, to the degree that their
foliage becomes acutely toxic to herbivorous animals.
For example, soils in semi-arid regions of the western
United States often contain selenium. This element can
be bioaccumulated by certain species of legumes known
as locoweeds (Astragalus spp.), to the degree that the
plants become extremely poisonous to cattle and to other
large animals that might eat their toxic foliage.

In some circumstances, the local environment can
become naturally polluted by gases at toxic concentra-
tions, poisoning plants and animals. This can happen in
the vicinity of volcanoes, where vents known as fu-
maroles frequently emit toxic sulfur dioxide, which can
poison and kill nearby plants. The sulfur dioxide can
also dry-deposit to the nearby ground and surface water,
causing a severe acidification, which results in soluble
aluminum ions becoming toxic.

Other naturally occurring toxins are biochemicals
that are synthesized by plants and animals, often as a de-
terrent to herbivores and predators, respectively. In fact,
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some of the most toxic chemicals known to science are
biochemicals synthesized by organisms. One such exam-
ple is tetrodotoxin, synthesized by the Japanese globe
fish (Spheroides rubripes), and extremely toxic even if
ingested in tiny amounts. Only slightly less toxic is saxi-
toxin, synthesized by species of marine phytoplankton,
but accumulated by shellfish. When people eat these
shellfish, a deadly syndrome known as paralytic shell-
fish poisoning results. There are numerous other exam-
ples of deadly biochemicals, such as snake and bee ven-
oms, toxins produced by pathogenic microorganisms,
and mushroom poisons.

Poisons produced by human technology

Of course, in the modern world, humans are respon-
sible for many of the toxic chemicals that are now being
dispersed into the environment. In some cases, humans
are causing toxic damages to organisms and ecosystems
by emitting large quantities of chemicals that also occur
naturally, such as sulfur dioxide, hydrocarbons, and met-
als. Pollution or poisoning by these chemicals represents
an intensification of damages that may already be pre-
sent naturally, although not to nearly the same degree or
extent that results from additional human emissions.

Humans are also, however, synthesizing large quan-
tities of novel chemicals that do not occur naturally, and
these are also being dispersed widely into the environ-
ment. These synthetic chemicals include thousands of
different pesticidal chemicals, medicines, and diverse
types of industrial chemicals, all of them occurring in
complex mixtures of various forms. Many of these
chemicals are directly toxic to humans and to other or-
ganisms that are exposed to them, as is the case with
many pesticides. Others result in toxicity indirectly, as
may occur when chlorofluorocarbons (CFCs), which
are normally quite inert chemicals, find their way to the
upper atmospheric layer called the stratosphere. There
the CFCs degrade into simpler chemicals that consume
ozone, resulting in less shielding of Earth’s surface from
the harmful effects of solar ultraviolet radiation, with
subsequent toxic effects such as skin cancers, cataracts,
and immune disorders.

As an example of toxicity caused to humans, con-
sider the case of the accidental release in 1984 at Bhopal,
India, of about 40 tonnes of poisonous methyl isocyanate
vapor, an intermediate chemical in the manufacturing of
an agricultural insecticide. This emission caused the
death of almost 3,000 people and more than 20,000 oth-
ers were seriously injured.

As an example of toxicity caused to other animals,
consider the effects of the use of carbofuran, an insecti-
cide used in agriculture in North America. Carbofuran
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Polar coordinates

KEY TERMS
Acute toxicity—A poisonous effect produced by a
single, short-term exposure to a toxic chemical,
resulting in obvious tissue damage, and even
death of the organism.

Bioassay—This is an estimate of the concentration
or effect of a potentially toxic chemical, measured
using a biological response under standardized
conditions.

Chronic toxicity—This is a poisonous effect that is
produced by a long period of exposure to a mod-
erate, sub-acute dose of some toxic chemical.
Chronic toxicity may result in anatomical dam-
ages or disease, but it is not generally the direct
cause of death of the organism.

Exposure—In toxicology, exposure refers to the
concentration of a chemical in the environment,
or to the accumulated dose that an organism en-
counters.

Hidden injury—This refers to physiological dam-
ages, such as changes in enzyme or other bio-
chemical functions, that occur after exposure to a
dose of a poison that is not sufficient to cause
acute injuries.

Response—In toxicology, response refers to effects
on physiology or organisms that are caused by ex-
posure to one or more poisons.

exerts its toxic effect by poisoning a specific enzyme,
known as acetylcholine esterase, which is essential for
maintaining the functioning of the nervous system. This
enzyme is critical to the healthy functioning of insects,
but it also occurs in vertebrates such as birds and
mammals. As a result, the normal use of carbofuran in
agriculture results in toxic exposures to numerous birds,
mammals, and other animals that are not the intended
targets of the insecticide application. Many of these non-
target animals are killed by their exposure to carbofuran,
a chemical that is well-known as causing substantial eco-
logical damages during the course of its normal, legal
usage in agriculture.

Synopsis

It is critical to understand that while any chemical
can cause poisoning, a threshold of tolerable dose must
be exceeded for this to actually happen. The great chal-
lenge of toxicology is to provide society with a clearer
understanding of the exposures to potentially toxic
chemicals that can be tolerated by humans, other species,
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and ecosystems before unacceptable damages are
caused. Many naturally occurring and synthetic chemi-
cals can be used for diverse, useful purposes, but it is im-
portant that we understand the potentially toxic conse-
quences of increasing exposures to these substances.

See also Bioaccumulation.
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Polar coordinates

One of the several systems for addressing points in
the plane is the polar-coordinate system. In this system a
point P is identified with an ordered pair (r,0) where r is
a distance and 6 an angle. The angle is measured
counter-clockwise from a fixed ray OA called the “polar
axis.” The distance to P is measured from the end point
O of the ray. This point is called the “pole.” Thus each
pair determines the location of a point precisely.

When a point P is given coordinates by this scheme,
both r and 6 will be positive. In working with polar coor-
dinates, however, it occasionally happens that r, 6, or both
take on negative values. To handle this one can either
convert the negative values to positive ones by appropri-
ate rules, or one can broaden the system to allow such
possibilities. To do the latter, instead of a ray through O
and P one can imagine a number line with 6 the angle
formed by OA and the positive end of the number line, as
shown here. One can also say that an angle measured in a
clockwise direction is negative. For example, the point (5,
30°) could also be represented by (-5, -150°).

To convert r and 6 to positive values, one can use
these rules:

I (-r,0)=(r,0 £m) or (r, 6 £ 180°)
II (r, ) = (1, 6 £ 2m) or (r, 6 = 360°)

(Notice that 6 can be measured in radians, degrees,
or any other measure as long as one does it consistently.)
Thus one can convert (-5, -150°) to (5, 30°) by rule I
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alone. To convert (-7, -200°) would require two steps.
Rule I would take it to (7, -20°). Rule II would convert it
to (7, 340°).

Rule II can also be used to reduce or increase 6 by
any multiple of 2 or 360°. The point (6.5, 600°) is the
same as (6.5, 240°), (6.5, 960°), (6.5, -120°), or count-
less others.

It often happens that one wants to convert polar co-
ordinates to rectangular coordinates, or vice versa. Here
one assumes that the polar axis coincides with the posi-
tive x-axis and the same scale is used for both. The equa-
tions for doing this are

r=V x2 + y2
0 = arc tan y/x
X=rcos 0
y=rsin 0

For example, the point (3, 3) in rectangular coordi-
nates becomes (\/ 18, 45°) in polar coordinates. The
polar point (7, 30°) becomes (6.0622, 3.5). Some scien-
tific calculators have built-in functions for making these
conversions.

These formulas can also be used in converting equa-
tions from one form to the other. The equation r = 10 is
the polar equation of a circle with it center at the origin
and a radius of 10. Substituting for r and simplifying the
result gives x2 + y? = 100. Similarly, 3x - 2y = 7 is the
equation of a line in rectangular coordinates. Substitut-
ing and simplifying gives r = 7/(3 cos 60 - 2 sin 0) as its
polar equation.

As these examples show, the two systems differ in
the ease with which they describe various curves. The
Archimedean spiral r = k0 is simply described in polar
coordinates. In rectangular coordinates, it is a mess. The
parabola y = x? is simple. In polar form it is r = sin 6/(1
- sin? 0). (This comparison is a little unfair. The polar
forms of the conic sections are more simple if one puts
the focus at the pole.) One particularly interesting way in
which polar coordinates are used is in the design of
radar systems. In such systems, a rotating antenna
sends out a pulsed radio beam. If that beam strikes a re-
flective object the antenna will pick up the reflection. By
measuring the time it takes for the reflection to return,
the system can compute how far away the reflective ob-
ject is. The system, therefore, has the two pieces of in-
formation it needs in order determine the position of the
object. It has the angular position, 6, of the antenna, and
the distance r, which it has measured. It has the object’s
position (r, 0) in polar coordinates.

For coordinating points in space a system known as
cylindrical coordinates can be used. In this system, the
first two coordinates are polar and the third is rectangu-

GALE ENCYCLOPEDIA OF SCIENCE 3

(r0)

[ B2

Pole
o Polar axis

Figure 1. lllustration by Hans & Cassidy. Courtesy of Gale Group.

Figure 2. lllustration by Hans & Cassidy. Courtesy of Gale Group.

Figure 3. lllustration by Hans & Cassidy. Courtesy of Gale Group.

lar, representing the point’s distance above or below the
polar plane. Another system, called a spherical coordi-
nate system, uses a radius and two angles, analogous to
the latitude and longitude of points on earth.
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Polar ice caps

KEY TERMS
Coordinate system—A system of describing the
position of points by means of combinations of
numbers.

Polar coordinates—A coordinate system in which
one number represents a distance and the other
number an angle.

Rectangular coordinates—A coordinate system in
which two or more numbers represent distances
in mutually orthogonal directions.

Polar coordinates were first used by Isaac Newton
and Jacob (Jacques) Bernoulli in the seventeenth century,
and have been used ever since. Although they are not as
widely used as rectangular coordinates, they are impor-
tant enough that nearly every book on calculus or ana-
lytic geometry will include sections on them and their
use; and makers of professional quality graph paper will
supply paper printed with polar-coordinate grids.

Resources

Books

Ball, W.W. Rouse. A Short Account of the History of Mathe-
matics. London: Sterling Publications, 2002.

Finney, Ross L., et al. Calculus: Graphical, Numerical, Alge-
braic, of a Single Variable. Reading, MA: Addison Wesley
Publishing Co., 1994.

J. Paul Moulton

Polar ice caps

The polar ice caps cover the north and south poles
and their surrounding territory, including the entire con-
tinent of Antarctica in the south, the Arctic Ocean, the
northern part of Greenland, parts of northern Canada,
and bits of Siberia and Scandinavia also in the north.
Polar ice caps are dome-shaped sheets of ice that feed
ice to other glacial formations, such as ice sheets, ice
fields, and ice islands. They remain frozen year-round,
and they serve as sources for glaciers that feed ice into
the polar seas in the form of icebergs. Because the polar
ice caps are very cold (temperatures in Antarctica have
been measured to -126.8°F [-88°C]) and exist for a long
time, the caps serve as deep-freezes for geologic infor-
mation that can be studied by scientists. Ice cores drawn
from these regions contain important data for both geol-
ogists and environmental scientists about paleoclimatol-
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ogy and give clues about the effects human activities are
currently having on the world.

Polar ice caps also serve as reservoirs for huge
amounts of the earth’s water. Hydrologists suggest that
three-quarters of the world’s freshwater is frozen at the
North and South Poles. Most of this freshwater ice is in
the Southern Hemisphere. The Antarctic ice cap alone
contains over 90% of the world’s glacial ice, some in
huge sheets over 2.5 mi (4 km) deep and averaging 1.5
mi (2.4 km) deep across the continent. It has been esti-
mated that enough water is locked up in Antarctica to
raise sea levels around the globe over 240 ft (73 m).

Polar ice caps and geologic history

Although the polar ice caps have been in existence
for millions of years, scientists disagree over exactly how
long they have survived in their present form. It is gener-
ally agreed that the polar cap north of the Arctic Circle,
which covers the Arctic Ocean, has undergone contrac-
tion and expansion through some 26 different glaciations
in just the past few million years. Parts of the Arctic have
been covered by the polar ice cap for at least the last five
million years, with estimates ranging up to 15 million.
The Antarctic ice cap is more controversial; although
many scientists believe extensive ice has existed there for
15 million years, others suggest that volcanic activity on
the western half of the continent it covers causes the ice
to decay, and the current south polar ice cap is therefore
no more than about three million years old.

At least five times since the formation of the earth,
because of changes in global climate, the polar ice has
expanded north and south toward the equator and has
stayed there for at least a million years. The earliest of
these known ice ages was some two billion years ago,
during the Huronian epoch of the Precambrian era. The
most recent ice age began about 1.7 million years in the
Pleistocene epoch. It was characterized by a number of
fluctuations in North polar ice, some of which expanded
over much of modern North America and Europe, cov-
ered up to half of the existing continents, and measured
as much as 1.8 mi (3 km) deep in some places. These
glacial expansions locked up even more water, dropping
sea levels worldwide by more than 300 ft (100 m). Ani-
mal species that had adapted to cold weather, like the
mammoth, thrived in the polar conditions of the Pleis-
tocene glaciations, and their ranges stretched south into
what is now the southern United States.

The glaciers completed their retreat and settled in
their present positions about 10-12,000 years ago. There
have been other fluctuations in global temperatures on a
smaller scale, however, that have sometimes been known
popularly as ice ages. The 400 year period between the
fourteenth and the eighteenth centuries is sometimes
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called the Little Ice Age. Contemporaries noted that the
Baltic Sea froze over twice in the first decade of the
1300s. Temperatures in Europe fell enough to shorten the
growing season, and the production of grain in Scandi-
navia dropped precipitously as a result. The Norse com-
munities in Greenland could no longer be maintained and
were abandoned by the end of the fifteenth century. Sci-
entists argue that data indicate that we are currently in an
interglacial period, and that North polar ice will again
move south some time in the next 23,000 years.

Investigation of polar ice caps

Scientists believe the growth of polar ice caps can be
triggered by a combination of several global climactic
factors. The major element is a small drop (perhaps no
more than 15°F [9°C]) in average world temperatures.
The factors that cause this drop can be very complex.
They include reductions in incoming solar radiation, re-
flection of that energy back into space, fluctuations in at-
mospheric and oceanic carbon dioxide and methane lev-
els, increased amounts of dust in the atmosphere such as
that resulting from volcanic activity, heightened winds—
especially in equatorial areas—and changes in thermoha-
line circulation of the ocean. The Milankovitch theory of
glacial cycles also cites as factors small variations in the
earth’s orbital path around the sun, which in the long
term could influence the expansion and contraction of the
polar ice caps. Computer models based on the Mi-
lankovitch theory correlate fairly closely with observed
behavior of glaciation over the past 600 million years.

Scientists use material preserved in the polar ice
caps to chart these changes in global glaciation. By mea-
suring the relationship of different oxygen isotopes pre-
served in ice cores, they have determined both the mean
temperature and the amount of dust in the atmosphere
in these latitudes during the recent ice ages. Single
events, such as volcanic eruptions and variations in solar
activity and sea level, are also recorded in polar ice.
These records are valuable not only for the information
they provide about past glacial periods; they serve as a
standard to compare against the records of more modern
periods. Detailed examination of ice cores from the polar
regions has shown that the rate of change in Earth’s cli-
mate may be much greater that previously thought. The
data reflect large climatic changes occurring in periods
of less than a decade during previous glacial cycles.

Scientists also use satellites to study the thickness
and movements of the polar ice caps. Information is col-
lected through radar, microwave, and even laser instru-
ments mounted on a number of orbiting satellites. Scien-
tists have also utilized similar technology to confirm the
existence of polar ice caps on the Moon and Mars.
These relict accumulations are indicative of the history
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of these bodies and may prove useful in future explo-
ration efforts as a water and fuel source. The detailed and
frequent observations provided by the space-based tools
permit scientists to monitor changes in the ice caps to a
degree not possible by previous land-based methods.

Recent findings suggest that the ice sheets may be
changing much more rapidly than previously suspected.
Portions of the ice sheets in Greenland, West Antarctica,
and the Antarctic Peninsula are rapidly thinning and, more
importantly, losing mass. Scientists are able to document
modifications of ice accumulations rates, volume of melt
water, and the impact of elevated seawater temperature and
utilize this information in characterizing the movement and
evolution of these ice sheets. Glaciers flowing to the ocean
in these areas appear to be accelerating in their advance.
Although this acceleration may not be directly related
global warming, the potential for their combined impact
on sea level is of concern for many observers.

Predicting the future of the ice caps is a difficult
task. It is complicated by the interactions of the various
factors that control the ice. One example is the possibili-
ty that the warming climate will reduce the areal extent
of ice in the polar regions. This will decrease the albedo,
or tendency to reflect incoming solar radiation, of the
polar regions. White ice is particularly good at reflecting
much of the sunlight that reaches it and this has a cool-
ing effect on the overall climate. With less albedo, the
climate will tend to warm even more. However, the melt-
ing ice could impact the thermohaline circulation of the
oceans, paradoxically resulting in extensive cooling.
These seemingly contradictory results can only be re-
solved through more detailed scientific observation.

The process of global warming and other forces of
climate change will continue to be reflected in the ice
caps. Should global warming continue unchecked, scien-
tists warn, it could have a drastic effect on polar ice.
Small variations over a short period of time could shrink
the caps and raise world sea levels. Even a small rise in
sea level could affect a large percentage of the world’s
population, and it could significantly impact major cities
like New York. Ironically, global warming could also
delay or offset the effects of the coming ice age.
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Poliomyelitis

KEY TERMS
Glaciation—The formation, movement, and reces-
sion of glaciers or ice sheets.

Ice age—An extended period of time in the earth’s
history when average annual temperatures were
significantly lower than at other times, and polar
ice sheets extended to lower latitudes.

Ice core—A cylindrical sample of ice collected by
drilling and brought to the surface for analysis.

Ice sheet—A glacial body of ice of considerable
thickness and great areal extent, not limited by
underlying topography.

Milankovitch theory—Describes the cyclic change
of temperature on Earth due to variations in the
earth’s orbit, including wobble of the axis and el-
lipticity.

Thermohaline—Said of the vertical movement of
seawater, related to density differences due to
variations in temperature and salinity.
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Poliomyelitis

There are three viruses responsible for the infectious
disease now called poliomyelitis. It has been called in-
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fantile paralysis and is now commonly referred to as
polio. While the disease usually afflicts young children,
adults can succumb to it also.

A notable example of polio in an adult was the case
of President Franklin Delano Roosevelt, the thirty-second
president of the United States. He contracted poliomyelitis
at the age of 40. While he was able to return to health
through an intense effort of physical therapy, he lost the
use of his legs. As the President of the United States he
used canes and orthotic devices to stand when he appeared
before audiences in the 1930s and 40s. Although he was
bound to a wheelchair, to most people he was able to con-
vey the illusion that he was still able to walk.

Infection from poliomyelitis is spread through in-
fectious contact with someone who already has the dis-
ease or as a result of poor sanitation where human waste
products infect others. The mouth is the usual pathway
of the virus which then enters the blood system. Paraly-
sis mostly to the arms and legs occurs from lesions to the
central nervous system. These lesions occur when the
polio viruses begin to invade the central nervous system.

Clinical reactions to the polio viruses can range
from none to symptoms that are mild ones which resem-
ble the common cold (headache, sore throat, slight
fever). These symptoms can vanish in a short period of
time, anywhere from one to three days. A major illness
of polio can be defined when the viruses attack the cen-
tral nervous system, and even in these cases about 50%
of the patients will fully recover. Of the remaining 50%
about half of those will retain some mildly disabling
after-effects, while the other one-half will show signs of
permanent disability. Special devices may have to be
used in these cases, such as an iron lung to assist in
breathing when the respiratory system is impaired by
the disease.

A form of the disease that can be fatal is the kind
that leads to a paralysis of the muscles in the throat. This
type of paralysis can lead to the regurgitation of the gas-
tric juices into the respiratory system thus causing it to
shut down. The large majority of these cases (80%) can
still recover through proper treatment. This complication
of the disease is known as bulbar poliomyelitis.

Because infants in underdeveloped parts of the
world may have built up immunity from their mothers
who had been exposed to the virus, there has been a be-
lief that these children were less at risk of contracting
polio than children in advanced countries with improved
sanitation. Demographic statistics of incident rates,
however, tend to raise questions about the effectiveness
of natural, infant immunities developing in backward
countries. Immunization programs against poliomyelitis
as well as other common childhood diseases is still car-
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ried on by the World Health Organization as the only re-
liable way of eradicating the disease.

In the 1950s two types of vaccines were developed
in the United States. One type, the Salk vaccine, named
after its developer Jonas Salk, used dead polio viruses
that were injected. The other type is called the Sabin vac-
cine, after Albert Sabin, and is an oral vaccine using a
weaker strain of the polio viruses for immunity.

Since both vaccines are effective against all three
strains of the polio viruses, there has been a virtual eradi-
cation of the disease in the United States and other coun-
tries that are able to employ a successful immunization
program for their populations.

For those who contracted the disease before the vacci-
nation programs became fully effective there have been re-
ports of a disorder which is referred to as post-polio syn-
drome. This condition is characterized by fatigue, pains in
the joints and muscles, problems with breathing, and a loss
of muscle strength. Physical and occupational treatment
therapies have been developed to deal with this problem.

Incubation and natural immunity

The term infantile paralysis for poliomyelitis was
appropriate to the extent that the majority of cases, 70-
90%, do occur in early childhood, below the age of
three. In countries with temperate climates the infection
rate rises seasonally during the heat and humidity of the
summer months. The viruses are passed along either
orally or through contact with infected feces or even
through inhalation of moisture particles from infected in-
dividuals, such as by cough.

There may be some peaking of the disease in the
tropics, but it is less evident. It takes from four to 35
days for the virus to incubate. Symptoms in most cases
will begin to show after one to three weeks after con-
tracting the virus.

The view is still current with some polio epidemiol-
ogists (physicians who study ways of preventing the
spread of disease) that by the age of six, children in
countries with poor sanitation have acquired a permanent
immunity to polio, whereas children in countries with
good sanitation are more apt to get the disease in their
adult years since they were not exposed to it at an earlier
period of life. Statistical analysis has left this assumption
open to debate.

The iron lung

In the cases of polio that paralyzed the muscles nec-
essary for breathing the so-called iron lung was devel-
oped in the mid-1900s. The iron lung is an artificial res-
pirator. The patient’s body is enclosed in a metal tank
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that uses air pressure changes to expand and contract the
chest walls. In the 1920s a physiologist named Philip
Drinker invented this innovative way of dealing with the
respiratory problems of polio patients. The iron lung
used a continuous power source which made it superior
to existing respirators.

Drinker’s original design was improved by physi-
cians to increase the patient’s care and comfort. The
medical community depended on the iron lung in the
treatment of patients with paralysis of the respiratory
muscles. It was heavily used during the polio epidemic
of 1931. Large, hospital-based respirator centers were
developed to care for the many polio patients with respi-
ratory paralysis. These centers were the predecessors of
today’s intensive care units.

World eradication of polio

The goal for the total eradication of polio, just as
small pox has been eliminated, has annually been nearing
a reality. About 600,000 cases of polio were reported
each year before the introduction and full use of the polio
vaccines. That number held firm from the mid-1950s to
the early part of the next decade of the 1960s. By 1992
the number of reported cases throughout the world
dropped to 15,406. Peru in 1991 was the only country in
the western hemisphere to report one case of polio.

There are, however, areas in the world that still are
at risk for the transmission of polio viruses. The World
Health Organization recommends that immunization of
children below the age of five be carried out and that oral
polio vaccine be used instead of the Salk type. According
to WHO, at least five doses of the oral vaccine should be
given door to door on immunization designated days.
Networks of clinics and reporting services should also be
available to monitor the effective implementation of
these immunization drives.

It was the World Health Organization that was re-
sponsible for the world eradication of smallpox by wag-
ing an 11-year campaign against the virus that caused it,
the variola virus. WHO was able to bring countries to-
gether to use a vaccine that had been discovered 170
years ago. The polio viruses, however, are still active and
there really may be 10 times as much polio in the world
than is actually officially reported.

Feasibility for eradication

One of the problems of testing for the eradication of
polio infections is that the majority of cases do not show
any clinical symptoms. They are asymptomatic. Less than
1% of polio infections lead to paralysis and most of the
cases that go on to paralysis are caused by the type 1 po-
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liovirus. Type 1 is also the one most responsible for out-
breaks of epidemics. Along with type 3 it represents prob-
ably less than one case out of a thousand polio infections.

Another problem in tracking the polio virus is that
there are other viruses (Enteroviruses) that create symp-
toms that are exactly like the ones created by the polio
viruses. There are also some unusual types of symptoms
in some polio infections that resemble a disorder known
as Guillain-Barre syndrome. Only a careful laboratory
examination that includes isolating the viruses from the
patient’s stool can be considered for giving a correct di-
agnosis of the infection. The presence of such laboratory
facilities, especially in backward areas, therefore, be-
comes an important factor in the program to eliminate
infections from polio viruses.

Polio vaccines

In 1955 the Salk inactivated polio vaccine was intro-
duced. It was followed by the Sabin live, attenuated oral
vaccine in 1961. These two vaccines have made it possi-
ble to eliminate polio on a global level.

The Salk vaccine as it has been presently developed
produces a high level of immunity after two or three in-
jections with only minor side-effects. The major defense
the Salk vaccine provides against polio viruses is to pre-
vent them from spreading from the digestive system to
the nervous system and respiratory system. But it cannot
prevent the viruses from entering the intestinal tract. The
Salk vaccine has been effective in certain countries, like
those in Scandinavia and the Netherlands, where chil-
dren received a minimum of six shots before reaching
the age of 15. Those countries have good sanitation and
the major form of spreading the viruses was through res-
piratory contagion.

In countries that do not have good sanitation, the
Sabin vaccine is preferred because as an oral vaccination
it is goes straight to the intestinal tract and builds up im-
munity there as well as in other parts of the body. Those
who have received the vaccine may pass on vaccine
viruses through the feces to non-vaccinated members of
the population, and that spreads the good effects of im-
munization. There is, however, the rare adverse side-ef-
fect of 1 out of 2,500,000 doses of the Sabin vaccine
producing a case of poliomyelitis.

The number of doses to achieve a high level of im-
munity for the Sabin oral vaccine in temperate, economi-
cally advanced countries may be two or three. In tropical
countries the degree of immunization is not as high
against all three types of polio viruses. The effectiveness
of the Sabin oral vaccine in tropical countries is im-
proved when it is administered in the cool and dry sea-
sons and when it is given as part of mass campaign
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where there is a chance of vaccinated persons passing
the vaccine virus on to non-vaccinated persons.

Toward the global eradication of polio, the World
Health Organization recommends the Sabin oral vaccine
for its better performance in creating overall polio im-
munity, its convenient form of administration, and for its
lower cost.

Need for surveillance

For the total eradication of a disease it is necessary
to have the mechanisms for determining the existence of
even one solitary instance or case of the disease. That
means in effect a quick system of reporting and collec-
tion of any suspected occurrence of the disease so that
laboratory analysis may be made as soon as possible.
Health care providers are given the criteria for determin-
ing the presence of the disease. In the case of polio the
appearance of a certain type of paralysis called acute
flaccid paralysis along with the Guillain-Barre syndrome
for a child under five or any physician diagnosed case of
polio at any age should receive immediate attention.

Within 24-48 hours two stool specimens are collected
along with clinical information, other laboratory findings,
and information on whether the person has recently trav-
eled. A 60 day follow-up after the onset of the illness should
be made to see if there are any paralytic after effects.

Importance of laboratories

Laboratory confirmation of polio viruses requires an
efficient network of laboratories. Each WHO region de-
velops a network of laboratories to support the various
countries within that area. In these laboratories the staff
is trained to isolate and identify the different types of
polio viruses. Some countries send specimens to a re-
gional laboratory in a neighboring country. Regional ref-
erence laboratories have been set up to tell the differ-
ences between vaccine poliovirus from wild poliovirus.
A few of these laboratories produce the needed testing
agents, do research, and develop training materials for
health workers. These laboratories are coordinated with
central libraries that contain genotypic information and
samples to help in the identification process.

Cost of global eradication

In many of the countries where polio viruses still
exist and are transmitted the cost of eradication cannot
be afforded. WHO estimates that global polio eradica-
tion, with a 10-year effort, may cost as much as a billion
dollars. It is argued that countries in the West and those
with advancing economies that are free of polio will ben-
efit by the global eradication of poliomyelitis. For exam-
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KEY TERMS

Acute flaccid paralysis—An early symptom of po-
liomyelitis, characterized by weakening or loss of
muscle tone.

Guillain-Barre syndrome—A rare disorder of the
peripheral nerves that causes weakness and paraly-
sis, usually caused by an allergic reaction to a viral
infection.

Iron lung—An artificial respirator developed in the
twenties and widely used throughout the polio epi-
demics in the United States and other countries of
the thirties and thereafter.

L-Carnitine—A health food substance being used
by some postpolio people.
Post-polio syndrome—A group of symptoms expe-
rienced by survivors of the polio epidemics before
the period of vaccination.

Sabin vaccine—The oral polio vaccine developed

ple, the United States could save more than $105 million
a year on polio vaccine. Money could also be saved by
not having to administer the vaccine. The Netherlands
suffered an outbreak of polio in 1991-92. It spent more
than $10 million controlling this outbreak. More money
will also have to be spent for the long-term care and re-
habilitation for the survivors of the Netherlands’ out-
break. According to the cost-analysis of leading polio
epidemiologists, the total cost of eradication could be re-
covered in savings within a few years of certification that
the world is polio-free.

Treatment of post-polio syndrome

For older survivors of previous polio epidemics in
the United States and elsewhere there have been a group
of related symptoms known as post-polio syndrome.

The amount of exercise recommended for post-
polio people has been an issue in question. While it was
felt that this syndrome, characterized by muscle atrophy
and fatigue, called for some restrictions on exercise be-
cause of the weakened condition of the muscles, a more
recent view is calling for a reexamination of that posi-
tion. The newer view is that exercise training of muscles
is more important than avoidance of exercise even
though it becomes more difficult in the aging process. It
is important to maintain a high level of activity as well as
the right kind and amount. Studies have shown that post-
polio muscles that have lost strength can recover strength
with the right kind of exercise.
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by Albert Sabin from weakened live polio viruses
and introduced in 1961; the vaccine WHO recom-
mends for immunization programs.

Salk vaccine—The polio vaccine introduced by
Jonas Salk in the mid-1950s using dead polio
viruses by injection.

Smallpox—A viral disease with a long history
which in 1980 WHO announced was eradicated
as a result of an effective worldwide immunization
program.

Wild polio virus—As opposed to vaccine polio
viruses, which are transmitted as a result of the
Sabin vaccine, wild polio viruses are those natural-
ly circulated from natural sources of contagion.

World Health Organization—A body of the Unit-
ed Nations formed in 1948 to manage world
health problems, such as epidemics.

It is also possible for these people to improve their
endurance, but it is important for them not to have expec-
tations that exceed their physical limitations. One criterion
that can be followed for improving the strength of a limb
is to determine how much function remains in the limb.
The strength of the limb should at least remain the same
with the exercise, but if it begins to decrease, then it is
possible it is being overexerted. Experts in the field of
physical rehabilitation maintain that the limb should have
at least 15% of normal function before it can be further
improved with exercise. If it is below that amount the ex-
ercise may not help to improve strength and endurance.

Use of drugs

Drug studies show that using high doses of pred-
nisone, a drug used as an immunosuppressant did not
produce added strength or endurance. Amantadine, used
for Parkinson’s disease and the fatigue of multiple scle-
rosis, also was not effective. Another drug, Mestinon,
however, showed that post-polio people could benefit
from its use. Physicians advise their patients to try it for
a one month period starting with a small dose and then
over a period of a month to build up the dosage. After the
full dosage is reached the user should be able to deter-
mine whether or not it will help improve symptoms, es-
pecially in the area of strengthening weak muscles. It is
particularly recommended to deal with fatigue in emer-
gency situations, such as when driving a car when a low
dose can carry the person through the activity safely.
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Another medication post-polio people have found
helpful and which is available at health food stores is L-
Carnitine. This is a substance that is already present in
the muscles and it has been used in Switzerland and Aus-
tralia. It is now being tried in the United States to help
build up strength and endurance in post-polio cases.
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Pollen see Flower

Pollen analysis

Pollen analysis, or palynology, is the study of fossil
pollen (and to a lesser degree, plant spores) preserved in
lake sediments, bog peat, or other matrices. Usually, the
goal of palynology is to reconstruct the probable charac-
ter of local plant communities in the historical past, as
inferred from the abundance of plant species in dated po-
tions of the pollen record. Palynology is a very important
tool for interpreting historical plant communities, and
the speed and character of their response to changes in
environmental conditions, especially climate change.
Pollen analysis is also useful in archaeological and eco-
logical reconstructions of the probable habitats of an-
cient humans and wild animals, and in determining what
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they might have eaten. Pollen analysis is also sometimes
useful in exploration for resources of fossil fuels.

Pollen and spores

Pollen is a fine powdery substance, consisting of mi-
croscopic grains containing the male gametophyte of
gymnosperms (conifers and their relatives) and an-
giosperms (monocotyledonous and dicotyledonous flow-
ering plants). Pollen is designed for long-distance disper-
sal from the parent plant, so that fertilization can occur
among individuals, in preference to self-fertilization.
(However, many species of plants are indeed self-fertile,
some of them exclusively so.) Plant spores are another
type of reproductive grain intended for dissemination.
Plant spores are capable of developing as a new individ-
ual, either directly or after fusion with another germinat-
ed spore. Among the vascular plants, these types of
spores are produced by ferns, horsetails, and club-
mosses. However, spores with somewhat simpler func-
tions are also produced by mosses, liverworts, algae,
fungi, and other less complex organisms.

Pollen of many plants can be microscopically identi-
fied to genus and often to species on the basis of the size,
shape, and surface texturing of the grain. In general,
spores can only be identified to higher taxonomic orders,
such as family or order. This makes pollen, more so than
spores, especially useful in typical palynological studies.
The integrity of the outer cell wall of both pollen and
spores is well maintained under conditions with little
physical disturbance and poor in oxygen, and this is why
these grains are so well preserved in lake sediment, bog
peat, and even the drier deposits of archaeological sites.
Fossil pollen has even been collected, and identified,
from the teeth and viscera of extinct animals, such as
mammoths found frozen in arctic permafrost.

Plant species are not represented in the record of
fossil pollen of lake sediments and bog peat in a manner
that directly reflects their abundance in the nearby vege-
tation. For example, plants that are pollinated by insects
are rarely detected in the pollen record, because their rel-
atively small production of pollen is not distributed into
the environment in a diffuse manner. In contrast, wind-
pollinated species are well represented, because these
plants emit large quantities of pollen and disseminate it
in a broadcast fashion. However, even among wind-polli-
nated plants, certain species are particularly copious pro-
ducers of pollen, and these are disproportionately repre-
sented in the fossil record, as is the case of herbaceous
species of ragweed (for example, Ambrosia artemesiifo-
lia). Among temperate species of trees, pines are notably
copious producers of pollen, and it is not unusual to find
a distinct, pollen-containing, yellow froth along the
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edges of lakes and ponds in many areas during the pollen
season of pines. Because of the large differences in
pollen production among plant species, interpretation of
the likely character of local vegetation based on observa-
tions of fossil pollen records requires an understanding
of pollen production rates by the various species, as well
as annual variations in this characteristic.

Dating palynological samples

Palynologists must understand the temporal context
of their samples, which means that they must be dated. A
number of methods are available to palynologists for dat-
ing their samples of mud or peat. Most commonly used in
typical palynological studies is a method known as radio-
carbon dating, which takes advantage of the fact that once
an organism dies and is removed from the direct influ-
ence of the atmosphere, it no longer absorbs additional
carbon-14, a rare, radioactive isotope of this element.
Therefore, the amount of carbon-14 decreases progres-
sively as a sample of dead biomass ages, and this fact can
be used to estimated the age of organic samples on the
basis of the remaining quantity of carbon-14, and its
ratio to stable carbon-12. The rate of radioactive decay
of carbon-14 is determined by its half-life, which is about
5,700 years. Radiological dating using carbon-14 is use-
ful for samples aged between about 150,000 and 40,000-
50000 years. Younger samples can sometimes be dated on
the basis of their content of lead-210, and older samples
using other elemental isotopes having longer half-lives.

Some palynological studies have investigated sedi-
ment collected from an unusual type of lake, called
meromictic, in which there is a permanent stratification
of the water caused by a steep density gradient associat-
ed with a rapid changes in temperature or salt concen-
tration. This circumstance prevents surface waters from
mixing with deeper waters, which eventually become
anoxic because the biological demand for oxygen ex-
ceeds its ability to diffuse into deeper waters. Because
there is insufficient oxygen, animals cannot live in the
sediment of meromictic lakes. Consequently, the seasonal
stratigraphy of material deposition is not disturbed by
benthic creatures, and meromictic lakes often have well-
defined, annual sediment layers, called varves. These can
be dated in carefully collected, frozen cores by directly
counting backwards from the surface. Sometimes, a few
radiocarbon dates are also measured in varved cores, to
confirm the chronology, or to compensate for a poor col-
lection of the youngest, surface layers. Although
meromictic lakes are unusual and rare, palynologists seek
them out enthusiastically, because of the great advantages
that the varved cores have for dating and interpretation.

Sometimes, palynologists work in cooperation
with archaeologists. In such cases, it may be possible to
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date sample locations through their physical association
with cultural artifacts that have been dated by archaeol-
ogists, perhaps based on their known dates of occur-
rence elsewhere.

Sometimes it is not necessary to accurately know
the absolute date of a sample—it may be enough to un-
derstand the relative age, that is, whether one sample is
younger or older than another. Often, relative aging can
be done on the basis of stratigraphic location, meaning
that within any core of lake sediment or peat, older sam-
ples always occur deeper than younger samples.

Pollen analysis

Palynologists typically collect cores of sediment or
peat, date layers occurring at various depths, and extract,
identify, and enumerate samples of the fossil pollen
grains that are contained in the layers. From the dated as-
semblages of fossil pollen, palynologists develop infer-
ences about the nature of the forests and other plant com-
munities that may have occurred in the local environment
of the sampled lake or bog. These interpretations must be
made carefully, because as noted above species do not
occur in the pollen record in a fashion that directly re-
flects their abundance in the mature vegetation.

Most palynological investigations attempt to recon-
struct the broad characteristics of the local vegetation at
various times in the past. In the northern hemisphere, many
palynological studies have been made of post-glacial
changes in vegetation in places that now have a temperate
climate. These vegetation changes have occurred since the
continental-scale glaciers melted back, a process that
began in some places 12,000-14,000 years ago. Although
the particular, inferred dynamics of vegetation change vary
among sites and regions, a commonly observed pattern is
that the pollen record of samples representing recently
deglaciated times contains species that are now typical of
northern tundra, while the pollen of somewhat younger
samples suggests a boreal forest of spruces, fir, and birch.
The pollen assemblage of younger samples is generally
dominated by species such as oaks, maples, basswood,
chestnut, hickory, and other species of trees that presently
have a relatively southern distribution.

However, within the post-glacial palynological record
there are clear indications of occasional climatic reversals-
for example, periods of distinct cooling that interrupt oth-
erwise warm intervals. The most recent of these coolings
was the so-called “Little Ice Age” that occurred between
the fourteenth and nineteenth centuries.. However, paly-
nology has detected much more severe climatic deteriora-
tions, such as the Younger Dryas event that began about
11,000 years ago, and that caused the re-development of
glaciers in many areas, and extensively reversed the
broader patterns of post-glacial vegetation development.
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KEY TERMS
Half-life—The time it takes for one-half of an ini-
tial quantity of material to be transformed, for ex-
ample, by radioactive decay of carbon-14.

Pollen analysis (palynology)—the inferred recon-
struction of historical occurrences of local vege-
tation, as interpreted from the record of fossil
pollen preserved in dated sediments of lakes or
peat of bogs.

Other interesting inferences from the palynological
record have involved apparent declines of particular
species of trees, occurring for reasons that are not
known. For example, palynological records from various
places in eastern North America have exhibited a large
decline in the abundance of pollen of eastern hemlock
(Tsuga canadensis), occurring over an approximately
50-year period about 4,800 years ago. It is unlikely that
the hemlock decline was caused by climate change, be-
cause other tree species with similar ecological require-
ments did not decrease in abundance, and in fact, appear
to have increased in abundance to compensate for the de-
cline of hemlock. The hemlock decline may have been
caused by an outbreak of an insect that specifically at-
tacks that tree, by a disease, or by some other, undiscov-
ered factor. Palynology has also found evidence for a
similar phenomenon in Europe about 5,000 years ago,
when there was a widespread decline of elms (Ulmus
spp.). This decline could have been caused by wide-
spread clearing of the forest by Neolithic humans, or by
an unknown disease or insect.
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Pollen dating see Dating techniques

Pollination

Pollination is the transfer of pollen from the male
reproductive organs to the female reproductive organs of
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A honeybee becomes coated in pollen while gathering nec-
tar and transports the pollen as it goes from flower to
flower. Photograph by M. Ruckszis. Stock Market/Zefa Ger-
many. Reproduced by permission.

a plant, and it precedes fertilization, the fusion of the
male and the female sex cells. Pollination occurs in seed-
producing plants, but not in the more primitive spore-
producing plants, such as ferns and mosses. In plants
such as pines, firs, and spruces (the gymnosperms),
pollen is transferred from the male cone to the female
cone. In flowering plants (the angiosperms), pollen is
transferred from the flower’s stamen (male organ) to the
pistil (female organ). Many species of angiosperms have
evolved elaborate structures or mechanisms to facilitate
pollination of their flowers.

History of pollination studies

The German physician and botanist Rudolf Jakob
Camerarius (1665-1721) is credited with the first empiri-
cal demonstration that plants reproduce sexually. Camer-
arius discovered the roles of the different parts of a
flower in seed production. While studying certain bisex-
ual (with both male and female reproductive organs)
species of flowers, he noted that a stamen (male pollen-
producing organ) and a pistil (female ovule-producing
organ) were both needed for seed production. The details
of fertilization were discovered by scientists several
decades after Camerarius’s death.

Among the many other scientists who followed Cam-
erarius’s footsteps in the study of pollination, one of the
most eminent was Charles Darwin. In 1862, Darwin pub-
lished an important book on pollination: The Various Con-
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trivances by which Orchids Are Fertilized by Insects. In
part, Darwin wrote this book on orchids in support of his
theory of evolution proposed in The Origin of Species,
published in 1859.

Darwin demonstrated that many orchid flowers had
evolved elaborate structures by natural selection in order
to facilitate cross-pollination. He suggested that orchids
and their insect pollinators evolved by interacting with
one another over many generations, a process referred to
as coevolution.

One particular example illustrates Darwin’s power-
ful insight. He studied dried specimens of Angraecum
sesquipedale, an orchid native to Madagascar. The white
flower of this orchid has a foot-long (30 cm) tubular spur
with a small drop of nectar at its base. Darwin claimed
that this orchid had been pollinated by a moth with a
foot-long tongue. He noted, however, that his statement
“has been ridiculed by some entomologists.” And in-
deed, around the turn of the century, a Madagascan moth
with a one-foot-long tongue was discovered. Apparently,
the moth’s tongue uncoils to sip the nectar of A.
sesquipedale as it cross-pollinates the flowers.

Darwin continued his studies of pollination in sub-
sequent years. In 1876, he wrote another important book
on pollination biology, The Effects of Cross and Self
Fertilization in the Vegetable Kingdom.

The Austrian monk and botanist Johann Gregor
Mendel (1822-1884) also conducted important pollina-
tion studies in Brno (now in the Czech Republic) in the
mid-1800s. He studied heredity by performing con-
trolled cross-pollinations of pea plants thereby laying the
foundation for the study of heredity and genetics.

Evolution of pollination

Botanists theorize that seed plants with morphological-
ly distinct pollen (male) and ovules (female) evolved from
ancestors with free-sporing heterospory, where the male
and the female spores are also morphologically distinct.

The evolution of pollination coincided with the
evolution of seed. Fossilized pollen grains of the seed
ferns, an extinct group of seed-producing plants with
fern-like leaves, have been dated to the late Carbonifer-
ous period (about 300 million years ago). These early
seed plants relied upon wind to transport their pollen to
the ovule. This was an advance over free-sporing
plants, which were dependent upon water, as their
sperm had to swim to reach the egg. The evolution of
pollination therefore allowed seed plants to colonize
terrestrial habitats.

It was once widely believed that insect pollination
was the driving force in the evolutionary origin of an-
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A cross section of the anther of a lily, showing open pollen
sacs and the release of pollen grains. JLM Visuals. Repro-
duced by permission.

giosperms. However, paleobotanists have recently dis-
covered pollen grains of early gymnosperms, which
were too large to have been transported by wind. This
and other evidence indicates that certain species of early
gymnosperms were pollinated by insects millions of
years before the angiosperms had originated.

Once the angiosperms had evolved, insect pollina-
tion became an important factor in their evolutionary di-
versification. By the late Cretaceous period (about 70
million years ago), the angiosperms had evolved flowers
with complex and specific adaptations for pollination by
insects and other animals. Furthermore, many flowers
were clearly designed to ensure cross-pollination, ex-
change of pollen between different individuals. Cross-
pollination is often beneficial because it produces off-
spring which have greater genetic heterogeneity, and are
better able to endure environmental changes. This impor-
tant point was also recognized by Darwin in his studies
of pollination biology.

Wind pollination

Most modern gymnosperms and many angiosperms
are pollinated by wind. Wind-pollinated flowers, such as
those of the grasses, usually have exposed stamens, so
that the light pollen grains can be carried by the wind.

Wind pollination is a primitive condition, and large
amounts of pollen are usually wasted, because it does
not reach female reproductive organs. For this reason,
most wind-pollinated plants are found in temperate re-
gions, where individuals of the same species often grow
close together. Conversely, there are very few wind polli-
nated plants in the tropics, where plants of the same
species tend to be farther apart.
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KEY TERMS
Angiosperm—A plant which produces seeds with-
in the mature ovary of a flower, commonly re-
ferred as a flowering plant.

Coevolution—Evolution of two or more closely
interacting species, such that the evolution of one
species affects the evolution of the other(s).

Gametophyte—The haploid, gamete-producing
generation in a plant’s life cycle.

Gymnosperm—Plant which produces its seed
naked, rather than within a mature ovary.

Haploid—Nucleus or cell containing one copy of
each chromosome.

Ovule—Female haploid gametophyte of seed
plants, which develops into a seed upon fertiliza-
tion by a pollen grain.

Pollen—Male haploid gametophyte of seed plants,
which unites with the ovule to form a seed.

Pollination by animals

In general, pollination by insects and other animals
is more efficient than pollination by wind. Typically, pol-
lination benefits the animal pollinator by providing it
with nectar, and benefits the plant by providing a direct
transfer of pollen from one plant to the pistil of another
plant. Angiosperm flowers are often highly adapted for
pollination by insect and other animals.

Each taxonomic group of pollinating animals is typi-
cally associated with flowers which have particular char-
acteristics. Thus, one can often determine which animal
pollinates a certain flower species by studying the mor-
phology, color, and odor of the flower. For example, some
flowers are pure red, or nearly pure red, and have very lit-
tle odor. Birds, such as hummingbirds, serve as pollina-
tors of most of these flowers, since birds have excellent vi-
sion in the red region of the spectrum, and a rather unde-
veloped sense of smell. Interestingly, Europe has no na-
tive pure red flowers and no bird pollinated flowers.

Some flowers have a very strong odor, but are very
dark in color. These flowers are often pollinated by bats,
which have very poor vision, are often active during the
night, and have a very well developed sense of smell.

The flowers of many species of plants are marked
with special ultraviolet absorbing pigments (flavonoids),
which appear to direct the pollinator toward the pollen
and nectar. These pigments are invisible to humans and
most animals, but bees’ eyes have special ultraviolet
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photoreceptors which enable the bees to detect patterns
and so pollinate these flowers.

See also Gymnosperm; Sexual reproduction.
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Peter A. Ensminger

Pollution

The term pollution is derived from the Latin pollu-
tus, which means to be made foul, unclean, or dirty. Any-
thing that corrupts, degrades, or makes something less
valuable or desirable can be considered pollution. There
is, however, a good deal of ambiguity and contention
about what constitutes a pollutant. Many reserve the
term for harmful physical changes in our environment
caused by human actions. Others argue that any unpleas-
ant or unwanted environmental changes whether natural
or human-caused constitute pollution. This broad defini-
tion could include smoke from lightening-ignited forest
fires, ash and toxic fumes from volcanoes, or bad-tasting
algae growing naturally in a lake. Some people include
social issues in their definition of pollution, such as
noise from a freeway, visual blight from intrusive bill-
boards, or cultural pollution when the worst aspects of
modern society invade a traditional culture. As you can
see, these definitions depend on the observer’s perspec-
tive. What is considered unwanted change by one person
might seem like a welcome progress to someone else. A
chemical that is toxic to one organism can be an key nu-
trient for another.

The seven types of air pollution considered the
greatest threat to human health in the United States, and
the first regulated by the 1970 United States Clean Air
Act, include sulfur dioxide, particulates (dust, smoke,
etc.), carbon monoxide, volatile organic compounds, ni-
trogen oxides, ozone, and lead. In 1990, another 189
volatile chemical compounds from more than 250
sources were added to the list of regulated air pollutants
in the United States. Air contaminants are divided into
two broad categories: primary pollutants are those re-
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leased directly into the air. Some examples include dust,
smoke, and a variety of toxic chemicals such as lead,
mercury, vinyl chloride, and carbon monoxide. In con-
trast, secondary pollutants are created or modified into
a deleterious form after being released into the air.

A variety of chemical or photochemical reactions
(catalyzed by light) produce a toxic mix of secondary
pollutants in urban air. A prime example is the formation
of ozone in urban smog. A complex series of chemical
reactions involving volatile organic compounds, nitro-
gen oxides, sunlight, and molecular oxygen create high-
ly reactive ozone molecules containing three oxygen
atoms. Stratospheric ozone in the upper atmosphere pro-
vides an important shield against harmful ultraviolet ra-
diation in sunlight. Stratospheric ozone depletion—de-
struction by chlorofluorocarbons (CFCs) and other an-
thropogenic (human-generated) chemicals—is of great
concern because it exposes living organisms to danger-
ous ultraviolet radiation. Ozone in ambient air (that sur-
rounding us), on the other hand, is highly damaging to
both living organisms and building materials. Recent
regulations that have reduced releases of smog-forming
ozone in ambient air have significantly improved air
quality in many American cities.

Among the most important types ofwater pollution
are sediment, infectious agents, toxins, oxygen-demand-
ing wastes, plant nutrients, and thermal changes. Sedi-
ment (dirt, soil, insoluble solids) and trash make up the
largest volume and most visible type of water pollution
in most rivers and lakes. Worldwide, erosion from crop-
lands, forests, grazing lands, and construction sites is es-
timated to add some 75 billion tons of sediment each
year to rivers and lakes. This sediment smothers gravel
beds in which fish lay their eggs. It fills lakes and reser-
voirs, obstructs shipping channels, clogs hydroelectric
turbines, and makes drinking water purification more
costly. Piles of plastic waste, oil slicks, tar blobs, and
other flotsam and jetsam of modern society now defile
even the most remote ocean beaches.

Pollution control regulations usually distinguish
between point and nonpoint sources. Factory smoke
stacks, sewage outfalls, leaking underground mines, and
burning dumps, for example, are point sources that re-
lease contaminants from individual, easily identifiable
sources that are relatively easy to monitor and regulate.
In contrast, nonpoint pollution sources are scattered or
diffuse, having no specific location where they originate
or discharge into our air or water. Some nonpoint sources
include automobile exhaust, runoff from farm fields,
urban streets, lawns, and construction sites. Whereas
point sources often are fairly uniform and predictable,
nonpoint runoff often is highly irregular. The first heavy
rainfall after a dry period may flush high concentrations
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of oil, gasoline, rubber, and trash off city streets, for in-
stance. The irregular timing of these events, as well as
their multiple sources, variable location, and lack of spe-
cific ownership make them much more difficult to moni-
tor, regulate, and treat than point sources.

In recent years, the United States and most of the
more developed countries have made encouraging
progress in air and water pollution control. While urban
air and water quality anywhere in the world rarely
matches that of pristine wilderness areas, pollution levels
in most of the more prosperous regions of North Ameri-
ca, Western Europe, Japan, Australia, and New Zealand
have generally been dramatically reduced. In the United
States, for example, the number of days on which urban
air is considered hazardous in the largest cities has de-
creased 93% over the past 20 years. Of the 97 metropoli-
tan areas that failed to meet clean air standards in the
1980s, nearly half had reached compliance by the early
1990s. Perhaps the most striking success in controlling
air pollution is airborne lead. Banning of leaded gasoline
in the United States in 1970 resulted in a 98% decrease
in atmospheric concentrations of this toxic metal. Simi-
larly, particulate materials have decreased in urban air
nearly 80% since the passage of the U.S. Clean Air Act,
while sulfur dioxides, carbon monoxide, and ozone are
down by nearly one-third.

Unfortunately, the situation often is not so encour-
aging in other countries. The major metropolitan areas of
developing countries often have appalling levels of air
pollution, which rapid population growth, unregulated
industrialization, lack of enforcement, and corrupt na-
tional and local politics only make worse. Mexico City,
for example, is notorious for bad air. Pollution levels ex-
ceed World Health Organization (WHO) standards 350
days per year. More than half of all children in the city
have lead levels in their blood sufficient to lower intelli-
gence and retard development. The 130,000 industries
and 2.5 million motor vehicles spew out more than 5,500
metric tons of air pollutants every day, which are trapped
by mountains ringing the city.

Although the United States has not yet met its na-
tional goal of making all surface waters “fishable and
swimmable,” investments in sewage treatment, regula-
tion of toxic waste disposal and factory effluents and
other forms of pollution control have resulted in signifi-
cant water quality increases in many areas. Nearly 90%
of all the river miles and lake acres that are assessed for
water quality in the United States fully or partly support
their designed uses. Lake Erie, for instance, which was
widely described in the 1970s as being “dead,” now has
much cleaner water and more healthy fish populations
than would ever have been thought possible 25 years
ago. Unfortunately, surface waters in some developing
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Pollution control

Image Not Available

Toxic beach debris on Padre Island National Seashore
(Texas). Earth Scenes/© George H.H. Huey. Reproduced
by permission.

countries have not experienced similar progress in pollu-
tion control. In most developing countries, only a tiny
fraction of human wastes are treated before being
dumped into rivers, lakes, or the ocean. In consequence,
water pollution levels often are appalling. In India, for
example, two-thirds of all surface waters are considered
dangerous to human health. Hopefully, as development
occurs, these countries will be able to take advantage of
pollution control equipment and knowledge already
available in already developed countries.

Pollution control

Pollution control is the process of reducing or elimi-
nating the release of pollutants into the enviroment. It is
regulated by various environmental agencies which es-
tablish pollutant discharge limits for air, water, and land.
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Air pollution control strategies can be divided into
two categories, the control of particulate emission and the
control of gaseous emissions. There are many kinds of
equipment which can be used to reduce particulate emis-
sions. Physical separation of the particulate from the air
using settling chambers, cyclone collectors, impingers,
wet scrubbers, electrostatic precipitators, and filtration
devices, are all processes that are typically employed.

Settling chambers use gravity separation to reduce
particulate emissions. The air stream is directed through
a settling chamber, which is relatively long and has a
large cross section, causing the velocity of the air stream
to be greatly decreased and allowing sufficient time for
the settling of solid particles.

A cyclone collector is a cylindrical device with a
conical bottom which is used to create a tornado-like air
stream. A centrifugal force is thus imparted to the parti-
cles, causing them to cling to the wall and roll down-
ward, while the cleaner air stream exits through the top
of the device.

An impinger is a device which uses the inertia of the
air stream to impinge mists and dry particles on a solid
surface. Mists are collected on the impinger plate as lig-
uid forms and then drips off, while dry particles tend to
build up or reenter the air stream. It is for this reason that
liquid sprays are used to wash the impinger surface as
well, to improve the collection efficiency.

Wet scrubbers control particulate emissions by wet-
ting the particles in order to enhance their removal from
the air stream. Wet scrubbers typically operate against
the current by a water spray contacting with the gas flow.
The particulate matter becomes entrained in the water
droplets, and it is then separated from the gas stream.
Wet scrubbers such as packed bed, venturi, or plate
scrubbers utilize initial impaction, and cyclone scrubbers
use a centrifugal force.

Electrostatic precipitators are devices which use an
electrostatic field to induce a charge on dust particles and
collect them on grounded electrodes. Electrostatic precip-
itators are usually operated dry, but wet systems are also
used, mainly by providing a water mist to aid in the
process of cleaning the particles off the collection plate.

One of the oldest and most efficient methods of par-
ticulate control, however, is filtration. The most com-
monly-used filtration device is known as a baghouse and
consists of fabric bags through which the air stream is
directed. Particles become trapped in the fiber mesh on
the fabric bags, as well as the filter cake which is subse-
quently formed.

Gaseous emissions are controlled by similar devices
and typically can be used in conjunction with particulate
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control options. Such devices include scrubbers, absorp-
tion systems, condensers, flares, and incinerators.

Scrubbers utilize the phenomena of adsorption to re-
move gaseous pollutants from the air stream. There is a
wide variety of scrubbers available for use, including
spray towers, packed towers, and venturi scrubbers. A
wide variety of solutions can be used in this process as
absorbing agents. Lime, magnesium oxide, and sodium
hydroxide are typically used.

Adsorption can also be used to control gaseous
emissions. Activated carbon is commonly used as an ad-
sorbent in configurations such as fixed bed and fluidized
bed absorbers.

Condensers operate in a manner so as to condense
vapors by either increasing the pressure or decreasing
the temperature of the gas stream. Surface condensers
are usually of the shell-and-tube type, and contact con-
densers provide physical contact between the vapors,
coolant, and condensate inside the unit.

Flaring and incineration take advantage of the com-
bustibility of a gaseous pollutant. In general, excess air is
added to these processes to drive the combustion reac-
tion to completion, forming carbon dioxide and water.

Another means of controlling both particulate and
gaseous air pollutant emission can be accomplished by
modifying the process which generates these pollutants.
For example, modifications to process equipment or raw
materials can provide effective source reduction. Also, em-
ploying fuel cleaning methods such as desulfurization and
increasing fuel-burning efficiency can lessen air emissions.

Water pollution control methods can be subdivided
into physical, chemical, and biological treatment sys-
tems. Most treatment systems use combinations of any
of these three technologies. Additionally, water conser-
vation is a beneficial means to reduce the volume of
wastewater generated.

Physical treatment systems are processes that rely
on physical forces to aid in the removal of pollutants.
Physical processes which find frequent use in water pol-
lution control include screening, filtration, sedimenta-
tion, and flotation. Screening and filtration are similar
methods used to separate coarse solids from water. Sus-
pended particles are also removed from water with the
use of sedimentation processes. Just as in air pollution
control, sedimentation devices utilize gravity to remove
the heavier particles from the water stream. The wide
array of sedimentation basins in use slow down the water
velocity in the unit to allow time for the particles to drop
to the bottom. Likewise, flotation uses differences in par-
ticle densities, which in this case are lower than water, to
effect removal. Fine gas bubbles are often introduced to
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Equipment for the complete recovery and control of air,
acids, and oxide emissions. Photograph by Tom Carroll. Pho-
totake NYC. Reproduced by permission.

assist this process; they attach to the particulate matter,
causing them to rise to the top of the unit where they are
mechanically removed.

Chemical treatment systems in water pollution con-
trol are those processes which utilize chemical reactions
to remove water pollutants or to form other, less toxic,
compounds. Typical chemical treatment processes are
chemical precipitation, adsorption, and disinfection re-
actions. Chemical precipitation processes utilize the addi-
tion of chemicals to the water in order to bring about the
precipitation of dissolved solids. The solid is then re-
moved by a physical process such as sedimentation or fil-
tration. Chemical precipitation processes are often used
for the removal of heavy metals and phosphorus from
water streams. Adsorption processes are used to separate
soluble substances from the water stream. Like air pollu-
tion adsorption processes, activated carbon is the most
widely used adsorbent. Water may be passed through
beds of granulated activated carbon (GAC), or powdered
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Polybrominated biphenyls (PBBs)

activated carbon (PAC) may be added in order to facili-
tate the removal of dissolved pollutants. Disinfection
processes selectively destroy disease-causing organisms
such as bacteria and viruses. Typical disinfection agents
include chlorine, ozone, and ultraviolet radiation.

Biological water pollution control methods are those
which utilize biological activity to remove pollutants
from water streams. These methods are used for the con-
trol of biodegradable organic chemicals, as well as nutri-
ent s such as nitrogen and phosphorus. In these systems,
microorganisms consisting mainly of bacteria convert
carbonaceous matter as well as cell tissue into gas. There
are two main groups of microorganisms which are used
in biological treatment, aerobic and anaerobic microor-
ganisms. Each requires unique environmental conditions
to do its job. Aerobic processes occur in the absence of
oxygen. Both processes may be utilized whether the mi-
croorganisms exist in a suspension or are attached to a
surface. These processes are termed suspended growth
and fixed film processes, respectively.

Solid pollution control methods that are typically
used include landfilling, composting, and incineration.
Sanitary landfills are operated by spreading the solid
waste in compact layers separated by a thin layer of soil.
Aerobic and anaerobic microorganisms help break down
the biodegradable substances in the landfill and pro-
duce carbon dioxide and methane gas, which is typically
vented to the surface. Landfills also generate a strong
wastewater called leachate that must be collected and
treated to avoid groundwater contamination.

Composting of solid wastes is the microbiological
biodegradation of organic matter under either aerobic or
anaerobic conditions. This process is most applicable for
readily biodegradable solids such as sewage sludge,
paper, food waste, and household garbage, including gar-
den waste and organic matter. This process can be carried
out in static pile, agitated beds, or a variety of reactors.

In an incineration process, solids are burned in large
furnaces thereby reducing the volume of solid wastes that
enter landfills, as well as reducing the possibility of
groundwater contamination. Incineration residue can also
be used for metal reclamation. These systems are typical-
ly supplemented with air pollution control devices.
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Polonium see Element, chemical

Polybrominated biphenyls
(PBBs)

Polybrominated biphenyls (or PBBs) are chemicals
used to make plastics flame retardant. In Michigan in the
early 1970s one type of PBB was accidentally mixed into
livestock feed and fed to farm animals, resulting in the
sickening and/or death of tens of thousands of animals. A
large portion of Michigan’s nine million residents became
ill as a result of eating contaminated meat or poultry.

Polybrominated biphenyls are made from a chemi-
cal known as benzene (sometimes referred to as
“phenyl”) which is derived from coal tar. Benzene con-
tains six carbon atoms connected in a hexagonal ring
formation with two hydrogen atoms attached to each
carbon atom along the outside of the ring. Two benzene
rings can be linked together to form a diphenyl
molecule. When a bromine atom replaces one of the hy-
drogen atoms on the phenyl rings, the compound is said
to be “brominated;” when more than one such replace-
ment occurs the compound is “polybrominated.” The
term “polybrominated biphenyl” is somewhat imprecise
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since it does not specify how many bromine atoms are
present or to which carbon atoms they are attached.

One specific type of PBB, hexabrominated biphenyl
(which contains six bromine atoms), was developed for
use as a flame retardant for plastics. This white crys-
talline solid is incorporated into the hard plastics used to
make telephones, calculators, hair dryers, televisions,
automobile fixtures, and similar other objects at risk of
overheating. The advantage of using hexabrominated
biphenyl in plastics is that when they are exposed to
flame, the presence of the PBB allows the plastic to melt
(rather than catch on fire) and therefore flow away from
the ignition source. The primary disadvantage of this
material is its high toxicity; in fact, similar compounds
are used in pesticides and herbicides due to their ability
to effectively kill insects and weeds at very low levels.
Another negative side effect is its ability to persist in the
environment for long periods of time.

In the early 1970s hexabrominated biphenyl was
manufactured by a small chemical company in Michigan
under the trade name Firemaster BP-6 (BP-6 stood for
BiPhenyl,6 bromine atoms). BP-6 was sold to companies
making various plastics and in 1973 alone, over 3 mil-
lion Ib (1.3 million kg) of this material were sold. The
same company also manufactured magnesium oxide,
another white crystalline solid material, which is used as
an additive in cattle feed to improve digestion. Due to
poor labeling procedures it is believed that thousands of
pounds of Firemaster were mistakenly identified as mag-
nesium oxide and shipped to companies which manufac-
tured animal feed. As a result, tons of livestock feed
were contaminated with hexabrominated biphenyl.
When this feed was given to cattle and poultry they also
became contaminated with PBBs.

Many of the animals developed minor symptoms
such as disorientation. Others become severely ill, with
internal hemorrhaging or skin lesions, while many others
died. (Controlled animal feeding studies later showed that
PBBs can cause gastrointestinal hemorrhages, liver dam-
age, as well as well as birth defects like exencephaly, a
deformation of the skull.) When their cattle began sicken-
ing and dying the farmers were understandably upset, but
since they did not know the cause of the problem, they
did not realize the tainted meat from these animals posed
a health risk. Therefore, meat from some of the sick ani-
mals was incorporated into animal feed which in turn
contaminated other animals. Worse still, meat from the
healthier cows that were slaughtered was sold for human
consumption. Also, poultry that consumed the contami-
nated feed laid eggs containing high levels of PBBs. A
tremendous number of people in Michigan and beyond
(estimated at greater than nine million individuals), un-
wittingly ingested health-threatening quantities of PBBs.
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The symptoms of PBB ingestion in humans depend
upon the concentration and varies with the individual
but stomach aches, abnormal bleeding, loss of balance,
skin lesions, joint pains, and loss of resistance to disease
are common. Hundreds of farm families developed ex-
tended illnesses as a result of PBB contamination. All
told, long-term contamination for many Michigan resi-
dents occurred and because the long term effects of
PBBs are still not fully understood, it may be decades
before the true impact of this crisis is known.

Polychlorinated biphenyls
(PCBs)

Polychlorinated biphenyls are a mixture of com-
pounds having from one to 10 chlorine atoms attached
to a biphenyl ring structure. There are 209 possible struc-
tures theoretically; the manufacturing process results in
approximately 120 different structures. PCBs resist bio-
logical and heat degradation and were once used in nu-
merous applications, including dielectric fluids in capac-
itors and transformers, heat transfer fluids, hydraulic
fluids, plasticizers, dedusting agents, adhesives, dye car-
riers in carbonless copy paper, and pesticide extenders.
The United States manufactured PCBs from 1929 until
1977, when they were banned due to adverse environ-
mental effects and ubiquitous occurrence. They bioaccu-
mulate in organisms and can cause skin disorders, liver
dysfunction, reproductive disorders, and tumor forma-
tion. They are one of the most abundant organochlorine
contaminants found throughout the world.

Polycyclic aromatic
hydrocarbons

Polycyclic aromatic hydrocarbons, or polynuclear
aromatic hydrocarbons, are a family of hydrocarbons
containing two or more closed aromatic ring structures,
each based on the structure of benzene. The simplest of
these chemicals is naphthalene, consisting of two fused
benzene rings. Sometimes there is limited substitution of
halogens for the hydrogen of polycyclic aromatic hy-
drocarbons, in which case the larger category of chemi-
cals is known as polycyclic aromatic compounds. Some
of the better known polycyclic aromatic compounds in
environmental chemistry include anthracene, benzopy-
rene, benzofluoranthene, benzanthracene, dibenzanthra-
cene, phenanthrene, pyrene, and perylene.
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Polygons

Benzopyrene, for example, is an organic chemical
with the general formula C,3H,,, containing a five-ring
structure. Benzopyrene is extremely insoluble in water
but very soluble in certain organic solvents such as ben-
zene. There are various isomers, or structural variants of
benzopyrene which differ greatly in their toxicological
properties. The most poisonous form is benzo(a)pyrene,
which is believed to be highly carcinogenic. In contrast,
benzo(e)pyrene is not known to be carcinogenic. Simi-
larly, benzo(b)fluoranthene demonstrates carcinogenicity
in laboratory assays, but benzo(k)fluoranthene does not.

Benzo(a)pyrene and other polycyclic aromatic com-
pounds are among the diverse products of the incomplete
oxidation of organic fuels, such as coal, oil, wood, and
organic wastes. Consequently, polycyclic aromatic com-
pounds can be found in the waste gases of coal- and oil-
fired generating stations, steam plants, petroleum re-
fineries, incinerators, and coking ovens. Polycyclic aro-
matic compounds are also present in the exhaust gases
emitted from diesel and internal combustion engines of
vehicles, in fumes from barbecues, in smoke from wood
stoves and fireplaces, and in cigarette, cigar, and pipe
smoke. Residues of polycyclic aromatic compounds are
also found in burnt toast, barbecued meat, smoked fish,
and other foods prepared by charring. Forest fires are an
important natural source of emission of polycyclic aro-
matic compounds to the atmospheric environment.

Many human cancers, probably more than half, are
believed to result from some environmental influence.
Because some polycyclic aromatic compounds are
strongly suspected as being carcinogens, and are com-
monly encountered in the environment, they are consid-
ered to be an important problem in terms of toxicity po-
tentially caused to humans. The most important human
exposures to polycyclic aromatic compounds are volun-
tary and are associated, for example, with cigarette smok-
ing and eating barbecued foods. However, there is also a
more pervasive contamination of the atmospheric envi-
ronment with polycyclic aromatic compounds, resulting
from emissions from power plants, refineries, automo-
biles, and other sources. This chronic contamination
largely occurs in the form of tiny particulates that are
within the size range that is retained by the lungs upon in-
halation (that is, smaller than about 3 &m in diameter).

Both voluntary and non-voluntary exposures to
polycyclic aromatic compounds are considered to be im-
portant environmental problems. However, the most in-
tense exposures are caused by cigarette smoking. These
are also among the most easily prevented sources of
emission of these (and other) toxic chemicals.

See also Carcinogen; Hydrocarbon.
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Polyester see Artificial fibers
Polyethylene see Polymer

Polygons

Polygons are closed plane figures bounded by three
or more line segments. In the world of geometry, poly-
gons abound. The term refers to a multisided geometric
form in the plane. The number of angles in a polygon al-
ways equals the number of sides.

Polygons are named to indicate the number of their
sides or number of noncollinear points present in the

polygon.

A square is a special type of polygon, as are trian-
gles, parallelograms, and octagons. The prefix of the
term, poly comes from the Greek word for many, and the
root word Gon comes from the Greek word for angle.

Classification

A regular polygon is one whose whose sides and in-
terior angles are congruent. Regular polygons can be in-
scribed by a circle such that the circle is tangent to the
sides at the centers, and circumscribed by a circle such
that the sides form chords of the circle. Regular polygons
are named to indicate the number of their sides or number
of vertices present in the figure. Thus, a hexagon has six
sides, while a decagon has ten sides. Examples of regular
polygons also include the familiar square and octagon.

Not all polygons are regular or symmetric. Polygons
for which all interior angles are less than 180° are called

[/ [/

Triangle Parallelogram Rhombus Rectangle
Square Pentagon Hexagon Octagon

Figure 1. lllustration by Hans & Cassidy. Courtesy of Gale Group.
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TABLE 1 . POLYGONS

Name of the polygon Number of sides in polygon Number of vertices of polygon
Triangle 3
Rectangle 4
Pentagon 5
Hexagon 6
Heptagon 7
Octagon 8
Nonagon 9
Decagon 10
n-gon n

KEY TERMS

Angle—A geometric figure created by two lines
drawn from the same point.

Concave—A polygon whose at least one angle is
larger than the straight angle (180°).

Convex—A polygon whose all angles are less than
the straight angle (180°).

Diagonal—The line which links-connects any two
non-adjacent vertices.

Equiangular—A polygon is equiangular if all of its
angles are identical.

Equilateral —A polygon is equilateral if all the
sides are equal in length.

Parallelogram—A rectangle with both pair of sides
parallel.

convex. Polygons with one or more interior angles
greater than 180° are called concave.

The most common image of a polygon is of a multi-
sided perimeter enclosing a single, uninterrupted area.
In reality, the sides of a polygon can intersect to form
multiple, distinct areas. Such a polygon is classified as
reflex.
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Perimeter—The sum of the length of all sides.

Rectangle—A parallelogram in which all angles
are right angles.

Reflex polygon—A polygon in which two non-ad-
jacent sides intersect.

Regular polygon—An equilateral, equiangular
polygon.

Rhombus—A parallelogram whose adjacent sides
are equal.

Square—A four-sided shape whose sides are equal.

Vertex—The point at which the two sides of an
angle meet.

Angles

In a polygon, the line running between non-adjacent
points is known as a diagonal. The diagonals drawn from
a single vertex to the remaining vertices in an n-sided
polygon will divide the figure into n-2 triangles. The
sum of the interior angles of a convex polygon is then
just (n-2)* 180.
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Polyhedron

If the side of a polygon is extended past the inter-
secting adjacent side, it defines the exterior angle of the
vertex. Each vertex of a convex polygon has two possible
exterior angles, defined by the continuation of each of
the sides. These two angles are congruent, however, so
the exterior angle of a polygon is defined as one of the
two angles. The sum of the exterior angles of any convex
polygon is equal to 360°.

Kristin Lewotsky

Polyhedron

A polyhedron is a three-dimensional closed surface
or solid, bounded by plane figures called polygons.

The word polyhedron comes from the Greek prefix
poly- , which means “many,” and the root word hedron
which refers to “surface.” A polyhedron is a solid whose
boundaries consist of planes. Many common objects in
the world around us are in the shape of polyhedrons. The
cube is seen in everything from dice to clock-radios; CD
cases, and sticks of butter, are in the shape of polyhe-
drons called parallelpipeds. The pyramids are a type of
polyhedron, as are geodesic domes. Most shapes formed
in nature are irregular. In an interesting exception, how-
ever, crystals grow in mathematically perfect, and fre-
quently complex, polyhedrons.

The bounding polygons of a polyhedron are called
the faces. The line segments along which the faces meet
are called the edges. The points at which the ends of
edges intersect (think of the corner of a cereal box) are
the vertices. Vertices are connected through the body of
the polyhedron by an imaginary line called a diagonal.

A polyhedron is classified as convex if a diagonal con-
tains only points inside of the polyhedron. Convex polyhe-
drons are also known as Euler polyhedrons, and can be de-
fined by the equation E = v + f- e = 2, where v is the num-
ber of vertices, fis the number of faces, and e is the num-
ber of edges. The intersection of a plane and a polyhedron
is called the cross section of the polyhedron. The cross-
sections of a convex polyhedron are all convex polygons.

Types of polyhedrons

Polyhedrons are classified and named according to
the number and type of faces. A polyhedron with four
sides is a tetrahedron, but is also called a pyramid. The
six-sided cube is also called a hexahedron. A polyhedron
with six rectangles as sides also has many names—a rec-
tangular parallelepided, rectangular prism, or box.

A polyhedron whose faces are all regular polygons
congruent to each other, whose polyhedral angels are all
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equal, and which has the same number of faces meet at
each vertex is called a regular polyhedron. Only five reg-
ular polyhedrons exist: the tetrahedron (four triangular
faces), the cube (six square faces), the octahedron (eight
triangular faces—think of two pyramids placed bottom
to bottom), the dodecahedron (12 pentagonal faces), and
the icosahedron (20 triangular faces).

Other common polyhedrons are best described as
the same as one of previously named that has part of it
cut off, or truncated, by a plane. Imagine cutting off the
corners of a cube to obtain a polyhedron formed of trian-
gles and squares, for example.

Kristin Lewotsky

Polymer

Polymers are made up of extremely large, chainlike
molecules consisting of numerous, smaller, repeating units
called monomers. Polymer chains, which could be com-
pared to paper clips linked together to make a long strand,
appear in varying lengths. They can have branches, be-
come intertwined, and can have cross-links. In addition,
polymers can be composed of one or more types of
monomer units, they can be joined by various kinds of
chemical bonds, and they can be oriented in different ways.
Monomers can be joined together by addition, in which all
the atoms in the monomer are present in the polymer, or
by condensation, in which a small molecule byproduct is
also formed. Addition polymers include polyethylene,
polypropylene, Teflon, Lucite, and rubber. etc. Condensa-
tion polymers include nylon, Dacron, and Formica.

The importance of polymers is evident as they occur
widely both in the natural world in such materials as
wool, hair, silk and sand, and in the world of synthetic
materials in nylon, rubber, plastics, Styrofoam, and
many other materials. The usefulness of polymers de-
pends on their specific properties. Some of the sought-
after properties of the synthetic polymers over natural
ones include greater strength, non-reactivity with other
substances, non-stickiness, and light weight. Modern
lifestyles rely heavily on qualities of the readily available
synthetic polymers.

Although the 1920s became known as the “plastic
age” and the plastic industry did not really boom until
World War II, chemists actually began modifying very
large, natural macromolecules, such as cellulose, in
1861. In the strict sense, plastic means materials that can
be softened and molded by heat and pressure but the
term is also sometimes used to describe other macro-

GALE ENCYCLOPEDIA OF SCIENCE 3



molecular (large-molecule) materials, whether they be
structural materials, films, or fibers. The first plastic ma-
terial, prepared by Alexander Parkes when he mixed ni-
trocellulose with wood naphtha, was patented as “Parke-
sine” but this material found few commercial uses. The
product was improved by Daniel Spill and marketed as
“Xylonite” which found a market in combs and shirt col-
lars. In 1884, it was adopted by the Sheffield cutlery in-
dustry for producing cheaper knife handles than the tra-
ditional bone.

In 1870, in response to a contest offering $10,000 to
find a substitute for the costly ivory used to make billiard
balls, John Wesley Hyatt again improved on the easily de-
formed and flammable “Parkesine.” The new product
“Celluloid,” though still flammable, could be molded into
smooth, hard balls and proved to be not only a substitute
for ivory billiard balls, but also replaced the expensive
tortoise-shell used for mirror backings and hair or tooth
brushes. It became the material of choice for George
Eastman in 1889 in the development of roll film for snap-
shots and movies, and as such, brought in large profits.

With the success of these products, chemists began
experimenting with other natural products. By the turn of
the century a Bavarian chemist, Adolf Spitteler, added
formaldehyde to milk and produced an ivory-like sub-
stance called “Galalith” that was used in button-making.
At this time, scientists also began working with small
molecules to produce large ones rather than just trying to
modify large, natural molecules. Around 1910 in a reac-
tion between phenol and formaldehyde, the Belgian pho-
tographic chemist Leo H. Baekeland produced a black,
hard plastic he called Bakelite that proved to be a good
insulator and a pleasing substance for use in making tele-
phones and household appliances. It was not until the
1920s that plastics were produced that could be mixed
with pigments to produce color.

It was about 1930 when scientists first began to un-
derstand and accept the evidence that polymers were
giant, chain-like molecules that were flexible. American
chemists were more receptive to these new ideas than
were their European counterparts. In 1928 Du Pont
chemical company, whose major research interest prior
to this point had been gunpowder manufacture, hired
Wallace H. Carothers, a chemist who chose polymer for-
mation as his basis for research. He was able to show
how the individual units of the polymer chain joined to-
gether chemically and resulted in chain growth. He soon
developed a new fiber, which was marketed by Du Pont
in 1938 as Nylon. It turned out to be Du Pont’s greatest
money-maker and was extremely important for use in
parachutes in World War II. At about the same time two
other chemists, Gibson and Fawcett, who were working
in England, discovered polyethylene which had an im-
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portant role in World War II as radar insulators. Clearly,
the “Age of Plastics” was in full swing.

Polymers are extremely large molecules composed
of long chains, much like paper clips that are linked to-
gether to make a long strand. The individual subunits,
which can range from as few as 50 to more than 20,000,
are called monomers (from the Greek mono meaning one
and meros meaning part). Because of their large size,
polymers (from the Greek poly meaning many) are re-
ferred to as macromolecules.

Like strands of paper clips, polymer chains can be
of varying lengths, they can have branches and they can
become intertwined. Polymers can be made of one or
more kinds of monomer units, they can be joined by dif-
ferent kinds of chemical bonds and they can be oriented
differently. Each of these variations either produces a
different polymer or gives the existing polymer different
properties. All of these possibilities provide numerous
opportunities for research and there are more chemists
employed in the polymer industry than in any other
branch of chemistry. Their job is to modify existing
polymers so that they have more desirable properties and
to synthesize new ones.

Although polymers are often associated only with
man-made materials, there are many polymers that occur
in nature such as wood, silk, cotton, DNA, RNA, starch,
and even sand and asbestos. They can make the material
soft as in goose down, strong and delicate as in a spider
web, or smooth and lustrous as in silk. Examples of man-
made polymers include plastics such as polyethylene, sty-
rofoam, Saran wrap, etc.; fibers such as nylon, Dacron,
rayon, Herculon, etc.; and other materials such as Formica,
Teflon, PVC piping, etc. In all of these synthetic com-
pounds, man is trying to make substitutes for materials that
are in short supply or too expensive, or is trying to improve
the properties of the material to make it more useful.

Most synthetic polymers are made from the non-re-
newable resource, petroleum, and as such, the “age of
plastics” is limited unless other ways are found to make
them. Since most polymers have carbon atoms as the
basis of their structure, in theory at least, there are numer-
ous materials that could be used as starting points. But
the research and development process is long and costly
and replacement polymers, if they ever become available,
are a long way in the future. Disposing of plastics is also
a serious problem, both because they contribute to the
growing mounds of garbage accumulating everyday and
because most are not biodegradable. Researchers are
busy trying to find ways to speed-up the decomposition
time which, if left to occur naturally, can take decades.

Recycling is obviously a more economical and
practical solution to both the conservation and disposal
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Polymer

of this valuable resource. Only about 1% of plastics are
currently recycled and the rest goes into municipal
waste, making up about 30% by volume. Because differ-
ent plastics have different chemical compositions, recy-
cling them together yields a cheap, low-grade product
called “plastic lumber.” These plastics are usually
ground up and the chips are bonded together for use in
such things as landscaping timbers or park benches. For
a higher grade material, the plastics must be separated
into like kinds. To facilitate this process, many plastics
today are stamped with a recycling code number be-
tween one and six that identifies the most common
types. Then, depending on the kind, the plastic can be
melted or ground and reprocessed. New ways of repro-
cessing and using this recycled plastic are constantly
being sought.

In order for monomers to chemically combine with
each other and form long chains, there must be a mecha-
nism by which the individual units can join or bond to
each other. One method by which this happens is called
addition because no atoms are gained or lost in the
process. The monomers simply “add” together and the
polymer is called an addition polymer.

The simplest chemical structure by which this can
happen involves monomers that contain double bonds
(sharing two pairs of electrons). When the double bond
breaks and changes into a single bond, each of the other
two electrons are free and available to join with another
monomer that has a free electron. This process can con-
tinue on and on. Polyethylene is an example of an addi-
tion polymer. The polymerization process can be started
by using heat and pressure or ultraviolet light or by using
another more reactive chemical such as a peroxide. Under
these conditions the double bond breaks leaving extreme-
ly reactive unpaired electrons called free radicals. These
free radicals react readily with other free radicals or with
double bonds and the polymer chain starts to form.

Different catalysts yield polymers with different
properties because the size of the molecule may vary and
the chains may be linear, branched, or cross-linked. Long
linear chains of 10,000 or more monomers can pack very
close together and form a hard, rigid, tough plastic known
as high-density polyethylene or HDPE. Bottles for milk,
water, bleach, soap, etc. are usually made of HDPE. It
can be recognized by the recycling code number 2 that is
marked on the bottom of the bottles.

Shorter, branched chains of about 500 monomers of
ethylene cannot pack as closely together and this kind of
polymer is known as low-density polyethylene or LDPE.
It is used for plastic food or garment bags, spray bottles,
plastic lids, etc. and has a recycling code number 4.
Polyethylene belongs to a group of plastics called ther-
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moplastic polymers because it can be softened by heat-
ing and then remolded.

The ethylene monomer has two hydrogen atoms
bonded to each carbon for a total of four hydrogen atoms
that are not involved in the formation of the polymer.
Many other polymers can be formed when one or more of
these hydrogen atoms are replaced by some other atom or
group of atoms. Polyvinyl chloride (PVC), with a recy-
cling code number 3, is formed if one of the hydrogen
atoms is replaced by a chlorine atom. Polypropylene
(P/P), with a recycling code number 5, is formed if one
hydrogen atom is replaced by a methyl (CH;) group. Poly-
styrene (PS) with a recycling code number 6 is formed if
one hydrogen atom is replaced by a phenyl (C4Hs) group.
Other polymers that are derivatives of ethylene include
polyacrylonitrile (known by the trade name Orlon or
Acrilan), when one hydrogen is replaced by a cyanide
(CN) group; polymethyl methacrylate (trade name Plexi-
glas or Lucite), when one hydrogen is replaced by a
methyl (CH;) group and another is replaced by a CO,CH;
group; and polytetrafluoroethylene (Teflon), when all four
hydrogen atoms are replaced by fluorine atoms.

Natural and synthetic rubbers are both addition
polymers. Natural rubber is obtained from the sap that
oozes from rubber trees. It was named by Joseph Priest-
ley who used it to rub out pencil marks, hence, its name,
a rubber. Natural rubber can be decomposed to yield
monomers of isoprene. It was used by the early Ameri-
can Indians to make balls for playing games as well as
for water-proofing footwear and other garments. But,
useful as it was, it also had undesirable properties. It was
sticky and smelly when it got too hot and it got hard and
brittle in cold weather. These undesirable properties
were eliminated when, in 1839, Charles Goodyear acci-
dentally spilled a mixture of rubber and sulfur onto a hot
stove and found that it did not melt but rather formed a
much stronger but still elastic product. The process,
called vulcanization, led to a more stable rubber product
that withstood heat (without getting sticky) and cold
(without getting hard) as well as being able to recover its
original shape after being stretched. The sulfur makes
cross-links in the long polymer chain and helps give it
strength and resiliency, that is, if stretched, it will spring
back to its original shape when the stress is released.

Because the supply of natural rubber was limited
and because it had still other undesirable properties,
chemists began experimenting to find synthetic products
that would be even better than natural rubber. Today
there are many monomers and mixtures of two or three
different monomers, called copolymers, that can poly-
merize to form rubber-like substances. Neoprene, pro-
duced from 2-chlorobutadiene, was one of the first syn-
thetic rubbers. The biggest commercial product in the
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United States is the copolymer, styrene-butadiene or
SBR, which is composed of one styrene monomer for
every three butadiene monomers.

Condensation polymers

A second method by which monomers bond togeth-
er to form polymers is called condensation. The forma-
tion of condensation polymers is more complex that the
formation of addition polymers. Unlike addition poly-
mers, in which all the atoms of the monomers are present
in the polymer, two products result from the formation of
condensation polymers, the polymer itself and another
small molecule which is often, but not always, water.
These polymers can form from a single kind of
monomer, or, copolymers can form if two or more differ-
ent monomers are involved. Most of the natural poly-
mers are formed by condensation.

One of the simplest of the condensation polymers is
a type of nylon called nylon 6. It is formed from an
amino acid, 6-aminohexanoic acid that has six carbon
atoms in it, hence the name nylon 6. All amino acids
molecules have an amine group (NH,) at one end and a
carboxylic acid (COOH) group at the other end. A poly-
mer forms when a hydrogen atom from the amine end of
one molecule and an oxygen-hydrogen group (OH) from
the carboxylic acid end of a second molecule split off
and form a water molecule. The monomers join together
as a new chemical bond forms between the nitrogen
and carbon atoms. This new bond is called an amide
linkage. Polymers formed by this kind of condensation
reaction are referred to as polyamides. The new mole-
cule, just like each of the monomers from which it
formed, also has an amine group at one end (that can add
to the carboxylic acid group of another monomer) and it
has a carboxylic acid group at the other end (that can add
to the amine end of another monomer). The chain can
continue to grow and form very large polymers. Each
time a monomer is added to the chain, a small molecule
byproduct of water is also formed.

All of the various types of nylons are polyamides
because the condensation reaction occurs between an
amine group and an acid group. The most important type
of nylon is a copolymer called nylon 66, so-named be-
cause each of the monomers from which it forms has six
carbon atoms. Nylon 66 is formed from adipic acid and
hexamethylenediamine. Adipic acid has a carboxylic
acid group at both ends of the molecule and the hexam-
ethylenediamine molecule has an amine group at both
ends of the molecule. The polymer is formed as alternat-
ing monomers of adipic acid and hexamethylenediamine
bond together in a condensation reaction and a water
molecule splits away.
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Nylon became a commercial product for Du Pont
when their research scientists were able to draw it into
long, thin, symmetrical filaments. As these polymer
chains line up side-by-side, weak chemical bonds called
hydrogen bonds form between adjacent chains. This
makes the filaments very strong. Nylon was first intro-
duced to the public as nylon stockings (replacing the
weaker natural fiber, silk) in October, 1939 in Delaware.
Four thousand pairs sold in no time. A few months later,
four million pairs sold in New York City in just one day.
But the new found treasure was short-lived since, when
the United States entered World War II in December,
1941, all the nylon went into making war materials.
Women again had to rely on silk, rayon, cotton, and
some even went to painting their legs. Nylon hosiery did
not become available again until 1946.

Another similar polymer of the polyamide type is
the extremely light-weight but strong material known as
Kevlar. It is used in bullet-proof vests, aircraft, and in
recreational uses such as canoes. Like nylon, one of the
monomers from which it is made is terephthalic acid.
The other one is phenylenediamine.

Polyesters are another type of condensation poly-
mer, so-called because the linkages formed when the
monomers join together are called esters. Probably the
best known polyester is known by its trade name,
Dacron. It is a copolymer of terephthalic acid (which has
a carboxylic acid at both ends) and ethylene glycol
(which has an alcohol, OH group), at both ends. A mole-
cule of water forms when the OH group from the acid
molecule splits away and bonds with a hydrogen atom
from the alcohol group. The new polymer is called poly-
ethylene terephthalate or PET and can be recognized by
its recycling code number 1.

Dacron is used primarily in fabrics and clear bever-
age bottles. Films of Dacron can be coated with metallic
oxides, rolled into very thin sheets (only about one-thirti-
eth the thickness of a human hair), magnetized, and used
to make audio and video tapes. When used in this way, it
is extremely strong and goes by the trade name Mylar.
Because it is not chemically reactive, and is not toxic, al-
lergenic, or flammable, and because it does not promote
blood-clotting, it can be used to replace human blood
vessels when they are severely blocked and damaged or
to replace the skin of burn victims.

There are other important condensation polymers
that are formed by more complex reactions. These in-
clude the formaldehyde resins the first of which was
Bakelite. These plastics are thermosetting plastics; that
is, once they are molded and formed, they become per-
manently hard and they cannot be softened and remold-
ed. Today their major use is in plywood adhesives, Mel-
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Polynomials

KEY TERMS
Addition polymer—Polymers formed when the in-
dividual units are joined together without the gain
or loss of any atoms.

Condensation polymer—Polymers formed when
the individual units are joined together with the
splitting off of a small molecule by-product.

Copolymer—Polymers formed from two or more
different monomers.

Monomers—Small, individual subunits which join
together to form polymers.

Polyamide—A polymer, such as nylon, in which the
monomers are joined together by amide linkages.

mac for dinnerware, Formica for table and counter tops,
and other molding compounds.

Polycarbonate polymers are known for their unusual
toughness, yet they are so clear that they are used for
“bullet-proof” windows and in visors for space helmets.
The tough, baked-on finishes of automobiles and major
appliances are cross-linked polymers formed from an al-
cohol, such as glycerol, and an acid, such as phthalic
acid, and are called alkyds. Silicone oils and rubbers are
condensation polymers that have silicon rather than car-
bon as part of their structural form. These compounds are
generally more stable at high temperatures and more fluid
at low temperatures than the carbon compounds. They are
often used for parts in space ships and jet planes.

See also Artificial fibers.
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Polymerase chain reaction see PCR
Polymerization see Polymer
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Polynomials

Polynomials are among the most common expres-
sions in algebra. Each is just the sum of one or more pow-
ers of x, with each power multiplied by various numbers.
In formal language, a polynomial in one variable, x, is the
sum of terms ax* where k is a non-negative integer and a is
a constant. Polynomials are to algebra about what inte-
gers or whole numbers are to arithmetic. They can be
added, subtracted, multiplied, and factored. Division of
one polynomial by another may leave a remainder.

There are various words that are used in conjunction
with polynomials. The degree of a polynomial is the ex-
ponent of the highest power of x. Thus the degree of

2x3 4+ 5x2-x+2

is 3. The leading coefficient is the coefficient of the highest
power of x. Thus the leading coefficient of the above equa-
tion is 2. The constant term is the term that is the coeffi-
cent of x° (=1). Thus the constant term of the above equa-
tion is 2 whereas the constant term of x> + 5x2+ x is 0.

The most general form for a polynomial in one vari-
able is

X"+ a,-1x™ 4. .+ a;x + ag

where a,, a,_y,..., 4;, 3, are real numbers. They can be
classified according to degree. Thus a first degree poly-
nomial, a;x + a,, is, is linear; a second degree polynomi-
al a;x% + a,X + a; is quadratic; a third degree polynomial,
a;x3 + a,x? + a,x+a, is a cubic and so on. An irreducible
or prime polynomial is one that has no factors of lower
degree than a constant. For example, 2x% + 6 is an irre-
ducible polynomial although 2 is a factors. Also x> + 1 is
irreducible even though it has the factors x + i and x - i
that involve complex numbers. Any polynomial is the
product of of irreducible polynomials just as every inte-
ger is the product of prime numbers.

A polynomial in two variables, x and y, is the sum
of terms, ax*y™ where a is a real number and k and m are
non-negative integers. For example,

X3y + 3x%y? + 3 xy -4x + 5y -12

is a polynomial in x and y. The degree of such a polyno-
mial is the greatest of the degrees of its terms. Thus the
degree of the above equation is 4 - both from x%y (3 + 1
=4) and from x%y? (2 + 2 = 4).

Similar definitions apply to polynomials in 3, 4, 5
ellipsevariables but the term “polynomial” without quali-
fication usually refers to a polynomial in one variable.

A polynomial equation is of the form P = 0 where P
is a polynomial. A polynomial function is one whose
values are given by polynomial.

GALE ENCYCLOPEDIA OF SCIENCE 3



Resources

Books

Bittinger, Marvin L, and Davic Ellenbogen. Intermediate Alge-
bra: Concepts and Applications. 6th ed. Reading, MA:
Addison-Wesley Publishing, 2001.

Larson, Ron. Precalculus. Sth ed. New York: Houghton Mifflin
College, 2000.

Roy Dubisch

Polypeptide see Proteins

Polysaccharide see Carbohydrate
Polystyrene see Polymer

Polyvinyl chloride see Polymer
Pomegranate see Myrtle family (Myrtaceae)

Popcorn see Grasses

Poppies

Poppies belong to a small family of flowering plants
called the Papaveraceae. Poppies are annual, biennial, or
perennial herbs, although three New World genera (Boc-
conia, Dendromecon, and Romneya) are woody shrubs
or small trees. The leaves are alternate, lack stipules, and
are often lobed or deeply dissected. The flowers are usu-
ally solitary, bisexual, showy, and crumpled in the bud.
The fruit is a many-seeded capsule that opens by a ring
of pores or by valves. One of the most characteristic fea-
tures of the family is that when cut, the stems or leaves
ooze a milky, yellow, orange, or occasionally clear latex
from special secretory canals.

The family consists of 23 genera and about 250
species that are primarily distributed throughout
northern temperate and arctic regions. The true pop-
pies, which belong to the genus Papaver, are found
mostly in Europe, much of Asia, the Arctic, and
Japan. Only one true poppy occurs naturally in the
United States. The only true poppy in the Southern
Hemisphere is P. aculeatum, which occurs in South
Africa and Australia. In North America, members of
the poppy family are most common in the Arctic and
in the west. Only two members of the poppy family
are native to eastern North America. Bloodroot (San-
guinaria canadensis) is a common spring flower of
cool forests. When the underground stem (rhizome)
or roots of bloodroot are broken, they exude a red
juice. The celandine poppy (Stylophorum diphyllum)
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Arctic poppies (Papaver radicatum). JLM Visuals. Repro-
duced by permission.

is the other native poppy of eastern North America,
occurring in rich woods.

In North America it is the west, especially Califor-
nia and adjacent states, that has the highest diversity of
poppies. Ten genera of poppies occur in western North
America. Perhaps the most interesting of these are the
Californian tree poppies in the genus Romneya. These
spectacular plants have attractive gray leaves and large
(3.9-5.1 in/10-13 cm across), fragrant, white flowers
with an inner ring of bright yellow stamens. R. coulteri
grows among sun-baked rocks and in gullies of parts of
southern California and is most abundant in the moun-
tains southeast of Los Angeles; its fleshy stems can
reach heights of 9.8 ft (3 m)—more the size of a shrub
than a tree. The other, less well known, genus of tree
poppy in California is Dendromecon, which is one of the
few truly woody shrubs of the poppy family. D. harfordii
is an erect, evergreen shrub that reaches 9.8 ft (3 m) and
is found only on the islands of Santa Cruz and Santa
Rosa off the coast of California. The tree celandines
(Bocconia) of Central America truly reach tree size,
growing to a maximum height of 23 ft (7 m). Californian
poppies, which belong to the genus Eschscholzia, are re-
stricted to western North America where they are gener-
ally found in arid regions in and around California.
Many of the Californian poppies are widely cultivated.
Prickly poppies (Agremone) are common in western
North America.

Many poppies are highly prized as garden ornamen-
tals. Poppies are admired for their delicate yet boldly
colored flowers, which may be white, yellow, orange, or
red. The blue poppies of the genus Meconopsis are spe-
cial favorites of gardeners because no other genus of
poppies contains species with blue flowers, making them
something of a beautiful oddity among poppy fanciers.
Among the more widely cultivated species are the Ice-
land poppy (P. nudicaule), whose natural distribution is
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Population growth and control (human)

KEY TERMS
Latex—A milky, usually white fluid produced by
secretory cells of certain flowering plants.

circumboreal, the California poppy (Eschscholzia cali-
fornica) which is the state flower of California, the com-
mon poppy (P. dubium) of Europe, the oriental poppy (P.
orientale) from Armenia and Iran, the corn poppy (P.
rhoeas) of Europe, and many others, including many of
those previously discussed from western North America.

The most famous and economically important mem-
ber of the poppy family is the opium poppy (P. somnifer-
um). The opium poppy has been cultivated for thousands
of years and naturalized in many places. Its origin is un-
certain, but it is believed to have come from Asia Minor.
Crude opium contains the addictive drugs morphine
(11%) as well as codeine (1%). Morphine is an impor-
tant painkiller and heroin is made from morphine. Con-
trolled, commercial supplies for medicinal use are pro-
duced mostly in the Near East. The Balkans, the Near
East, Southeast Asia, Japan, and China all produce
opium and have long histories of its use.

The opium poppy is an annual plant and so must be
sown each year. Opium is collected once the plant has
flowered and reached the fruiting stage. The urn-shaped
seed capsules are slit by hand, generally late in the
evening. The milky latex oozes out during the night, co-
agulates, and is then scraped from the capsule in the
morning. The coagulated latex is dried and kneaded into
balls of crude opium, which is then refined. Because the
cutting of individual capsules is labor-intensive, opium
production is generally restricted to areas with inexpen-
sive labor.

Poppies have a number of lesser uses. The seeds of
opium poppy are commonly used in baking; the seeds do
not contain opium. The corn poppy is cultivated in Eu-
rope for the oil in its seeds, which compares favorably
with olive oil. In Turkey and Armenia the heads of orien-
tal poppies are considered a great delicacy when eaten
green. The taste has been described as acrid and hot.

The poppy was immortalized as a symbol of remem-
brance of the supreme sacrifice paid by those who fought
in the First World War by Colonel John McCrae in the
poem entitled In Flanders Fields, which begins with the
lines: “In Flanders fields the poppies blow/Between the
crosses, row on row.” A red poppy now symbolizes the
sacrifice of those who died in the two World Wars and is
worn on Remembrance Day, November 11, which com-
memorates the end of World War L.
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Population growth and
control (human)

The numbers of humans on Earth have increased
enormously during the past several millennia, but espe-
cially during the past two centuries. By the end of the
twentieth century, the global population of humans was
6.0 billion. That figure is twice the population of 1960, a
mere 30 years earlier. Moreover, the human population is
growing at about 1.5% annually, equivalent to an addi-
tional 89 million people per year. The United Nations
Population Fund estimates that there will likely be about
nine billion people alive in the year 2050.

In addition, the numbers of animals that live in a do-
mestic mutualism with humans have also risen. These
companion species must be supported by the biosphere
along with their human patrons, and can be considered an
important component of the environmental impact of the
human enterprise. The large domestic animals include
about 1.7 billion sheep and goats, 1.3 billion cows, and
0.3 billion horses, camels, and water buffalo. Humans
are also accompanied by a huge population of smaller an-
imals, including 10-11 billion chickens and other fowl.

The biological history of Homo sapiens extends
more than one million years. For almost all of that histo-
ry, a relatively small population was engaged in a subsis-
tence lifestyle, involving the hunting of wild animals and
the gathering of edible plants. The global population dur-
ing those times was about a million people. However, the
discoveries of crude tools, weapons, and hunting and
gathering techniques allowed prehistoric humans to be-
come increasingly more effective in exploiting their en-
vironment, which allowed increases in population to
occur. About ten thousand years ago, people discovered
primitive agriculture through the domestication of a few
plant and animal species, and ways of cultivating them
to achieve greater yields of food. These early agricultural
technologies and their associated socio-cultural systems
allowed an increase in the carrying capacity of the envi-
ronment for humans and their domesticated species. This
resulted in steady population growth because primitive
agricultural systems could support more people than a
hunting and gathering lifestyle.
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Further increases in Earth’s carrying capacity for the
human population were achieved through additional
technological discoveries that improved capabilities for
controlling and exploiting the environment. These in-
cluded the discovery of the properties of metals and their
alloys, which allowed the manufacturing of superior
tools and weapons, and the inventions of the wheel and
ships, which permitted the transportation of large
amounts of goods. At the same time, further increases in
agricultural yields were achieved by advances in the do-
mestication and genetic modification of useful plants
and animals, and the discovery of improved methods of
cultivation. Due to innovations, the growth of the human
population grew from about 300 million people in the
year A.D. 1 to 500 million in A.D 1650.

Around that time, the rate of population growth in-
creased significantly, and continues into the present. The
relatively recent and rapid growth of the human population
occurred for several reasons. The discovery of better tech-
nologies for sanitation and medicine has been especially
important, because of the resulting decreases in death rates.
This allowed populations to increase rapidly, because of
continuing high birth rates. There have also been great ad-
vances in technologies for the extraction of resources,
manufacturing of goods, agricultural production, trans-
portation, and communications, all of which have in-
creased the carrying capacity of the environment for peo-
ple. Consequently, the number of humans increased to one
billion in 1850, two billion in 1930, four billion in 1975,
five billion in 1987, and six billion in 1999. This rapid in-
crease in the population has been labeled the “population
explosion.” While there are clear signs that the rate of pop-
ulation increase is slowing, estimates show the number of
humans on the planet to be nine billion in 2050.

Because the populations of humans and large do-
mestic animals have become so big, some predict severe
environmental damage caused by pollution and overly
intense use of natural resources. If this were to happen,
the carrying capacity for the human population would
decrease, and famines could occur. A controversial
movement in the latter years of the twentieth century for
“zero population growth” advocates the widespread use
of birth control, in order to maintain the birth rate at
equal numbers to the death rate.

Population, human

The number of human beings on Earth has increased
enormously during the past several millennia, but espe-
cially during the last two centuries: from 1850 to 1950 the
human population doubled, from 1.265 billion to 2.516
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billion, and has more than doubled from 1950 to the pre-
sent. Moreover, it is likely that the human population—
presently at over 6.215 billion—will continue to increase.

The recent growth of the human population has re-
sulted in intense damage to the biosphere, representing a
global environmental crisis. The degradation has oc-
curred on a scale and intensity that is comparable to the
enormous effects of such geological processes as glacia-
tion. The impact of the human population on any one re-
gion, as on the biosphere as a whole, is a function of two
interacting factors: (1) the actual number of people and
(2) their per-capita environmental impact, which largely
depends on the degree of industrialization of the society
and on the lifestyles of individuals. In general, more
damage is done to the earth to support a person living a
highly industrialized lifestyle than to support one living
a pretechnical-agricultural or hunter-gatherer lifestyle.
However, a direct correlation between industrialized
comfort and birthrate is often observed: the more well-
to-do a population is (e.g., that of Europe or the United
States), the lower its birth rate tends to be.

Size of the human population

The human species, Homo sapiens, is by far the most
abundant large animal on Earth. Our world population is
growing at about 1.5% annually, that is, at about 80 mil-
lion people per year. If the percentage of annual growth
remains constant, the number of people added yearly in-
creases: 1.5% of 100 is 1.5, but 1.5% of 200 is 3. Thus, 80
million new people per year is an approximate figure valid
only for a short space of years. Also, global birth rates
vary from year to year. If the current rate of growth is
maintained, the size of the human population will double
in less than 50 years, at which time there will be more
than 12 billion people on Earth.

No other large animal is known to have ever
achieved such an enormous abundance. Prior to over-
hunting during the nineteenth century, the American
bison (Bison bison) numbered 60—-80 million animals
and may have been the world’s most populous wild large
animal. The most abundant large animals in the wild
now are the white-tailed deer (Odocoileus virginianus)
of the Americas, with 40—60 million individuals, and the
crabeater seal (Lobodon carcinophagus) of Antarctica,
with 15-30 million. These species have populations less
than 1% of that of human beings at this time.

Large animals domesticated by human beings have
also become enormously abundant, and these companion
species must be supported by the biosphere in concert
with their human patrons. Therefore, they must be con-
sidered an important component of the environmental
impact of the human population. These animals include
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Population, human

about 1.7 billion sheep and goats, 1.3 billion cows, and
0.3 billion horses, camels, and water buffalo. Human
beings are also accompanied by enormous populations
of smaller domesticated animals, including 10—11 billion
chickens and other fowl.

Carrying capacity and growth of the
human population

A population of organisms changes in response to
the balance of the rates at which new individuals are
added by births and immigration and the rate at which
they are lost by deaths and emigration. Zero population
growth occurs when the growth and loss parameters are
balanced. These demographic relationships hold for all
species, including ours.

The history of Homo sapiens extends to somewhat
more than one million years. For almost all of that time
relatively small populations of human beings were en-
gaged in subsistence lifestyles that involved hunting wild
animals and gathering wild edible plants. The global
population of human beings during those times may
have been as large as a million or so individuals. Howev-
er, colonization of new parts of the world (e.g., Asia, Eu-
rope, Australia, Polynesia, the Americas) and occasional
discoveries of new tools and weapons allowed prehis-
toric human beings to grow in numbers and become
more effective at gathering food. This in turn allowed the
population to increase.

About 10,000 years ago, the first significant devel-
opments of primitive agriculture began to occur. These
included the domestication of a few plant and animal
species to achieve greater yields of food for human be-
ings. The development of these early agricultural tech-
nologies and their associated sociocultural systems al-
lowed enormous increases in environmental carrying
capacity for human beings and their domesticated
species, so that steady population growth could occur.
Even primitive agricultural systems could support many
more people than could a subsistence lifestyle based on
the hunting and gathering of wild animals and plants.

Further enhancements of Earth’s carrying capacity
for the human enterprise were achieved through other
technological discoveries. For example, the discovery of
metals and their alloy—first copper and bronze, later
iron and steel—allowed the development of superior
tools and weapons. Similarly, the invention of the wheel
and of ships made possible the easy transportation of
large quantities of valuable commodities from regions of
surplus to those of deficit. At the same time, increased
yields in agriculture were achieved through a series of ad-
vances in breeding of domesticated plants and animals
and in farming techniques. The evolution of human so-
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ciocultural systems has thus involved a long series of dis-
coveries and innovations that increased the effective car-
rying capacity of the environment, permitting growth of
the population. As a result of this process, there were
about 300 million people alive in A.D. 0, and about 500
million in 1650, at which time the rate of population
growth increased significantly. This trend has been main-
tained to the present. The recent explosive growth of the
human population has several causes. Especially impor-
tant has been the discovery of more effective medical and
sanitary technologies, which have greatly decreased death
rates (especially infant and child death rates) in most
human populations. There have also been enormous ad-
vances in the technologies that allow effective extraction
of resources, manufacturing, agriculture, transportation,
and communications, all of which have allowed further
increases in the carrying capacity of the environment.

As a result of these relatively recent developments,
the global population of human beings increased from
about 500 million in 1650 to over one billion in 1850,
two billion in 1930, four billion in 1975, and five billion
in 1987. In 2002, the human population was approxi-
mately 6.215 billion individuals.

More locally, there have been even greater increases
in the rate of growth of some human populations. In re-
cent decades some countries have achieved population
growth rates of 4% per year, which if maintained would
double the population in only 18 years. One third of all
the world’s births occur in India and China, the two most
populous countries in the world (about 1.049 billion and
1.28 billion persons, respectively).

These sorts of population growth rates place enor-
mous pressure on ecosystems. For example, the human
population of central Sudan was 2.9 million in 1917, but it
was 18.4 million in 1977, an increase of 6.4 times. During
that same period the population of domestic cattle in-
creased by a factor of 20 (to 16 million), camels by 16
times (to 3.7 million), sheep by 12.5 times (to 16 million),
and goats by 8.5 times (to 10.4 million). Substantial degra-
dation of the carrying capacity of dry lands in this region of
Africa has been caused by these increases in the popula-
tions of human beings and their large-mammal symbionts,
and there have been other ecological damages as well (e.g.,
destruction of trees and shrubs for cooking fuel).

Another example of the phenomenon of rapid popu-
lation growth is the number of people in the province of
Rondonia in Amazonian Brazil. This population in-
creased twelvefold between 1970 and 1988, mostly
through immigration, while the population of cattle in-
creased by 30 times. These population increases were ac-
companied by intense ecological damage, as the natural
rainforests were “developed” to sustain human beings
and their activities. (The areas in question are not, for the
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most part, “developed” in the sense of being transferred
from their wild state to a sustainable agricultural state,
but in the sense of being stripped and degraded for short-
term profit.)

Future human population

The growth rate of the global human population
achieved a maximum during the late 1960s, when it was
2.1% per year. If sustained, this rate was capable of dou-
bling the population in only 33 years. This rate of in-
crease slowed somewhat to 1.5% per year in the 1999,
equivalent to a doubling time of 47 years, and in 2002
had slipped to about 1.3%. Even at today’s comparative-
ly modest growth rates, the human population increases
by about 80 million people each year.

Reasonable predictions can be made of future in-
creases of the human population. The predictions are
based on assumptions about the factors influencing
changes in the size of populations, for example in the
rates of fecundity, mortality, and other demographic
variables. Of course, it is not possible to accurately
predict these dynamics because unanticipated
changes, or “surprises,” may occur. For example, a
global war could have an enormous influence on
human demographics, as could the emergence of new
diseases. AIDS is an example of the latter effect, be-
cause this lethal viral disease was unknown prior to
the early 1980s.

As a result of these uncertainties, it is not possible
to accurately forecast the future abundance of human
beings. However, reasonable assumptions about demo-
graphic parameters can be based on recent trends in
birth and death rates. Similarly, changes in the carrying
capacity of Earth’s regions for the human economy can
be estimated from recent or anticipated advances in
technology and on predictions of environmental
changes that may be caused by human activities. These
types of information can be used to model future popu-
lations of human beings.

A typical prediction of recent population models is
that the global abundance of human beings could reach
about seven billion by 2011 or 2015, depending on birth
rate variations, and 8.9 billion by 2050. Models tend to
predict that the human population could stabilize at
about 10-12 billion. In other words, the global abun-
dance of human beings will probably double again be-
fore it stabilizes. This prediction is likely to be fulfilled
unless there is an unpredicted, intervening catastrophe
such as a collapse of the carrying capacity of the envi-
ronment, an unprecedented and deadly pandemic, or a
large-scale nuclear war.
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The structure of human populations

Population structure refers to the relative abun-
dance of males and females, and of individuals in vari-
ous age classes. The latter type of structure is signifi-
cantly different for growing versus stable populations
and has important implications for future changes in
population size.

Populations that have not been increasing or de-
creasing for some time have similar proportions in vari-
ous age classes. In other words, there are comparable
numbers of people aged five to 15 years old as those
35-45 years old. The distribution of people is even
among age classes except for the very young and the
very old, for whom there are, in many societies, dispro-
portionately high risks of mortality. (In industrialized so-
cieties, the death rate for infants and young children may
be very low; for the elderly, it remains high.)

In contrast, populations that are growing rapidly
have relatively more young people than older people.
Therefore, the age-class structure of growing popula-
tions is triangular, that is, much wider at the bottom
than at the top. For example, more than one half of the
people in a rapidly growing human population might be
less than 20 years old. This type of population structure
implies inertia for further growth because of the in-
creasing numbers of people that are continually reach-
ing reproductive age.

Human populations that are growing rapidly for in-
trinsic reasons (i.e., birth rather than immigration) have
a much higher birth rate than death rate and a markedly
triangular age-class structure. The so-called demograph-
ic transition refers to the intermediate stage during
which birth rates decrease to match death rates. Once
this occurs, the age-class structure eventually becomes
more equitable in distribution until zero population
growth is achieved.

Environmental effects of human populations

The huge increases in size of the human population
have resulted in a substantial degradation of environmen-
tal conditions. The changes have largely been character-
ized by deforestation, unsustainable harvesting of po-
tentially renewable resources (such as wild animals and
plants that are of economic importance), rapid mining of
non-renewable resources (such as metals and fossil
fuels), pollution, and other ecological damages.

At the same time that human populations have been
increasing, there has also been a great intensification of
per-capita environmental impacts. This has occurred
through the direct and indirect consequences of in-
creased resource use to sustain individual human beings
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Porcupines

KEY TERMS
Carrying capacity—The maximum population of
a species that can be sustained by a given habitat.

Cultural evolution (or sociocultural evolution)—
The process by which human societies accumu-
late knowledge and technological capabilities and
develop social systems, allowing increasingly ef-
fective exploitation of environmental resources.

Demographic transition—This occurs when a
rapidly growing population changes from a condi-
tion of high birth rate and low death rate to one of
low birth rate in balance with the death rate, so
that the population stops increasing in size.

Demography—The science of population statis-
tics.

Doubling time—The time required for an popula-
tion to double in size.

and their social and technological infrastructure: meat
production, fuel-burning, mining, air and water pollu-
tion, destruction of wild habitat, and so forth.

This trend can be illustrated by differences in the
intensity of energy use among human societies, which
also reflect the changes occurring during the history
of the evolution of sociocultural systems. The average
per-capita consumption of energy in a hunting society
is about 20 megajoules (millions of joules) per day
(MJ/d), while it is 48 MJ/d in a primitive agricultural
society, 104 MJ/d in advanced agriculture, 308 MJ/d
for an industrializing society, and 1025 MJ/d for an
advanced industrial society. The increases of per-capi-
ta energy usage, and of per-capita environmental im-
pact, have been especially rapid during the past centu-
ry of vigorous technological discoveries and econom-
ic growth.

In fact, global per-capita economic productivity
and energy consumption have both increased more
rapidly during the twentieth century than has the
human population. This pattern has been most signifi-
cant in industrialized countries. In 1980, the average
citizen of an industrialized country utilized 199 giga-
joules (GJ, billions of joules) of energy, compared with
only 17 GJ/yr in less-developed countries. Although in-
dustrialized countries only had 25% of the human pop-
ulation, they accounted for 80% of the energy use by
human beings in 1980. Another illuminating compari-
son is that the world’s richest 20% of people consume
86% of the goods and services delivered by the global
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economy, while the poorest 20% consumes just 1.3%.
More specifically, the United States—the world’s rich-
est country as measured on a net, though not on a per-
capita, basis—consumes approximately 25% of the
world’s natural resources and produces some 75% of its
hazardous wastes and 22% of its greenhouse gas emis-
sions, while having only about 4.5% of the world’s
population.

See also Extinction.
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Porcupines

Two families of rodents are called porcupines.
They all have at least some hair modified into quills.
The Old World porcupines belong to family Hystrici-
dae of Europe, Asia, and Africa. The New World por-
cupines are 10 species of forest dwellers of the family
Erethizontidae. The most common of these is the
North American porcupine (Erthizon dorsatum). The
name porcupine means “quill pig,” though these ro-
dents are not pigs.

Porcupines have one of the most unusual kinds of
fur in the animal kingdom. Hidden beneath its shaggy
brown, yellowish, or black coat of guard hairs is a mass
of long sharp quills. Quills are actually specialized hairs,
solid toward the skin and hollow toward the dark end.
They lie flat when the animal is relaxed and rise alarm-
ingly if the animal is startled. When the animal tenses its
muscles the quills rise out of the guard hairs, providing a
protective shield that keeps enemies away.

They do give warning, however. Either the quills
themselves make a rattling sound when shaken or the an-
imal’s tail makes a warning sound. The animal also
stamps its feet and hisses. If the warnings go unheeded,
the animal turns its back and moves quickly backward or
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A porcupine (Hystrix africaeaustralis) with its quills erect. © Mark N. Boulton/The National Audubon Society Collection/Photo Re-
searchers, Inc. Reproduced by permission.

sideways toward the approaching predator, giving it lit-
tle time to realize its own danger.

Myth holds that a porcupine can actively shoot its
quills into a predator. This is not true. However, if an
enemy attacks, the quills stick into its flesh and are easi-
ly pulled out of the porcupine’s skin. Quills have small
barbs on the end that prevent the quill from being pulled
out. Instead, they have to be carefully removed, rather
like a fishhook. In the wild, quills gradually work their
way into the predator’s body, harming organs, or into the
throat, preventing the animal from eating until it starves
to death. The porcupine grows new quills to replace the
lost ones within a few weeks.

American porcupines

The North American porcupine has a head-and-body
length that averages about 30 in (76 cm), with an up-
ward-angled tail 9 to 10 in (23-25 cm) long. A male por-
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cupine weighs about 14 1b (6.4 kg), with the female sev-
eral pounds less. An adult porcupine possesses about 100
quills per square inch (about per 6 sq cm) from its
cheeks, on the top of its head, down its back and onto its
tail. There are no quills on its undersides or on the hair-
less bottom of its feet.

Porcupines are primarily woodland and forest ani-
mals of all parts of Canada except the Arctic islands and
the United States except the prairie states and Southeast.
Nocturnal animals, they readily climb trees, gripping with
powerful, curved claws, and may even stay up in the
branches for several days at time. They have typical ro-
dent front teeth. These long incisors are orange in color
and they grow continuously. Like beavers, porcupines
munch bark off trees, although they prefer vegetables
and fruits. In spring, however, they go after new buds and
leaves. They often swim in order to reach water plants.
They are made buoyant by their hollow quills.
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Positive number

KEY TERMS
Incisors—The front cutting teeth of a mammal. In
rodents, they grow continuously.

Prehensile—Capable of grasping.

One of the few animals that willingly takes on a por-
cupine is the weasel called a fisher. It teases the animal
until it is worn out and easily turned over, where its un-
quilled underparts can be attacked. Some areas of the
country that are being overrun by porcupines have intro-
duced fishers to help eliminate them.

In winter, a porcupine develops a thick, woolly coat
under its guard hairs and quills. It will spend much of its
time in a den, which is usually a hollow tree, cave, or
burrow dug by another animal. It does not hibernate or
even sleep more than usual. It goes out regularly in the
winter to feed.

Adult porcupines are solitary creatures except when
mating, after which the male disappears and is not seen
again. After a gestation of 29 to 30 weeks, usually a sin-
gle well-developed baby, sometimes called a porcupette,
is born in an underground burrow. The quills of a new-
born are few and soft, but they harden within a few
hours. The young stay with the mother for about six
months before going off on their own. They become sex-
ually mature at about 18 months and live to be about 10
years old if they can avoid cars on highways.

The Brazilian thin-spined porcupine (Chaetomys
subspinosus) has quills only on its head. Another
species, the prehensile-tailed porcupine (Coendou pre-
hensilis) has a tail almost as long as its body, which can
be wrapped around a tree branch to support the animal.

Old World porcupines

Old World porcupines of Africa and Asia are often
smaller than New World ones and are more apt to have
more than one offspring at time. Their tails are structured
so that they make a rattling sound when moved, giving
warning to an approaching predator.

The brush-tailed porcupines (Atherurus) have thin
tails that end in a brush of white hair. They have more bris-
tles—thick, coarse hair—than quills, which are located
only on the back. They climb trees, especially when going
after fruit. The long-tailed porcupine (Trichys fasciculata )
of Malaysia lacks the rotund body of most porcupines and
looks more like a rat. Its few quills cannot be rattled.

The crested porcupine (Hystrix cristata) of Africa
has quills that may be as much as 12 in (30 cm) long.
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The hair on its head and shoulders stands up like a crest,
which is so coarse as to look like more quills. Crested
porcupines are more versatile in their habitats than most
animals. They can live in desert, damp forest, open
grasslands, and even rocky terrain. Old World Porcu-
pines are regarded as good eating by native people.
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Porpoises see Cetaceans
Portuguese man-of-war see Jellyfish

Positive number

Positive numbers are commonly defined as numbers
greater than zero, the numbers to the right of zero on the
number line. Zero is not a positive number. The opposite,
or additive inverse, of a positive number is a negative
number. Negative numbers are always preceded by a neg-
ative sign (-), while positive numbers are only preceded
by a positive sign (+) when it is required to avoid confu-
sion. Thus 15 and +15 are the same positive number.

Positive numbers are used to identify quantities,
such as the length of a line, the area of a circle, or the
volume of a glass jar. They are used to identify the mag-
nitude of physical quantities, as well. For example, posi-
tive numbers are used to indicate the amount of electric
power it takes to light a light bulb, the magnitude of the
force required to launch a space shuttle, the speed re-
quired to reach a destination in a fixed time, the amount
of pressure required pump water uphill, and so on.

Very often physical quantities also have a direction
associated with them (they are represented by one-di-
mensional vectors). Positive numbers are used in con-
junction with these quantities to indicate the direction.
We may arbitrarily choose a certain direction as being
positive and call the velocity, for instance, positive in
that direction. Then a negative velocity corresponds to a
velocity in the opposite direction. For instance, if north
is chosen as the positive direction, a car traveling due

GALE ENCYCLOPEDIA OF SCIENCE 3



KEY TERMS
Number line—A number line is a line whose
points are associated with the real numbers, an ar-
bitrary point being chosen to coincide with zero.

Rectangular coordinate system—A two-dimension-
al rectangular coordinate system consists of a plane
in which the points are associated with ordered
pairs of real numbers located relative to two per-
pendicular real number lines. The intersection of
these lines coincides with the point (0,0), or origin.

north at a speed of 50 MPH (80 km/h) has a velocity of
50 MPH, and a car traveling due south at 50 MPH has a
velocity of -50 MPH. In other instances, we may say a
car has positive velocity when traveling in drive and neg-
ative velocity when traveling in reverse.

Force is also a directed quantity. Gravity exerts a
force down on all massive bodies. To launch a space
shuttle requires a force larger than that of gravity, and
oppositely directed. If we choose down as positive,
then the force of gravity is positive, and the force re-
quired for launch will be negative. There must be a net
negative force on the shuttle, which really means a
positive force larger than gravity applied in the nega-
tive direction.

This discussion gives meaning to positive as being
greater than zero, or, in a geometric sense, as having a
particular direction or location relative to zero. A more
fundamental definition of positive numbers is based on
the definition of positive integers or natural numbers
such as the ones given by the German mathematician F.
L. G. Frege or the Italian Giuseppe Peano. Frege based
his ideas on the notion of one-to-one correspondence
from set theory. One-to-one correspondence means that
each element of the first set can be matched with one el-
ement from the second set, and vice versa, with no ele-
ments from either set being left out or used more than
once. Pick a set with a given number of elements, say the
toes on a human foot. Then, form the collection of all
sets with the same number of elements in one-to-one
correspondence with the initial set, in this case the col-
lection of every conceivable set with five elements. Fi-
nally, define the cardinal number 5 as consisting of this
collection. Peano defined the natural numbers in terms of
1 and the successors of 1, essentially the same method as
counting. Using either the Frege or Peano definitions
produces a set of natural numbers that are essentially the
same as the positive integers. Ratios of these are the pos-
itive rational numbers, from which positive real num-
bers can be derived. In this case, there is no need to con-
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sider “greater than 0 as a criterion at all, but this con-
cept can then be derived.

Note that complex numbers are not considered to
be positive or negative. Real numbers, however, are al-
ways positive, negative, or zero.
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Uta C. Merzbach. New York: John Wiley and Sons, 1991.

Lay, David C. Linear Algebra and Its Applications. 3rd ed.
Redding, MA: Addison-Wesley Publishing, 2002.

Pascoe, L.C. Teach Yourself Mathematics. Lincolnwood, Ill:
NTC Publishing Group, 1992.

Paulos, John Allen. Beyond Numeracy, Ruminations of a Num-
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Positron emission tomography
(PET)

Positron emission tomography (PET) is a scanning
technique used in conjunction with small amounts of ra-
diolabeled compounds to visualize brain anatomy and
function.

PET was the first scanning method to provide infor-
mation on brain function as well as anatomy. This infor-
mation includes data on blood flow, oxygen consump-
tion, glucose metabolism, and concentrations of various
molecules in brain tissue.

PET has been used to study brain activity in various
neurological diseases and disorders, including stroke;
epilepsy; Alzheimer disease, Parkinson disease, and
Huntington disease; and in some psychiatric disorders,
such as schizophrenia, depression, obsessive-compulsive
disorder, attention-deficit/hyperactivity disorder, and
Tourette syndrome. PET studies have helped to identify
the brain mechanisms that operate in drug addiction, and
to shed light on the mechanisms by which individual
drugs work. PET is also proving to be more accurate than
other methods in the diagnosis of many types of cancer.
In the treatment of cancer, PET can be used to determine
more quickly than conventional tests whether a given ther-
apy is working. PET scans also give accurate and detailed
information on heart disease, particularly in women, in
whom breast tissue can interfere with other types of tests.

Description

A very small amount of a radiolabeled compound is
inhaled by or injected into the patient. The injected or in-
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Postulate

CONTROL

Positron emission tomography (PET) scan control study.
Photograph by Jon Meyer. Custom Medical Stock Photo. Repro-
duced by permission.

haled compound accumulates in the tissue to be studied.
As the radioactive atoms in the compound decay, they
release smaller particles called positrons, which are posi-
tively charged. When a positron collides with an elec-
tron (negatively charged), they are both annihilated, and
two photons (light particles) are emitted. The photons
move in opposite directions and are picked up by the de-
tector ring of the PET scanner. A computer uses this in-
formation to generate three-dimensional, cross-sectional
images that represent the biological activity where the
radiolabeled compound has accumulated.

A related technique is called single photon emission
computed tomography scan (CT scan) (SPECT). SPECT
is similar to PET, but the compounds used contain heav-
ier, longer-lived radioactive atoms that emit high-energy
photons, called gamma rays, instead of positrons.
SPECT is used for many of the same applications as
PET, and is less expensive than PET, but the resulting
picture is usually less sharp than a PET image and re-
veals less information about the brain.

Risks

Some of radioactive compounds used for PET or
SPECT scanning can persist for a long time in the body.
Even though only a small amount is injected each time,
the long half-lives of these compounds can limit the
number of times a patient can be scanned.

Resources

Books

Kevles, Bettyann Holtzmann. Medical Imaging in the Twenti-
eth Century. Rutgers University Press, 1996.
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KEY TERMS
Electron—One of the small particles that make up
an atom. An electron has the same mass and
amount of charge as a positron, but the electron
has a negative charge.

Gamma ray—Electromagnetic radiation originat-
ing from the nucleus of an atom.

Half-life—The time required for one-half of the
atoms in a radioactive substance to disintegrate.

Photon—A light particle.

Positron—One of the small particles that make up
an atom. A positron has the same mass and
amount of charge as an electron, but the positron
has a positive charge.
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Powledge, Tabatha M. “Unlocking the Secrets of the Brain:
Part 2.” BioScience, 47 (July 17, 1997): 403.
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Lisa Christenson

Postulate

A postulate is an assumption, that is, a proposition
or statement, that is assumed to be true without any
proof. Postulates are the fundamental propositions used
to prove other statements known as theorems. Once a
theorem has been proven it is may be used in the proof
of other theorems. In this way, an entire branch of math-
ematics can be built up from a few postulates. Postulate
is synonymous with axiom, though sometimes axiom is
taken to mean an assumption that applies to all branches
of mathematics, in which case a postulate is taken to be
an assumption specific to a given theory or branch of
mathematics. Euclidean geometry provides a classic ex-
ample. Euclid based his geometry on five postulates and
five “common notions,” of which the postulates are as-
sumptions specific to geometry, and the “common no-
tions” are completely general axioms.
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The five postulates of Euclid that pertain to geome-
try are specific assumptions about lines, angles, and
other geometric concepts. They are:

1) Any two points describe a line.
2) A line is infinitely long.

3) A circle is uniquely defined by its center and a
point on its circumference.

4) Right angles are all equal.

5) Given a point and a line not containing the point,
there is one and only one parallel to the line through the
point.

The five “common notions” of Euclid have applica-
tion in every branch of mathematics, they are:

1) Two things that are equal to a third are equal to
each other.

2) Equal things having equal things added to them
remain equal.

3) Equal things having equal things subtracted from
them have equal remainders.

4) Any two things that can be shown to coincide
with each other are equal.

5) The whole is greater than any part.

On the basis of these ten assumptions, Euclid pro-
duced the Elements, a 13 volume treatise on geometry
(published c. 300 B.cC.) containing some 400 theorems,
now referred to collectively as Euclidean geometry.

When developing a mathematical system through
logical deductive reasoning any number of postulates
may be assumed. Sometimes in the course of proving the-
orems based on these postulates a theorem turns out to be
the equivalent of one of the postulates. Thus, mathemati-
cians usually seek the minimum number of postulates on
which to base their reasoning. It is interesting to note that,
for centuries following publication of the Elements,
mathematicians believed that Euclid’s fifth postulate,
sometimes called the parallel postulate, could logically be
deduced from the first four. Not until the nineteenth cen-
tury did mathematicians recognize that the five postulates
did indeed result in a logically consistent geometry, and
that replacement of the fifth postulate with different as-
sumptions led to other consistent geometries.

Postulates figure prominently in the work of the Ital-
ian mathematician Guiseppe Peano (1858-1932), formal-
ized the language of arithmetic by choosing three basic
concepts: zero; number (meaning the non-negative inte-
gers); and the relationship “is the successor of.” In addi-
tion, Peano assumed that the three concepts obeyed the
five following axioms or postulates:

1) Zero is a number.
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2) If b is a number, the successor of b is a number.
3) Zero is not the successor of a number.

4) Two numbers of which the successors are equal
are themselves equal.

5) If a set S of numbers contains zero and also the
successor of every number in S, then every number is in S.

Based on these five postulates, Peano was able to
derive the fundamental laws of arithmetic. Known as the
Peano axioms, these five postulates provided not only a
formal foundation for arithmetic but for many of the
constructions upon which algebra depends.

Indeed, during the nineteenth century, virtually
every branch of mathematics was reduced to a set of pos-
tulates and resynthesized in logical deductive fashion.
The result was to change the way mathematics is viewed.
Prior to the nineteenth century mathematics had been
seen solely as a means of describing the physical uni-
verse. By the end of the century, however, mathematics
came to be viewed more as a means of deriving the logi-
cal consequences of a collections of axioms.

In the twentieth century, a number of important dis-
coveries in the fields of mathematics and logic showed the
limitation of proof from postulates, thereby invalidating
Peano’s axioms. The best known of these is Godel’s theo-
rem, formulated in the 1930s by the Austrian mathemati-
cian Kurt Godel (1906-1978). Godel demonstrated that if
a system contained Peano’s postulates, or an equivalent,
the system was either inconsistent (a statement and its op-
posite could be proved) or incomplete (there are true state-
ments that cannot be derived from the postulates).

See also Logic, symbolic.

Resources
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Potassium see Alkali metals

Potassium aluminum sulfate

Potassium aluminum sulfate is chemical which con-
forms to the general formula KAI(SO,),. Also known as
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Potassium hydrogen tartrate

aluminum potassium sulfate, its unique characteristics
have made it an important compound to many industries.

The commercial production of potassium aluminum
sulfate is typically accomplished by a method called hy-
drometallurgy. In this process, an aqueous solution of
sulfuric acid is first used to extract alumina (solid
Al,O;) from an ore called bauxite. This step, known as
leaching, results in a solution which can then be reacted
with potassium sulfate to form potassium aluminum sul-
fate. Another method of production involves converting
aluminum sulfate to potassium aluminum sulfate by
adding potassium sulfate. In addition to these chemical
processes, potassium aluminum sulfate is also found oc-
curring naturally in minerals such as alunite and kalin-
ite. Commercially available potassium aluminum sulfate
is called potassium alum, potash alum, alum flour, or
alum meal.

Potassium aluminum sulfate forms a solid, white
powder at room temperature. It is a hygroscopic materi-
al which when exposed to air, hydrates (absorbs water).
Depending on the amount of water molecules present,
these hydrates are represented by the chemical formulas
KAI(SO,), * 12H,0 or K,S0,.Al,(SO,); * 24H,0. The
powder form, made up of crystals, has a melting point of
198.5°F (92.5°C) and can be readily dissolved in water.
Additionally, this material has a property known as as-
tringency which is an ability to constrict body tissues,
and restrict the flow of blood.

There have been many industrial applications of
potassium aluminum sulfate. It is an important part of
many products created by the pharmaceutical, cosmetic,
and food industries because of its astringency property. It
is also used in the manufacture of paper, dyes, glue, and
explosives. Additionally, it helps in the water purifica-
tion process, is used to speed up the hardening of con-
crete and plaster, and acts as a catalyst in various chemi-
cal reactions.

Potassium-argon dating see Dating
techniques

Potassium hydrogen tartrate

Potassium hydrogen tartrate is an acid salt of tar-
taric acid. It is denoted by the chemical formula
KC,Hs;04 and has a molecular weight of 188.18. It is
made up of 25.53% carbon, 51.01% oxygen, 20.78%
potassium, and 2.68% hydrogen, and has a density of
1.95 g/cc. When purified, it is an odorless, white, crys-
talline powder that has a pleasant acidulous taste. It is
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used as a leavening agent in baking powders and forms
naturally during wine fermentation.

Properties

Potassium hydrogen tartrate is known by a variety
of names including potassium bitartrate, potassium acid
tartrate, cream of tartar, and faeccula. An impure form of
potassium hydrogen tartrate, called argol, is formed nat-
urally during the fermentation of a variety of fruit juices.
It is found as a crystal residue in wine casks.

One gram of potassium hydrogen tartrate dissolves
in 162 ml water. When the water temperature is in-
creased, so is its solubility. Using boiling water, one
gram will dissolve in about 16 ml of water. The material
is insoluble in absolute alcohol. The saturated aqueous
solution has a pH of approximately 3.5. In this solution
the material dissociates into its component ions, one of
which is tartaric acid. This acid was first isolated and
characterized in 1769 by chemist Carl Wilhelm Scheele.
He obtained it by boiling cream of tartar with chalk and
then treating it with sulfuric acid.

Production

Potassium hydrogen tartrate has been known for
centuries. The ancient Greeks and Romans, who found it
as a deposit from fermented grape juice, called it tartar.
Today, cream of tartar is manufactured from the waste
products of the wine industry. Waste products include
press cakes from unfermented or partially fermented
grape juice, dried slimy sediments from wine vats, and
crystalline crusts from the wine vats used in second fer-
mentations. The crystalline material is scraped off the
sides of the vats and then purified to at least 99.5%.

Uses

Cream of tartar is used for a wide variety of applica-
tions. It is one of the primary components in baking
powder. Here it functions as a leavening agent. Leaven-
ing agents are compounds that are put into products like
breads and rolls to generate carbon dioxide. The carbon
dioxide is trapped in the batter creating air pockets that
result in products that are lighter and crispier. In baking
powder, cream of tartar specifically functions as the
acidic portion that reacts with the basic component,
sodium bicarbonate, to generate carbon dioxide gas.
The limited solubility of cream of tartar in cold water
helps prevent premature leavening. This is useful when
mixing dough.

Beyond leavening, cream of tartar also functions as
an acidulant in food products. Acidulants serve a variety
of purposes in this capacity, but their major role is to
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KEY TERMS
Acid—A substance that produces hydrogen ions
when placed in an aqueous solution.

Acidulant—A food additive that improves flavor,
controls pH, acts as a preservative, and modifies
the viscosity of baked goods recipes.

Antimicrobial—A material that inhibits the growth
of microorganisms that cause food to spoil.

Fermentation—A process by which complex or-
ganic molecules are enzymatically broken down
to simpler molecules. For example, in alcohol fer-
mentation glucose is reduced to ethyl alcohol and
carbon dioxide.

Leavening agent—A compound used in baking to
produce carbon dioxide in a batter. It creates air
pockets in gluten-based food products.

Solubility—The amount of a material that will dis-
solve in another material at a given temperature.

make foods more palatable. Acidulants can also be used
as flavoring agents because they can intensify certain
tastes and mask undesirable aftertastes. They can act as
buffers to control the pH during processing. They also
have an antimicrobial effect and can prevent the produc-
tion of spores. They are synergistic with antioxidants
which means they help make antioxidants more effec-
tive. Acidulants are also viscosity modifiers. By using
the appropriate concentration a batter can be made
thicker or thinner. They are also melting modifiers and
meat curing agents. The addition of cream of tartar to
candy and frosting recipes results in a creamier consis-
tency. It can also help improve the stability and volume
of egg whites if added before beating.

Non-food applications of potassium hydrogen tar-
trate include its use as one of the starting materials for
the production of tartaric acid. It also finds use in metal
processing for such things as coloring and galvanic tin-
ning of metals. In the production of wool it is used as a
reducer of CrO; in mordants. In the pharmaceutical in-
dustry it has been used for its cathartic effect. Veterinari-
ans use it as a laxative and diuretic. Cream of tartar is
classified as a generally regarded as safe (GRAS) com-
pound for use in food and beverage products.

Resources
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Potassium nitrate

Potassium nitrate, also known as saltpeter or niter, is
a chemical compound consisting of potassium, nitrogen,
and oxygen. While it has many applications, including
use as a fertilizer, its most important usage historically
has been as a component of gunpowder. Over time its
use as an explosive has been made nearly obsolete by
dynamite and TNT, but it is still used today in artillery-
shell primers, hand-grenade fuses, and fireworks.

Potassium nitrate consists of three basic chemical ele-
ments: potassium a soft, light, silver white metal; nitrogen
a colorless, odorless gas; and oxygen, another common
gas. When these three elements are reacted in the proper
proportions they form a whitish compound known as
nitre, or saltpeter, which has the chemical formula KNO;.
This naturally occurring compound, which forms thin
whitish glassy crusts on rocks, can be found in sheltered
areas such as caves and particularly on soils rich in organ-
ic matter. Until the first World War the United States im-
ported most of its potassium nitrate from Europe where it
was mined from ancient sea beds. When these sources be-
came unavailable during the war, the brines lakes in Cali-
fornia became the principal supplier of nitre.

Since it is rich in potassium, an element which is
vital for plant growth, large quantities of potassium ni-
trate are used annually as fertilizer. It also has utility as a
food preservative, and although never proven, it is
claimed that when ingested saltpeter has an aphrodisiac,
or sexual-desire-reducing effect. However, the most
renowned use for this whitish powder was discovered
over 2,200 years ago by the Chinese. When 75% potassi-
um nitrate is mixed appropriately with 15% carbon
(charcoal) and 10% sulfur, the resultant black powder
has explosive properties. This mixture (which throughout
history has enjoyed such colorful nicknames as “Chinese
Snow” and “the Devil’s Distillate”) eventually became
known as gunpowder. As early as A.D. 1000, it was used
by its inventors in explosive grenades and bombs. By the
thirteenth century, the use of gunpowder had spread
throughout the western world: in 1242 the English
philosopher Roger Bacon described his own preparation
of this material. By the early fourteenth century, black
powder and guns were being manufactured in Europe. Al-
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Potato

though the early firearms were awkward and inefficient,
they were rapidly improved. Their use led to significant
social changes, including the end of the European feudal
system. In fact, it is arguable that exploitation of the prop-
erties of gunpowder has been responsible for many of the
major social and cultural changes in history.

Originally, potassium nitrate and the other compo-
nents of gunpowder were carefully hand mixed and bro-
ken into small particles using wooden stamps. Later,
water power mechanized the stamping stage, and metal
stamps replaced the wooden ones. In modern production,
charcoal and sulfur are mixed by the tumbling action of
steel balls in a rotating hollow cylinder. The potassium
nitrate is pulverized separately, and the ingredients are
then mixed and ground. After further crushing the gun-
powder is pressed into cakes; these are then rebroken
and separated into grains of specific size. Finally, the
grains are tumbled in wooden cylinders to wear off
rough edges. During this process graphite is introduced,
a coating powder which provides a friction-reducing,
moisture-resistant film.

By 1900 black powder had been virtually replaced as
the standard firearms propellant. Although it had served
for centuries, it had many drawbacks. It produced a large
cloud of white smoke when ignited, built up a bore-ob-
structing residue after relatively few shots, and absorbed
moisture easily. Its replacement, nitrocellulose based
smokeless powders (known as guncotton), eliminated
most of these disadvantages. Gunpowder had already
been largely replaced as a primary blasting explosive by
dynamite and TNT but it is still widely used today in ar-
tillery-shell primers, hand-grenade fuses, and fireworks.

Potato

The potato is a starchy, red or brown skinned, under-
ground stem called a tuber. Tubers are storage areas for
nutrient reserves of plants, such as starch or sugars. A
widely cultivated species, the potato plant has the scien-
tific name Solanum tuberosum and is a member of the
nightshade family of plants, Solanaceae. Potato plants
are widely grown for their familiar edible tubers that are
a mainstay of many human diets.

Potato plants are flowering plants with flower col-
ors that include white, purple, violet, or lilac depending
on the variety of plant. Natural potato plants produce a
tap root system that is difficult to harvest. Cultivated
potatoes, in contrast, have fibrous root systems that are
more easily removed from soil, making potato harvest-
ing less difficult. Potato tubers have indentations, called
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Idaho potato assembly line. Photograph by Peter Menzel.
stock boston, inc. Reproduced by permission.

eyes over their outer surfaces. The eyes are places where
new stems may grow outward from tubers. Also, stolons
grow from tuber eyes. Stolons are underground root-like
extensions that connect tubers to one another and link in-
dividual potato plants together vegetatively.

Potatoes are a very important food source for hu-
mans. The starchy content of potato tubers provides a
good source of energy, and the vitamin content of pota-
toes is exceptional. A single medium sized potato (about
5.5 oz or 148 g) contains about 100 calories with no fat.
They are easily digested since starch is quickly convert-
ed into simple sugars, which are absorbed rapidly for use
by the body. Also, potatoes have a high water content.
To illustrate their importance, it is reported that the aver-
age American consumes about 140 Ib (64 kg) of potatoes
each year. According to the USDA, that includes about
50 Ib (23 kg) of fresh potatoes, 60 1b (27 kg) of frozen
potatoes (including French fries), and 16 1b (7 kg) of
potato chips per person per year. In the United States,
Idaho grows more potatoes than any other region and ac-
counts for about 30% of all potatoes cultivated in the
United States.

A significant historical event concerning potatoes
was the Great Irish Famine. In the nineteenth century,
potatoes had become the major food source of the popu-
lation of Ireland because of its ease in cultivation. The
climate and moisture of the country was favorable for
potato growth. However, in 1845, a devastating plant dis-
ease infected the potato crops across Ireland. The dis-
ease (which still can occur) is called the late blight, or
simply the potato blight. It is caused by a fungus. The
parasitic fungus, with the scientific name Phytophthora
infestans, resulted in mass ruin of potato crops for sever-
al consecutive years, creating horrible famine. In order to
escape hunger, many Irish people fled to America and
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Canada. In this manner, the potato famine contributed to
American immigration and the growth of the Irish popu-
lation in the new world.

Terry Watkins

Potential energy see Energy

Pottery analysis

Man first began making pots at the end of the Stone
Age (Neolithic Period), about 12,000 years ago in the
Old World, and about 5,000 years ago in the New World.

By about 6500 B.c., hunting and foraging had largely
been abandoned in Old World Neolithic agricultural vil-
lages. The need for pottery arose during the change-over
from a food-gathering to a food-producing economy. The
cultivation of grain required that man be able to store ce-
reals for future use. But pottery was also used for carry-
ing water, for cooking, and for serving food.

Basketry, including clay-lined baskets, probably
served adequately for food storage for awhile. It may
have been the accidental burning of a clay-lined basket
that led to the discovery that clay, which is malleable
when wet, becomes hard and brittle when burned. Further
experimentation would have revealed that the piece of
burnt clay could be subjected to additional heat without
causing the object to disintegrate, which made it suitable
for cooking vessels. The manufacture and firing of pot-
tery represented an adaptation of fire-based technology,
which was later to evolve into furnace-based metallurgy.

The earliest pots were made by hand, either by
being molded or by being built up. Although small pots
could be molded, larger ones had to built up by placing
successive rings of clay on top of each other.

With the invention of the potter’s wheel, probably in
the area of the Fertile Crescent, large vessels could be
constructed in a few minutes, rather than several days.
Until the invention of this device, women tended to be
responsible for creating pottery; with its invention, pot-
tery entered the domain of men.

Even the earliest pots appear to have been decorat-
ed. Decorations have ranged from simple geometric pat-
terns to the elaborate illustrations characteristic of Chi-
nese vases. Some early examples appear to have been
made in imitation of baskets, or to have been molded in-
side a basket. Patterns on pots were probably created
with finger nails, pointed sticks, or bird bones.
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The art of pottery requires just the right material,
i.e., the clay starting material must be neither too gritty
nor too fine in texture. And the wet clay object must not
be allowed to dry out before it is fired. Finally, the tem-
perature of the firing oven must reach a critical value if
the fired object is to retain its shape permanently. These
discoveries may have occurred in the period of the Stone
Age just preceding the Neolithic Period (that is, the
Mesolithic Period), becoming universal in the Neolithic
period. Pots or potsherds are frequently found in the
ruins of Neolithic cultures.

Each culture evolved its own unique form of pottery.
These shapes typically developed into characteristic
forms that changed little over time. In addition, buried
pottery does not deteriorate with time. As a result, pot-
tery has become one of the best resources for dating an
archeological site. Even if pots have become broken, the
potsherds can still be pieced together into their original
form. This of course cannot be done with objects of
wood, leather, skins, or cloth.

The presence of pots at an archeological site may re-
veal information about contacts that once existed between
prehistoric cultures, or about trade routes in later civiliza-
tions. Pottery exported from Crete in the eighteenth cen-
tury B.C., for example, has been found on the mainland of
Greece, on Cyprus, and on other islands in the Aegean
Sea, on the coast of Syria, and in Egypt. Other discover-
ies have shown that by 400 B.c., Greek vases were being
exported to the steppes of southern Russia, southern Ger-
many, and northern France. The shape, size, type of clay,
type of temper, surface treatment, and painting that char-
acterize an ancient pot all provide valuable clues to the
archeologist seeking to date an artifact or site.

Pottery analysis

Archeologists typically perform four types of analy-
sis on ceramic artifacts: experimental studies, form and
function analysis, stylistic analysis, and technological
analysis. In experimental studies, archeologists attempt
to replicate ancient methods of pottery making in the
laboratory. These studies yield valuable information
about firing techniques, firing temperatures, and about
the properties of coating materials. Archeologists may
also study present-day pottery-making techniques in var-
ious cultures around the world to better understand how
methods were used by traditional cultures.

Analyses based on form and function focus on the
shapes of ceramic vessels. The underlying assumption in
this approach is that the shape of the vessel was deter-
mined by the way it was used. One weakness of this ap-
proach is that it ignores other factors that may have in-
fluenced the shape the object took, such as the material
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Pottery analysis

KEY TERMS

Artifact—A man-made object that has been
shaped and fashioned for human use.

Atomic absorption spectrometry—Method of
analysis in which the specimen is placed in a
flame and the light emitted is analyzed.

Ceramic petrology—Study of the origin, occur-
rence, structure, and history of the material used in
a ceramic object.

Crack propagation—Growth of cracks in a material.

Fertile Crescent—Crescent-shaped area extending
from Israel to Turkey and Iran, where domestica-
tion of plants and animals first occurred.

Firing—Treatment of a ceramic object with heat.

Inductively coupled plasma spectroscopy—An an-
alytical technique in which plasma from the sam-
ple, heated by flame to a much higher temperature
than ordinary combustion flames, is sampled either
by emission spectroscopy or mass spectrometry.

Microprobe analysis—A chemical microanalysis
technique based on the analysis of x rays emitted
from a very small sample area.

Morphology—Study of structure and form.

properties of the clay used, the manufacturing technolo-
gies available to the potter, and any cultural factors that
might have constrained the form that the vessel eventual-
ly took. When employed properly, form and function
analyses can provide valuable information about ancient
economic patterns, units of measure, household food
production and consumption, and household sizes.

Stylistic analysis focuses on the decorative styles ap-
plied to ceramic artifacts, including painted designs, inci-
sions, embossing, and other surface treatments. Because
decorative patterns, and the information they convey, are
more likely to have been determined by specific cultural
elements than are form and function, stylistic analysis is
the technique most frequently used to analyze ancient
pottery. When the results of stylistic analyses are validat-
ed against other archeological data, it often becomes pos-
sible to trace social change in a culture through time.
While there is no doubt that this type of analysis has
made great contributions to archeology, there remains a
need for greater rigor and consistency when applying it
across different regions and time periods.

Technological analyses look at the materials from
which the ceramic is made. Of chief interest are the
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Neutron activation analysis—Method of analysis
in which a specimen is bombarded with neutrons,
and the resultant radio isotopes measured.

Temper—To moisten and mix clay to achieve the
proper consistency for use in ceramics.

Tensile strength—The maximum stress from
stretching that a material can experience without
tearing.

Thermal shock—Effect of rapidly subjecting a ma-
terial to a very large change in temperature.

Thermoluminescence—Light emission accompa-
nying the heating of a material.

Typology—The study of artifacts based on observ-
able traits such as form, methods of manufacture,
and materials. Classification should not be based
on an artifact’s function because this can not be
unambiguously determined.

X-ray diffraction—A method using the scattering
of x rays by matter to study the structure of crystals.

X-ray fluorescence spectrometry—A nondestruc-
tive method of analysis in which a specimen is ir-
radiated with x rays and the resultant spectrum is
analyzed.

chemical composition of the clay, the tempering materi-
als, and the proportion of clay to temper. Technological
analyses provide valuable data about variations in vessel
forms, classification systems, and the origins of the ma-
terials used to construct pots. Because pots, both as ob-
jects in themselves and as vessels for other commodities
such as grain, oils, wine, and salt, were very often trade
objects, technological analyses can reveal information
about ancient trade routes and trading patterns. Techno-
logical analyses may use neutron activation analysis,
X-ray diffraction, or ceramic petrology to identify
trace elements in clay or temper to gather information
about the production, distribution, use and disposal of
ceramic artifacts.

Technological analyses

In one type of technological analysis, the archeolo-
gist attempts to understand the physical and mechanical
properties of the ceramic material. Experiments may be
designed to gather information about thermal shock, ten-
sile strength, and crack propagation in ceramic vessels.
In addition, the impact of any surface treatments on a
pot’s function may be assessed.
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In a second type of technological analysis, the types
of clay and tempering materials are analyzed to determine
the origins of the materials used in the pot’s construction.
Mineral composition may be determined by petrographic
analysis or x-ray diffraction. Petrographic analysis em-
ploys a microscope and polarized light to identify the
mineral used as temper, based on the temper’s optical and
morphological characteristics. In x-ray diffraction, the
specimen is bombarded with electrons to obtain an x-ray
diffraction pattern characteristic of the minerals present
in the object. At an elemental level, clays can be analyzed
by such techniques as optical emission spectroscopy, in-
ductively coupled plasma spectroscopy, x-ray fluores-
cence, neutron activation, proton-induced x-ray emission,
microprobe analysis, and atomic absorption spectroscopy.
Each of these methods evaluates the wavelength of energy
either emitted or absorbed when the electrons, protons, or
neutrons present in the clay of the vessel are disturbed by
a source of radiation. These indicate the chemical ele-
ments present in the sample.

Typological analysis and other
dating techniques

Typological analysis is the systematic classification
of material culture into types based on similarities in
form, construction, style, content, and/or use. Before the
advent of modern dating techniques, typological analy-
sis provided the chief basis for dating material objects.
The underlying premise of the technique is that, in a
given region, artifacts that resemble each other were cre-
ated at about the same time, and that differences can be
accounted for by gradual changes in the material culture.

Ceramic objects have thus been dated relative to
each other based on typological or stylistic shifts in a
material culture through time (seriation). One of the ear-
liest seriation techniques used an indexing scheme to
measure the similarity between artifacts. Today, comput-
er-based statistical methods, including multidimensional
analysis, factor analysis, and cluster analysis, are com-
monly used to date objects based on stylistic similarities.

In luminescence dating, a ceramic object is heated
to produce a thermoluminescence signal characteristic of
the length of time the objects have been buried. This
technique is based on the principle that objects that have
been buried a long time show greater luminescence in-
tensities than those buried a short time.
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Prairie

A prairie is a natural vegetation type in which peren-
nial herbaceous plants predominate, particularly species
of grasses. The word “prairie” comes from the French
prérie (later, prairie), meaning meadow. The term was
first applied to the swath of mid-continental North
American grassland in the 1600s by French Jesuit mis-
sionaries and explorers, because the landscape resem-
bled, on a much vaster scale, the familiar agricultural
meadows of western Europe. Thus, geography and
nomenclature came together to distinguish the North
American prairie from similar grasslands elsewhere in
the world: the steppes of central Asia, the pampas of
South America, and the veldt of southern Africa.

Until the settlement era, the central prairie of North
America stretched from southern Alberta, Saskatche-
wan, and Manitoba south to mid-Texas, and from the
foothills of the Rocky Mountains eastward into Indiana.
It covered about 1.4 million sq mi (3.6 million sq km).
Outlying patches occurred in Ohio, Michigan, Kentucky,
and southwestern Ontario. A similar vegetation type
went under the names of “plains” or “downs” in the
northeastern United States.

The general trend toward increasing rainfall and in-
creasingly rich soil from west to east in mid-continental
North America gave rise to a descriptive classification of
the prairie. Its western edge, on the high plains, became
known as shortgrass prairie, because shorter grasses
grew on its generally poorer and drier soils. A transition-
al zone running north to south along the ninety-eighth
meridian, through Alberta, Saskatchewan, the Dakotas,
Nebraska, Kansas, and Oklahoma, became known as
mixed-grass prairie. The richest, eastern sector, which
bulged eastward from the ninety-eighth meridian
through Illinois and into northwestern Indiana, became
known as the tallgrass or “true” prairie. This scheme
gradually evolved into the one used by modern biologists
to classify prairies, which takes into account soil,
bedrock, and vegetation types and has many divisions.
The tallgrass prairie is the major subject of this article.

A native prairie is sprinkled with brilliantly colored
flowers of broadleafed (or dicotyledonous) plants that
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Prairie

A tall grass prairie during a Montana summer. © Barry Griffiths, National Audubon Society Collection/Photo Researchers, Inc. Re-
produced with permission.

often exceed the height of the grasses. Some prairie
grasses attain a height of 6.6 ft (2 m), and sometimes
more, if soil and moisture conditions are favorable. Early
settlers’ descriptions of grasses taller than a person on
horseback were probably exaggerated and reflected a tra-
dition of romanticizing the landscape. Intermixed with
the predominant grasses are broad-leaved plants called
forbs, which lend color and diversity to the vegetation.
Besides the grasses (family Poaceae), such as little and
big bluestem and Indian grass, common prairie plants are
species of legumes (Leguminosae), or flowering peas and
clovers, and composites (Asteraceae), such as sunflowers,
goldenrods, black-eyed susan, asters, and coneflowers.

Natural history of the prairie

Most of the prairie has developed since the most re-
cent Ice Age, as determined from the dating of fossilized
pollen grains to about 8,300 years ago. The retreating
glaciers left a central strip of flat or slightly depressed
topography overlying clay soil, or in the western states,
rocky dolomite shelves. Climate, weather, soil, and
topography then created the initial conditions for the
prairie to develop. The central prairie is subject to the
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stresses of extreme changes in temperature over the
course of a year, drought, occasional accumulation of
standing water just below the ground surface, and dry-
ing westerly winds from the Rocky Mountains. That sit-
uation favored the growth of plants with hardy root sys-
tems and underground growing points, but whose aerial
(or aboveground) parts could die back each year. Peren-
nial grasses and low, hardy shrubs could survive in such
a climate; unprotected trees could not. It is thought that
the post-Ice Age climate set the stage for the develop-
ment of the prairie, with soil types and frequent fires
then favoring the growth of grasses and forbs.

Fire does not start a prairie, but it is a crucial factor
in maintaining it. The pre-settlement fires were land-
scape-wide and moved rapidly, driven by westerly winds
that traveled unimpeded across the plains. The aerial
parts of prairie plants burn, but the roots, which in peren-
nial grasses form a deep, thick tangle underground, do
not. The fast-moving fires also consume litter, the dried
stalks and plant remains that had died in previous sea-
sons and fallen to the ground. Removal of litter gave the
next season’s growth greater access to air and sunlight.
The burns also killed shrubs and trees, which might oth-
erwise have invaded the prairie and displaced its species.

GALE ENCYCLOPEDIA OF SCIENCE 3



Some prairie fires were started by lightning; others were
set by Native Americans, who saw the advantage to their
horses and to the bison herds they hunted of having
fresh vegetation to eat.

Bison, the primary grazers on the prairie, con-
tributed to upkeep of the ecosystem by consuming
young shoots of trees and shrubs along with their main
food of grasses and forbs. Although they were massive
animals, their wide-ranging habit ensured they would not
remain in one spot to churn up and destroy the roots of
prairie grasses, as fenced-in cattle would later do.

Climate, bison, and fire, maintained the dynamic
boundary between prairie and forest. The prairie was not
devoid of trees, however. Cottonwoods, green ash, and
box elder grew as a riparian community along river-
banks, and long fingers of forest extended into the
prairie, often bounded on their western edges by a water-
course that served as a natural firebreak. During periods
without fire, plum trees and crabapple could take hold at
the edges of the prairie. Copses of trees and patches of
flowers interrupted the “seas of grass” and gave an over-
all more mosaic appearance to the prairie.

The post-settlement prairie

For a millennia, the North American prairie (bor-
dered on the north, east, and south by forest) existed as a
complex ecosystem that supported rich life, including
aboriginal human cultures. Within the span of a human
lifetime, however, it was almost entirely eradicated by
conversion into agricultural land-use.

The early settlers, reliant on forests for building
materials, firewood, fencing, and hand-crafted imple-
ments, initially distrusted a land on which few or no
trees grew. That changed with the discovery that the
tallgrass prairie could be converted into some of the
richest cropland on the continent. Vast acreages went
under the plow; other areas were overgrazed by domes-
tic livestock. The assault on the central prairie began in
earnest in the 1820s and was sped up by the opening of
the Erie Canal, in 1825. The development of steamship
routes on the Great Lakes and the westward expansion
of the railroad system, in the 1850s, also facilitated
large, westward population movements. By the begin-
ning of the Civil War, most of the tallgrass prairie had
been put to the plow. The widespread availability of
barbed-wire fencing by 1890 released ranchers and
farmers from their greatest dependency on wood and
marked the final domestication of the prairie.

In the pre-settlement period, almost 60% of Illinois,
then nicknamed the Prairie State, was covered by tall-
grass prairie. In the post-settlement era, however, only
about 0.01% of the original prairie was left. Prairie origi-
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KEY TERMS
Forb—A perennial, herbaceous, broad-leafed (or
dicotyledonous) plant.

Grass—Any member of the family Poaceae, char-
acterized by long narrow leaves with parallel ve-
nation and reduced flowers; usually found on sea-
sonally dry, flat lands. The cereal grains are grasses
(barley, corn, oats, rice, rye, wheat).

Island habitat—A small area of ecosystem, sur-
rounded by a different kind of ecosystem. The
species in the island habitat cannot live in or pen-
etrate the surrounding environment.

Relic prairie—A remnant of prairie, usually small,
that has never been plowed or overgrazed; virgin
prairie.

nally covered 85% of Iowa; in the post-settlement period
0.02% remained. The western states, with an overall
drier climate and soils less suitable for agriculture, fared
somewhat better, but no state retained more than a small
fraction of its original prairie.

Most prairie today represents “island” habitat, ex-
isting in isolated patches rather than as a continuous ex-
tent of natural vegetation. Island communities are more
vulnerable to natural and human-caused disturbances,
and experience a higher rate of species disappearance
than non-island ecosystems. Typical islands of native
prairie, called relics, include small cemeteries that coin-
cidentally preserved the prairie; small preserves in ar-
boreta and demonstration projects; and areas such as
railroad embankments in cities where development was
restricted or the land was considered unsuitable for
building on. About 30% of the remaining prairie in Illi-
nois exists in tiny islands of less than one acre.

The loss of the prairie was part of a broader eco-
nomic movement that involved both industrialization
and the development of commercial agriculture. The
economic development of the former prairie states re-
sulted in the almost total eradication of a large unit of
natural vegetation. Efforts are under way to restore
large tracts of reconstructed prairie that might support
relatively small numbers of breeding bison. Seeding
with native plants and the use of controlled burns are
crucial parts of the management system being used to
achieve this ecological restoration. However, the for-
merly extensive tallgrass prairie will never be totally
recovered, because its essential land-base is needed to
provide food and livelihoods for an ever-increasing
population of humans.
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Prairie chicken
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Prairie chicken

Prairie chickens are two North American species of
birds in the grouse family (Phasianidae) in the order Galli-
formes, the game birds. Both the greater prairie chicken
(Tympanuchus cupido) and the lesser prairie chicken (T.
pallidicinctus) are brownish birds with a black band on the
end of the tail. Male birds have colorful air sacs that are in-
flated during courtship and a ruff of long feathers that are
erected at the same time. When wooing females, cock
prairie chickens assemble in a designated arena where they
engage in vigorous, ritualized combat to impress each other
and the hens as they arrive. The males that are most impos-
ing in these displays are relatively successful in mating with
females from the local area. This type of communal
courtship display is called a lek. The hen prairie chicken in-
cubates the eggs and takes care of the young by herself.

The greater prairie chicken is somewhat larger than
the lesser prairie chicken, with a body length of 14 in (36
cm) and orange air sacs. This species once occurred
widely in many open, temperate grasslands and prairies,

This display by a prairie chicken is sometimes called “booming.” JLM Visuals. Reproduced by permission.
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ranging from extensive dunegrass and heath communi-
ties of the Atlantic seaboard, to tall-grass and mixed-
grass prairies of the middle of North America. The less-
er prairie chicken is somewhat paler than the greater
prairie chicken and has a body length of 13 in (33 cm)
and reddish air sacs. This species had a much more re-
stricted distribution than the greater prairie chicken, oc-
curring in relatively dry shortgrass and semi-desert habi-
tats in the south-central parts of the United States.

Both species of prairie chickens, but especially the
greater, were badly overhunted throughout the nine-
teenth century and the first decade or so of the twentieth
century. This predation by humans reduced their popula-
tions and extirpated the birds from many places. Howev-
er, even more important than hunting pressures have
been the long-term effects of conversion of the natural
habitats of the prairie chicken into agricultural, residen-
tial, and other land uses. These conversions cause perma-
nent losses of the habitat of prairie chickens and other
wildlife, fragmenting the remaining populations, making
them vulnerable to extirpation.

In the eastern parts of its range, a subspecies of the
greater prairie chicken, called the heath hen (7. c. cupido),
was initially abundant and resident in coastal heaths and
grasslands from Massachusetts to Virginia. Overhunting
reduced the heath hen populations to low levels, and by
the time that this bird was finally protected from hunting,
most of its original natural habitat had been lost. More-
over, heath hens suffered high mortality due to introduced
predators (especially domestic cats) and from diseases
borne by introduced pheasants. These pressures made the
few remaining populations of prairie chicken extremely
vulnerable to the deleterious effects of the extreme events
of winter weather to natural predation. The last popula-
tion of heath hen lived on Cape Cod, Massachusetts, and
in spite of protection from hunting for several decades,
and of management to maintain its habitat in a suitable
condition, the heath hen became extinct in 1932.

Attwater’s greater prairie chicken (7. c. attwateri) is
another subspecies that used to be abundant in coastal
prairies of Texas and Louisiana. This bird has suffered from
the combined effects of overhunting and habitat conver-
sions to agriculture, o