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LAND-MOBILE SATELLITE COMMUNICATIONS*

JEFFREY B. SCHODORF

MIT Lincoln Laboratory
Lexington, Massachusetts

1. INTRODUCTION

Since the early 1990s there has been significant progress in
the development of land-mobile satellite communications
(LMSC) systems and technology. In general, LMSC service
providers have struggled to compete with their terrestrial
mobile wireless counterparts. However, few doubt that
LMSC systems have a meaningful role to play in the
quest for global wireless access in the twenty-first century.
The key advantage enjoyed by satellite communications
systems is their ability to cover broad geographic areas,
substantially decreasing the terrestrial infrastructure
required and potentially simplifying issues relating to
the coordination of this infrastructure for tasks such as
channel assignment and handover. Moreover, a sufficient
amount of spectrum has been allocated to LMSC systems
such that they represent a good choice for the delivery of
broadband services such as multimedia. Of course, LMSC
systems are not perfect. While fewer satellites may be
required to cover an area, satellites are very expensive
to build and deploy relative to terrestrial base stations.
Moreover, depending on operating frequency, significant
channel impairments must be overcome in LMSC systems.
Nonetheless, the potential of LMSC systems ensures they
will remain an area of intense research and development
for the foreseeable future.

The purpose of this article is to describe in moderate
detail technical issues surrounding LMSC systems. Where
appropriate, references are cited so that the interested
reader can pursue these topics further. In Section 2 a
brief description of several existing and planned LMSC
systems is given. These systems are categorized loosely by
their orbital type and are further subdivided according to
the services they provide. Section 3 discusses propagation
issues, including path loss, signal fading, shadowing, and
the effects of directional antenna mispointing. Strategies
for dealing with channel impairments are discussed in
Section 4. These approaches fall into one of two main
categories: error control techniques such as forward error
correction (FEC) coding and automatic repeat request
(ARQ) protocols, and diversity combining methods. In
LMSC systems, satellite resources are typically a limiting
factor. Hence, efficient use of these resources is critical.
Section 5 addresses this issue with a discussion of multiple

*This work was sponsored by the Department of the Army
under A/F Contract F19628-00-C-0002. Opinions, interpretations,
conclusions, and recommendations are those of the authors and
are not necessarily endorsed by the United States government.

access schemes. Finally, network aspects of LMSC systems
are discussed in Section 6. The primary emphasis of
this section is the issue of internetworking LMSC and
terrestrial data networks.

2. LAND-MOBILE SATELLITE SYSTEMS

Land-mobile satellite systems come in a variety of orbital
configurations, including geostationary or geosynchronous
earth orbit (GEO), medium earth orbit (MEO), and low
earth orbit (LEO). GEO systems operate at an altitude
of 35,786 km, and have an orbital period of 24 hs. MEO
systems have altitudes ranging from 5000 to 10,000 km
and have orbital periods of 4-6 hs. LEO satellites
orbit at altitudes from 500 to 1500 km with periods
of approximately 2 hs. Orbital mechanics will not be
addressed here, but thorough treatments of this topic may
be found in Refs. 1 and 2. Services provided by land mobile
satellite systems include navigation, fleet management,
broadcast, and duplex voice and data communications, the
primary service of interest in this article.

LMSC systems are characterized by a forward path
and a reverse path between two user terminals. Each
path comprises an uplink between the transmitting
terminal and the satellite, and a downlink between
the satellite and the receiving terminal, as depicted in
Fig. 1. Traditionally, LMSC systems satellites have been
transponders (sometimes referred to as “bent pipes”),
where the received uplink signal is simply amplified
and translated to a downlink frequency. More recent
systems have begun to employ processing satellites, where
in addition to amplification and frequency translation,
additional processing, such as demodulation, decoding,
and remodulation is performed.

Table 1 summarizes the nomenclature used to catego-
rize the various operating frequency bands of LMSC and
other wireless communications systems. Original spec-
trum allocations for LMSC systems were in the L and

Downlink

Forward path

Reverse path

Figure 1. LMSC link nomenclature.
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Table 1. Frequency Band
Designations

Frequency Range
(MHz)

™
o
=3
o

225-390
390-1550
15503900
3900-8500
8500—10,900
10,900-17,250
17,250—36,000
36,000—46,000
46,000—56,000
56,000—100,000

g<opprancT

S bands, where most systems continue to operate today.
However, demand for bandwidth has resulted in addi-
tional allocations at higher frequencies. In many cases,
these allocations are for fixed systems. However, at the
higher frequencies terminals are typically small, and thus
portable. Moreover, the distinction between the services
provided by fixed and mobile systems is becoming increas-
ingly vague. For example, consider the situation today
where commercial vendors supply antenna and position-
ing systems that allow land mobile platforms to acquire
and track DirecTV, a fixed service system. At present there
is at least one operational or planned satellite system in
each of the bands in Table 1, with the exception of W band.

Because of their 24-h orbital period, GEO satellites
appear stationary above the equator to an observer on
earth. These systems are well suited to broadcast services
because a constellation size of only three or four satellites
provides total earth coverage. Examples of GEO broadcast
systems include DirecTV and the relatively new XM
satellite radio service. For voice and data service, GEO
systems have the attractive feature that no handover
between satellites is necessary. On the other hand, because
of their high altitude, GEO systems have long propagation
delays (i.e., ~240 ms, one-way) relative to their MEO
and LEO counterparts. Numerous GEO systems have
been deployed for the delivery of duplex voice and data
services. For example, the INMARSAT-M system provides
4.8 kbps (kilobits per second) voice capability, 2.4 kbps
fax service, and 1.2—-2.4 kbps data services. In addition
to land-mobile terminals, INMARSAT-M also supports
maritime users. Higher-data-rate systems such as the
INMARSAT-4, which will support mobile communications
services at rates of 144—432 kbps, are planned for the near
future.

The lower orbital altitude of MEO satellites implies that
they move across the sky relative to a fixed point on earth.
This movement necessitates handovers between satellites.
Generally, connection to the terrestrial infrastructure is
achieved with a reasonable number of earth stations,
or gateways. Hence, intersatellite links (ISLs) are not
typically employed in MEO systems. The Intermediate
Circular Orbits (ICO) system is an example of a planned
MEO LMSC system. Scheduled to launch in 2004, ICO will
deliver 4.8 kbps voice service, 2.4—9.6 kbps data service to
handheld terminals, and 8—38.4 kbps data service to land

mobile terminals. The popular Global Positioning System
(GPS) is another example of a MEO satellite system,
although GPS is a navigation system, as opposed to a
duplex communications system.

LEO systems represent the most recent architectural
system concept in LMSC systems, as well as the most
complex. LEO satellites have the shortest orbital period of
the three configurations discussed here. The fact that they
pass rapidly over a fixed point on earth (e.g., a typical LEO
satellite is in a user’s field of view for 8—12 mins) implies
that sophisticated handover procedures are necessary.
Moreover, to connect to the terrestrial infrastructure,
either a significant number of gateways are required,
or else ISLs must be used. On the other hand, LEO
systems offer superior delay performance and suffer less
propagation loss relative to MEO and GEO systems. LEO
systems are generally categorized as either “little LEO”
systems or satellite personal communication networks
(S-PCNs), sometimes called “big LEO” systems. Little
LEO systems provide nonvoice, low-bit-rate mobile data
and messaging services. Orbcomm is an example of a
little LEO system currently in operation. Orbcomm offers
2.4-4.8 kbps data service to fixed and mobile users.
Iridium and Globalstar are examples of S-PCNs. More
information on these and other LMSC systems can be
found in the literature [2,3].

3. CHANNEL CHARACTERISTICS

Fundamental to the design of any communications system
is an accurate understanding of the channel over which
the communications signals will be propagating. While
the propagation modeling field is relatively mature for
terrestrial wireless communications systems [4], it contin-
ues to be an area of active research in LMSC systems,
especially at higher frequencies. In this section, numerous
LMSC channel characteristics will be discussed, including
random noise, path loss, weather and atmospheric effects,
signal fading, shadowing, and fluctuations due to spa-
tial tracking errors in LMSC systems that use directional
antennas.

3.1. Random Noise

The dominant noise source in a communications system
is usually thermal noise generated at the input to the
receiver. A common practice is to lump all other noise
sources together with the thermal noise and represent
them as a single source added directly to the received
signal. This collection of random noise is typically
assumed to follow a Gaussian distribution. In digital
communications systems, the effects of noise are to
introduce bit errors in the received signal. The probability
of error, or bit error rate (BER) in a digital communications
system, is generally parameterized by the signal-to-noise
ratio (SNR) per bit, or bit energy : noise ratio, E, /Ny, where
Ny/2 is the noise power spectral density. The relationship
between BER and E,/N, depends on the modulation
scheme employed. Most LMSC systems use some form of
constant-envelope modulation so that transmit amplifiers
can be operated at saturation without introducing
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Figure 2. Performance of several modulation schemes for the
Gaussian channel.

distortion into the modulated signal. Common modulation
schemes include phase shift keying (PSK), frequency shift
keying (FSK), and continuous-phase modulation (CPM).
These techniques are described in Refs. 5 and 6, where
BER expressions are derived as a function of E;/Nj.
For reference, Fig. 2 summarizes the BER performance
of several modulation schemes, including binary PSK
(BPSK), differential PSK (DPSK), binary FSK (BFSK),
and a CPM scheme known as Gaussian minimum shift
keying (GMSK). The corresponding equations for BER are

given below:
2E,
BER = —_— 1
BPSK = @ \ No D

1
BERppsk = QefE”/ No 2
| Ey
BER = — 3
BFSK = @ No 3)
2(¥Eb

BERgusk ~ @

No “4)

where Q(x) = 1/v 2re ™’ du is the Gaussian Q@ func-

tion. The term « in the approximation for BER in GMSK
systems is a scalar that depends on the time—bandwidth
product, BT. For BT = 0.25, o = 0.68 [6].

In order to asses the quality of a satellite link
between two terminals, both uplink and downlink must be
considered. In transponded satellite systems, the following
relationship holds between the bit energy to noise of the
total link, (E,/No)iot, and the bit energy to noise ratio of
the uplink and downlink, assuming that the transponder
and receiving terminal bandwidths are the same:

(&) _ _(Es/No)u(Ep/Noa 5)
NO tot (Eb/NO)ul+(Eb/N0)dl
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where (E,/No)u and (Ep/No)a represent the bit
energy :noise ratio of the uplink and downlink, respec-
tively. The BER of the total link is then based on (Ej /Ny)1ot
and the modulation scheme used. In processing satellites,
the uplink and downlink can be analyzed separately, and
the following approximation holds:

(BER)ot = (BER)y + (BER)a (6)

where (BER),,; is the BER of the total link, (BER); is the
uplink BER, and (BER)y is the downlink BER.

3.2. Path Loss

In LMSC systems, path loss arises from several sources.
Free-space path loss arises in wireless communications
systems due to the spatial dispersion of the radiated power,
and is quantified as follows:

2
Ly =10log (?) @)
where L is the free-space path loss in dB, d is the distance
between the transmitter and receiver, and A is the signal
wavelength. Figure 3 illustrates free-space loss for several
frequencies as a function of satellite altitude, d,. Note,
however, that in LMSC systems the distance between
a user terminal and a satellite is not the same as the
satellite altitude. The user’s location on the earth must be
considered as well. A conceptually simple way to consider
the problem is to treat the total distance between a satellite
and user terminal as the sum of two terms:

de =d, +d, (8

where d, is an elevation dependent term that, when
added to the satellite altitude d,, yields the total distance
between the satellite and user terminal, referred to as the
slant range. The additional free space loss, in decibels, due
to the slant range may be expressed as

AL, = 201log dyr 9
d,
220 LI I T T T T T TTT I T T T T T TTT
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Figure 3. Free-space path loss as a function of satellite altitude
d, for several different operating frequencies.
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Figure 4. Additional free-space path loss due to slant range.

Figure 4 gives AL, as a function of satellite altitude for
several different elevation angles.

Weather and atmospheric effects are another factor
that contribute to path loss in LMSC systems. Above X
band, signal scattering and absorption by water droplets
are the dominating factors. In general, attenuation due
to rain is a function of the amount of rainfall, drop
size, temperature, operating frequency, and pathlength
through the rain. Results from measurement campaigns
at millimeter wavelengths [7,8] suggest that “typical” rain
rates of 20 mm/h yield losses on the order of 2 dB/km.
Obviously, rain rate statistics will vary from region to
region, thus affecting average losses.

3.3. Multipath Fading

The term multipath fading is used to describe the
phenomenon whereby multiple, reflected versions of a
transmitted signal (i.e., multipath components) combine
at a receiver in either a constructive or destructive fashion
depending on their relative amplitudes and phases. When
either the transmitter or receiver is in motion, the
dynamic, random combining of multipath components
leads to received signals that can vary by several tens of
decibels with relatively small changes in spatial location.
Statistically, multipath fading may be treated as a random
process. In the event that no single dominant propagation
path exists, the fluctuations in received signal power S are
described by the central chi-square distribution [5]:

1 S
p@S |8y = S_o exp <_S_0> (10)

where S, is the mean received signal power, due entirely
to multipath. This class of channel is often referred
to as a Rayleigh channel because the received signal
envelope follows the Rayleigh distribution. This statistical
model holds well in practice for terrestrial microwave
cellular systems, where typically no line-of-sight (LoS)
path between transmitter and receiver exists [9]. In LMSC
systems, a LoS path often exists in addition to the

multipath. In this case, the received signal power, S, is
described by the noncentral chi-square distribution [5]

2
pS|A, 0} = iQ exp {—ﬂ}lo (JZSA) 11)
(o} (o}

d 207 3

where A is the amplitude of the LoS component, o7 is the
diffuse signal power, and I, is the modified zeroth-order
Bessel function of the first kind. This class of channel
is often referred to as a Ricean channel because the
received signal envelope follows a Ricean distribution.
Ricean channels are frequently parameterized by the Rice
factor:

A2

C = ——
2
20}

12)

The Rice factor is simply the ratio of the power in the direct
and multipath components. When no LoS component
exists (i.e., A = 0), ¢ = 0 and (11) reduces to (10) with the
mean received signal power given by Sy = 2. When ¢ = oo,
the channel does not exhibit fading. Figure 5 compares

@ 15

|
(¢)]

-10

Magnitude (dB)

-15

(b) 15

Magnitude (dB)

Time (sec)

Figure 5. Ricean fading envelopes for (a)c=10dB and
(b) ¢ = 20 dB.



fading signal envelopes for two values of the Rice factor:
¢ =10dB, and ¢ = 20 dB.

In LMSC systems, the Rice factor depends on a number
of parameters, including operating frequency, elevation
angle, and antenna type. In general, systems that operate
at higher frequencies will experience less multipath due
to their use of directive antennas and the tendency of
shorter wavelengths to scatter off objects in the propaga-
tion path. Hence, these systems are typically characterized
by larger Rice factors. For example, whereas Rice fac-
tors reported for the L-band system studied by Lutz
et al. [10] average approximately 10 dB, the Rice factors
reported from NASA’s Advanced Communications Tech-
nology Satellite (ACTS) propagation experiments [11-13],
conducted at 20 GHz, average more than 20 dB. Vogel
and Goldhirsh [14] examined the multipath fading phe-
nomenon in detail at low elevation angles in unshadowed
LOS environments for the INMARSAT LMSC system,
which operates at L. band. Experimental results show
that at elevation angles from 7° to 14°, fades exceeding
7 dB occur for approximately 1% of the driving distance.
Moreover, the authors note that the fading is typically
dominated by a single multipath reflection from a nearby
terrain feature.

The effects of multipath fading on the BER of an LMSC
system are quite severe. Because of the variations in
received signal strength, the average bit energy:noise
ratio E, /N, must be used in characterizing the average
BER performance. Proakis has derived [5] expressions for
average BER as a function of E; /N, for BPSK and DPSK
modulations in a Rayleigh fading environment:

-1 | E,/N,
BPSK = ( 1+Eb/N0) (13)

1

BERprsi = ——— < (G Em)

(14)

where BER denotes average BER. Average BER perfor-
mance in Ricean fading environments was examined in a
1995 article [15]. Figure 6 summarizes these results with
BPSK and a couple of different Rice factors. The average
BER of BPSK for the Gaussian and Rayleigh channels are
also included for reference. Note the significant difference
in required Ej /N, necessary to achieve a given BER in
the presence of multipath fading. For example, more than
10 dB separates the Gaussian channel and the Ricean
channel with ¢ =7 dB at BER = 1e — 4.

3.4. Shadowing

Signal shadowing is caused when relatively large-scale
objects, such as buildings or terrain features, either
partially or completely intersect the propagation path.
Although difficult to model mathematically, variations in
the received signal power Sy, caused by shadowing have
been observed to follow a lognormal distribution (i.e., a
distribution whose values, when plotted on a log scale,
appear Gaussian)

10 1 10log Sy — )2
p(So) = [_M

T ex 15
SoroIn10S, P 202 ] (1>
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Figure 6. Performance of BPSK in the presence of Ricean and
Rayleigh multipath fading.

with a mean u and standard deviation o that depend
on the carrier frequency and environment [4]. Above X
band, the effects of shadowing tend to be more severe,
due to the absence of received multipath energy. In these
systems the LoS path is critical, and obstruction of this
path results in a nearly total loss of received signal
power (i.e., signal blockage). Published results from the
ACTS mobile propagation experiments [11-13] at 20 GHz
report typical means from —15 to —20 dB and standard
deviations in the range of 5-10 dB. It is also important to
note that path losses due to foliage are significant enough
to classify trees as objects that give rise to shadowing
in systems that operate above X band. According to
certain foliage path loss models [4,16], 5—10 ms of foliage
is sufficient to yield losses on the order of 10-15 dB at
20 GHz.

Lutz et al. [10] proposed a total shadowing model (TSM)
that effectively combines the densities given by (10), (11),
and (15) to describe a LMSC propagation channel at L
band. A timeshare parameter 0 <X < 1 was introduced
such that a fraction X of the time the received signal
power is unaffected by shadowing and described by (11),
while the remaining fraction, (1 —X), of the time the
LoS component is totally blocked (i.e., A =0) and the
received signal power follows (10) with the average power
So, given by the lognormal density in (15). Expressed
mathematically. The TSM is given by

p(S) =X p(S|A.0?) + (1 —X)fo (S | So) p(So) dSo

1 A%+ 28 A
L[ A ()
o 20 o

* 1 S
-3 [ g ew(-g)

10 1 . [ (10log Sy — )2
X ——— —exp|———o
V2751010 So P 202

According to this equation, the fading behavior of the
channel consists of two dominant modes or states. In

] dSy(16)
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the unshadowed state (i.e., the “good” channel state)
the channel is characterized by the presence of a LoS
component, which implies high received power and Ricean
fading, while in the shadowed state (i.e., the “bad” channel
state) the channel is characterized by the absence of a
LoS component, which implies low received power and
Rayleigh fading. The timeshare parameter X is a long-
term average that describes the fractional amount of
time spent in each state. The short-term characteristics
of the switching process are accurately described by a
two-state Markov model [10]. The situation is depicted in
Fig. 7. When the channel is in the good state G, there
is a probability pge associated with remaining in that
state and a crossover probability pgp associated with the
transition to the bad state B such that pge + pes = 1.
Likewise, there is a probability pgp associated with
remaining in the bad state and a probability pps associated
with switching from the bad state to the good state such
that ppp + ppeg = 1. According to the model, the mean
duration, in bits, of a good or bad channel state is
given by

G- L
PGB
1
By = — 17
PBG

and the probability that a good or bad channel state lasts
longer than n bits is given by

pac(>n) = pgg
pB(>n) =pgp (18)

In addition, the timeshare parameter X can be expressed
in terms of the Markov model parameters:

X — Gy _ PBG
Gy +By  pac +DPoB

19)

In [10] the Markov model parameters were estimated by
fitting the statistics to actual recorded data. The validity
of the model described by (16)—(19) for the Ka-band LMSC
channel was verified over the course of the ACTS mobile
propagation experiments and values for the various model
parameters, including X, ¢, u, o, pga, pBB, Gb, and B, were
reported by Rice [11].

In addition to the TSM, numerous other statistical
models have been proposed to describe the LMSC
channel. Loo [17] presented a statistical model for L-band
LMSC systems. Expressions for level crossing rate and

Paa ‘e °’ PBeB

Figure 7. Two-state Markov model that describes the switching
process in a LMSC channel.

Pcs

PBac

average fade duration are derived and compared to
measured data, where reasonably good agreement is
observed. Another L-band statistical model, proposed for
nongeostationary (i.e., LEO and MEO) LMSC systems
has been presented [18]. The model is tunable over a
range of environments. Moreover, comparisons to real
data are used to derive empirical formulas for the model
parameters for several different elevation angles. Finally,
a comprehensive statistical model has been proposed [19].
This model is intended to cover a broad range of operating
environments and frequencies. In addition, the model can
be used to generate time series for LMSC signal features
that include amplitude, phase, instantaneous power delay
profiles, and Doppler spectra.

3.5. Fading Due to Antenna Mispointing

In many LMSC systems directional antennas are typically
employed for their high gain. One challenge associated
with this practice is maintaining accurate pointing of
the receive terminal’s directive antenna despite the
vehicle dynamics. Regardless of the pointing system
used, there will always be residual mispointing error.
Characterizing the fluctuations in received signal strength
due to antenna mispointing is difficult because of the wide
variety of factors that contribute to pointing errors. These
factors include terrain, vehicle type and speed, antenna
beamwidth, and the antenna controller.

In the ACTS system, mobile propagation experiments
were conducted at 20 GHz using the ACTS mobile terminal
(AMT). The AMT uses a mechanically steered elliptically
shaped reflector antenna with dimensions of approxi-
mately 6 x 2.5 ins. More details on the AMT antenna and
tracking system can be found papers by Densmore and oth-
ers [20,21]. Rice et al. [22] experimentally characterized
mispointing error for the AMT. Specifically, measure-
ments of the vehicle pitch, roll, and heading were taken
at 0.1-mi intervals along a specific route traveled by the
terminal. The error associated with these measurements
was used to upper-bound the azimuth and elevation angle
mispointing errors at 3.9° and 3.3°, respectively. Finally,
through logarithmic interpolation of the antenna gain pat-
tern data, the loss in received signal power due to antenna
mispointing was calculated to be on the order of 1.5 dB.
These results were then used to rationalize the 1-2-dB
variations in received signal power observed during pre-
vious AMT runs. Rice and Humphreys [12,13] used data
from a wider range of experiments to develop a somewhat
ad hoc statistical characterization of antenna mispointing
with the AMT. Specifically, a bimodal density function
was proposed since this model was observed to fit the
experimental data.

A probabilistic analysis of antenna mispointing was
presented in an earlier work in which, Gaussian
distributed mispointing errors in the azimuth and
elevation directions were assumed [23]. This assumption
reflects heuristic observations made with pointing systems
designed to support Ka-band LMSC systems over rugged
terrain. The analysis is of sufficient generality to apply
to a range of pointing systems and antenna types
since the case where unequal azimuth and elevation
mispointing variance are as well as the equal-variance



case examined. Probability density functions (PDF's) for
the total mispointing error (i.e., the vector sum of the
azimuth and elevation mispointing errors) are given. In
addition, the antenna mispointing PDF is used to generate
the PDF for received signal loss, from which the average
BER is easily computed.

4. ERROR MITIGATION

Consider the following, somewhat simplified, link budget
equation between a ground terminal and satellite:

E, G
]VO_EIRP—L—I—T—kb—R—MdB (20)

where EIRP = P, + G; is the effective isotropic radiated
power of the transmitter (i.e., the sum, in decibels,
of the transmit power and antenna gain) and L is a
loss term that accounts for free space and other path
losses. The term G/T, where G is the receive antenna
gain and T is the effective noise temperature, including
the noise temperature of the antenna and the effective
noise temperature of the receiver low-noise amplifier
(LNA), is often referred to as the figure of merit of
the receiver. The constant %, is Boltzmann’s constant,
ky = —228.6 dBW K Hz ! (i.e., decibel watts per degree
Kelvin per hertz). The transmission rate, in bits per second
(bps), that can be supported by the channel, is given by R.
Finally, the link margin, M, is a contingency included to
overcome implementation losses and channel effects such
as weather, multipath fading, shadowing, and antenna
mispointing.

Table 2 illustrates link budget parameters for a typical
processing LEO satellite uplink, such as Iridium. In
this example, E, /Ny = 8 dB. Assuming BPSK modulation,
Fig. 6 shows that a BER of 2 x 10~* is achieved for this
scenario with full margin. However, in order to achieve

Table 2. LEO Satellite Uplink Budget
P,=1 W=0 dBW

Terminal transmit power

Terminal antenna gain Gy, =2 dBi
Terminal EIRP 2 dBW
Free-space path loss (2 GHz Ly =166.1 dB
operating frequency, 800 km
orbit altitude)
Additional loss due to 30° satellite ALg =5.1 dB
elevation (i.e., slant range)
Total budgeted path loss L=1712 dB

Gain of satellite receive antenna 26 dBi (edge of coverage)

Antenna noise temperature 290 K

LNA noise temperature 75 K

Effective noise temperature T =365 K=25.6 dBK
Satellite G/T G/T=0.4 dB

Boltzmann’s constant ky = —228.6 dBW/K/Hz
9.6 Kbps = 39.8 dBHz

Link margin 12 dB

Channel rate
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the same BER in the presence of Ricean fading where
¢ = 7 dB, an additional 10 dB of signal power is required,
leaving only 2 dB of link margin available to address other
losses. Clearly, any scheme that is capable of reducing the
required channel bit energy : noise ratio, (E,/No)req for a
given performance (i.e., BER) level, is of interest. After all,
if (E3/No)req can be reduced, the savings can be applied
directly to reduce the transmitter power, antenna gain,
or other parameters, or to increase the channel data rate.
In this section, two approaches to reducing (Ey/No)req are
discussed: error control in the form of FEC coding and
ARQ protocols, and diversity combining.

4.1. FEC Coding and ARQ Protocols

The main idea behind power-efficient FEC coding is that
the introduction of redundancy into the transmitted bit
stream can be exploited by a receiver to correct bit
errors caused by channel impairments. The redundancy
comes in the form of additional (i.e., parity) bits that
are carefully selected by some encoding algorithm and
inserted into the transmitted bit stream. With knowledge
of the encoding algorithm, the receiver is able to reverse
the encoding process, or decode the received sequence.
Depending on the sophistication of the encoding/decoding
procedures, errors caused by channel noise, fading, or
other anomalies can be detected and/or corrected. Note
also that as the name implies, FEC coding algorithms
operate on the forward link only. No feedback or return
link is necessary.

Numerous FEC coding strategies have been developed
over the years, including block coding techniques and
convolutional codes. Block coding strategies operate on
fixed-size blocks of information bits. For each k-bit input
block of information bits, the encoding algorithm produces
a unique n-symbol output block (i.e., codeword). Note
that for a given channel rate, in bps, the information
rate, that is, the channel capacity devoted to carrying
the information bits, is decreased by a factor R. = k/n,
called the code rate. As with block codes, convolutional
codes can be used to generate n-symbol outputs for k-bit
inputs yielding a rate R. = k/n code. However, the primary
characteristic that distinguishes convolutional codes from
block codes is the fact that convolutional codes have
memory. In other words, an n-symbol output block depends
not only on the corresponding k-bit input block, but also
the m previous input blocks, where m is the memory order
of the encoder. Detailed treatments of these approaches
are available from a variety of sources [e.g., 5,24]. In
recent years, a new and extremely powerful approach
to FEC coding, referred to as Turbo coding [25], has
been introduced. At the heart of Turbo coding schemes
are the concepts of code concatenation, soft-decision
decoding, and iterative decoding [26]. In general, Turbo
coding schemes are more computationally demanding
than either block or convolutional codes. Within the
context of LMSC systems, convolutional codes remain a
popular choice because of their good performance and
relatively simple implementation. However, the superior
performance advantages of Turbo codes, coupled with
advances in decreased-complexity implementations and
ever-increasing microprocessor speeds, suggest that Turbo
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Figure 8. FEC coding performance: (a) a R, = % Turbo code, a
R, = %, m = 6 convolutional code (with soft-decision decoding),
and a n =128, k=64, (i.e., R, = %) Reed—Solomon (RS) block
code with BPSK modulation for the Gaussian channel; (b) FEC
convolutional coding with BFSK modulation for the Rayleigh
fading channel; R, = % codes with m = 2, 3, 4 are compared.

codes are a logical choice for future systems. Figure 8a
illustrates the performance of several different R. =%
codes, including the parallel concatenated Turbo code
in [25], with BPSK modulation and a Gaussian channel.
Proakis [5], examined the performance of convolutional
codes with noncoherent FSK modulation for Rayleigh
fading channels and derived upper bounds. Figure 8b
summarizes these results.

As opposed to FEC coding, ARQ schemes operate
by requesting a retransmission of the codeword rather
than attempting to correct it at the receiver. Of course,
the existence of a feedback path (i.e., a return link) is
required with such an approach. Typically, coding is still
used in ARQ strategies, but only to alert the receiver
to the presence of errors, not to correct them. Since
the probability of an undetected error is usually much
smaller than that of a decoding error, ARQ schemes
are an inherently more reliable form of error control

than FEC coding. Hence, these schemes are most often
associated with data communications where very low error
rates are required. As established previously, FEC coding
is appropriate for addressing bit errors introduced by
random noise and multipath fading in LMSC systems.
On the other hand, ARQ protocols are well suited to
situations where long deep fades, such as those caused
by shadowing and signal blockage in high-frequency
systems, are expected [27]. A thorough description of
the main forms of ARQ, including stop and wait, go-
back N, and selective repeat is available [24]. It is also
possible to combine FEC coding and ARQ schemes into
hybrid ARQ (HARQ) protocols that offer performance
advantages as well as other desirable attributes such as
rate adaptation.

4.2. Diversity Techniques

The basic idea of diversity signaling is that the effects of
signal fading can be reduced by supplying the receiver with
replicas of the same transmitted signal information over
independently faded channels. Through proper selection
or combining of these replicas, the likelihood that the
receiver experiences a deep fade is reduced considerably.
For example, if the probability that any one signal fades
below some threshold is p;, then the probability that
D independently faded replicas of the same signal will
simultaneously fade below this threshold is given by p]P .
The optimum strategy for diversity reception is that the
D signal replicas be combined coherently in proportion
to their received SNR. This type of combining scheme
is often referred to as maximal ratio combining. A very
simple approximation to the average BER of a BPSK signal
in a Rayleigh fading environment with maximal ratio
combining of D independently fading diversity branches is
given by

— 1 Prop-1
BE e = Y 21
Bk <4(Eb/N0)d) ( D ) @b

where BER™ is the average BER for maximal ratio
combining and (E,/Ny)q is the average bit energy : noise
ratio received from the D diversity branches:

E, > (E,
%) _ - 22
(No)d Z <N0>i =

=1

and (Z) represents the number of possible combinations
of a objects taken b at a time. Figure 9 summarizes the
results for several values of D.

There are many ways in which diversity can be
introduced into a communications system, most of which
have been explored thoroughly within the context of
terrestrial cellular systems [9]. These techniques include
time diversity, frequency diversity, polarization diversity,
and spatial diversity. With spatial diversity, multiple
receive antennas are spaced far enough apart so as to
yield sufficiently low correlation between their outputs.
In environments where significant multipath energy is
received from numerous different directions, spacings on
the order of A/4 are appropriate [9]. In situations where
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Figure 9. Performance of D-branch maximal ratio diversity

combining with BPSK signaling in a Rayleigh multipath fading
channel.

received power is confined to a relatively narrow sector in
space, such as those where a strong LoS component exists,
wider spacings are required. Spatial diversity is especially
popular in cellular radio because no modifications to the
waveform or transmitter are required. Instead, only D — 1
additional antennas, including RF chains, and combining
logic are required at the receiver.

An idea similar to spatial diversity has received
attention in the LMSC community. The concept is referred
to as satellite diversity, and is applicable in situations
where multiple satellites are potentially within the field
of view of a terminal (e.g., LEO and MEO systems).
With satellite diversity, terminals communicate with the
satellite that provides the best link quality [28], thus
improving link availability in the presence of signal
shadowing and blockage. In some cases, multiple satellites
may transmit the same signal to a user terminal, where
these downlinks are combined for improved performance.
Obviously, the effectiveness of satellite diversity depends
on a variety of factors, including the satellite constellation
and the propagation environment. Results from a
measurement campaign in Japan [29] suggest that fade
margins can be reduced by approximately 10 dB in urban
environments using twofold satellite diversity in the
Globalstar (i.e., LEO) satellite system. Satellite diversity
is an integral part of both the Globalstar and ICO system
concepts. The XM satellite radiobroadcast system uses a
GEO constellation but achieves the same effect as satellite
diversity through the use of terrestrial repeater stations
located in heavily shadowed environments such as dense
urban areas.

5. MULTIPLE ACCESS

Multiple access is concerned with ways in which a group
of users share a common communications resource in
an efficient manner. With respect to LMSC systems,
the common communications resource is the satellite.
Because the satellite resource is limited, and because
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upgrading this resource is difficult once the satellite is
in orbit, efficient multiple-access schemes represent a
critical component to LMSC systems. Satellite multiple-
access schemes fall into one of four categories [30]: fixed-
assignment techniques, random-access methods, demand
assignment protocols, and adaptive assignment protocols.

Fixed assignment schemes are most appropriate in
situations where users’ needs are such that resources
should be dedicated for a relatively long period of time (at
least long enough to justify the overhead associated with
allocating and deallocating the resources), such as voice
circuits in a satellite telephony system. Frequency division
multiple access (FDMA), time-division multiple access
(TDMA), and code-division multiple access (CDMA) are
the basic forms of fixed assignment. With these schemes,
the satellite resource is partitioned into orthogonal, or
quasiorthogonal segments, referred to as channels. In
FDMA, the channels are fixed slices of bandwidth, to
which users are granted exclusive use for the duration
of their call, or session. In TDMA, channels are created
through the use of a framing structure that divides the
resource into time slots. Time slots are then assigned
to users whereby they are allowed access to the entire
bandwidth for the duration of their slot. Time slots are
typically quite short but repeat on a regular basis so
that from the users’ perspective a constant data rate is
achieved. Finally, with CDMA, channels are associated
with special periodic spreading codes, which are used to
modulate the users’ bit streams, resulting in bandwidth
expansion. Hence, with CDMA, users overlap one another
in both frequency and time. However, provided the codes
are orthogonal, they are distinguished at the receiver
by correlating with the desired user’s code. Figure 10
illustrates the three concepts. FDMA and TDMA have
been used in LMSC systems for quite some time. However,
CDMA is gaining popularity [31] and is currently used in
the Globalstar system.

(@) (b)

-

|

Frequency

Frequency

Time Time

Code

Time

Frequency

Figure 10. Fixed assignment multiple access schemes: (a)
FDMA; (b) TDMA,; (¢) CDMA.
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Random access schemes are appropriate in situations
where user traffic is packetized and bursty. With random
access, users contend for the common communications
resource. A user who has a packet to send simply sends
it. The user then monitors the satellite downlink to
determine whether the packet was correctly received, and
hence forwarded, by the satellite. Or, an acknowledgment
scheme may be used whereby the receiving terminal
notifies the sender via an acknowledgment message
(ACK). If the packet is not heard on the downlink, or the
ACK is not received, a collision with another user’s packet
is assumed and the packet is resent after a random delay.
ALOHA and slotted ALOHA are examples of random-
access protocols that operate in this manner [32]. The
throughput, defined as the expected number of successful
transmissions per unit time of ALOHA, is approximately
18.4%. The slotted time structure imposed by slotted
ALOHA reduces the likelihood of a collision and effectively
doubles the throughput to 36.8%. The obvious drawback to
random-access schemes is that as traffic loading increases,
so does the probability of collision, which negatively
impacts performance.

Demand assignment protocols typically consist of
two phases: a reservation phase, where resources are
requested by users according to their needs; and a
communications phase, where these resources are actually
used. Reservations are typically carried out on a separate
channel via random access, with the logic that reservation
packets are typically short and less frequent than data
messages. Packet reservation multiple access [33] is an
example of a demand assignment protocol. These schemes
are most appropriate when users have, on average,
moderate communications requirements (e.g., occasional
large file transfers). Of course, the penalty associated with
demand assignment schemes is the overhead and latency
(an extra round-trip delay through the LMSC system)
associated with the reservation request.

Adaptive assignment protocols use a variety of means
to dynamically adjust to the traffic type and load. In
most cases, these schemes represent a hybrid, or super-
set, of other multiple access schemes. For example,
the approach in [34], referred to as the “urn” scheme
because of the analogy of drawing balls from an urn
used in its development, adapts smoothly from the slot-
ted ALOHA random access scheme in lightly loaded
conditions to the TDMA fixed assignment scheme in
heavily loaded conditions. In priority oriented demand
assignment (PODA) [35], a framing structure is imposed
whereby frames are subdivided into reservation and
information subframes. Reservation subframes are used
to make explicit reservations as in a typical demand
assignment scheme. However, the protocol also sup-
ports implicit reservations whereby reservations for sub-
sequent packets may be piggybacked onto transmit-
ted information packets, thus improving performance
for streaming traffic. In general, adaptive assignment
approaches will work best when users’ communica-
tions requirements are mixed, since the schemes will
adapt as necessary. However, adaptive assignment pro-
tocols are also more complex relative to other multiple-
access schemes.

6. NETWORK ASPECTS

Networking in LMSC systems is a relatively broad topic
that has at least two major components: issues relating
to LMSC cellular voice networks and those related to the
internetworking of LMSC and terrestrial data networks.
Only a few points will be made in regard to LMSC voice
networks since there is a great deal of similarity between
these systems and terrestrial cellular voice networks. The
discussion on internetworking focuses exclusively on the
problem of improving the performance of the standard
TCP/IP protocol suite in data networks that contain both
terrestrial and LMSC links.

In most respects, network procedures in LMSC cellular
voice systems are quite similar to those in terrestrial
cellular networks. Of course, these similarities are largely
by design to promote interoperability among terrestrial
and LMSC networks. In cases where distinctions occur,
they are due mostly to differences in the topology of
LMSC systems compared to terrestrial cellular systems,
and/or the fact that satellites in LMSC systems might
move relative to a fixed point on earth. For example, in
terrestrial cellular systems, mobile users communicate
directly with a base station that is responsible for
serving a particular cell. This affiliation facilitates a
number of network procedures, including those associated
with mobility management (e.g., location registration and
handover of live calls from one base station to another),
and those associated with resource management (e.g.,
call setup and teardown, channel allocation, and paging).
Because in terrestrial systems there is generally a one to
one correspondence between a base station and a cell, the
affiliation process is relatively straightforward. As users
roam from cell to cell, they associate with the appropriate
base station as determined by the quality of a received
broadcast transmission that emanates from the various
base stations in a service region. In LMSC systems,
fixed earth stations, referred to as “gateways,” act as
the interface to the terrestrial wired infrastructure, and
are similar to base stations in this regard. However, one
important distinction between base stations and gateways
is that whereas in terrestrial cellular systems users
communicate with the base station directly, in LMSC
systems users reach a gateway by communicating through
a satellite link (see Fig. 1). This difference in network
topology complicates the relationship between a gateway
and the users it serves in a particular area, especially
in LEO and MEO systems, where the satellites move
relative to the gateways. For example, consider a LEO or
MEO system that does not employ ISLs. In this case, the
service area of a gateway, defined as the area in which
both the mobile user and gateway have a simultaneous
view of the same satellite, actually changes over time
as the satellites move relative to the earth. In systems
where ISLs are used, the service area of a gateway is
completely arbitrary. In fact, it is theoretically possible
that a single gateway could be used in these systems to
serve all users [2].

Just as interoperability among terrestrial and LMSC
voice networks is desirable, the same is true with
data networks. Internetworking of disparate terrestrial



data networks is often achieved in part through the
use of the TCP/IP protocol suite [32], where IP is
responsible primarily for message routing and TCP
includes mechanisms for flow control and error recovery.
Unfortunately, the use of TCP in wireless and satellite
networks generally results in suboptimal performance.
The primary reason for poor TCP performance in these
situations is that TCP flow control and error recovery
algorithms were originally designed for use in wired
systems where BERs are relatively low, latencies are short
and forward and return paths are generally symmetric
with respect to data rate. On the other hand, networks
that include satellite links will exhibit higher BERs,
longer latencies, and possibly asymmetric data rates
on the forward and return paths. These differences in
link conditions adversely affect the performance of TCP
and result in suboptimal performance [36]. For example,
because it was designed for use in terrestrial wired
networks where the BERs are usually low, the TCP flow
control algorithm attributes packet loss to congestion and
reduces link utilization to accommodate the situation.
In LMSC systems, where packets are often lost because
of bit errors as opposed to congestion, the resulting
reduction in utilization is unwarranted and represents an
inefficiency. The relatively long round-trip time in LMSC
systems adversely impacts both TCP flow control and
error recovery, especially when high data rates are used
(i.e., the system has a large bandwidth—delay product).
With respect to flow control, TCP uses an algorithm
known as “slow start,” whereby the packet transmission
rate is increased gradually on the basis of received
acknowledgments. In large bandwidth—delay product
environments, slow start will take a relatively long time
to achieve full link utilization. For error recovery, TCP
uses the go-back-N ARQ strategy, also known to perform
poorly in large bandwidth—delay product environments.
Finally, asymmetric links may result in poor performance
if the low-rate return path becomes congested with
acknowledgments before the high-rate forward path is
fully utilized.

There are several ways in which the problem of
poor TCP performance in LMSC and other wireless
systems may be addressed. One solution is to simply
use an alternate protocol, one optimized for the satellite
environment. Several such protocols have been proposed,
including the Satellite Transport Protocol (STP) [37] and
the Wireless Transmission Control Protocol (WTCP) [38].
Another approach is to modify or extend TCP to improve
its performance over satellite links. Efforts in this area
include the extensions proposed by Jacobson et al. [39], the
selective acknowledgments (SACK) extension proposed by
Mathis et al. [40], and the space communications protocol
standards (SCPS) [41]. One serious drawback to TCP
replacement and extensions is that in order to achieve
the performance gains, all participating hosts must
comply with the modification, thus negating the value
of TCP’s high penetration as a standard transport-layer
protocol. Another approach is to employ TCP splitting.
The idea behind TCP splitting is that the end-to-end TCP
connection between two users is split into three segments.
The first segment consists of a (presumably wired) TCP
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connection between the first user and a satellite terminal,
the second segment consists of the satellite link, over which
a protocol optimized for this environment is used, and the
third link (also assumed to be wired) is a TCP connection
between the receiving terminal and the second user. The
splitting is done in such a way that it is transparent to
the end users. In other words, from their perspective, an
end-to-end TCP connection exists between them. However,
because TCP is not actually used over the satellite link,
the inefficiencies associated with this practice are not
experienced. Of course, additional complexity must be
introduced to perform the splitting, but this complexity is
confined to the satellite terminals, and no modifications to
end-user equipment (i.e., host computers) are required.
Stadler et al. [36] and Mineweaser et al. [42] proposed
and evaluated a TCP splitting mechanism, referred to
as the wireless IP suite enhancer (WISE). In Fig. 11
the performance of WISE as a function of round-trip
time is contrasted with that of TCP and TCP with the
SACK extensions. In the figure, the transfer time of a
256-kilobyte (KB) file as a function of end-to-end round
trip time is presented as an average over 20 simulation
runs. The channel rate was taken to be 128 kbps and
the average BER was 107°. In the WISE simulations,
the protocol used over the satellite portion of the link is
the Lincoln Laboratory Link Layer (LLLL) protocol [43].
Because this protocol resides at the link layer, it is also
possible to use it directly with TCP (i.e., no splitting)
to achieve some performance gain. With this approach,
LLLL conditions the underlying satellite link according to
the requirements of TCP. The performance of this scheme
is also characterized in the figure. Note that WISE delivers
nearly uniform performance regardless of round-trip time,
while the other approaches are more sensitive to latency.
Similar results can be achieved as a function of BER.

7. CONCLUSIONS

A Drief description of several LMSC systems, their
characteristics, and technical issues surrounding their
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Figure 11. Average file transfer time as a function of round-trip
time for several protocols.
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implementation and operation has been presented. Major
topics of discussion include the following. The LMSC
propagation channel, including the effects of random
noise, path loss, multipath fading, shadowing, attenuation
due to antenna mispointing, was investigated. Also, error
mitigation strategies such as FEC coding, ARQ protocols,
and diversity techniques were examined. Multiple access
schemes, including fixed assignment, random access,
demand assignment, and adaptive assignment protocols,
were also discussed. Finally, network aspects were
covered, including a brief discussion of the similarities
and differences in LMSC and terrestrial cellular voice
networks, and an examination of the performance of TCP
in networks that include LMSC links. Where appropriate,
references were cited so that interested readers can pursue
these topics in further detail.
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1. INTRODUCTION

1.1. Definition

Leaky-wave antennas (LWAs) constitute a type of
radiators whose behavior can be described by an
electromagnetic wave (“leaky wave”) that propagates in
guiding structures that do not completely confine the field,
thus allowing a continuous loss of power towards the
external environment (“leakage”).

According to the IEEE Standard 145-1993, a leaky-
wave antenna is “an antenna that couples power in
small increments per unit length either continuously or
discretely, from a traveling wave structure to free space.”

1.2. General Properties and Applications

LWAs [1] belong to the class of traveling-wave line
antennas, for which the illumination is produced by a
wave that propagates along a guiding structure [2]. If
compared with the wavelength, a LWA is “long” in the
propagation direction z, while its cross section is usually
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Figure 1. Basic structures of leaky-wave antennas (LWAs):
(a) uniform LWAs: —geometry derivable by a partially open
metallic waveguide; (b) periodic LWAs: — geometry derivable by a
strip-loaded dielectric-rod waveguide; (¢) topology of LWA arrays.

of the order of the wavelength (see the reference examples
of Fig. 1a,b).

LWAs radiate along their lengths and in general are
excited from one input of the open guiding structure
with a traveling wave that propagates mainly in one
longitudinal direction (e.g., +2) and is attenuated as a
result of the power leakage toward the exterior region,
thus leaving a negligible field at the end termination
of the guide. In a harmonic regime (with an exp(jwt)
time dependence), this wave is characterized by a complex
propagation constant of the type k., = B, — ja. [3,4], where
B. is the “phase constant” and «. is the “attenuation
constant” of the leaky wave (when only power loss due to
radiation is taken into account, «, is also said “leakage
constant”).

Usually the radiation pattern of a single LWA has
a typical “fan” shape; in the elevation (or zenith)
plane a narrow beam is achievable with the pointing
direction that varies by frequency, while in the cross (or
azimuth) plane the beam is usually wider in connection
with the characteristics of a more reduced transverse
aperture. Depending on the desired application, a suitable
longitudinal variation of the aperture distribution, usually
reached by modulating geometric parameters (“tapering”),
allows a good control of the radiation pattern (sidelobe
behavior, etc.). In some cases, in order to obtain a beam
shaping or a physical matching with mounting curved
surfaces, LWAs can be designed with certain amounts of
curvature along their lengths [5].

The scanning properties in the elevation plane (pointing
angle variable with the frequency) are related to the type
of waveguide employed, which can be of either “uniform”
(Fig. 1a) or “periodic” type (Fig. 1b) [1,2]. LWAs derived
by waveguides that are longitudinally uniform (i.e., the
structure maintains continuously the same transverse
geometry) typically allow the angular scanning in one
quadrant, from around broadside toward one endfire
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(the “forward” one, which is concordant with the wave
propagation direction). LWAs derived by waveguides that
are longitudinally periodic (i.e., where the structure
is periodically loaded with proper discontinuities, at
intervals that are usually short with respect to the
wavelength) allow a wider angular scanning in both
the forward and backward quadrants. However, due to
different causes, limitations in such scanning ranges
generally exist for both the types of structures. A scan
range in both quadrants may also be accomplished by
using anisotropic media.

When a “pencil beam” is aimed with a possible two-
dimensional (2D) scanning in both elevation and cross-
planes (zenith and azimuth), a phased array of juxtaposed
LWAs may be employed, thus enlarging the equivalent
aperture also transversely [6,7] (Fig. 1c). LWA arrays are
therefore constituted by a linear configuration of sources
(i.e., one-dimensional elements), instead of the planar ones
of standard arrays (i.e., two-dimensional elements). For
LWA arrays a pointed-beam scanning is achievable by
varying both the frequency for the elevation plane and the
phase shift for the cross-plane.

Since LWAs are derived by partially open waveguides,
they present a number of distinctive features as radi-
ators: handling of high-power amounts, particularly for
structures derivable by closed metallic waveguides; reduc-
tion of bulk problems, due to the usually small profiles
in the cross sections; capability of designing a wide vari-
ety of aperture distributions and consequent flexibility
for the beamshaping; possible use as wideband radiators,
allowing large angular scanning by varying frequency
(instead of using mechanical or other electronic means);
achievement of very narrow beams with good polariza-
tion purity; and simplicity of feeding and economy for 2D
scannable pencil-beam arrays (reduced number of phase
shifters).

LWAs are used mainly in the microwave and millimeter
wave regions. The first studies on LWAs were presented
during the 1940s, basically for aerospace applications
(radar, etc.); since then, a very wide number of different
solutions for LWAs has been proposed in connection
with changing requirements and constraints. Also the
applicability of this type of antennas has been widened,
involving various problems of traffic control, remote
sensing, wireless communications, and so forth [8].

2. PRINCIPLES OF OPERATION

2.1. Leaky Waves in Open Structures

A leaky wave [3,4] has a complex longitudinal wavenum-
ber %k, that can be derived by solving, as a function of
the physical parameters (frequency and geometry of an
open waveguiding structure), the characteristic equation
(or dispersion relation), which is of the general type:

D(k,, ko) =0 ¢))
where kg = w(uogo)'/? is the vacuum wavenumber.

As is well known, for lossless closed waveguides
the dispersion relation (1) generally presents an infinite

discrete set of eigensolutions giving the “guided modes,”
which individually satisfy all the relevant boundary
conditions. Any field excited by a source in a closed
guide can be expanded in terms of the complete set of
the infinite discrete eigensolutions derived by Eq. (1). In
conventional guides, the longitudinal wavenumbers k&, are
either real [propagating waves above their cutoff, with
k., = B, < k = ko(s,)/?] or imaginary (attenuating waves
below their cutoff, with &, = —ja,).

In lossless open waveguides (e.g., dielectric guides),
instead, only a finite number of propagating modes
can exist as eigensolutions of Eq. (1) satisfying all the
boundary conditions (particularly the radiation condition);
these are the so-called bound “surface waves” (each one
exists only above its cutoff, with k2, = B, > ko). In addition
to this, for a complete representation of the field that
is no longer confined to a closed section, a “continuous
spectrum” of modes must be introduced to describe the
radiated field as an integral contribution in terms of a set
of plane waves having a continuous range of wavenumbers
(e.g.,suchthat0 < &k, = B, < kg and —joo < k, = —ja, < 0).
Any field excited by a source in an open guide can therefore
be expanded by means of a “spectral representation,” that
is, in terms of a finite set of guided modes and an integral
contribution of the continuous spectrum.

On the other side, it is seen that the characteristic
equation (1) for open guides presents additional discrete
solutions that are “nonspectral,” since they correspond to
fields that violate the radiation condition (they attenuate
along the propagation direction but exponentially increase
in a transverse direction away from the structure) and are
not included in the spectral representation of the field. In
an open lossless structure the leaky-wave solutions that
are of the type k, = B, — jo, describe power flowing away
from the structure.

In many practical circumstances, for describing the
radiative effects of the open structures in the presence of
a source, the evaluation of the field through the “spectral
representation” (i.e., including the integral contribution
of the continuous spectrum) can be very difficult and
cumbersome to quantify. It is seen that the radiation field
can be evaluated accurately in much a simpler fashion by
considering just the contribution due to the presence of one
complex mode, that is, a leaky wave, which can therefore be
viewed as a simple rephrasing of the continuous spectrum.
In fact, it is seen that in practical cases the remaining
part of the continuous spectrum (viz., the “space wave” or
“residual wave”) is able to give negligible contributions to
the description of the LWA’s radiation.

It can be seen that, when properly excited by a source
at a finite section, a leaky wave, even though nonspectral,
assumes its physical validity within an angular sector
close to the equivalent aperture of the open guiding
structure, and the relevant field distribution is able to
furnish a fundamental contribution to evaluation of the
near field. Since the relevant far field is achieved by a
simple Fourier transform of the field on the aperture, a
leaky wave can definitively furnish a highly convergent
and efficient quantification of the radiation of LWAs, as
an extremely advantageous alternative to a continuous
spectrum evaluation.



2.2. Characterization of Leaky-Wave Antennas

LWAs present the advantage of a rather simple char-
acterization of their basic properties, with consequent
straightforward approaches for the analysis and synthe-
sis. The basic knowledge is reduced to the evaluation of a
dominant complex eigensolution &, = 8, — jo, that can be
supported and strongly excited in a specific open structure.

The characteristic behaviors of the real and imaginary
parts of the longitudinal wavenumber of a leaky wave are
presented in Fig. 2; specifically the dispersion behaviors
of the normalized parameters B./ky and «,/ko versus
frequency f. The radiation region of LW structures lies
approximately inside the frequency range where the wave
becomes fast (8./k¢ < 1) and power can therefore leak out
from the guiding structure toward the outside air region
in the typical form of a TEM-like mode; in fact, B, /ko < 11is
in general the so-called condition for leakage of a complex
wave that can radiate in an external air region.

The valid frequency range for LWA applications
is actually where, as the frequency decreases, B./ko
diminishes monotonically from unity toward rather low
values; in this region, to have an efficient directive beam,
a,/ko should assume rather limited values (e.g., typically

30
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Figure 2. Typical dispersion behavior of the leaky-mode complex
wavenumber (normalized phase B,/ko and leakage «./ko
constants vs. frequency f) for an open planar waveguide
(microstrip).
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a,/ky varies from about 10~! to 1073). As frequency
decreases further, a sudden rise of &, /& is generally found,
which describes the predominance of reactive phenomena
instead of radiative ones, while B./ky can present a
flat zone with approximately constant low values before
showing a further steep rise as frequency goes to zero: in
these ranges, radiative effects can no longer be represented
by the leaky wave and the structures usually cannot work
well as radiators [3,4,7].

It is worth noting here that in open planar structures
a different type of leakage can occur as well, which is
associable to “surface waves” (that are TE- or TM-like
modes) propagating in the substrates [7], instead of the
standard “space wave” (TEM-like mode) that carries out
power in the outside air region; while the latter is able
to account for useful contributions to far-field radiation in
LWA’s applications, the former usually describes power
that leaks out transversely in a layered structure and
accounts for loss and interference effects in the planar
circuits.

2.3. Evaluation of the Leaky-Wave Phase and Leakage
Constants

The evaluation of the complex eigensolutions for nonclosed
waveguides depends on the physical parameters involved
(frequency and geometry) and is generally achievable
with numerical methods. Among them, the transverse
resonance technique (TRT) [9,10] is one of the most efficient
approaches for either rigorous or approximate (according
to the antenna topology) evaluations. It first requires the
introduction of a suitable equivalent transmission-line
network, which describes the transverse geometry of the
structure. Then, a numerically solvable transcendental
equation in terms of transverse eigenvalues %k, and of
physical parameters is usually achievable by imposing
a resonance condition for the equivalent circuit. The
complex eigenvalue &, is derived by the additional link to
the longitudinal problem given by a separation condition
for the eigenvalues (e.g., in air: k2 = w?uogo = k2 + k2).
Where the separation condition holds rigorously also for
the variables in the transverse plane (e.g., k} = k2 + k),
TRT in general gives exactly the characteristic equation
of the geometry. An example is given in the next
paragraph.

When separation of variables does not strictly hold,
other numerical methods can nevertheless be employed
to accurately determine the complex eigensolutions of the
involved open waveguides. The most appropriate choice
depends on several factors related to the computational
features of the methods, the geometry of the open-
type structures, and so on [9,10]. Among the various
possible approaches, integral equation techniques can
work particularly well. As is known, in particular spectral
domain approaches appear well suited for the derivation
of the eigensolutions in structures of printed type [9].

2.4. Interpretation of the Behavior of a Leaky-Wave
Antenna

As stated above, LWAs are described by a fast wave
that propagates on an equivalent aperture losing power
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toward free space with a leakage amount that is usually
rather limited to allow a sufficiently directive beam. The
simplest LWA geometry for this purpose is derivable by
a closed metallic waveguide in which a suitable “small”
aperture is introduced longitudinally in order to get a
continuous power loss along its length, as shown in Fig. 3a
for a rectangular guide with a slit cut on a sidewall.
This structure, besides having a historical importance as
the first proposed LWA in 1940 [1,2], can be taken as a
reference structure for explaining the basic behavior of
LWA’s in terms of a waveguide description.

For such a structure, a leaky wave can be considered
as excited by a standard incident mode for the closed
rectangular waveguide, that is the dominant TE;,, which
travels in the +z direction with a known phase constant 8y,
for a fixed choice of the physical parameters (geometry and
frequency). For a sufficiently small geometry perturbation
due to the slit, the phase constant is changed just slightly
to a value represented by B., and a “low” leakage rate
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Figure 3. LWA derived by a sidewall slit rectangular waveguide:
(a) geometry of the structure; (b)nature of the propagation
vector of the inhomogeneous plane leaky wave (phase and
attenuation vectors); (¢) equiphase and equiamplitude planes of
the leaky wave with the relevant leakage phenomenon along the
guide; (d) equivalent transverse resonance network, resonance
conditions, and network parameters for the numerical evaluation
of the leaky-wave complex wavenumbers as a function of the
physical parameters involved.

a, originates, too, which as mentioned accounts for the
longitudinal attenuation due to the field that is no
longer confined and flows also in the outside region;
the propagating field inside the waveguide and in the
proximity of its aperture is therefore described by the
complex longitudinal wavenumber %, = 8, —jo., whose
quantification depends on the physical parameters.

In this case the leakage phenomenon is assumed
along +z (B, > 0 and @, > 0), and by supposing that the
vertical field variations are almost negligible (&, = 0),
it is easily seen that, from the general separation
condition for waveguides (k2 = w’uosg = k> + k2 = k2 +
k2), the horizontal wavenumber is also complex:

ke = B — jo, (2)

with B, >0 and «, <0 since it results B, = —B.c..
Therefore a plane wave of inhomogeneous type exists,
having a complex propagation vector k of the type.

k=8—ju
B = Bixo + B.2o
o = o, Xo + 0,2 (3)

with the phase vector B directed at an angle that describes
the outgoing of power from the guide to the external, and
the attenuation (leakage) vector « that is perpendicular to
B, and represents attenuation along z and amplification
along x. Consequently, the field has a spatial dependence
of the type

exp[—j(ﬂxx + ,322)] eXp[|le lx — ;2] 4)

Therefore, this plane wave travels at an angle 6 =
sin"}(B,/ | B |) with respect to broadside carrying out
power, and its amplitude is transversely increasing as
expected in a leaky wave. It should be noted that the
direction angle 6 of the leaky wave is usually expressed
under the approximate form: 6 = sin '(B,/ko), since in
general the leakage constant is numerically negligible
with respect to the phase constant. The nature of the
propagation vector is sketched in Fig. 3b, while the
distribution of equiphase and equiamplitude surfaces with
the decreasing power flow along the guide is represented
in Fig. 3c. It should be recalled that, even though the leaky
wave has a nonspectral nature, the field generated from a
source located at a finite distance along z still satisfies the
radiation condition, since the field increases transversely
only in a limited sector given by angles less than the 0
value describing the direction of power leakage [3,4].

A quantitative description of this LWA is easily
achieved with a simple analysis of the complex eigenvalue
derivable as a modification of the dominant mode by
employing a TRT [1,2,11]. To this aim, it is required a
characterization of the slit aperture in the side wall as a
circuit element in the equivalent transmission line. For
the quantification of such discontinuities, a great deal of
work was developed since the 1950s, basically through
variational methods [2,7,9-12]. The description of the
radiative and reactive effects of the slit in the side wall
of the rectangular guide can be represented by a lumped



element (e.g., an admittance Yz = Gr + jBg) as a function
of geometry and frequency. The transverse network is
reported in Fig. 3d. The solution of the relevant resonance
equation in the complex plane for the perturbed dominant
mode describes the leaky-wave behavior.

3. DESIGN PROCEDURES

3.1. Basic Radiation Features

The basic design principles of LWAs are generally
derivable from the knowledge of the desired beam width
and of the pointing direction. In LWAs these quantities
can be linked in a straightforward way to the complex
longitudinal wavenumber.

In fact, the beam maximum direction 6y, is, as seen
before, related mainly to the normalized phase constant,
according to the simple relationship

. ~ B
sin Gy = ko 5)
Since B, has a dispersive behavior as is typical of
waveguiding structures, a change in the frequency yields
a scanning of the beam: typically, as the frequency is
increased from the cutoff, the pointing angle varies its
direction from around the broadside (8 = 0°), toward the
forward endfire (6); = 90°).

In regard to the beamwidth, we recall that the leakage
constant ¢, quantifies the rate of power loss along the
line due to the radiation, thus influencing primarily the
effective dimension of the equivalent aperture for the line
source: in fact, the more o, increases, the more the actual
illumination length reduces (and the less the beamwidth
is focused).

A Dbasic link between the leakage constant and
the antenna length L derives from the specification
of the radiation efficiency 5, expressible in LWAs as
n = [P(0) — P(L)]/P(0), where P(0) is the input power
delivered to the structure and P(L) is the output power
left at the end termination. The link between efficiency,
leakage rate, and length is generally dependent on the
desired radiation pattern and therefore on the aperture
distribution: referring to a uniform-section LWA, where o,
is independent of z, this results in n = 1 — exp(—2c,L). It
should also be noted that, for narrowbeam applications, a
very high increase in efficiency should require an extreme
prolongation of the line source; actually, in LWAs it is
typical to radiate around 90% or at most 95% of the input
power, where the remaining power at the end termination
is absorbed by a matched load to avoid a backlobe of
radiation due to the reflected wave.

Once the efficiency is chosen, a fixed link therefore
exists between the relative length in terms of wavelengths
L/x and the normalized leakage constant «,/kq. For a
uniform-section LWA, an inverse proportionality relation-
ship between L and «, is found of the type

£ c
o az/ko
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where ¢ is related to the value of the desired efficiency
(e.g., for 90% of efficiency it is ¢ = 0.185). For a nonuniform
section, since «, depends on z, the link between efficiency,
length, and leakage rate is related to the chosen
illumination and is more complicated.

In order to achieve narrow beams in the elevation
angle, the effective longitudinal aperture has to be
sufficiently wide (usually several wavelengths), and this
implies a rather low leakage rate. The half-power (—3-
dB) beamwidth A6 is directly linkable to the normalized
antenna length L/ through an approximate relationship,
which takes into account also the contribution of the scan
angle [1]:

AO = a/ <A£ cos 9M> (rad) (@)

0

where the proportionality factor a is dependent on the
aperture distribution; it has the most reduced value for
a constant aperture distribution (a = 0.88) and increases
for tapered distributions (typically, more than unity) [1].
From the previous expression, it is seen that, since
cos Oy = ky/ko, the beamwidth is also expressible as
AO = 27 /(k.L). This means that the beam width is, as a
first approximation, practically constant when the beam is
scanned away from broadside by varying the frequency for
air-filled LWAs (where k; is independent of frequency),
while it changes for dielectric-filled LWAs (where Fk;
depends on frequency).

The effective aperture is anyway reduced for a fixed
antenna length as the beam approaches endfire (where
the previous expression becomes not accurate), and Ad
anyway tends in practice to enlarge. It can be seen that
for an ideal semiinfinite uniform structure, that is an
antenna aperture from z =0 to z=L — oo, the beam
width is determined by the leakage rate only, since in this
case it can be found that A6 = 2u,/k;. Moreover, in this
situation the radiation pattern depends only on 8, and «,
and does not present sidelobes:

cos?6

0) ~
E® (a/ko)2 + (B/ko — sin6)2

(©)

For finite antenna lengths, sidelobes are produced and
the expression for R(9) is more involved. In general the
specifications on the sidelobe level are related to the choice
of the aperture distribution, whose Fourier transform
allows the derivation of the radiation pattern.

3.2. Scanning Properties

It is seen that the beams for LWAs derived by partially
open air-filled metallic waveguides scan in theory an
angular region from around the broadside (B8./k¢ = 0)
towards one endfire (8, /ko = 1).

In practice, around broadside the structure works near
the cutoff region of the closed waveguide where reactive
effects are increasingly important. The leaky-wave values
for B./ko cannot anyway be extremely low and at the same
time o, /k( tends to increase too much, adversely affecting
the possibility of focusing radiation at broadside.

Concerning the behavior at endfire it is seen that,
since B, /ko tends to unity asymptotically as the frequency
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increases, in the unimodal range (where these structures
are usually employed) the beam cannot reach so closely
the endfire radiation in an air-filled LWA. A way of
improving the angular scanning is to fill these structures
with dielectric materials. Thus, since in this case
the normalized phase constant approaches the square
root of the relative permittivity as the frequency is
increased (B, /ko — £Y/2), the B./ko = 1 value can actually
be approached in a much more restricted frequency range.
It should anyway be noted that for such dielectric-filled
structures the beam width may change strongly as a
function of frequency and therefore as the pointing angle
varies [see comments on Eq. (7)].

Moreover, it should be noted that in many leaky
structures (such as the dielectric and printed ones), as the
frequency is increased, the leaky-mode solution changes
into a guided-mode solution through a complicated
“transition region” [13,14]; in this frequency range, also
called “spectral gap,” the contribution of the leaky wave
to the field tends progressively to decrease, and generally
the structure does not work well as a LWA.

As stated above, while the uniform LWAs usually
radiate only in the forward quadrant, with the limits
specified above, the LWAs derived from periodically
modulated slow-wave guides can start to radiate from
the backward endfire in the lower frequency range.

The design principles of periodic LWAs are in most
part similar to those of uniform LWAs [1,2]. The main
difference lies in the characterization of the fast wave
that is now associated to a Floquet’s space harmonic
of the periodic guide [1,2,14,15]. One can see that if
a uniform guide is considered whose operating mode
is slow (B./ko > 1, e.g., a dielectric waveguide), and a
longitudinally-periodic discontinuity is properly added
(e.g., an array of metal strips or notches, placed at
suitable distances p), such periodicity furnishes a field
expressible in an infinite number of space harmonics
(Bnp = B.op + 2n7), where B, is the phase constant of
the fundamental harmonic, which is slightly varied with
respect to the original value g, of the unperturbed guide.
With proper choices of the physical parameters, it is in
general possible to make only one harmonic fast (typically,
the n =-1), so that it can radiate as a leaky wave
(presence of an additional attenuation constant o, ).

In this case, the phase constant of this fast harmonic
can assume both positive and negative values (-1 <
B:/ko < 1), as a function of the parameters involved; in
particular, as frequency is increased, the beam starts to
radiate from backward endfire toward the broadside. In
general, also periodic LWA’s have difficulties in working
well in the broadside region, since usually for periodic
structures there exists an “open stopband” [14], where
the attenuation constant rapidly increases, resulting in a
widening beamwidth.

As the frequency is further increased after broadside,
the beam is then scanned also in the forward quadrant.
In periodic LWASs, depending on the choice of the design
parameters, additional limitations in the forward scanning
behavior could exist when also a second harmonic starts to
radiate before the first harmonic reaches its endfire, thus
limiting the single-beam scanning range [1,14].

3.3. Leaky-Wave Arrays for Pencil-Beam Radiation

If an increase of directivity in the cross-plane is desired,
a simple improvement for LWAs based on long radiating
slots can be achieved by a physical enlargement of the
transverse aperture (e.g., with a flared transition to
enlarge the effective cross-aperture). As said before, a
more efficient way to increase directivity in the cross-
plane is to use a number of radiators placed side by side
at suitable lateral distances, thus constituting a linear
array; it is then possible to achieve radiation with a
focused pencil beam. In addition, if properly phased, these
arrays of LWAs allow a 2D scanning of the beam: in the
elevation plane, as is typical for LWAs, the scanning is
achievable by varying the frequency, while in the cross-
plane the scanning is achievable with phase shifters that
vary the phase difference among the single line sources.
As noted, in LWASs only a unidimensional number of phase
shifters is therefore necessary, with particular structural
simplicity and economic advantage if compared to all the
usual radiators requiring a 2D number of shifters for the
scanning. Additional desirable features of such arrays are
in general the absence of grating lobes and of blind spots,
and good polarization properties.

For analysis of such LW arrays, an efficient method is
that one based on the “unit cell” approach [6,7]. In this
way, it is possible to derive the behavior of the global
structure by referring to a single radiator taking into
account the mutual effects due to the presence of all the
others. In the equivalent network this is achievable by
changing only the description of the radiation termination
for a periodic-type array environment (infinite number
of linear elements): in particular, an “active admittance”
can be quantified, which describes the external radiating
region as a function of the geometry and of the scan
angle. More sophisticated techniques also allow accurate
analyses of arrays by taking into account the mutual
couplings for a finite number of elements [6].

3.4. Radiation Pattern Shaping

In the basic requirements of the radiation pattern, in
addition to the specification for the maximum of the beam
direction and for its half-power width, also the sidelobe
behavior has a primary importance. In a general sense, it is
desired to derive the properties of the source in connection
with a desired radiation pattern. Since LWAs can be
viewed as aperture antennas with a current distribution
having a certain illumination A(z), it is possible to obtain
the far field through a standard relationship:

L
E©) = G®) / Q)| Mg (g
0

The radiation pattern for E is expressed in terms of
a Fourier transform of the line-source complex current
distribution on the aperture multiplied by the pattern of
the element current G (e.g., a magnetic dipole).

It is easily seen that if the LWA geometry is kept
longitudinally constant, the amplitude distribution has
always an exponential decay of the type: exp(—a.z). As
is known, this behavior furnishes a quite poor radiation



pattern for the sidelobes that are rather high (around
—13 dB). It therefore derives that, in conjunction with
the choice of a fixed illumination function A(z) giving
a desired sidelobe behavior (e.g., cosine, square cosine,
triangular, Taylor), the leakage rate has to be modulated
along the main direction z of the line source: in practice
this is achievable by properly modifying the cross section
of the LWA structure along z, with the procedure
usually known as “tapering.” Considering that, for a
smoothly tapered antenna, the power radiated per unit
length from the antenna aperture is simply related to
the aperture distribution [viz.—dP(z)/dz = 2a,(z)P(z) =
c|A(2)|?], a useful analytic expression for «,(2) as a function
of the amplitude A(z), of the line-source length L, and of
the efficiency 7 is obtainable [1,2,16]:

1 AR)?
az(z) =& 1 Z
; Iy JA@)12dz — 5 1AR)[12dz’

2 (10)

From this equation it is also seen that the more the
efficiency is desired high (around unity), the more «,
has to increase toward extremely high values around
the terminal section (as mentioned, efficiency in common
practice does not exceed 90—-95%).

In general, in the tapering procedure the longitudinal
modification of the geometry should be made in an
appropriate way in order to affect only the leakage
constant, taking into account that the phase constant
should conversely be maintained the same (in pencil-beam
applications, B, should not depend on z in order to have
the correct pointing angle for each elementary current
contribution on the aperture).

The pattern shaping procedure requires therefore the
knowledge of the phase and leakage constants as a function
of the geometric and physical parameters of the chosen
structure, and this is achievable, as stated, by finding the
suitable complex eigensolution with numerical methods.
Since the pattern shaping requires a proper «, distribution
with B. constant, the procedure is strongly simplified
if it is possible to find geometric parameters through
which the leakage and phase constants are varied as
independently as possible. This property is related to the
topology characteristics of the waveguiding structure.

An example of tapering is sketched in Fig. 4 for a leaky
structure, the so-called “stepped” LWA (Fig. 4a), proposed
for high-performance applications with well-controlled
radiation patterns [17] and additional general desirable
features (increased geometrical flexibility, compactness,
low profiles for aerospace applications, etc.).

In Fig. 4b the detailed behavior of the modulation in the
height of the lateral steps is shown as a function of z for
a desired illumination (cosine type). A first action only on
the steps’ unbalance, with their mean value kept constant
(dashed profile), modifies appropriately the longitudinal
distribution of the leakage constant, maintaining almost
constant the phase constant. A second action is advisable
to compensate the phase nonlinearity, which can give
rather disturbing effects on the radiation patterns: in
this topology it is possible to slightly vary the steps’
mean value, with the previously fixed unbalance, to
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obtain the final valid profile (solid line). The relevant
radiation patterns are then illustrated in Fig. 4c,d, for
the single-shot and the double-shot tapering procedures,
respectively; Fig. 4c is a rather “distorted” pattern related
to the nonoptimized tapering (dashed profile), while
Fig. 4d is a “correct” cosine-type pattern related to the
optimized tapering (solid profile). The tapering procedure
can be performed numerically in an easy way from a
TRT network representation of the structure. The typical
scanning behavior of these kinds of antennas is finally
illustrated in Fig. 4e for the pointed beam variable by
frequency.

4. FURTHER EXAMPLES OF SPECIFIC STRUCTURES

4.1. Partially Open Metallic Waveguides

One of the main drawbacks of the antenna shown in Fig. 1a
is related to the leakage constant, which in general cannot
be reduced below a certain limit. Reduced leakage amounts
are achievable by slitting the top wall of the rectangular
guide, decreasing the current modification due to the cut
(Fig. 5a). By shifting the cut with respect to the central
vertical plane, it is possible to modulate the leakage rate:
investigations were also performed with tapered meander
profiles for sidelobe control [18].

A way of improving the polarization purity in the
basic geometry of a top-wall slitted rectangular guide
is to use an aperture parallel-plate stub, able to reduce
the contribution of the higher modes on the aperture,
which are below cutoff, while the dominant leaky wave
travels nonattenuated as a TEM-like mode at an angle [19]
(Fig. 5b). Metal wide flanges, simulating an open half-
space on the upper aperture, can increase the directivity
of this type of LWA.

4.2. Printed Lines: Microstrip LWAs

The possibility of using LWAs also in printed circuitry has
received interest that is probably destined to increase in
the near future due to the wide use of planar technology for
light, compact, and low-cost microwave integrated circuits
(MICs). Among the various printed waveguides that can
act as leaky-wave radiators (coplanar guides, slot and
strip lines, etc.) [7,20], we can refer to structures derivable
from lengths of microstrip. Many different configurations
can be employed with microstrips acting as traveling-
wave radiators. A first class is based on modulating the
dominant mode of the structure with periodic loadings,
such as resonant patches or slots (Fig. 6a), and also by
varying the lineshape periodically with different meander
contours (Fig. 6b) [21]. Even though different solutions
have been tested, theory on this topic seems to deserve
further studies.

A different way of operation concerns the use of
uniform structures acting on higher-order modes that
can become leaky for certain values of the parameters
involved (Fig. 6¢). Analysis of the complex propagation
characteristics of the microstrip line shows in fact that,
in addition to the dominant quasi-TEM mode, the higher-
order modes generally become leaky in suitable frequency
ranges [7,20] (see Fig. 2). In particular, it is seen that the
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Figure 4. Example of LWAs tapering procedure to achieve a required aperture distribution
for pattern shaping: (a) reference structure of a stepped rectangular guide LWA with relevant
parameters. (b) longitudinal modulation of the lateral steps (b;, b, vs. z) related to a cosine-type
illumination function for a microwave application. The dashed line of &;, b, vs. z profile is
obtained with a single-shot tapering procedure, that is only an action on the imbalance
Ab = (b; — b,)/(b; + b,) taking a constant value of mean height b,, = (b; + b,)/2 (thus, variations
on the phase constant are anyway introduced). The solid-line profile is due to a double-shot tapering
procedure, where phase errors are compensated by suitably varying b,,. (¢) “Distorted” normalized
radiation pattern R (dB) according to the dashed-line profile. (d) “Correct” radiation pattern
according to the solid-line profile for the cosine illumination of the stepped LWA. (e) Typical
scanning properties for the pointed beam as a function of the frequency (stepped LWA under
investigation).
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Figure 5. (a) Top-wall slitted rectangular guide LWA; (b)
stub-loaded rectangular guide LWA.

first higher-mode EH; can be excited with a proper odd-
type source (the mid-plane of symmetry is a perfect electric
conductor) and, as frequency is raised, starts to leak power.
In general, for the planar structures, leakage can occur
in two forms: the surface wave leakage (power that is
carried away through the TE and/or TM surface modes
of the layered structure), and the “space-wave” leakage
(power that is carried away through the TEM mode of the
free space) [22]. It is found that, for suitable choices of
the parameters with an appropriate excitation, the EH;
mode can represent rather efficiently the radiation of the
microstrip in a certain frequency range (see, e.g., Fig. 2).
The coupling phenomenon between the feeding and the
radiating line is an aspect to be accurately evaluated,
and simplified equivalent networks can be convenient
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to this aim (23). Radiation performance of printed-
circuit LWAs (concerning power handling, polarization,
efficiency, pattern shaping, etc.) can be less versatile
and satisfactory if compared with LWAs derived from
metal guides. From a practical point of view, difficulties
can be found particularly in acting independently on
the phase and leakage constants through the physical
parameters. Uniform-type microstrip LWAs have also
been investigated in array configurations for 2D pencil-
beam scanning [7,24,25].

4.3. Nonradiative Dielectric (NRD) Guide LWAs

Nonradiative-dielectric (NRD) waveguide, proposed for
millimeter-wave applications [26] (Fig. 7a), is a hybrid
metal/dielectric guide; it consists of a dielectric rod
inserted between metal plates placed at a distance
apart that is less than the free-space wavelength.
In this way, each discontinuity that preserves the
central horizontal-plane symmetry gives only reactive
contributions, reducing interference and radiation effects
in integrated circuits. A number of passive and active
components has been realized with such topology,
and also integrated antennas and arrays have been
proposed [27,28]. Usually NRD LWAs employ some
asymmetry in the basic geometry in order to make leaky
the operating mode. A first possible choice [27] (Fig. 7b) is
to shorten the length of the plates so that the bound
operating mode (LSMj;) [26] presents a nonnegligible
amplitude contribution on the equivalent aperture, and
can give rise to an outgoing leaky wave in the fast-wave
range. Another possible choice [7] (Fig. 7c) is to insert some
geometrical asymmetry with respect to the central plane
(typically an airgap between dielectric and metal), so that
afield having a net electric component perpendicular to the
plates can be excited, and power can leak out in the form
of a TEM-like mode traveling at an angle in the parallel-
plate region toward the external environment. Various

—_—
E plane

m

W Load

Figure 6. (a) Periodically loaded microstrip
LWA; (b) periodical meander microstrip LWA;
(¢) uniform higher-mode microstrip LWA —
space-wave radiation can be associated, for
example, with the strip current distribution of
the EH; mode, which is leaky in a suitable
frequency range (see Fig. 2).
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Figure 7. (a) Nonradiative dielectric (NRD) waveguide; (b)
foreshortened NRD LWA; (¢) asymmetrical NRD LWA.

analyses and design procedures have been developed for
these configurations in conjunction with measurements on
prototypes.

4.4. Dielectric LWAs

As said, in basic dielectric guides a periodic loading is
required in order to isolate a suitable fast-wave space
harmonic from the intrinsically slow-wave structure. The
most usual periodic perturbation is represented by grating
of grooves [29] or metal strips [30,31], usually placed in
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Metal
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the top surface of the guide (Fig. 8a); also lateral metal
patches can be used in hybrid forms (dielectric/microstrip)
(Fig. 8¢c) [32]. When a sidelobe control is required, the
taper is realized on the periodic perturbation (e.g., with
grooves or strips slightly changing their dimensions
longitudinally). Various studies have been developed
to characterize the theoretical performances for these
radiators [33]; also, practical aspects have been analyzed,
such as the proper feeding elements in order to avoid
spurious radiation, and the reduction of the beamwidth
in the cross-plane with flared horns [34] (Fig. 8d). All
these topologies are good candidates particularly for high-
frequency applications (millimeter and submillimeter
waves), where the use of dielectric instead of metal for
the guidance can reduce the loss effects.

4.5. Llayered Dielectric-Guide LWAs

It has been observed that LWAs based on single
dielectric layers, also with a ground plane on one
side, usually present quite high leakage values, with
consequent weak capability in focusing radiation. A
significant improvement is achievable by using additional
dielectric layers (Fig.9a); in particular, interesting
analyses were performed on substrate/superstrate layered
structures [35—37]. By properly dimensioning the heights
and the dielectric constants (usually the substrate
has lower permittivity than the superstrate), it is
possible to excite with a simple element (dipole or
slot) a leaky wave giving a conical (due to the
symmetries of the topology) highly directive beam.
More recently, this basic substrate/superstrate topology
has been arranged to allow for a very focused pencil
beam with a limited number of radiating elements in
form of widely spaced array, exploiting an interaction
between leaky and Floquet’s modes (Fig. 9b) [38]. Through
very simple design procedures, such configurations have
the advantages of good radiative performance (high
directivity, absence of grating lobes, etc.) with an array
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Figure 8. (a) Periodically-loaded dielectric LWAs; (b) hybrid dielectric/microstrip (insular guide
with patches) LWA; (¢) dielectric LWA with a flared horn to reduce the cross-plane beam width.
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Figure 9. (a) Layered dielectric LWA based on a sub-
strate/superstrate structure with a dipole excitation; (b) high-gain
LW arrays of widely spaced elements in a substrate/superstrate
structure: linear and planar configurations (for the latter case,
a top view is shown for a microstrip feeding network of

widely spaced slot elements on the ground plane of the sub-
strate/superstrate structure).

of few spaced 1D or 2D elements, reducing the cost of
the beam forming network and exploiting the greater
interspace available at high frequencies (dual-polarization
applications, etc.).

5. PRACTICAL CONSIDERATIONS AND MEASUREMENTS

5.1. Feed, Losses, and Manufacture

Feeding LWAs is usually quite simple. In particular, for
LWAs derived by metal guides, the feed is represented
by a continuous transition from the closed structure
acting on a suitable guided mode to the related open
one acting on the perturbed (leaky) mode [1-4]. Tapered
transitions from the closed to the open structures can be
realized to reduce the discontinuity effects and the possible
excitation of spurious modes that could arise from abrupt
transitions. At the output termination, the introduction
of a matched load drastically decreases the remaining
power that, if reflected, should give rise to a backlobe, in
a direction symmetrical to the main beam with respect
to the broadside. The use of dielectric structures can
present more difficulties in feeding, in particular in planar
configurations. For efficiency and radiation performance,
attention has to be paid in avoiding the excitation of
additional guided and leaky modes, and also in obtaining
a good excitation of the desired leaky wave. For planar
guides, such as microstrip or layered dielectrics, local
coupling elements (such as slot or dipoles) are usually
employed to excite the leaky mode from an input line
toward the radiating line.
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Ohmic losses do not usually affect much the radiative
performance (efficiency, etc.) of LWAS, since the attenua-
tion due to the leakage of radiated power is generally more
influent than the attenuation due to dissipated power in
the nonideal guiding structure [16]. However, as frequency
increases, power loss can be excessive, particularly for
LWAs based on closed metal guides. Therefore, for mil-
limeter wave applications the choice of open guides with
dielectrics and limited use of metal is often advisable.

The general simplicity of LWA structures makes
their manufacture usually easy to perform, even though
different construction problems can arise depending on
the chosen topology and the frequency range. Simple
structures are particularly desirable at millimeter waves,
due to the reduced dimensions. On the other hand, too
simplified shapes seldom can allow a good control of the
radiation performance. In particular, a delicate aspect
concerns the usually small longitudinal modifications of
the geometry related to tapering for sidelobe control. In
this case, an accurate determination of the fabrication
imprecisions and tolerances has particular importance
to avoid overwhelming the required geometric variations
for tapering, thus degrading the improvements of
the pattern shaping. Finally, the effects of radomes,
used for environmental protection, have also been
analyzed [39].

5.2. Measurement Techniques

The radiation properties of LWAs can be tested experi-
mentally through different types of measurement, most
of them applicable to aperture antennas [40]. Some basic
parameters, such as efficiency and mismatching effects,
can be measured directly through the transmission and/or
reflection scattering parameters with a network analyzer.
Radiation patterns and directivity properties as a func-
tion of the observation angles (9 and ¢ in the zenith and
azimuth planes, respectively) can be measured for various
frequency values with different techniques, on the aper-
ture, in the radiating near field (Fresnel region), and in
the far field (Fraunhofer region) [17].

Measurements on the aperture are quite easy to
perform, in particular for LWAs derived from partially
open metal guides. As already said, the basic parameters to
be determined in LWAs, from which a complete knowledge
of the radiative characteristics is achieved, are the phase
and the leakage constants. A measurement of the field
in the close proximity of the aperture can be achieved
with a small pickup element (e.g., an electric dipole probe
placed parallel to the aperture electric field). Amplitude
and phase of the signal received by the probe are thus
measurable through a network analyzer, with possible
compensations related to the mutual coupling between
the current distribution on the aperture and the current
probe element.

BIOGRAPHIES

Fabrizio Frezza received the Laurea (degree) cum laude
in electronic engineering from “La Sapienza” University
of Rome, Italy, in 1986. In 1991 he obtained a doctorate in
applied electromagnetics from the same university.



1246 LEAKY-WAVE ANTENNAS

In 1986, he joined the Electronic Engineering Depart-
ment of the same university, where he has been a
researcher from 1990 to 1998, a temporary professor
of electromagnetics from 1994 to 1998, and an asso-
ciate professor since 1998. His main research activity
concerns guiding structures, antennas and resonators
for microwaves and millimeter waves, numerical meth-
ods, scattering, optical propagation, plasma heating, and
anisotropic media.

Dr. Frezza is a senior member of IEEE, a member
of Sigma Xi, of AEI (Electrical and Electronic Italian
Association), of SIOF (Italian Society of Optics and
Photonics), of SIMAI (Italian Society for Industrial and
Applied Mathematics), and of AIDAA (Italian Society of
Aeronautics and Astronautics).

Alessandro Galli received the Laurea degree in electronic
engineering in 1990 and a Ph.D. in applied electromag-
netics in 1994, both from “La Sapienza” University of
Rome, Italy. In 1990, he joined the Electronic Engineering
Department of “La Sapienza” University of Rome for his
research activity. In 2000, he became temporary professor
of electromagnetic fields for telecommunications engineer-
ing at “La Sapienza” University of Rome, and in 2002
he became associate professor of electromagnetics at the
same university.

His scientific interests mainly involve electromagnetic
theory and applications, particularly regarding analysis
and design of passive devices and antennas (dielectric
and anisotropic waveguides and resonators, leaky-wave
antennas, etc.) for microwaves and millimetre waves. He is
also active in bioelectromagnetics (modeling of interaction
mechanisms with living matter, health safety problems for
low-frequency applications, and mobile communications,
etc.). In 2000, he was selected as a member of the
Technical Committee of the Advisor chosen by the Italian
Government for the licenses of the third-generation
cellular phones (UMTS).

Dr. Galli is a member of IEEE (the Institute of
Electrical and Electronics Engineers). In 1994, he received
the Barzilai Prize for the best scientific work of
under-35 researchers at the 10th National Meeting of
Electromagnetism. In 1994 and 1995, he was the recipient
of the Quality Presentation Recognition Award presented
by the IEEE Microwave Theory and Techniques Society
(MTT-S).

Paolo Lampariello obtained the Laurea degree (cum
laude) in electronic engineering at the University of Rome,
Italy in 1971.

In 1971, he joined the Institute of Electronics,
University of Rome. Since 1976, he has been engaged
in educational activities involving electromagnetic field
theory. He was made professor of electromagnetic fields in
1986. From November 1988 to October 1994 he served as
head of the Department of Electronic Engineering of the
“La Sapienza” University of Rome. Since November 1993,
he has been the president of the Electronic Engineering
Curriculum and since September 1995 he has been the
president of the Center Interdepartmental for Scientific
Computing. From September 1980 to August 1981 he was

a NATO postdoctoral research fellow at the Polytechnic
Institute of New York, Brooklyn.

Professor Lampariello has been engaged in research
in a wide variety of topics in the microwave field,
including electromagnetic and elastic wave propaga-
tion in anisotropic media, thermal effects of electro-
magnetic waves, network representations of microwave
structures, guided-wave theory with stress on sur-
face waves and leaky waves, traveling-wave antennas,
phased arrays, and, more recently, guiding and radiating
structures for the millimeter and near-millimeter wave
ranges.

Professor Lampariello is a fellow of the Institute of
Electrical and Electronics Engineers, and a member of the
Associazione Elettrotecnica ed Elettronica Italiana.

BIBLIOGRAPHY

1. A. A. Oliner, Leaky-wave antennas, in R. C. Johnson, ed.,
Antenna Engineering Handbook, 3rd ed., McGraw-Hill, New
York, 1993, Chap. 10.

2. C. H. Walter, Traveling Wave Antennas, McGraw-Hill, New
York, 1965; Peninsula Publishing, Los Altos, CA, reprint,
1990.

3. T. Tamir and A. A. Oliner, Guided complex waves, Parts I
and II, Proc. IEE 110: 310-334 (1963).

4. T. Tamir, Inhomogeneous wave types at planar interfaces:
IITI — Leaky waves, Optik 38: 269—-297 (1973).

5. I. Ohtera, Diverging/focusing of electromagnetic waves by
utilizing the curved leakywave structure: Application to
broad-beam antenna for radiating within specified wide-
angle, IEEE Trans. Antennas Propag. AP-47. 1470-1475
(1999).

6. R. C. Hansen, Phased Array Antennas, Wiley, New York,
1998.

7. A. A. Oliner (principal investigator), Scannable Millimeter
Wave Arrays, Final Report on RADC Contract F19628-84-K-
0025, Polytechnic Univ., New York, 1988.

8. T. Itoh, Millimeter-wave leaky-wave antennas, Proc. Int.
Workshop Millimeter Waves, Italy, 1996, pp. 58—78.

9. T. Itoh, ed., Numerical Techniques for Microwave and
Millimeter-Wave Passive Structures, Chap. 3 (J. R. Mosig),
Chap. 5 (T. Uwano and T. Itoh), and Chap. 11 (R. Sorrentino),
Wiley, New York, 1989.

10. R. Sorrentino, ed., Numerical Methods for Passive Microwave
and Millimeter Wave Structures, IEEE Press, New York,
1989.

11. L. O. Goldstone and A. A. Oliner, Leaky-wave anten-
nas— Part I: Rectangular waveguides, IRE Trans. Antennas
Propag. AP-7: 307-319 (1959).

12. N. Marcuvitz, Waveguide Handbook, McGraw-Hill, New
York, 1951.

13. P. Lampariello, F. Frezza, and A. A. Oliner, The transition
region between bound-wave and leaky-wave ranges for a
partially dielectric-loaded open guiding structure, IEEE
Trans. Microwave Theory Tech. MTT-38: 1831-1836 (1990).

14. S. Majumder, D. R. Jackson, A. A. Oliner, and M. Guglielmi,
The nature of the spectral gap for leaky waves on a periodic
strip-grating structure, IEEE Trans. Microwave Theory Tech.
MTT-45: 2296—2307 (1997).



15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

R. E. Collin, Field Theory of Guided Waves, 2nd ed., IEEE
Press, New York, 1991.

C. Di Nallo, F. Frezza, A. Galli, and P. Lampariello, Rigorous
evaluation of ohmic-loss effects for accurate design of
traveling-wave antennas, J. Electromagn. Wave Appl. 12:
39-58 (1998).

C.Di Nallo etal,
microwave and millimeter-wave
Télécommun. 52: 202—-208 (1997).

F. L. Whetten and C. A. Balanis, Meandering long slot leaky-
wave waveguide antennas, IEEE Trans. Antennas Propag.
AP-39: 1553-1560 (1991).

P. Lampariello et al., A versatile leaky-wave antenna based
on stub-loaded rectangular waveguide: Parts I-III, IEEE
Trans. Antennas Propag. AP-46: 1032—1055 (1998).

Stepped leaky-wave antennas for
applications, Ann.

H. Shigesawa, M. Tsuji, and A. A. Oliner, New improper
real and complex solutions for printed-circuit transmission
lines and their influence on physical effects, Radio Sci. 31:
1639-1649 (1996).

J. R. James and P. S. Hall, Handbook of Microstrip Antennas,
Peter Peregrinus, London, 1989.

F. Mesa, C.Di Nallo, and D. R. Jackson, The theory of
surface-wave and space-wave leaky-mode excitation on
microstrip lines, IEEE Trans. Microwave Theory Tech. MTT-
47: 207-215 (1999).

P. Burghignoli et al., An wunconventional circuit model
for an efficient description of impedance and radiation
features in printed-circuit leaky-wave structures, IEEE
Trans. Microwave Theory Tech. MTT-48: 16611672 (2000).

C.N.Hu and C.K.C.Tzuang, Microstrip leaky-mode
antenna array, IEEE Trans. Antennas Propag. AP-45:
1698-1699 (1997).

P. Baccarelli et al., Full-wave analysis of printed leaky-wave
phased arrays, Int. J. RF Microwave Comput. Aid. Eng. (in
press).

T. Yoneyama, Nonradiative dielectric waveguide, in
K. J. Button, ed., Infrared and Millimeter-Waves, Academic
Press, New York, 1984, Vol. 11, pp. 61-98.

A. Sanchez and A. A.Oliner, A new leaky waveguide
for millimeter waves using nonradiative dielectric (NRD)
waveguide —Parts I and II, IEEE Trans. Microwave Theory
Tech. MTT-35: 737752 (1987).

J. A. G. Malherbe, An array of coupled nonradiative dielectric
waveguide radiators, IEEE Trans. Antennas Propag. AP-46:
1121-1125 (1998).

F. Schwering and S.T. Peng, Design of dielectric grating
antennas for millimeter-wave applications, IEEE Trans.
Microwave Theory Tech. MTT-31: 199-209 (1983).

M. Ghomi, B. Lejay, J. L. Amalric, and H. Baudrand, Radi-
ation characteristics of uniform and nonuniform dielectric
leaky-wave antennas, IEEE Trans. Antennas Propag. AP-41:
1177-1186 (1998).

S. Kobayashi, R. Lampe, R. Mittra, and S. Ray, Dielectric-rod
leaky-wave antennas for millimeter-wave applications, IEEE
Trans. Antennas Propag. AP-29: 822824 (1981).

A. Henderson, A. E. England, and J. R. James, New low-loss
millimeter-wave hybrid microstrip antenna array, Proc. 11th
Eur. Microwave Conf., 1981, pp. 825—-830.

M. Guglielmi and A. A. Oliner, Multimode network descrip-
tion of a planar periodic metal-strip grating at a dielectric

LEO SATELLITE NETWORKS 1247

interface—Parts I and II, IEEE Trans. Microwave Theory
Tech. MTT-37: 534—552 (1989).

34. T. N. Trinh, R. Mittra, and R. J. Paleta, Horn image-guide
leaky-wave antenna, IEEE Trans. Microwave Theory Tech.
MTT-29: 1310-1314 (1981).

35. D. R. Jackson and N. G. Alexopoulos, Gain enhancement
methods for printed circuit antennas, IEEE Trans. Antennas
Propag. AP-33: 976987 (1985).

36. D. R. Jackson and A.A. Oliner, A leaky-wave analysis of
the high-gain printed antenna configuration, IEEE Trans.
Antennas Propag. AP-36: 905—-910 (1988).

37. H. Ostner, J. Detlefsen, and D. R. Jackson, Radiation from
one-dimensional dielectric leaky-wave antennas, IEEE
Trans. Antennas Propag. AP-43: 331-339 (1995).

38. L. Borselli, C. Di Nallo, A. Galli, and S. Maci, Arrays with
widely-spaced high-gain planar elements, 1998 IEEE AP-S
Int. Symp. Dig., 1998, pp. 1446—1449.

39. C. Di Nallo, F. Frezza, A. Galli, and P. Lampariello, Analysis
of the propagation and leakage effects for various classes of
traveling-wave sources in the presence of covering dielectric
layers, 1997 IEEE MTT-S Int. Microwave Symp. Dig., 1997,
pp. 605-608.

40. C. A. Balanis, Antenna Theory: Analysis and Design, Wiley,
New York, 1997, Chap. 16.

LEO SATELLITE NETWORKS

Traomas R. HENDERSON
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1. INTRODUCTION

Since the mid-1960s, most communications satellites have
been deployed in a geostationary orbit, so named because
the satellite appears to an earth-bound observer to remain
nearly fixed in the sky. The geostationary orbit is a
circular equatorial orbit at an altitude of 35,786 km, in
which the angular velocity and direction of the satellite
matches the angular rate of the rotation of the earth’s
surface. Satellites in this orbit provide telecommunications
trunking services, VSAT (very-small-aperture terminal)
data networks, direct-to-home television broadcasts, and
even mobile services.

Although the very first satellites were launched into
low orbits (since lower orbits were cheaper and less risky
to attain), the convenience of geostationary orbits soon
became the dominant factor in orbit selection. However,
the latter half of the 1990s witnessed a renewal of interest
in deploying communications satellites in orbits much
closer to the earth [hence the term low-earth-orbit (LEO)],
driven by the desire to extend voice, low-speed data,
and Internet access services to mobile or remote users.
Satellites at lower orbits have the drawback that they do
not appear fixed in the sky. To provide continuous coverage
within a given service region, more than one satellite (i.e.,
a network or constellation of satellites) is needed. Several
such commercial systems have already been deployed
(most notably the Iridium [1] and Globalstar [2] systems),
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and even more ambitious systems have been proposed.
Satellite constellations at lower orbits offer the following
primary advantages:

e The end-to-end propagation delays can be signifi-
cantly lower, thereby improving the quality of service
provided to voice-based and data applications.

e Advances in cellular telephony electronics for
handheld devices have enabled truly handheld satel-
lite terminals equipped with small low-gain anten-
nas, reachable by satellites at these lower orbits.

e As the orbital altitude increases, it is necessary to
use larger antennas onboard to support the small
spot beam (i.e., cell) sizes required for large system
capacities.

This article summarizes the key issues regarding satel-
lite networks employing LEO or other nongeostationary
orbits. We first describe the various orbital geometries
available to the satellite system designer. Next, we
highlight several differences between satellite systems
designed using geostationary (GSO or GEO) and nongeo-
stationary orbits (non-GSO). Finally, we describe network-
ing issues that arise from the need to use many satellites
over time to serve terminals on the ground.

Our focus is on satellite networks that provide
continuous communications services to a given service
region. Therefore, we will not be explicitly focusing
on store-and-forward satellite communications networks,
or on satellites used for remote sensing, position
determination, or military purposes, although many of
the same principles apply.

2. SATELLITE ORBITS

2.1. Basic Orbital Geometry

To first order, a satellite’s orbit can be described by an
ellipse lying in a fixed orbital plane, with the earth’s
center positioned at one of the foci of this ellipse. As
the satellite proceeds around this orbit, the earth rotates
underneath it. The combination of the earth’s rotation
and the satellite’s movement within the orbital plane
contribute to its apparent motion in the sky as viewed from
earth. The shape of the orbit is defined by its eccentricity (e)
and its semimajor axis (a). The point at which the satellite
is furthest from the earth is known as the apogee and,
conversely, the closest point is the perigee. Additionally,
there are three parameters that describe the orientation of
this ellipse with respect to the earth. The right ascension
of the ascending node () is a positive angle measured in
the equatorial plane between two directions — a reference
direction in the coordinate system, and the direction of
the ascending node. The reference direction is given by
intersection of the equatorial plane and the plane of the
ecliptic, and is known as the direction of vernal equinox.!

1 This reference direction maintains a fixed orientation in space
with time and is so named because passes through both the earth
and the sun on the vernal (spring) equinox.

The ascending node is the point of intersection between
the orbital plane and the plane of the equator, the satellite
crossing this plane from south to north. The inclination (7)
is the positive angle between the normal to the direction of
ascending node (pointed toward the east) in the equatorial
plane and the normal to the line of nodes (in the direction of
the velocity) in the orbital plane. The inclination can range
from 0° to 180°; orbits with inclination greater than 90°
are called retrograde orbits. The argument of perigee (w)
defines how the elliptical orbit is oriented in the plane. It is
defined as the positive angle in the orbital plane between
the direction of ascending node and direction of perigee
(w ranges from 0° to 360°). A sixth parameter, the time
of perigee passage (7), defines the position of the satellite
within this orbit (i.e., it specifies an initial condition). The
period of the orbit (T') is given by the following relationship

3\ 1/2
T =2r (%) (s) 1)

where 1 = 3.9866 x 10'* m?/s? is the gravitational param-
eter for the earth, and a is the semimajor axis. Figure 1
illustrates these orbital parameters.

There are a variety of orbital perturbations (asymmetry
of terrestrial gravitational potential due to the earth’s
oblateness, solar radiation pressure, solar and lunar
gravitational influences, and atmospheric drag) that
cause the actual orbit to deviate from this idealized
model. To counteract such perturbations, satellites
periodically apply controlled motor thrusts in a process
known as station keeping. Station keeping requires
the storage onboard of excess fuel reserves (such
as pressurized nitrogen), the quantity of which may
determine the operating lifetime of the satellite since
they are not replenishable. To ensure that the satellite
constellation geometry can remain fixed in the face of such
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Figure 1. Illustration of Keplerian orbital parameters that
define a satellite orbit (from Pattan [3], used with permission).



perturbations, all satellites in a given constellation should
assume the same inclination and altitude [3]. However,
even under these preferred geometries, the network
operator may choose not to expend the fuel required to
maintain the relative distances between satellites in the
same orbital plane or in different orbits. Constellations
that maintain these relationships are known as phased
constellations, and provide more optimal solutions to
the network design, at the expense of requiring larger
satellites and a control station network [4]. The book by
Maral and Bousquet [5] provides an extensive treatment
of orbital perturbations.

2.2. Types of Orbit

In principle, satellites may be deployed into any orbit,
but there are practical and economic considerations that
favor certain orbit types over others. The choice of orbital
configuration and number of satellites is the result of
a system optimization combining a large number of
factors that we will summarize shortly. As far as the
orbits themselves, the International Telecommunications
Union (ITU) has defined three broad classifications for
nongeostationary orbits:

e Low-Earth Orbit (LEO). LEO satellite orbits lie
between roughly 700 and 1500 km. The lower altitude
bound is governed by limits on atmospheric drag,
while the upper bound is the approximate beginning
of the inner Van Allen radiation belt.? LEO orbits
are typically circular. For coverage of the entire
earth’s surface, a near-polar inclination can be
selected — this, however, causes a concentration of
coverage near the poles. If the inclination angle is
relaxed, a higher degree of system capacity can be
concentrated at midlatitudes, at the expense of polar
coverage.

e Medium-Earth Orbit (MEO). Systems that lie
between the two Van Allen radiation belts (between
5000 and 13,000 km), or above the outer belt (greater
than 20,000 km) are typically classified as MEO satel-
lite systems. The term intermediate circular orbit
(ICO) is also sometimes used when the orbit is circu-
lar. Because of their use of a higher altitude, MEO
systems require fewer satellites than do LEO sys-
tems to provide similar coverage. For example, the
Iridium (LEO) system uses 66 active satellites for
global coverage, while the commercially proposed
ICO constellation [6] requires only 10.

e Highly Elliptical Orbit (HEO). A third option has
been to use elliptical, inclined orbits. The key
property of an elliptical orbit is that the velocity
of the orbit is not constant but instead is slowest at

2The Van Allen radiation belts consist of two toroidally shaped
regions around the earth’s magnetic equator where highly charged
particles are trapped by the magnetic field. The inner belt lies
between approximately 1500 and 5000 km, and the outer belt
between 13,000 and 20,000 km. It is preferable to avoid prolonged
exposure to such regions because of damaging effects on solid-
state electronics.
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the orbit apogee.? Therefore, satellites in such orbits
can remain visible for longer stretches of time if the
apogee is situated over the desired region of coverage.
Furthermore, unlike GSO satellites, HEO satellites
can serve latitudes higher than 75°. One drawback to
elliptical orbits is that the oblateness of the earth,
and the resulting anomalies in the gravitational
field, causes the apogee to rotate slowly around the
orbit (a phenomenon known as apsidal rotation).
There are, however, two orbital inclinations (63.4°
and 116.6°) for which no apsidal rotation occurs.
One such orbit, known as the Molnya (lightning)
orbit, uses an inclination of 63.4°. Molnya orbits,
pioneered by the former Soviet Union, have an apogee
at roughly 40,000 km, a perigee of about 1000 km, an
argument of perigee of about 270°, and a period of
12 h. By using multiple satellites in such orbits and
ground stations that can track the slowly moving
satellites, communications at high latitudes can be
enabled with a high elevation angle over the horizon.
Note that these orbits must pass through the Van
Allen radiation belts. Typically, this requires more
radiation shielding of the electronics and results in
a shorter satellite lifetime; as a result, variations to
this orbit that do not require crossing the radiation
belts have been studied.

2.3. Coverage

The maximal satellite footprint, or coverage area, is
governed by the altitude above the earth’s surface and
the minimum elevation angle supported. Details on the
geometry of this relationship are covered by Maral and
Bousquet [5]. The actual coverage area may be smaller
if the antenna pattern is more focused on a smaller
surface area. Furthermore, the coverage area is usually
segmented into a collection of smaller spot beams. This is
done primarily for two reasons: (1) as in cellular networks,
the overall system capacity can be increased through
frequency reuse—for example, in the Iridium system,
the satellite footprint is divided into 48 smaller spot
beams, with a frequency reuse factor of 12 [1]; and (2) the
communications link performance is inversely related to
the spot size illuminated, because smaller spot beams
result in more focused RF carrier power. The costs of
supporting smaller spot beams include larger aperture
antennas on board the satellite, more frequent link
handoffs for terminals, and a more sophisticated payload to
route traffic to the correct spot beam if onboard switching
is performed.

2.4. Constellation Design

Satellite constellations are typically designed based on a
requirement of having one or more satellites continuously
in view of earth stations (above some minimum elevation
angle) throughout a given service area. One of the main
objectives is to minimize the number of satellites needed

3 This is a consequence of Kepler’s second law of planetary motion,
which states that the radius vector of the orbit sweeps out equal
areas in equal times (the “law of areas”).



1250 LEO SATELLITE NETWORKS

to meet this requirement. Walker originally explored
different types of constellations using circular orbits [7],
which are generally classified into two categories. The
first category, constellations with orbits using near-
polar inclination (sometimes called Walker star or polar
constellations), have the property that the ascending
nodes of the orbits are regularly distributed over a
hemisphere (180°). As a result, there are two hemispheres
in which all the satellite orbits are corotating, in either
a north—south or south—north direction. The division
between these hemispheres of coverage, across which
the satellite orbits are counterrotating, is commonly
called a seam. Although this type of constellation has
a concentration of coverage at the poles, it efficiently
covers the lower latitudes, and has the desirable property
that satellites in corotating planes move slowly with
respect to one another, allowing for easier establishment
of intersatellite communications links between them.
The Iridium constellation uses a design of this type, as
illustrated in Fig. 2.

The second category of circular-orbiting constellations,
known as Walker delta or rosette constellations, have
the ascending nodes distributed uniformly across 360° of
longitude, with the orbits all at the same inclination. The
result of this design is that any area of the earth’s surface
has both ascending and descending satellites. This type of
constellation design is most commonly applied when the
inclination angle is relaxed below 90°, so that coverage
can be concentrated at the populated midlatitudes. When
the satellites are connected via intersatellite links, this
constellation design also offers networking path diversity
not achievable with polar constellations [9]. Globalstar
uses a rosette constellation design, as illustrated in Fig. 3.
The book by Pattan provides further details on polar and
rosette constellation designs [3].

As emphasized above, nongeostationary satellites are
not limited to circular orbits. Draim has derived optimal
constellation geometries based on elliptical orbits, the
principles of which have been incorporated into the
proposed Ellipso constellation [10]. We have already
introduced the Molnya orbit as an example of a highly
elliptical orbit. Another elliptical orbit known as the
Tundra orbit shares the same orbital inclination of 63.4°
but with a period of 24 h. Since the visibility of each
Tundra satellite beneath the apogee is greater than 12 h,

Figure 2. Orbital geometry for the Iridium constellation, an
example of a polar-orbiting constellation (from Thurman and
Worfolk [8], used with permission).

Figure 3. Orbital geometry for the Globalstar constellation, an
example of a rosette constellation (from Thurman and Worfolk [8],
used with permission).

two satellites in such orbits are sufficient for continuous
coverage [5].

3. GEOSTATIONARY VERSUS NONGEOSTATIONARY
SATELLITES

In this section, we highlight some of the distinguishing
properties of nongeostationary satellites by contrasting
them with geostationary satellites.

3.1. Propagation Delay

One of the reasons most frequently cited for moving
to lower-earth orbits is the resultant reduction in
propagation delay. For GSO satellites, the one-way
propagation delay from the earth to the satellite is between
120 and 140 ms. This makes the round-trip delay based
on propagation delay alone somewhere between 480 and
560 ms, and additional delays for coding, queueing, and
multiple access typically push this number above 600 ms.
For voice traffic, this amount of delay tends to disrupt
the rhythms of conversation and can lead to annoying
echos when analog phones are involved. Furthermore,
delays of this magnitude can seriously compromise the
throughput performance of Internet transport protocols,
as well as affect interactive data applications. However,
for other applications such as broadcasting, the delay is
not important. Similar delays are experienced when using
satellites in the Molnya orbit.

By moving satellites to lower orbits, the resultant
round-trip delays can be as low as 10—20 ms —similar to
what is experienced over the wide-area Internet. However,
it must be emphasized that this is only a lower bound; the
actual delay is a function of distance between terminals
and the number of satellites traversed and can vary over
time as the relative positions change. Furthermore, at
low link rates, the delays to access the channel (multiple
access) can be a significant component. Analysis of the
Iridium system has shown that the average end-to-
end delay encountered is roughly 100—200 ms, with a
large portion of this delay due to multiple access [1].
Moreover, while the delay is constantly varying due to
orbital motions, it also is subject to step changes as link
handoffs cause a reconfiguration of the communications



path. Nevertheless, as long as end-to-end delays can
be kept in the region of 100 ms or less, the qualitative
performance improvement for both voice and data traffic
can be substantial.

3.2. Link Performance Issues

The error performance of a radio link is a function of the
carrier power transferred (by the antenna) to the receiver
input, interference from undesired signals also captured by
the antenna, and noise power within the receiver. Many
books on satellite communications provide an extensive
treatment of link budget issues [e.g., 5]. Many of the same
principles apply to nongeostationary channels, but there
are some significant differences. Geostationary satellite
links providing service to fixed terminals can generally
be modeled as additive white Gaussian noise (AWGN)
channels, with a fixed free-space path loss. In contrast,
LEO channels are subject to Rician fading (particularly if
low-gain antennas are used by the terminal), high Doppler
shifts, variable path loss (unless compensated for by the
spacecraft), and irregular terrestrial interference [11,12].
A popular model for the LEO channel, combining Rice
and lognormal statistics, is due to Corazza [13]. Because
of the severe fading, researchers have shown the benefit of
satellite diversity in improving overall system availability
and capacity [14].

3.3. Interference

Geostationary satellites using the same frequency bands
and carrier polarizations are typically spaced about two
to four degrees apart in the orbital arc. For fixed satellite
service, this dictates a minimum size of the terrestrial
antenna such that the desired pattern directivity can
be maintained. Satellite systems can therefore share
frequency bands by exploiting these fixed geometries and
directional antennas. The situation becomes considerably
more complex when satellites appear to move in the sky,
and when mobile handsets (with low directivity antennas)
are being used. Satellites and terminals from LEO and
GSO systems using the same frequencies are likely to
interfere with one another as their relative geometries
change. While this can be alleviated by placing LEO and
GSO systems at different frequency bands, LEO systems
attempting to share the same frequency bands are still
likely to interfere with one another. Two possible solutions
to this problem are to employ spread-spectrum modulation
techniques using code sets with low cross-correlation, or
to simply divide the available spectrum among users and
have each operate an independent system. For systems
with user terminals employing low-gain antennas, the
current consensus seems to be that spectrum separation
is required, while the jury is still out for broadband
systems using terminals with highly directive antennas.
In summary, the international regulatory procedures
required to operate a non-GSO system are considerable.

3.4. Frequencies

Because satellite orbits and frequencies do not belong
to any nationality exclusively, their use is coordinated
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by the ITU. It should be emphasized that the partic-
ular allocations change over time and the details are
complicated, so we will simply provide an overview of
the main frequency bands herein. Briefly, the ITU has
established that geostationary satellite links use frequen-
cies found mainly in the L (roughly 1.5 GHz downlink,
1.6 GHz uplink), C (4/6 GHz), Ku (12/14 GHz), and Ka
(20/30 GHz) bands. The ITU further classifies satellite
systems as providing either fixed satellite service (F'SS)
(to fixed terminals on the ground), broadcast satellite ser-
vice (BSS), or mobile satellite service (MSS). Frequency
allocations for nongeostationary FSS systems are found in
the same general frequency bands used by geostationary
satellites. For mobile satellite service, links carrying sub-
scriber traffic can be categorized as either feeder links or
subscriber links. Feeder links connect the satellites to a
gateway earth station; these types of links also have been
allocated frequencies in the C, Ku, and Ka bands. How-
ever, because of the low-gain antennas typical of mobile
handsets, there is a strong incentive to use as low a
frequency as possible for link performance issues. Specifi-
cally, roughly 4 MHz of spectrum in the VHF/UHF bands
(around 150 and 400 MHz) and 32 MHz of spectrum in the
L band (1.6/2.5 GHz) are allocated to nongeostationary
MSS systems.

In the United States, the spectrum in the VHF/UHF
bands has been set aside for low-data-rate data systems.
Such systems have been coined “little LEOs”; an example
is the Orbcomm system used for paging and short data
messaging. “Big LEO” systems such as Iridium and
Globalstar use the L-band frequencies and are permitted
to offer both voice and data services. LEO systems offering
broadband data rates will use frequencies in the Ku and Ka
bands, or even higher frequencies. The book by Pattan [3]
discusses the various frequency allocations in more detail.

3.5. Launch and Spacecraft

As the orbital altitude is increased, the cost of deploying a
satellite into that orbit also increases. The geostationary
orbit is expensive to attain, requiring a multistep
approach. The first step involves placing the satellite
into a circular low-earth orbit, then into an elliptical
geostationary transfer orbit (where the apogee of this orbit
corresponds to the altitude of the geostationary orbit),
then into its final orbit. Since only a small fraction of the
mass deployed at low-earth orbit is eventually deployed
in the final orbit (the rest is fuel), the cost penalty to
achieve geostationary orbit is substantial. In contrast,
LEO satellites can be launched directly to their final
orbital altitude, and for small satellites, multiple satellites
can often be launched using the same vehicle. However,
while the cost of launching an individual LEO satellite is
cheaper than a GSO satellite, the cost of launching a whole
constellation is seldom. At least one launch is typically
required for each orbital plane of the constellation.

A detailed treatment in the difference between
geostationary and nongeostationary spacecraft is beyond
this article’s scope; the interested reader is directed to
the overview in Ref. 5. However, we note that since
LEO satellites are closer to the earth, they more
frequently undergo shadowing by the earth, and therefore
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are subjected to frequent thermal stresses and require
batteries to continue to operate while within the shadow.
LEO satellites can also be smaller in some dimension
(antenna size or transmit power) than GSO satellites while
still providing an equivalent RF carrier flux density on the
ground. However, the perception that LEO satellites are
much smaller than GSO satellites is not necessarily valid
in general, but rather is due to the initially deployed LEO
systems using a small amount of spectrum. The size of a
satellite is directly related to the power required, which
is directly related to the throughput; consequently, the
proposed broadband LEO satellites plan to use very large
satellites.

3.6. Tracking and Link Handoff

Handoff (also known as handover) is defined as the
procedure for changing the radio communications path
to maintain an active communications session. The most
significant challenge for a nongeostationary satellite
system is the need to track satellites and to hand off
active communications links from one satellite to another
or between different beams of the same satellite. The rate
at which a ground terminal must hand off a connection
between satellites (intersatellite handoff) varies with the
altitude, ranging from 12 h (HEO orbits of type Tundra)
to 10 min (LEO). However, handoffs can be even more
frequent if the coverage area of the satellite is further
segmented into spot beams. For example, the Iridium
satellites employ 48 spot beams within the coverage area
of one satellite. In this case, handoff between beams on
the same satellite can occur every minute or two.

Beam handoffs typically require a change in carrier
frequency (unless spread-spectrum modulation is used)
and acquisition of the new link. Intersatellite handoffs may
require the additional step of repointing the terminal’s
antenna, which could cause an interruption of service.
Such an interruption may be avoided in one of several
ways. One brute-force method is to equip the terminal with
two mechanically or electronically steered antennas, and
engage the nonactive antenna in finding the next satellite.
Depending on the service, if a single electronically steered
beam is used, the switchover may occur rapidly enough,
especially if the approximate position of the next satellite
is known by the terminal.

Satellite antenna patterns are typically nadir-pointing,
which means that the pattern drags across the surface
of the earth with a constant velocity. As a result,
handoffs are asynchronous in the system —there will
always be some subset of user terminals in the process
of handing off at any given time. A proposed alternative
would be to electronically or mechanically steer the
antenna on board the satellite to keep the coverage
fixed on the earth’s surface until some point in time
at which all of the patterns synchronously switch.
This proposed technique would reduce or eliminate
intrasatellite handoffs and would cause all intersatellite
handoffs to occur synchronously, thereby simplifying the
algorithms that deal with handoff [15].

3.7. Intersatellite Links

At low orbital altitudes, the satellite footprint may be
relatively small. In a communications session, if both

ground terminals are not within the same footprint, some
means of transmitting signals between the satellites is
necessary. If there are gateway stations located in each
satellite’s footprint, then one solution is to route traffic
from an earth station to a gateway in each footprint, and
then to use landlines to interconnect the gateways. Such an
approach, while greatly simplifying the satellite payload,
has the drawback of requiring a large network of ground-
based gateway stations interconnected by terrestrial
links.*

An alternative solution is to use communications links
to interconnect the satellites themselves. These links,
known as intersatellite links (ISLs), create a mesh network
in the sky, and obviate the need to have gateway stations
in every coverage footprint (note that this advantage
diminishes for MEO/ICO satellites, which have broader
coverage footprints). Each Iridium satellite, for example,
has ISLs to the two closest satellites within the same
orbital plane (black lines illustrated in Fig. 4), and either
one or two links to the nearest neighboring satellite in an
adjacent plane (lighter lines in Fig. 4). The drawbacks to
using ISLs are an increase in complexity of the satellite
payload, the establishment and maintenance of such
links, as well as the requirement to route traffic between
satellites.

The frequencies allocated for ISLs correspond to strong
absorption by the atmosphere (to protect against ter-
restrial interference). Selected radio links at frequencies
between 23 and 58 GHz and optical wavelengths between
0.8 and 10.6 pm may be used. For high-capacity links,
optical link hardware requires less mass and power con-
sumption.

ISLs require steerable antennas for link pointing,
acquisition, and tracking. ISLs between satellites in
the same orbiting plane (known as intraplane ISLs) do
not require tracking in a phased constellation, because
the orbital relationship between such satellites is fixed.
ISLs that connect satellites in different orbital planes
(interplane ISLs) will require tracking. The pointing
requirements depend strongly on the constellation design.
As an example, the Iridium constellation requires a
pointing range of roughly 10° in the vertical direction
and 140° in the horizontal direction [16]. Furthermore,
the pointing angles may become so severe that ISLs will
need to be deactivated for a portion of an orbit, or handed
off to another satellite. This condition holds in the high-
latitude regions of polar-orbiting constellations. Finally,
ISLs may be handed off from one satellite to another if the
relative locations of the satellites change with respect to
one another; for example, ISLs connecting satellites across
the seam of a polar-orbiting constellation. As we discuss in
the next section, such ISL link changes have implications
on network routing.

4. NETWORKING CONSIDERATIONS FOR SATELLITE
CONSTELLATIONS

Satellite constellations are considerably more compli-
cated than geostationary satellites from a networking

4 This approach is used by the Globalstar system.
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Figure 4. Snapshot of Iridium satellites and active ISLs on an unprojected map of the earth’s
surface. Lighter lines indicate interplane ISLs; black lines denote intraplane ISLs.

standpoint. Geostationary satellites were originally used
as repeaters (“bent pipes”) for fixed or semipermanent
communications channels. With the desire to share band-
width among many users, multiple-access protocols such
as time-division multiple access (TDMA) and ALOHA?®
were developed. VSAT networks, for example, rely on the
coordinated sharing of uplink capacity among hundreds
or thousands of terminals. More recently, the construc-
tion of multibeam satellites has led to onboard switching
between transponders. Only relatively recently have satel-
lite payloads with demodulation, baseband processing, and
signal regeneration begun to be deployed. Nevertheless,
even with sophisticated onboard processing, geostationary
satellites are still not much more than a (fixed location)
switch in the sky.

In contrast, satellite constellations are an interesting
variant of mobile networks —one in which the network
nodes move and the terminals stay (relatively) fixed.
There is a mixture of permanent (intraplane ISL),
semipermanent (interplane ISL), and transient (ground-
to-satellite) links. Unlike traditional mobile networks,
however, the network topology is somewhat regular in
structure, and many topological changes can be predicted
in advance. The regularity and predictability of the
network geometry can be exploited in the network
architecture design.

In this section, we survey the different approaches
that have been proposed for networking in satellite
constellations. Since satellite networks are designed to
extend services of terrestrial networks, it should not
be surprising that satellite network architectures can

5 ALOHA was developed by N. Abramson at the University of
Hawaii in 1970.

generally be classified as either circuit switching or packet
switching. Before examining both of these approaches
in turn, we first note that some common architectural
principles apply to both types of networks. The first
principle is flexibility. Satellite networks are expected to
last many years and are difficult or prohibitively expensive
to upgrade in space. Therefore, system designers strive
to implement general solutions for the space segment
that will not become obsolete. For example, packet-
switched satellite architectures will likely not implement
pure IP (Internet Protocol) packet switching in space,
but instead will strive for a generic, satellite-optimized
packet switching infrastructure into which IP and other
protocols can be mapped. A second related principle is
simplicity, which argues for deploying functions, when
possible, within the ground segment so as to relieve the
onboard complexity of the electronics, and hence the mass
and power requirements of the spacecraft.

4.1. Circuit-Switched Architectures

Many LEO and MEO satellite systems have been posi-
tioned to offer traditional PSTN services (voice, low-bit-
rate data, facsimile, paging, etc.). The architectures for
these networks typically resemble those of “second gener-
ation” mobile communications systems such as GSM. The
functions required of the network include basic routing
and switching of the call, mobility management, privacy,
security, and radio resource management. The chief dif-
ference between satellite constellations and traditional
mobile networks lies in the mobility management func-
tion. As mentioned above, the network nodes, as well
as the terminals, in fact move. This has implications on
location registration and handoff [17].

Location registration is the procedure by which mobile
units are identified as being in a particular location so
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that calls can be correctly routed. In mobile satellite
networks, this may be network-based or terminal-based.
Terminal-based solutions typically rely on signals from the
Global Positioning System (GPS); an accurate approach
that has the downside of only working when several GPS
satellite signals can be received. Network-based solutions
rely on the estimation of location on the basis of timing,
arrival angle, and signal strength from one or more base
stations. This approach provides less accurate position
information. Both of these approaches may fail in dense
urban canyons. The need for precise terminal location
information depends on the amount that this information
is used by handoff and routing algorithms to predict
the future evolution of the network topology. Of course,
satellite position information can be known accurately
due to the predictable movement of the satellites and
telemetry, tracking, and control (TTC) communications
links with ground stations.

4.1.1. Handoffs. Handoff management is a key deter-
minant in the performance of LEO satellite networks. We
have already discussed some of the issues regarding hand-
off. In general, handoffs should be optimized (which in
many situations means minimized), since they are typi-
cally accompanied by signaling and call processing over-
head, and may result in a degradation in the call’s quality
of service, due to either blocking or suboptimal routing.

There are two types of handoff in a LEO satellite net-
work. ISL handoffs are generally regular and predictable
events. Terminal-to-satellite link-handoffs are not pre-
dictable with as much accuracy. Terminals may initiate
handoffs to new spot beams or satellites by monitoring
signal strength and interference from different carriers.
When the terminal enters an overlap area, it requests
a handoff. Conversely, in some systems such as Iridium,
a gateway station may control the handoff between two
satellites by instructing the leading satellite to prepare to
handoff and the trailing satellite to prepare to accept the
call [18].

Links that must be transferred from one beam to
another are subject to blocking if insufficient resources are
available in the new beam. Two common techniques for
minimizing the possibility that an active call is dropped
are to implement guard channels or to queue handover
requests. Guard channels are a pool of channels explicitly
reserved for handoffs (i.e., no new call arrivals can be
assigned a guard channel). Queueing techniques prescribe
that when the terminal is in an overlap area that it
hold onto its existing channel until a channel in the
new beam becomes available. On release of a channel,
queued handover requests are served before new calls
are admitted. Both approaches lead to fewer handover
failures at the expense of a higher initial call blocking
probability.

More sophisticated handoff techniques attempt to
exploit predictable aspects of the constellation evolution.
For example, if it can be estimated when calls will need to
be handed off, active channels in one beam can be reserved
to handle channels that are predicted to need handoff
from another beam in the future [19]. If terminal locations
are precisely known, connection admission control can be

optimized by predicting the future spotbeam handoff path
of each new call arrival [20].

Finally, if ISLs are not used, the use of CDMA
for multiple access can yield link performance gains
during handoffs. In the Globalstar system, since the same
gateway station is used before and after intersatellite
handoff, the so-called soft handoff technique of CDMA can
be implemented. In this technique, the mobile terminal
signal is passed through both the old and new satellites,
and the two signals are independently demodulated,
selected, and constructively combined to yield processing
gain at the edges of satellite coverage.

4.1.2. Multihop Satellite Routing. Consider the estab-
lishment of a satellite-based connection traversing ISLs.
This requires that a candidate route be picked, each node
be signaled about the new connection, the connection be
maintained even in the face of changes to the topology,
and the connection resources be released once the call is
completed. Note that, as exemplified by Fig. 4, there may
be many similar routes (topologically) between distant sta-
tions. The process whereby a multihop satellite route is
established and maintained is a routing problem.

First, consider the establishment of the initial route.
In a traditional network, a shortest-path algorithm,
perhaps weighted by the amount of current congestion
at the nodes, would be used. In the satellite case,
the additional consideration of link permanence can be
applied. In this scenario, routes can be avoided for
which it is likely that one of the constituent links
is known to be short-lived (such as an ISL about to
be deactivated or handed off). In order to minimize
handoffs, researchers have studied techniques that
consider the time-varying topology during route selection,
favoring routes requiring fewer handoffs [21-23]. Another
consideration that may be included in routing decisions
involves accounting for nonuniform traffic densities in
different areas [24,25].

Next, consider a terminal to satellite handoff, which are
frequent in LEO constellations. If an ISL exists between
the previous satellite and the new satellite, then this link
can be grafted onto the existing route without disrupting
the other nodes along the path [26]. Note, however, that
the new route may no longer be optimal, and over time,
may become grossly distorted. Satellite constellations,
therefore, may consider this route augmentation as a
preferred option so long as the resultant route does not
fall below some threshold of optimality.

Finally, consider a topological change in which the
route from ingress satellite to egress satellite cannot be
maintained, or in which the augmented route becomes
too suboptimal. In these cases, it may be necessary to
determine a new route altogether, and inform the affected
nodes along the paths to synchronously switch over at
some time instant.

Note that these topological changes can cause the
overall circuit delay to drastically change, which may
be a problem for some services. One way to compensate
for this is to use buffers at the endpoints of the satellite
connections to smooth out any delay variations, at the
expense of consistently larger delays.



4.2. Packet-Switched Architectures

An alternative to circuit switching, especially suited
for interworking with actual packet-switched networks
like the Internet, is a packet-switched satellite network.
This approach has the advantage of not requiring per
connection state to be kept and maintained on board
the spacecraft. Nevertheless, many of the same handoff
challenges described above still persist, because for
reasons of link efficiency, channel reservations between
terminals and satellites are still desirable.

There are several different techniques available for
implementing packet routing in satellite networks,
differing chiefly in their implementation and processing
complexity onboard the satellites. A general discussion
of several IP networking issues, including address
translation, multicast, interfacing with exterior routing
protocols, tunneling, and quality of service can be found
in Ref. 27. In this section, we focus on the basic packet
routing problem in a satellite constellation.

Consider the problem of routing a packet from one
terminal to another through one or more satellite nodes.
The simplest approach to route the packet from the
standpoint of satellite complexity would be to flood the
packet (i.e., transmit the packet out of all the active link
interfaces except the one on which the packet arrived)
and limit the number of hops for which the packet can be
forwarded (such as by decrementing a counter). Because of
the densely interconnected mesh, such an approach would
be grossly suboptimal, leading to extremely congested
networks. Another simple approach from the satellite
standpoint would be to determine the entire route of the
packet a priori at the ingress terminal, and affix this
route to the packet before sending it to the first satellite
node. Each satellite would then forward the packet by
simply following the next-hop instructions attached to
the packet, and an onboard routing table would not need
to be maintained. This would require, however, that the
terminals affixing the route to the packet determine the
optimal route; that is, they must have access to full
instantaneous routing state of the network. The burden
placed on terminals on the network may be considerable
in this case. An alternative could be to have route servers
distributed throughout the network that could be queried
by terminals whenever a new route was needed. However,
this approach would incur extra latency in the initiation
of the communications. A more serious impediment to this
approach would occur if route topological changes were not
predicted (such as a terminal-initiated handoff). In this
case, packets could be lost to a deadend until new route
information is made available to endpoints, and because
of the latency in the system, it would take some time for
the routing information to stabilize on any unanticipated
topological change.

To offload the responsibility of routing from terminals
to the satellite network, again, different approaches
may be used. For example, centralized routing servers
could periodically upload routing tables to satellites,
incrementally updating them as topology changes become
known. Again, there may be latency issues with this
approach upon unexpected topological changes. This
approach, while requiring the satellite to maintain
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memory for and lookup routes from a routing table, the
task of actually computing the routing tables is left to the
ground segment.

Latency issues in the propagation of state information
can be minimized if the satellite nodes implement fully
distributed routing, such as used in the Internet. The
drawback to this approach is that it requires satellites to
not only build and maintain routing tables but also incur
the processing and signaling overhead of a distributed
routing protocol. Indeed, terrestrial Internet routing
protocols such as traditional distance vector or link-state
protocols, applied to this type of a dynamic network
topology, would either be slow to converge or would
overwhelm nodes with update messages. General flooding
of routing update messages would also be problematic,
even if there were sufficient ISL capacity to handle the
messages, due to the sheer volume of routing updates
that would need to be processed. Nevertheless, distributed
routing techniques have been the focus of most recent
research, as researchers have studied ways to simplify
the problem by exploiting the regularity of the network
topology and the predictability of ISL topological changes.

One general technique for simplifying distributed
routing is to try to hide the mobility of satellite nodes
from the terrestrial nodes. The semiregular structure of
most satellite constellations facilitates this. For example,
if one overlays a cellular structure over the earth’s
surface, with the cell size roughly corresponding to the
coverage area of a satellite footprint, then it may be
possible to overlay a logical network structure of “virtual
nodes,” in which different satellites over time embody
each virtual node [28]. Another possible approach is
to assume that the satellite network evolves through
a finite series of topologies, and have the satellite
network store the appropriate routing table for each
state and iterate through these tables [29]. Although
such approaches appear to have some promise when
considering idealized constellation geometries, they have
yet to be demonstrated as a robust approach when applied
to practical constellations [30].

5. FUTURE DIRECTIONS

The design of a satellite constellation is a complex opti-
mization problem with the cost a function of various link
parameters as well as terminal and satellite complexity.
In this article we have provided an overview of non-
geostationary satellite fundamentals and surveyed many
of the design features that differentiate these networks
from systems based on geostationary satellites. Unlike
GSO systems, LEO and MEO satellite networks are still
in their infancy, and several of the initial attempts to
deploy large-scale commercial constellations have been
a financial failure. Nevertheless, the promises of global
ubiquitous coverage, accompanied by significantly lower
propagation delays, will continue to spur development of
nongeostationary satellite network architectures. Tech-
nically, many issues will be the subject of ongoing
research and development, including interference mit-
igation, link issues (such as error control coding and
handoff algorithms), electronically steerable antennas,
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routing algorithms, onboard switching architectures, elec-
tronics based on more radiation-resistant substrates (such
as gallium arsenide), and regulatory issues.
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LINEAR ANTENNAS

SHELDON S. SANDLER
Lexington, Massachusetts

An antenna constructed of a few straight-line segments,
made of conducting, partially conducting, or nonconduct-
ing material, is known as a linear antenna. Because of
their simplicity, linear antennas are probably the most
common type of radiator for communication between
distant points. They exist in many varieties delineated
by (1) geometry (e.g., straight dipole, V-shaped dipole,
L-shaped antenna), (2) electrical characteristics (e.g., res-
onant, antiresonant, wideband), and (3) radiation prop-
erties (e.g., isotropic, directive). With a view toward
application, linear antennas and antennas in general are
evaluated with respect to the spatial and frequency char-
acteristics of the radiation and their circuit or electrical
properties. For example, if a designer wants to send nar-
rowband signals to all parts of the world without any
preference in direction, the ideal radiator would have an
isotropic distribution of energy in space. Furthermore, as
a circuit element the antenna must be matched to a low-
impedance source through a transmission line. Here a
resonant antenna is the right choice.

1. LINEAR DIPOLES

To better understand the linear antenna, it is best to start
out with the simplest example, namely, a linear dipole of
half-length A driven in the center by a sinusoidal voltage.
The dipole is constructed of thin wire or rods, with each
rod being connected to one end of the transmission line, as
shown in Fig. 1.

The dipole of Fig. 1 has radiation characteristics that
are dependent on the current on the wires. A good analogy
in visualizing the current distribution is to consider a
string fixed at both ends and plucked at various points
along the length. After plucking, nodes and antinodes
appear in a configuration called a standing wave. For
our dipole, the first “mode” corresponding to a resonant
length resembles a cosine with a maximum at the center
(antinode) and zero at the ends (nodes) as shown in Fig. 2.
This would be a half-wavelength dipole, 2/A = 0.25. If the
dipole is electrically smaller, say, h/A = 0.05, the current
would still be zero at the ends and the maximum would

To transmitter 0 T
-—
z

Transmission line

Figure 1. A dipole antenna.
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Imax

Figure 2. Idealized antenna currents.

still be at the center. As the electrical length of the antenna
increases, by increasing the frequency of the source, more
complicated current distributions arise. In fact, with our
simple model, there will be times when the driving point
is at a node, and the driving point impedance is infinite.
This scenario is shown in Fig. 2 for A/A» = 0.5.

In practice the current is never a pure sinusoid, so
that the driving-point impedance will never be infinite.
The spatial radiation characteristics, called the radiation
pattern, after calculation from an assumed current, have
their maximum perpendicular to the dipole when the half-
length is less than about a wavelength and a half. This
maximum is in the plane of the antenna (i.e., E plane) in
the broadside direction and in the plane perpendicular to
the antenna (i.e., H plane). The radiation is uniform or
isotropic. Figure 3 shows the E plane radiation pattern for
a linear antenna that has values of 2/1 = 0.05, 0.25, and
0.5. For increasing lengths, the maximum radiation can
be in oblique directions to the dipole axis. It is instructive
to quantitatively examine the radiation pattern of a linear
antenna based on the geometry shown in Fig. 4. The far-
zone electric field EF, also called the radiation field, is in
the direction of the 6 arrow and is tangent to a sphere
whose radius is R. Together, R and 6 form the E plane.
Note that one must be roughly in the range 2oR > 1 to
meet the conditions for the far zone. A simplified relation
for E is

Ef = CFo(6. koh) @

where C is a factor that contains the R dependence of the
field, and F is the field pattern normalized with respect
to the value of the current at z = 0.
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180

270

Figure 3. Radiation pattern for linear antenna with different
electrical lengths.

The field pattern is given by [1]

ko sin
21(0)

h
Fo(0, koh) = / I(2)e*o? 30y (2)
—h

When the current at the base of the antenna is zero (see
Fig. 2 for A/1 = 0.5), the field pattern can be normalized
to the maximum value of the current. This produces a
radiation pattern F,,(0, koh). Patterns shown in Fig. 3
were computed from the Fy or F,, relation and are valid for
the E plane. The far-zone magnetic field Ef; is orthogonal
to the E}, field and is located in the H plane formed by the
¢ and r arrows in Fig. 4.

The antenna current, which in the frequency domain
is a complex quantity, completely determines the driving-
point impedance of the antenna. For an electrically short
antenna, the driving-point resistance is small and the
reactance is capacitive and large. At the first resonance,
the complex driving-point impedance is approximately

P(R,6,¢)
|
|
:
|
Z |
|
|
R |
h |
|
|
|
Linear antenna 9 :
—y
) |
roo
|
—h !
X

Figure 4. Gain and directivity.

73 +j42 ohms () (half-wavelength antenna). This
explains why the half-wavelength linear antenna is so
popular, since the driving-point resistance is easy to match
with available transmitters and transmission lines. Many
sources giving the impedance characteristics of linear
antennas are available; perhaps the best is in Tables
of Antenna Characteristics by King [2]. The design of
a linear antenna system for a single frequency is not
very complicated. Choose a half-wavelength antenna,
design a matching network to cancel out the driving-point
reactance, and find a compatible transmitter and coaxial
line to match the antenna. The design of a linear antenna
system where the bandwidth is important requires that
the response of the antenna at different frequencies
not cause excessive degradation in the amplitude of the
transmitted signal.

One important antenna parameter has to do with
the concentration of radiation in a specific direction.
The gain of an antenna is proportional to the power
radiated in a given direction divided by the average
power. Another parameter, called the directivity, is equal
to the maximum value of the gain and is expressed as
a numeric or in decibels (dB). The directivity of a half-
wavelength dipole is 1.64 or 2.1 dB. (i.e., 10log1.64).
An example to illustrate these concepts is to design a
more directive linear antenna that carries a sinusoidal
current. In analogy to the radiation (light pattern) from
a thin optical slit, it is known that a more directive light
pattern is obtained by increasing the length of the slit.
However, when the same idea is tried with a linear
antenna, an increase in directivity is not present when
the antenna is lengthened. This is because successive
half-wavelengths of current are of opposite sign and serve
to reduce the radiated field. To overcome this difficulty,
phase-reversing stubs can be placed every half-wavelength
along the antenna. The current along the antenna is now
unidirectional and a closer approximation to the uniform
light in a slit.

Sometimes the designer is limited in the physical length
available for the antenna. For example, linear antennas
that are short in electrical length can have reduced
resistance and increased capacitance when compared with
a half-wavelength dipole. The driving-point impedance of a
quarter-wavelength dipole is about 14 — j195 Q, while the
impedance of a half wavelength dipole is about 73 + j42 .
To make increase the apparent electrical length of the
quarter-wavelength dipole, a series inductance can be
placed near the base of the antenna, say, with a coil
of wire. Top loading and series loading at any point is
also possible to change the current distribution on the
antenna.

2. TRAVELING-WAVE ANTENNAS

So far, the discussion has been concerned mainly with the
standing-wave linear antenna, since the current must be
zero at the ends of the antenna (i.e., z = £h). A different
type of antenna current distribution is concerned with
traveling waves instead of standing waves. It is well
known that a standing wave can be decomposed into a
forward/backward-traveling wave. For example, in a half



wavelength dipole the ideal current is given by I.(z) =
Iy cos kyz, |z| < h. Using the exponential representation for
the current, we obtain

dkoz _ ,—Jjkoz
I, =1Iycoskyz =1 (+> 3)
Using ¢/ time dependence,
Iz — Ioej(wt+koz) +Ioej(wt—koz) (4)
where ky = (27 /1) = free-space propagation constant
w = 2nf
f = frequency in Hz (5)
t = time

z = distance along the antenna

The first term on the right represents a traveling wave
moving inward to the base, and the second term represents
a wave moving outward toward the end of the antenna at
z=nh.

From transmission-line theory it is also known that
using a termination equal to the characteristic impedance
can produce a reflectionless line. A traveling-wave
antenna, called a “beverage antenna,” is constructed by
placing a conductor parallel to the earth and terminating it
with terminal impedance, producing minimum reflections
at the end.

For a monopole structure the radiation pattern in the
E plane roughly resembles a set of rabbit ears, where
each ear is at an oblique angle to the antenna axis. As
the monopole elongates electrically, the ears move closer
to the antenna axis. The radiation pattern of a traveling-
wave dipole antenna consists of two rabbit ears roughly
in the shape of the letter X. If a unidirectional pattern is
desired, a V-shaped antenna may be used. It is constructed
by bending the arms of a dipole about the center. The apex
angle is chosen such that the inside radiation lobes are
completely superimposed on one another. A diagram of the
radiation patterns for two representative traveling wave
antennas is shown in Fig. 5.

The reflectionless antenna described by Wu and
King [3] has a prescribed resistive coating that produces
a traveling wave along a finite-length antenna. It has an
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important application as an antenna for pulses that have a
very wideband frequency spectrum. One major drawback
for this antenna is that it is about 50% efficient since
half of the power is dissipated in the resistance. Increased
attention has been given to antennas energized by short
temporal pulses for use in GPR (ground-penetrating
radar) systems. The design of antennas for use in such
systems involves somewhat different criteria and physical
viewpoint than antennas used for CW (continuous-wave)
systems. The following simple example will illustrate
the physics involved in driving a linear antenna with
a carrierless temporal pulse. A dipole of finite length is
energized with a short temporal pulse, say, with a half-
width of an nanosecond (1 ns). In order to get the whole
pulse to exist on the antenna, the antenna length must
be greater than a foot. Roughly, the pulse travels at a
velocity of 1 ns/ft along the antenna. This is the velocity of
an electromagnetic wave in free space.

2.1. Example of a Traveling-Wave Antenna

To gain some insight into the radiation properties of
a pulsed antenna, the traveling-wave antenna with a
Gaussian pulse excitation will be considered. A more
detailed analysis can be found in the book by Smith [4].
The radiated field for a linear antenna in the time domain
has a form different from that in the frequency-domain
integral given earlier. It is possible to find the time-
domain radiation expression from the frequency-domain
representation by using a Fourier transform. Qualitatively
the time-domain radiated field is proportional to the
integral along the antenna of the time derivative of
the current, evaluated in retarded time. Expressed in
quantitative terms, this radiated field for a monopole is

given by
h /
Ho . ad z
E" = —sinf — LY —-= ’
yp sin /0 [8t/ (t p )] dz (6)

o = magnetic constant

where

= 47 x 1077 H/m (henries per meter) (7

= retarded time

(a) 90 4 (b)
150/ 150/
180 180
21080 210\
270

h h h\a/h Figure 5. Two representative traveling wave antennas:
. 0° — — — —Q° (a) linear antenna with an assumed traveling wave
hln =2 h h current (h/1 =2.0); (b) X-shaped antenna with travel-

ing-wave currents (A = 32°, A/L = 2).
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Figure 6. Pulse example.

In expression (6) the current is traveling along the
positive z direction with a velocity c¢. Figure 6 shows
the integrand of the radiation integral of (6). The first
derivative of a Gaussian pulse has two equal sections,
one positive and one negative, and at the driving point
there are times (i.e., near z=0) that areas under
the positive and negative sections do not cancel. Here
radiation exists. When the entire pulse is present in the
antenna, say, near z = h/2, the positive and negative
areas do cancel and there is no radiation. When the
pulse is near the end of the antenna, z = h, the incident
and reflected pulse areas may not cancel at certain
times, giving rise to a second radiated pulse. As time
progresses, pulses continue to be radiated at z=0
and z = h.

2.2. Receiving Antenna

Linear antennas are also used as receptors for electro-
magnetic signals. Important quantities are the voltage at
the terminals of the antenna, Vj, and the current through
the load impedance, Z;. A sketch of a linear antenna
with length 2h used for reception is shown in Fig.7,
along with its Thévinen equivalent circuit. The equiva-
lent circuit has a series arrangement of the driving-point
impedances Z, and Z;, driven by the open-circuit voltage
Vo. From this arrangement the current in the circuit is
given by
Vo

Lz=0)=L(0) = m

(8)
An important parameter for the receiving antenna is the
complex effective length A.(koh), which relates Vj to the
antenna. Thus

Vo = 2h,(koh)E™ volts (V) )
TEzinc h z,
—" VNV ——
B
4 § ----- z2=0 v, ® §ZL
-h

Figure 7. Receiving antenna and its Thévenin equivalent circuit.

A good reference on the receiving antenna is the book
by King [5]. When the antenna is short, 2ok < 0.5, the
effective length is approximately equal to half the physical
length. Stated in another way, the total length of the
antenna is about equal to twice the effective length. As
the antenna becomes longer than koh = 0.5, the simple
approximation breaks down. For example, a resonant
antenna with koh = 7/2 has an effective length of about
h. ~ 1.21. So far the discussion has been about the circuit
properties of transmitting and receiving antennas. When
attention is given to the currents on transmitting and
receiving antennas, the situation is more complicated.
These currents differ because on a receiving antenna, both
the incident electric field and the load impedance are
involved. With a zero value of Z;,, the current distribution
is of the receiving type. For antennas of moderate length
the current has a shifted cosine distribution given by
cos koz — cos koh. When the load impedance is increased, a
transmitting current is added to the receiving current. It
has the form sin k¢(h — |2]).
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1. INTRODUCTION

Most real-world signals carry redundant information from
one sample (or snapshot) to the next. For example, a
television video signal is made of a sequence of frames
(about 30 frames per second, depending on the video
standard) where often very little changes in the picture
from one frame to the next. Even within a frame,
neighboring pixels are likely to be related in terms of
intensity and color. It is not unusual for an office document
to contain long strings of consecutive white pixels or long
strings of consecutive black pixels.

From an efficient communication standpoint, it is
extremely wasteful to spend valuable bits (or bandwidth)
on encoding the redundant information from one sample
to the next. Instead, it is more efficient to use the
bits to encode only the novel information. Consequently,
a preprocessing procedure to remove the intersample
redundancy becomes necessary before encoding a signal
for storage or transmission. This procedure has two
steps. In the first step, an estimate of the current
sample is predicted (guessed scientifically) based on
its neighbor(s). This predicted value is the redundant
portion of the current sample since it is based solely on
neighboring samples. The second step is simply to subtract
the predicted value (the redundancy) from the current
sample, thereby, leaving only the novel information to
be encoded. Although, in general, one may use any
parametric function to predict a sample from its neighbors,
the discussion below focuses on linear prediction (LP),
where the sample is predicted as a linear combination of
other samples. While the focus of this article is on the
use of LP in redundancy removal or data compression
for coding applications [also known as linear predictive
coding (LPC)], it is important to note that LP is used
in a variety of other applications, including forecasting,
control, system modeling and identification, and spectral
estimation, to name only a few [1,2].

The remainder of the article is organized as follows.
In Section 2, LP is formulated and the optimal prediction
parameters are derived. In Section 3, the computational
aspects and algorithms for the implementation of LP are
explored. In Section 4, examples and applications of LPC
are presented. Finally, in Section 5, variations on LPC
used for coding speech signals are discussed.

2. FORMULATION OF LINEAR PREDICTION

Given a discrete-time signal,’ x,, defined over a finite
intervaln =0,1,2,..., N — 1, define X, to be the predicted

L A discrete-time signal is usually obtained by sampling an analog
signal using an analog-to-digital converter.
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value of x, based on the p previous values of x,. In other
words

p
56” = Zakxn,k (1)
k=1

where ai,as,...,a, are the prediction parameters (or
coefficients). The prediction error e, is then defined as
the difference between x,, and %,,:

p
€n =Xn — &n =Xn — Zakxn—k (2)
k=1

The error signal is often referred to as the residual
signal since it describes the residual information after
the redundancy removal.

The prediction parameters are chosen to minimize the
prediction error subject to an optimality criterion. Differ-
ent prediction parameters can be obtained depending on
the criterion selected. Below, we examine the method of
least squares (LS), which is one of the more popular crite-
ria. For an example of other methods, please see Refs. 3
and 4.

2.1. LS Minimization

The least-squares criterion takes on different forms
depending on the assumptions made regarding the signal,
x,. If we treat the signal as a random signal, we minimize
the expected value of the squared error

» 2
E= E{e,Zl} =F |:x,, - Zakxnkj| 3)
k=1

where E{-} stands for the expectation operator. Assuming
the signal to be a sample of a stationary process,
substituting for e, in Eq. (3), taking the derivative with
respect to a; for 1 <i < p, and setting the derivative to
zero yields the following set of equations

p
Z akRi,k = Ri (4)
k=1

where R; is the autocorrelation of the random process and
is defined as
Ri = E{xnxn—i} (5)

Here, R; measures how a sample is related to another
sample which is i lags away, with a value of zero indicating
no correlation between the samples. In other words, the
autocorrelation function is a measure of the average
redundancy between samples. It is then no surprise that
the autocorrelation information is used to determine the
optimal prediction parameters.

Instead of treating x, as a random signal, we may treat
it as a deterministic signal. Then, we minimize the sum of
the squared errors

» 2
E= ;];ei = ]l\f ; |:xn — ;akxnk} (6)
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If we assume that the range of minimization is infinite,
then taking the derivative and setting it to zero yields

P
Z akRi,k = Ri (7)
k=1

where Ri is the (time-average) autocorrelation function of
the signal x,, and is given by

j{i = ]%] i XnXn—i (8)

n=—oo

Note that I:Ei here is calculated over all the values of x,,.
Unfortunately, in practice, the signal x,, is not given over
an infinite interval. To reduce the range of summation in
Eq. (8), the given signal is often multiplied by a window
function creating a new signal %,, which is zero outside
the interval 0 <n <N — 1. The autocorrelation function
is then calculated for %,,,

R 1 N-1
Ri = N ;xnxn—i (9)

where, as described above, %, is given by

- XpWhp, 0<n<N-1
o = { 0, otherwise 0
Clearly the window function, w,, will influence the value
of the autocorrelation function and the resulting predictor
coefficients. Consequently, great care should be used in
selecting it. Two of the more popular window functions are
the rectangular window given by w,, = 1forO <n <N — 1,
and the Hamming window given by

0<n<N-1

11
It is important to note the similarity between Eqgs. (4) and
(7). They differ only in the definition of the autocorrelation
function. Fortunately, in practice, (9)is often used to
estimate the autocorrelation of the stationary process.
In this case, the predictor coefficients produced under
the random stationary process assumption would be the
same as those produced under the deterministic infinite
interval assumptions. Since the methods rely on the
autocorrelation information, they are often referred to
as the autocorrelation method of LP.
If we assume that the error in Eq. (6) is defined over a
the finite interval 0 < n < N — 1 and minimize it only over
this interval, we obtain the following set of equations

2mn
w, = 0.54 — 0.46 cos (N — 1) for

p
Zakfﬂi.k = @o,i (12)
k=1

where ¢;;, is called the covariance of the signal x, and is
given by
1 V1
ik =3 ;xn—ixn—k (13)

In Eq. (13), it is required that the values of the signal
x, be known over the range —p <n <N — 1 for all the
terms in the summation to be calculated. If the values for
—p <n < —1 are not known, then the summation limits
in (13) must be changed to p <n <N — 1. This method
is often referred to as the covariance method of LP. For
the details and properties of this method, please see the
article by Makhoul [1].

2.2. The Minimum Error

In order to gauge the quality of the obtained predictor,
one can examine the final prediction error which is the
minimum value of the error criterion used. This value
is, of course, dependent on the method of LP used. For
the autocorrelation method, the final prediction error
is obtained by substituting Eq. (7) in (3) or (6), thereby
producing

p
Enin =Ro— Y _a;Ry (14)
k=1

This error is a measure of the variance (or power)
in the residual. Consequently, this value is used to
calculate a factor, G, to normalize the residual signal
and produce a unit-variance excitation signal, u,. In
other words

(15)

Y
"G
where

G = Emin (16)

The advantage of this normalization lies in that,
independent of the power of the original signal, the
resulting excitation signal will be consistently unit-
variance making it easier to encode. Figure 1 is a block
diagram of the relation between the given signal x,, the
error signal e,, and the excitation signal u,. It is easy to
see that the relation is that of a discrete-time moving-
average (MA) linear time-invariant filter with input x,,
output u,, and parameters {1, —ai, —as. ..., —qa,} and G.
The MA (also known as the analysis) filter has a transfer
function A(z)/G, where

p
Az)=1- Zakz’k 17

k=1

Figure 1. LPC analysis.



As discussed above, the excitation is then encoded
for storage or transmission through a communications
channel. The prediction parameters and gain are also
encoded for storage or transmission. The decoder then uses
the residual and the prediction parameters and gain to
synthesize the original signal. The synthesis is performed
by passing the excitation signal (hence the name) through
a filter H(z) that is the inverse of the MA filter used by the
encoder. In other words

G
and
P
sn = Gu, + Zaksn,k (19)
k=1

Figure 2 is a block diagram of the synthesis filter that
is a discrete-time autoregressive (AR) LTI system. It is
important to note that, in Eq. (18), we assumed that the
analysis filter A(z) is invertible which is true only if all its
roots lie inside the unit circle. This issue will be addressed
in a later section. If the encoding of u,, the prediction
coefficients and gain introduced no errors, the synthesized
signal s, would be identical to the original signal x,,. This
latter assumption however is not realistic since encoding
invariably introduces quantization errors. The effect of
quantization on the excitation and prediction parameters
will be discussed later.

3. COMPUTATION OF PREDICTION PARAMETERS

In the case of the autocorrelation method, the minimiza-
tion equations in Eq. (4) form a set of p linear equations
in p unknowns, which can be written in matrix form as

Ra=r (20)

where the autocorrelation matrix R is given by

RO R1 R2 e Rp—l
R1 Ro R1 ce Rp—2
R = RZ Rl RO e Rp—S (21)
Rpfl Rp—Z Rp73 e RO
Sn
Sn—2 sn—1
{D}+—p}—>}

Figure 2. LPC synthesis.
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and the vectors a and r are given by

a= [al,ag,...,ap]T (22)

r=1[r,re...,1)" (23)

It is easy to see that R has a special structure; namely, the
elements along each diagonal are equal and the matrix
is symmetric. A matrix of this form is called Toeplitz
symmetric. The vector of prediction coefficients can be
obtained by solving Eq. (20) using standard methods such
as Gaussian elimination. These methods usually require
on the order of p3 operations. These methods however
do not take advantage of the special structure of R. The
special method of Levinson—Durbin takes into account
the Toeplitz nature of R and the fact that the r vector is
composed of the same elements in R. This method requires
on the order of p? operations and is described as follows:

1. The initialization step
Ey=R, (24)

2. The recursion steps repeated fori =1,2,...,p

i—1

-1
Ri — Zakl )Rifk

K = —k:ﬁ-fl (25)
af =a!™" —Ka)  for 1<k<i-1 (26)
a’ =K, (27)
E,=(1-K)E;, (28)

The solution for the order p prediction coefficients is then
given by

ak:aﬁep) for 1<k=<p (29)

In addition to its great computational advantage, the
Levinson—Durbin method provides procedural advantages
as well. It is important to note that during the recursion
steps, the prediction coefficients for predictors of order
less than p are calculated, namely, a,f) in Egs. (25)-(27)
refers to the kth coefficient of the optimal predictor of
order i. Moreover, the prediction error for the lower-order
predictors is also produced, E; in Eq. (28). This information
may be used to select the most appropriate prediction
order, p. In contrast, using the standard methods, one
would have to solve the equations multiple times to
compare the performance of the various order predictors
and select the appropriate p. The Levinson—Durbin
method also produces an alternate set of coefficients
K;,1 <i <p. It is often these coefficients (or a function
of them) that are encoded and transmitted. The decoder
then uses Eqgs. (26) and (27) to reconstruct the prediction
coefficients and synthesize the original signal.

One is always faced with the question of which method
to choose for estimating the LP coefficients. While there
is no rule of thumb, an understanding of the advantages
and disadvantages of each may help the reader choose the
method most appropriate for the application at hand. For
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the autocorrelation method, the advantages are twofold:
(1) it utilizes a fast computational algorithm with useful
intermediate information and (2) the resulting A(z) is
guaranteed to have its roots inside the unit circle, which
makes it invertible. This is of great importance since
the synthesis filter H(z) becomes unstable if A(z) has
roots outside the unit circle. The main disadvantage
of the autocorrelation method is the effect of the
windowing function on the estimated LP coefficients.
The inaccuracies introduced due to windowing lead to
suboptimal predictors.

4. EXAMPLE OF LPC

To demonstrate the effectiveness of LPC in signal
compression and redundancy removal, consider the speech
signal shown in Fig. 3 (this is a portion of the vowel /ee/
as in beet). The signal is sampled at 11,025 samples per
second and is 350 samples long. When encoded using a
2-bit per sample pulse code modulation (PCM) encoder,
the resulting signal at the receiver is shown in Fig. 4.
The coding error, which is the difference between the
original and the reconstructed signal, is shown in Fig. 5.
The signal-to-noise ratio (SNR) defined as 10 times the
basejp logarithm of the ratio of the power in the original
signal over the power in the coding error is 7.4 dB. If
we perform LPC on the original signal using a 10% order
predictor, we can then quantize the excitation signal using
2 bits per sample of PCM and use it to synthesize the
speech at the decoder (the quantization is performed using
adaptive predictive LPC to maximize the SNR [2]). The
quantized excitation signal is shown in Fig. 6, while the
reconstructed speech signal is shown in Fig. 7. In this case
the coding error is shown in Fig. 8. Note that the coding

104
25 ,

error using LPC is much smaller than the error using
PCM. In fact, the SNR for LPC is 19.7 dB, representing a
gain of 12 dB at the expense of encoding and transmitting
the prediction coefficients and gain (usually on the order
of 50 bits). If we use a single bit per sample to encode the
excitation signal, thereby cutting the LPC bit rate in half,
the resulting signal has a SNR of 13.6 dB, which is still an
improvement over 2-bit PCM. In this case, LPC reduced
the bit rate and improved the quality of the resulting
signal compared to PCM.

5. APPLICATIONS OF LPC

A common model for speech generation (or synthesis) is
shown in Fig. 9, where the output speech is produced by
passing an excitation signal through an all-pole filter [1,2].
The system shown in Fig. 9 is similar to the synthesis
(decoder) system in Fig. 2; the important difference is that
the excitation signal is generated locally at the decoder.
The nature of the excitation depends on the desired sound
to be produced. For voiced speech (e.g., vowel sounds), the
excitation consists of periodic pulses. The period of these
pulses (also known as the pitch period) corresponds to
the desired fundamental frequency (or pitch frequency)
of the produced sound which varies from speaker to
speaker. For unvoiced speech (e.g., fricative sounds such
as /s/ and /sh/), the excitation consists of the output of a
random-noise generator. Note that, under this synthesis
model, the decoder does not need the actual excitation
signal. Instead, it needs the type of excitation, the pitch
period in case of voiced speech, along with the gain
and prediction parameters. Consequently the analysis
(encoder) system will differ from the one shown in Fig. 1
and is shown in Fig. 10.

Original speech signal

05

Amplitude
o
—

0 50
Figure 3. Original speech signal.

100 150 200 250 300 350
Samples
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% 104 PCM-Quantized speech signal
2.5 T T 1 T T T

1.5 b

0.5 1

Amplitude

5 I I I I
0 50 100 150 200 250 300 350 Figure 4. PCM-quantized speech sig-

Samples nal using 2 bits per sample.

%104 Error in PCM-Quantized speech signal
1 T T T T T T

0.4 |

o
o

Amplitude
o
T
—

1 | | | | | |
0 50 100 150 200 250 300 350 Figure 5. Coding error in PCM-quant-
Samples ized speech signal.

The voiced/unvoiced and pitch information is typically would lead to a bit rate on the order of 2400 bits per
transmitted every 10 ms to track changes in speech. second (bps) (i.e., approximately 0.25 bits per sample of the
The prediction parameters and gain may be transmitted original signal). Additional compression may be obtained
every 20—30 ms. For speech sampled at 8000 samples by applying vector quantization to the parameters. If
per second, it is typical to use a predictor of order 10. we had used PCM to encode the original speech, the
Typical bit assignment for the various parameters which required bit rate would be on the order of 64,000 bps.
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Quantized LPC excitation signal

Amplitude

Figure 6. Quantized LPC excitation

signal.

x 10%

100 150 200 250 300 350

LPC output speech signal

25 :

0.5

Amplitude

Samples
1 1 1 1 1

Figure 7. Reconstructed speech signal 0 50

using LPC.

Clearly, LPC provided great reduction in bit rate in this
case. Some of this reduction, however, comes at the
expense of the quality of the output speech. Because
of the synthesis model used with the hard switching
between sources of excitation, the resulting speech lacks
naturalness and is often described as choppy. Over the
years, more sophisticated variations on LPC have been

100 150 200 250 300 350
Samples

devised. We describe two of the more recent methods
below: code-excited LP (CELP) [5] and mixed-excitation
LP (MELP) [6].

In CELP, the excitation signal is selected from a library
(referred to as a codebook) of possible excitation signals.
The encoder conducts an exhaustive search of all the
excitations in the codebook to determine the one that
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Figure 8. Coding error in LPC gener-
ated speech signal (same scale as in
Fig. 5).

350

based on neighboring samples, but on ones a pitch period
away. In essence the long-term predictor carries the pitch
information. The set of parameters associated with CELP
are therefore the excitation index in the codebook, the LP
coefficients, the long-term predictor coefficients, and the
delay of the long-term predictor. CELP offers improved
output speech quality when compared to the system in
Figs. 9 and 10 at the expense of an increase in bit rate to

In MELP, the excitation signal is chosen as a
combination of the excitation functions in Fig. 9. Each
excitation function (i.e., periodic pulses and white noise)
is passed through a multiband filter before they are
combined. As a result, the excitation signal is considered to
be voiced in some frequency bands and unvoiced in others.
This model reflects more closely the true nature of speech
and, as a result, produces more natural output speech.

x 10%
1 T T T T T T
0.8 - —
0.6 - —
0.4 —
0.2 _
(0]
©
2 Ll
£ |
<
-0.2 — —
—0.4 - -
-0.6 - =
-0.8 - =
- l l l l l l
0 50 100 150 200 250 300
Samples
Periodic Voiced/unvoiced
pulses switch
LPC Speech
filter H(z) signal
White
noise
Figure 9. Typical speech synthesis system using LPC. around 4800 bps.
Estimate
Ssr?er?:r prediction A(z) and G E
9 parameters n
C lto
- O [—m
Estimate | y/oiced/unvoiced | 9 | synthesizer
voleing and pitch e
parameters P r

Figure 10. Speech analysis system for use with the synthesizer
in Fig. 9.

produces the best output speech, then transmits the index
of this best excitation to the decoder along with the LP
parameters and gain. If the codebook is composed of
1000 possible excitations, for example, 10 bits would be
needed to encode the index information. This information
is transmitted every 5 ms; consequently 2000 bps are
required for the excitation information. Often in CELP,
two predictors are employed. The first predictor is used
to remove the short-term redundancy as described earlier,
while the second predictor is used to remove the long-
term redundancy associated with the periodicity of voiced
speech. In the latter case, the predicted sample is no longer

The encoder in MELP transmits the voiced/unvoiced
information associated with each band, as well as pitch
information, gain and LP coefficients. Using efficient
encoding and quantization, MELP produces good quality
speech, rivaling that of CELP at about half the bit rate,
namely, 2400 bps. Methods aimed at reducing the bit rate
are currently under investigation with goals of LPC-based
coders operating in 600—1200 bps range while producing
high quality natural-sounding speech.
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1. INTRODUCTION

LMDS is the acronym for Local Multipoint Distribution
Service, a broadband wireless access (BWA) service being
developed in the United States at millimeter wave(length)
frequencies. Similar BWA services, sometimes with
different names but also at millimeter wave frequencies,
are concurrently being developed and deployed in Canada
[Local Multipoint Communication Service or (LMCS)],
Europe, Asia, and Central and South America. As the
name implies, LMDS is a short-range (local), point-to-
multipoint broadcast service. The service will allow two-
way communication and has been allocated more than
1 GHz of radio spectrum in the United States. This large
bandwidth enables high-speed (high-bit-rate) wireless
communication. LMDS is envisioned as a wireless link to
a metropolitan-area network (MAN) capable of providing
simultaneous interactive video, digital telephony, data,
and Internet services. These services are allowed two
modes of operation: point-to-point and broadcast. The
point-to-point mode operation is similar to fixed microwave
links. However, larger link budgets must be allocated
for signal fading due to rain and for attenuation due
to atmospheric adsorption. Point-to-point radio links

can serve medium to large size business customers
and have also been used to provide service to niche
markets, small areas not served by cable or urban
buildings where cable or fiber would be too expensive
to install. The broadcast service was initially envisioned
as providing internet, video, and telephony services to
consumers on a large scale. This market has been slow to
develop due to the costs of infrastructure development
and the technical difficulties of obtaining adequate
signal coverage. Both of these factors have made these
systems economically unfeasible to deploy in the United
States so far.

The advantages and disadvantages of LMDS are
related to the use of the extremely high/superhigh
frequency (EHF/SHF) or millimeter wave portion of
the radio spectrum. The millimeter wave spectrum
allows some equipment miniaturization and has large
available bandwidths necessary for high-speed digital
communication. But the high radiofrequencies also cause
problems due to radiowave propagation impairments, the
higher cost of electronic components and unavailability of
high power solid-state linear amplifiers. For a summary
of the most recent advances in amplifier technology,
see Ref. 1.

The remainder of this article is organized in the
following manner. First an overview of the LMDS
band (spectrum) allocation and some technical rules
related to the use of this band are given. This section
also discusses work done by standards groups to help
speed development and deployment of LMDS. Then
millimeter wave radiowave propagation impairments are
presented analytically. Finally, radiowave propagation
measurements for an LMDS broadcast system are
summarized.

2. REGULATORY AND STANDARDS OVERVIEW

Figure 1 is the band allocation chart for LMDS in the
United States as specified by the Federal Communications
Commission (FCC) [2]. Under this band plan, two blocks
of frequencies (A and B) near 30 GHz are allocated in 493
basic trading areas (BTAs). These areas are defined in the
Rand McNally Commercial Atlas and details about BTAs
can also be obtained from the FCC website (www.fcc.gov).
The LMDS spectrum was then licensed by block and
BTA to successful bidders at the FCC LMDS spectrum
auction. Block A has 1150 MHz of radio spectrum, and
block B has a 150-MHz allocation. A critical issue for
LMDS operation is the task of avoiding interference
at BTA boundaries and in shared bands. This task is
called frequency coordination and interference control.
Frequency coordination and interference rules are more
difficult to define for systems that can operate in the
broadcast mode such as LMDS than for point-to-point
operation more typical in the microwave bands. Usually
the procedure requires a knowledge of the following
transmitter and receiver parameters: (1) effective isotropic
radiated power (EIRP) or power flux density (PFD),
(2) channelization and frequency plan, (3) modulation
type and channel bandwidth, (4)frequency stability,
(5) receiver parameters (noise figure, bandwidth, and
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Figure 1. LMDS band allocation chart for the United States, source FCC.

thresholds), (6) antenna characteristics, and (7) system
geometry. The FCC declined to set these standards, citing
the technical difficulties of calculating a reasonable limit
and a lack of support by industry for establishment of
such a limit. Instead, frequency coordination between
adjacent BTAs was left to a cooperative effort between
license holders as specified in Section 101.103(d) of the
Code of Federal Regulations (CFR) [3]. These coordination
rules are applied to LMDS stations within 20 km of the
BTA boundary. Within each BTA and frequency block,
operators are left with the task of establishing their
own frequency coordination rules to avoid interfering with
adjacent hubs in their own cellular-type broadcast or point-
to-point system. The FCC did set maximum allowable
EIRP for any system by frequency band; these limits are
listed in Table 1.

Referring to Fig. 1, we see that between 29.1 and
29.25 GHz, LMDS coexists with mobile satellite feeder
links. These coexistence rules are specified by the FCC
to protect existing satellite links. Since LMDS stations
can transmit in the point-to-point mode as well as in
the broadcast mode, two types of EIRP coexistence rules

Table 1. FCC EIRP Limitations by Band for LMDS
Systems

Maximum Allowable EIRP
Frequency Band (GHz) Fixed ({ABW/MHz) Mobile (ABW/MHz)
27.50-28.35 30 —
29.10-29.25 —23 to —26° —
31.00-31.075 30 30
31.225-31.30 30 30

242 dBW/MHz for subscriber terminals.
bSee text.

were specified. For point-to-point narrowband operation,
the EIRP per carrier is limited to —23 to —26 dBW/MHz,
depending on climate zone. To prevent LMDS broadcasting
base stations from interfering with mobile satellite
stations, the EIRP aggregate power spectral density
per unit area for all LMDS hub transmitters in a
BTA is limited to between —23 and —26 dBW/MHz -
km? [3,4].

It was envisioned by the FCC that each operator
would install a sufficient number of base stations in the
BTA to meet subscriber demand, develop interference
and coexistence rules, and manage frequency reuse in
their own frequency block. The IEEE Wireless LAN/MAN
Standards Committee group, 802.16, has been convened to
develop these coexistence and channelization rules. This
will be accomplished by defining the Physical and media
access control (MAC) layer standards for proposed LMDS
systems. At present only a draft standard is available.
The work of the 802.16 group can be retrieved online from
the IEEE web site (www.ieee.org). Results from 802.16
that are available indicate some of the channelization and
the capacity or spectral efficiency of the proposed LMDS
and BWA systems both in the United States and abroad.
See Table 2 for a summary of these proposed frequencies
and aggregate transmission rates. It should be noted that
802.16 regards its work as encompassing both LMDS and
other BWA systems in the millimeter wave and microwave
frequency range. This can cause some difficulty when
trying to focus on LMDS standards.

The FCC has also required operators to provide a
substantial level of service in their BTA. For an LMDS
license that provides point-to-multipoint service, coverage
to 20 percent of the population in the service area at the
10-year mark would constitute substantial service. For
a license holder choosing to deploy point-to-point service,
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Table 2. Summary by Country of Frequency Allocations
and Estimated Aggregate Data Rates for LMDS and BWA
Services Operating in the Millimeter-Wave Frequency
Range

Proposed
Frequency Bandwidth Rates®
Country (GHz) (MHz) (Mbps)
USA LMDS block A 1150 862
28,29,31
LMDS block B 150 115
31
38 (point to point) N x 50 N x 75
40 Future
60 Future
Canada LMCS 3000
25-28
Japan 23-28 Various
Europe 26 Various
40 3000
28 LMDS equivalent
Korea 25-27
Asia 26-31,38 Various

%Total data rate for the entire frequency block.

four permanent links per million people in the service area
at the 10-year mark would constitute substantial service.
More details on these rulings can be found in Refs. 2—4.

3. MILLIMETER WAVE PROPAGATION

3.1. Clear Air Absorption

At frequencies above 10 GHz, radiowaves propagating
through the atmosphere are subject to molecular absorp-
tion. Although typical LMDS frequencies near 28 GHz
are in a “window” — comfortably between the water vapor
absorption line at 22 GHz and the band of oxygen lines
near 60 GHz—there will nevertheless be some residual
effects from the tails of these and other lines. Such effects
can be evaluated using the millimeterwave propagation
model of Liebe [5,6] (see also Rec. ITU-R P.676-4 [7]).
For example, Fig. 2 shows clear air absorption as a
function of frequency and humidity for a standard atmo-
sphere (15°C, 1013.25 mbar) and a frequency range of
10—-100 GHz. Figure 3 shows the absorption as a func-
tion of relative humidity and temperature for 28 GHz
and 1013.25 mbar. Note that on a hot, muggy day, a
6-km path could suffer perhaps 5 dB clear air attenua-
tion.

3.2. Effects of Rain

Absorption and scattering of radiowave energy, due to the
presence of raindrops, can severely degrade the reliability
and performance of communication links. Attenuation
resulting from propagation through raindrops is perhaps
the most significant threat to line-of-sight (LoS) radio links
operating in the millimeter waveband. For such systems,
reliability predictions based on rain attenuation alone are
often sufficient, since the error due to the exclusion of the
other atmospheric propagation effects is much less than
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Figure 2. Clear air absorption as a function of frequency and
humidity at 15°C and 1013.25 mbar.
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Figure 3. Clear air absorption as a function of relative humidity
and at 28 GHz and 1013.25 mbar.

the normal year-to-year variation in rain attenuation. In
general, rain-induced dispersion (frequency selectivity) is
not considered significant for bandwidths of less than
1 GHz [8]. Note that proposed channelization schemes
within the LMDS bands are all much smaller than 1 GHz,
hence this effect can be ignored.

Rain attenuation is a function of drop shape, drop
size, rain rate, and wavelength. Since the drops are
randomly distributed in the atmosphere, the net scattering
is an incoherent superposition of contributions from
individual drops. The power scattered and absorbed
per drop for a unit incident energy flux is called the
absorption cross section o, which for spherical drops is a
function of the wavelength, drop radius, and the refractive
index.

In traversing an incremental distance ds through
spherical raindrops of radius r, the fractional loss of flux
is n,ods, where n, is the number of drops per unit volume
with radius r. The beam intensity decays exponentially,
ie., I(x) =Ipe™®, where a =n,o is the attenuation or
extinction coefficient. In a rain storm, the actual drop
sizes vary with rain rate and type of storm activity, and
hence, the total attenuation is obtained by summing the



contribution from all drop sizes or
a= /0’(7‘, A, m)n(r)dr

where n(r) is the drop size distribution, A is the
wavelength, and m is the complex refractive index. The
specific attenuation over a path of length L in decibels per
unit length is

, _ 10logy(lo/IL))

17 =4343a

The drop size distribution is a function of rain rate and type
of storm activity and is well represented by an exponential
of the form [9]

nr) = Noe’”Rfdr

where R is the rain rate, in mm/hr, r is the drop radius
in millimeters, and ¢ and d are empirical constants.
The absorption cross section can be calculated using the
classic scattering theory of Mie for a plane wave incident
on an absorbing sphere [9]. For frequencies of <40 GHz,
where the wavelength is much greater than the drop size,
the Rayleigh approximation can be used. The Rayleigh
scattering cross section is given by

where Im refers to the imaginary part of the argument.

Integrating over all possible drop sizes and assuming
Rayleigh scattering gives a relatively simple relationship
between the specific attenuation and the rain rate: « = aR?
(dB/km). The coefficients a and b depend on the drop
size distribution, refractive index, and frequency. By
convention, the coefficients are given for rain rates in
mm/h. This result is consistent with direct measurements
of attenuation and is in agreement with Mie scattering [9]
over a wide frequency range.

Several investigators have studied the distribution of
raindrop sizes as a function of rain rate and type of storm
activity. Olsen et al. [10] give tables of coefficients for
several spherical drop size distributions as a function
of temperature and frequency. The most commonly used
distributions are those of Law and Parsons (LP), Marshall
and Palmer (MP), and Joss and Waldvogel (JW). Law and
Parsons propose two distributions, the LP(L) distribution
for widespread rain (with rates less than 25 mm/hr), and
the LP(H) distribution for convective rain with higher
rates. In general the LP distributions seem to be favored
for design purposes because they have been widely tested
and compared to measurements. The LP(L) distribution
gives approximately the same specific attenuation as
the JW thunderstorm distribution, and the specific
attenuation of the MP and LP(H) are approximately the
same. Allen [11] points out that for millimeter waves there
is a range of more than a factor of 2 in specific attenuation
for different drop size distributions used by Olsen et al.
and a range of a factor of 4 for the different climate regions
used by Dutton et al. [12]. The resulting uncertainty is a
critical limitation to predicting link reliability.
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In general, drops are not spherical, in which case the
coefficients depend on polarization. Coefficients for ver-
tically and horizontally polarized electromagnetic waves
have been calculated for oblate spheroidal drops using
methods similar to those described above. Coefficients
for nonspherical drops and methods for calculating coef-
ficients for arbitrary polarizations are given in ITU-R
P.838-1 [13]. Figure 4 compares the specific attenuation
at 30 GHz as a function of rain rate for L-PL coeffi-
cients (spherical drops at 20°C) and ITU coefficients for
horizontal and vertical polarization. Note that vertical
polarization provides a significant advantage for lengthy
paths in moderate to severe rain.

In principle, the total attenuation is obtained by
integrating the specific attenuation over a particular path.
Accurately modeling the total attenuation is difficult since
rain rate is a nonstationary random process with short
and long term, as well as global and local variations.
Local variations occur because the vertical distribution
of precipitation varies with temperature as a function of
height. Also, intense rain tends to be localized and the rain
rate can vary significantly over terrestrial paths.

Two important models that are commonly used to
predict terrestrial path attenuation are the global model
of Crane [14] and the ITU model (ITU-R P.530-8 [15]).
Both models provide empirical formulas for calculating an
effective pathlength L.g that is a function of the rain rate.
The path attenuation is then the product of the specific
attenuation based on the locality or point rain rate and
the effective pathlength

A(dB) = aR’L.

If measured rain rate statistics for the desired location
are not available, both the Crane global model and the
ITU model give methodologies for estimating rain rate
statistics for an average year. The ITU model provides
global data for calculating rainfall statistics with grid
points spaced at 1.5° intervals in both latitude and
longitude. The Crane global model partitions the world
into 12 rain climate zones based on the assumption
that the location-to-location variability within a zone
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Figure 4. Specific attenuation as a function of rain rate for LP(L)
(spherical drops at 20 °C) and ITU drop distributions.
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is comparable to the year-to-year variation at a point.
Location-to-location variability and year-to-year variation
in the rain rate distribution are reported to be lognormal
with a standard deviation of 50% for all climate
regions [16]. The Crane model is widely used and has
been shown by Dutton [17] to be one of the better models.

The Rice—Holmberg [18] global surface rain rate model
can be used to calculate local rain rate statistics using
historical meteorological data. This model is based on
extensive long term rain rate statistics from 150 locations
throughout the world. The Rice—Holmberg model gives
the rain rate distribution in terms of commonly recorded
climatologic parameters: the average annual rainfall
accumulation and the average annual accumulation
of thunderstorm rain. According to this model, the
cumulative distribution of 1-minute average rainfall rates
for an average year is given by

M
PR > p} = %{O.OSﬁe’Omp +02(1-p8)

x [670.258;7 4 1'86e71.63p]}

where M is the average annual rainfall accumulation in
mm and B is the average annual ratio of thunderstorm
rain to total rain. The required climatological data can
be obtained from a variety of sources. Perhaps the best
source for the rainfall data is the National Climatic
Data Center (NOAA/National Weather Service, Asheville,
North Carolina) which is the world’s largest active
archive of weather data. Extensions to the Rice—Holmberg
model that include year-to-year and location-to-location
variability are given by Dutton [19].

As an example, consider radio links of less than 20 km
in the vicinity of San Francisco, California. Using the
Rice—Holmberg model and historical data from a local
weather station [20], the 1-min rain rate exceeded less
than .01% of an average year is found to be 18.6 mm/h.
Considering the LP(IL.) and the ITU coefficients for
vertically and horizontally polarized waves, the specific
attenuation for 18.6 mm/h is obtained from Fig. 4. The
effective path lengths calculated using both Crane global
model and ITU procedures are shown in Fig. 5. The total
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Figure 5. Effective pathlength based on the Crane global and
ITU models assuming a rain rate of 18.6 mm/h.
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path attenuation is the product of the specific attenuation
and the effective pathlength that corresponds to the actual
pathlength. For a 10-km link assuming an LP(L) drop
distribution (@ = 3.73 dB/km), the total path attenuation
is 37.3 dB according to the Crane global model and 27.1 dB
according to the ITU model. These results give the total
attenuation exceeded less than 0.01% of an average year.

3.3. Rain-Induced Depolarization

Rain-induced depolarization is due to differential attenu-
ation and phase shifts caused by nonspherical raindrops.
The classic model for a falling raindrop is an oblate
spheroid with its major axis canted to the horizontal and
with major and minor axes related to the radius of a sphere
of equal volume. For practical applications a semiempirical
relationship between rain attenuation and depolarization
is provided by Ippolito [9] (see also Ref. 15):

XPD = 301log;, fou, — 101og;,(0.5 — 0.4697 cos 47)
—40log;y(cos0) — 23log;, A

where XPD is the “cross-polarization discrimination,” that
is, the ratio (in decibels) of the copolarized and cross-
polarized field strengths, where 7 is the tilt angle of the
polarization with respect to horizontal, 8 is the elevation
angle of the path, and A is the rain attenuation in decibels.
For 30-GHz terrestrial links (¢ ~ 0) with attenuation of
less than 15 dB, and horizontal (z = 0) or vertical (t = 7/2)
polarization, the effects of rain-induced depolarization are
quite small (XPD > 30 dB).

3.4. Attenuation Due to Fog

Fog results from the condensation of atmospheric water
vapor into water droplets that remain suspended in air.
There are two main types of fog. Advection fog is coastal
fog that forms when warm, moist air moves over colder
water. Liquid water content of advection fog does not
normally exceed 0.4 g/m®. Radiation fog forms inland at
night, usually in valleys and low marshes, and along
rivers. Radiation fog can have a liquid content of up
to 1 g/m3.

Specific attenuation for fog can be calculated using
a model developed by Liebe [6]. Using this model
and assuming dense fog conditions with 1 g/m?3 water
result gives a specific attenuation of 0.5 dB/km. For a
homogeneous fog path of 6 km, the total attenuation
is 3 dB.

4. LMDS RADIO CHANNEL

Signal impairments due to atmospheric gases, rain, and
rain depolarization are important radiowave propagation
factors that can be computed using methods outlined
in the previous sections. However, millimeter wave
signal dispersion due to multipath and attenuation, and
depolarization due to random distributions of vegetation
are system and site dependent and must be measured. For
example, multipath measurements are highly dependent
on the beamwidth of the transmitting and receiving



antennas. Since narrow beam antennas will filter out
multipath signals, a multipath metric such as delay spread
(S), will be smaller for LMDS point-to-point systems using
a narrow beamwidth antenna than an LMDS broadcast
system using a wider beamwidth antenna. The site
dependence of these parameters for broadcast systems is
also critical. For instance, the percentage of LoS paths to
potential subscribers (and hence signal attenuation) will
vary depending on transmitter location and environment.
An urban high-rise or hilly suburban environment will
suffer more blocked paths than a flat rural environment
with little vegetation. When dealing with attenuation due
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to vegetation, further environmental distinctions must
be made to account for vegetation type, density, and
distribution.

Fortunately some aspects of the millimeter wave
radio channel can be modeled using advanced computer
methods. Standard radio propagation models can calculate
diffraction and signal blockage due to terrain by
incorporation of digital terrain data for an area. More
advanced models have been developed for millimeter
wave and LMDS applications that incorporate higher
resolution terrain and building elevation data from aerial
photographs. These programs can then determine LoS
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Figure 6. LMDS propagation modeling program output overlaid on an aerial photograph of San
Jose, CA. Purple areas indicate line-of-sight coverage from a 12 m high transmitter located to the

southeast.
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Table 3. Measurement Equipment Parameters

Antenna Beam Width (degrees)  EIRP Sensitivity (dBm)

Vertical Azimuthal (dBm) Narrowband Wideband
Transmitter 20 90 51 N/A N/A
Receiver 7.5 7.5 N/A —130 —102

paths at millimeter wave frequencies. Figure 6 is an
example of such a computer simulation.! This figure
is an aerial photograph of several houses in San Jose,
CA. The purple areas indicate LoS coverage from a 12-m
transmitter located to the southeast. Computer processing
of the photograph was used to develop the surface
contour used in conjunction with latitude, longitude and
elevation of the transmitter location to determine LoS
paths. However, these efforts still lack the ability to
incorporate multipath and attenuation, diffraction, and
depolarization due to vegetation. To incorporate these
effects, measurement data are required.

4.1. LMDS Broadcast System Area Coverage and Radio
Channel Measurements

LMDS is ideal for providing last-mile connectivity to a
fixed, broadband network. To achieve this it is important
to know the area coverage and the radio channel
characteristics for specific sites and proposed systems,
including vegetation. A typical last mile solution in
suburban neighborhoods will utilize broadcasting base
stations arranged in a cellular pattern with low antenna
heights and spaced on a 1-2-km grid. Consumers could
then install small directional antennas aimed at the base
station. Typically the forward link from the base station
would be high power and high bit rate while the reverse
link would be low power and low bit rate. To quantify the
percentage of households that can be reached (coverage
achieved), as well as the radio channel characteristics,
a set of 30-GHz radiowave propagation measurements is
described below.

These measurements include area coverage, sig-
nal attenuation, signal depolarization, and the delay
spread (S) for an LMDS radio channel. The measurement
system transmits a 28.8-GHz narrowband continuous-
wave (CW) signal and a 30.3-GHz wideband signal through
a common traveling wavetube amplifier. The wideband sig-
nal, used to measure the radio channel impulse response,
was created by modulating the carrier with a 500-Mb/s
pseudo-random-noise code. The transmitter used a single
vertically polarized horn with 14 dB gain. The antenna
had a 90° azimuthal 3-dB beamwidth, and a 20° vertical
beamwidth. The EIRP for the transmitter was 51 dBm
(—6 dBW/MHz for 500 MHz BW).

The receiver antenna system consisted of two 7.5°
dishes with linearly polarized feeds. One dish was
aligned for vertical polarization, and the second was

1 The user’s guide to CSPT (communications system planning
tool) is available from ITS by request. The software is available
free of charge to users.

aligned for horizontal polarization. The received signals
were split and processed in separate narrowband and
wideband receivers. The wideband receiver provided
cophase and quadrature-phase impulse response data
with 2-ns resolution. The receiver had a sensitivity of
—102 dBm and a dynamic range of 50 dB. The narrowband
receiver was used to measure received signal power. It
had a sensitivity of —130 dBm and a dynamic range of
70 dB. Some relevant equipment parameters are listed in
Table 3.

4.2. Environment

The measurement area consisted of one- and two-story
single-family residences in Northglenn, Colorado and San
Jose, California. Both areas have small yearly rainfall
totals and slow tree growth. Some relevant geographic
statistics for each site are listed in Table 4.

Factors that can affect coverage at these sites include
rainfall, terrain, shadowing by buildings, and attenuation
by vegetation. Since the terrain at both survey sites
is flat, this is not an issue when comparing results
between the two sites. The distributions of roof heights
for each site were estimated from measured data and
are also similar. The most important difference between
the sites is the vegetation, in particular the tree canopy.
The tree population in Northglenn is dominated by elms,
maples, cottonwoods, and ponderosa pines. Mature trees
of these species are 9-15m tall. In contrast, many
trees in San Jose have tropical origins and are only
6—9 m tall.

4.3. Measurement Procedures

Both narrowband and wideband data were collected. The
narrowband data includes a time series record of the signal
power, which was used to study area coverage, short-
term variations of the signal and depolarization. These
data were recorded at 1000 samples/s for 50 s. Wideband
data, used to measure multipath, consisted of 100 complex
impulse responses at each site. Each impulse lasted for
254 ns and was sampled 1000 times. The repetition rate of

Table 4. House Density, Normal Temperature, and
Rainfall Averages for Northglenn, CO, and San Jose, CA

Northglenn, San Jose,
Geographic Statistics Colorado California
Number of houses/km? 780 900
Temperature (°F)® 50.3 59.7
Precipitation (in.)? 15.31 13.86

“Monthly average.
bYearly normal between 1951 and 1980.



the impulses from the sliding correlator was 10 Hz. Both
data sets were collected using vertical (copolarized) and
horizontal (cross-polarized) receive antennas.

The receiver address was determined by randomly
selecting houses, using aerial photographs of the survey
area. Because it was assumed that the probability
of acceptable coverage would decrease with distance,
each broadcast cell was first subdivided into bands of
increasing radii from the transmitter. Stations (houses)
were then selected randomly from equal area subdivisions
of each band. Figure 7 shows a typical 0.5-km square cell
quadrant with its three sampling bands. The number of
stations needed for an acceptable error was determined
by assuming that the area coverage estimate could be
modeled using a binomial distribution (see the next section
for a description of this model).

At each receiver station the curbside location of
the measurement van was selected using both aerial
photographs and onsite inspection to avoid obvious
obstructions between the roof of the house and the
transmit antenna. The receive antenna height was
determined using a mast-mounted videocamera to locate
the height of the roof peak above street level and then
by raising the mast an additional meter. The optimum
receiver antenna azimuth and elevation angle were
then determined using narrowband, vertically polarized,
azimuth, and elevation scans to find the direction of
maximum received power.

It was desired to estimate coverage for cells that
could be separated into four symmetric quadrants. To
save time, only one quadrant of each cell was sampled.
It was assumed that the other quadrants would be
sufficiently uniform and would produce similar results for
the entire cell. In Northglenn, two 0.5-km (Fig. 7) square
cell quadrants were surveyed using different 12-m-high
transmitter locations, and the area coverage results were

- 250 m 250m ——— »

Figure 7. 0.5-km cell square cell quadrant with transmitter
located in the lower left corner. Areas I, II, III indicate sampling
zones for the calculation of area coverage statistics.
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compared and found to yield similar results. In San Jose,
one 0.5-km square cell quadrant and a 1-km circular cell
quadrant were surveyed using a 12-m-high transmitter
site. To study the area coverage dependence on transmitter
height, a 24-m-high transmitter site was added. The 0.5-
km quadrant and 1-km quadrant were re-surveyed using
this transmit antenna. Then a 2-km circular cell quadrant
was surveyed, also using the 24-m transmit antenna to
study the coverage dependence on transmitter height.

4.4. Area Coverage Model

The area coverage estimates are based on copolarized
(vertical) received power data. The coverage in each cell
band can be estimated as the fraction of houses for which
an adequate signal is available for a given percentage of
the time. If p; is the area coverage probability for the
band, n; is the number of houses sampled, and n;; is the
number of houses in the ith band that meet the signal level
requirements for coverage, the area coverage estimate is
ni1
b= —
n;
Assuming that the number of houses with coverage is
binomially distributed and the area is sampled without
replacement, the standard error o; in each cell band can
be approximated as [21]

1 1
o; = \/Pi(l —pi) <; - ﬁ)

where N; is the number of houses in the ith band. The
area coverage p. and error estimates o. for each cell are
calculated by weighting the results from each band using
their relative area a; and summing the results from each
band as follows:

pe=) ap;
i=1

0. = lE alo?
i

4.5. Area Coverage Metric

The metric used to determine area coverage is basic
transmission loss (Lp). Ly is the signal loss expected
between ideal, loss-free, isotropic transmitting and
receiving antennas [22]. This loss is a function of the
frequency, pathlength, and attenuation on the path. The
major source of attenuation in our survey area was
obstruction of the radio path by buildings and vegetation.

Coverage is the percent of locations for which L; does
not exceed the allowable loss (L) for a given system at
the desired availability level. If one knows the operating
parameters for a radio system, then an L;** can be
determined based on the available transmitter power
and the necessary SNR at the receiver to achieve the
required bit error rate (BER). A station then has coverage
if L, < L.

Availability is based on the time variability of the
received signal measured at each station. The cumulative
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distribution function (CDF) of the received power is used
to calculate the time statistics (i.e., availability) of L,.
For instance, the median signal power measured at a
receiver station gives L, for 50% availability, while the
lower decile gives L, for 90% availability. Using L,
calculated at specific availability levels and the statistical
development of the previous section, area coverage and
standard error estimates are made for a range of Ly**.
As one would expect, coverage decreases at increased
availability levels. Because a high level of availability
is desirable, we have summarized area coverage results
versus L;** assuming 99% availability. For coverage
estimates at higher availability levels, more independent
measurements would be required.

Because coverage estimates for both Northglenn and
San Jose are similar, a sample of results from both sites
are used to illustrate the general trends. Area coverage
for a 0.5-km cell quadrant and a 1.0-km cell quadrant,
both using a 12-m-high transmitter site in San Jose,
are shown in Fig. 8. From the figure we can see that
systems capable of sustaining an L* of 150-155 dB
can achieve 80% coverage at 99% availability in 0.5-km
cell quadrants (1-km transmitter spacing). For the 1-km
quadrant (2-km transmitter spacing), the coverage for L,
between 150 and 155 dB decreases to 75% versus 80%
measured in the 0.5-km quadrant. In Fig. 9, we see that the
area coverage for San Jose is improved significantly for the
0.5- and 1-km quadrants by using a 24-m-high transmitter
site. Now, 80% coverage for the 0.5-km quadrant can be
achieved at an L, of 140 dB, 10-15 dB less signal loss
than the 12-m transmitter results. When using a 24-m-
high transmitter in the 1-km quadrant, 80% coverage
can be reached at an L, between 145 and 150 dB. For
the 2-km quadrant we see that 80% coverage is not
achieved for an L, up to 155 dB. More details can be
found in Ref. 23.

4.6. Attenuation

Attenuation is the additional power loss above the free
space loss (spreading loss) between the transmit and
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Figure 8. Area coverage estimate p. versus Ly®* at 99%
availability for 0.5 km and 1.0 km cells using a 40-ft transmitter,
San Jose, California.
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Figure 9. Area coverage probability estimate p. versus Ly** at
99% availability for 0.5-, 1.0-, and 2.0-km cells using the 80-ft
transmitter, San Jose, California.

receive antennas. It is convenient to separate L, into
its two components, attenuation A and basic free-space
loss Ly;:

Ly(dB) = L;(dB) + A(dB).

Using this relationship, A is calculated by subtracting Ly,
from L, where Ly, is

Ly, (dB) = 32.4 + 201og f(MHz) - d(km).

An attenuation versus distance graph for San Jose using
the 12-ft transmitter site is shown in Fig. 10. The data
is highly scattered due to the random nature of the
obstructions. However, a general trend can be seen by
overlaying a linear least squares fit curve on the data.
Similar linear fits were made using the other Northglenn
and San Jose data. The slopes and intercepts of these
curves are summarized in Table 5.

The slope of the attenuation data has an expected
inverse correlation with the area coverage results.
Northglenn, which had a smaller coverage estimate
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Figure 10. Attenuation versus distance using the 40-ft trans-
mitter, San Jose, California.




Table 5. Attenuation versus Distance Slope and Intercept
Data for Northglenn, CO and San Jose, CA

Slope Intercept
Site (dB/km) (dB)
Northglenn (40-ft transmitter) 424 7.3
San Jose (40-ft transmitter) 40.9 2.1
San Jose (80-ft transmitter) 6.7 9.4

than San Jose, has the larger attenuation slope. The
attenuation slope decreased significantly when the 24-ft
transmitter site was used in San Jose, indicating that
the radio path was able to clear many more obstructions.
When a tree is blocking the radio path, signal propagation
will be dependent on scattering and diffraction. In many
cases when a tree was obstructing the radio path it
was located within 10-20 m of the receiver site. For
the 500-m cell, using an average pathlength of 250 m
and assuming an obstruction (e.g., tree) at 235 m, the
diameter of the first Fresnel zone for a 30 GHz signal
is about 1 m. Usually LoS radio links require 60% of
the first Fresnel zone to be free of obstructions to limit
diffraction losses [22]. Hence, at least a 77-cm opening
through the tree canopy is required for an unobstructed
radio path.

In addition to arguments using Fresnel diffraction
zones, large signal attenuation by trees is consistent
with previous experiments to characterize millimeter
wave propagation in vegetation [24—27]. Measurements
in regularly planted orchards have found attenuation
values between 12 and 20 dB per tree for one to three
deciduous trees and up to 40 dB for one to three coniferous
trees. The measured attenuation can be accounted for by
a combination of one to four coniferous or deciduous trees
on the radio path.

4.7. Cross-Polarization Discrimination

Cross-polarization discrimination measurements were
made to test the practicality of frequency reuse schemes
that employ signals of orthogonal polarization. A vertical
linearly polarized signal was transmitted and both ver-
tically and horizontally polarized signals were received.
The larger XPD is, the more effective orthogonal fre-
quency reuse will be. At millimeter-wave frequencies, rain-
induced depolarization is produced by differential atten-
uation caused by nonspherical raindrops. As discussed
previously, the effects of rain-induced depolarization for a
short 30-GHz terrestrial link is expected to be small. Of
more concern is the depolarization caused by scattering
from vegetation. Experiments [24—27] have characterized
millimeter wave depolarization in both coniferous and
deciduous orchards. The most serious impairments are
seen consistently in conifer tree stands where the average
XPD at 28.8 GHz was 12 dB for foliage depths of 20 m and
decreased to about 9 dB after 60 m. However, it is difficult
to apply these results to cells proposed for LMDS appli-
cations because the foliage depth and tree species for any
particular subscriber are random and unknown. Measured
XPD results for Northglenn are presented as a function of
attenuation in Fig. 11. The data are highly scattered but
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Figure 11. Cross-polarization discrimination (XPD) versus
attenuation for 0.5-km cells using 40-ft transmitters in North-
glenn, Colorado.

a linear fit predicts an XPD of 14 dB at an attenuation of
30 dB, which is 10 dB greater than predicted due to rain.

4.8. Characterization of Multipath Using the Tapped Delay
Line Channel Model

The tapped delay line channel model is

N
h(t) =Y Bud(t — Te 7o

n=1

where h(t) is the complex channel impulse response, N
is the maximum number of taps, n is the tap index, B
is the tap gain, 7 is the tap delay, and o, is the carrier
frequency.

We selected three stations located at successively
greater distances from the transmitters along the same
cell radial to represent good, moderate, and bad wideband
channels. Table 6 summarizes the channel model at these
stations. The small delay spreads confirm that there
are few specular reflections due to the filtering effect
of the narrow beam receiver antennas. We note that
delay spread is calculated using a 20-dB threshold. Table 7
lists the distance (D) between transmitter and receiver,
attenuation (A), delay spread (S) and L; for these paths.
From Table 4 we see that links that exhibit multipath also
have larger values of L, and attenuation. Delay spreads
are also plotted versus attenuation in Fig. 12. This plot
also indicates that multipath is associated with larger
signal attenuations.

5. SUMMARY

An LMDS band allocation was established by the FCC to
provide broadband wireless access services to MANs and
LANs. The spectrum allocation straddles the EHF and
SHF bands near 30 GHz. Radiowaves in this part of the
spectrum are commonly called millimeter waves. Although
the radio bands were allocated and some technical
specifications were made by the FCC, interference and
coexistence rules were not defined for the broadcast
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Table 6. Summary of Tapped Delay Line
Models for Good, Moderate, and Bad
Channels from Northglenn, CO

Quality Tap # Bn (dBm) 7, (ns)
Good 1 0 0
Moderate 1 0 0
Moderate 2 —-13.7 5.3
Bad 1 0 0
Bad 2 —-2.8 3.6
Bad 3 -16.2 15.3

Table 7. Summary of Distance D, Attenuation A,
Delay Spread S, and Basic Transmission Loss L at
99% Exceedance for Three Wideband Channels in
Northglenn, CO

A Ly
Quality D (m) (dB) S (ns) (dB)
Good 122 6.2 1.26 111.7
Moderate 309 32.2 1.60 145.9
Bad 419 32.6 2.95 159.4

mode of operation. To define these standards the IEEE
LAN/MAN standards group 802.16 was established. This
group is expected to publish physical layer (PHY) and
media access control (MAC) Layer standards established
by a consortium from private industry and government.
The advantages and disadvantages of LMDS are related
to the use of the millimeter wave portion of the radio
spectrum. The millimeter wave spectrum allows some
equipment miniaturization and has large available band-
widths necessary for high-speed digital communication.
But there are also significant problems associated with
millimeter wave systems such as radiowave propagation
impairments, the higher cost of electronic components, and
unavailability of high-power solid-state linear amplifiers.
Radiowave propagation considerations for point-to-
point links include attenuation caused by rain and atmo-
spheric adsorption and depolarization due to nonspherical

raindrops. These effects can be estimated using models
and empirical formulas. Advanced computer models that
incorporate high resolution areal photography and digital
terrain data can be used to determine LoS paths excluding
blockage due to vegetation. For broadcast systems, mea-
surement data for specific environments must be used to
determine coverage, availability levels, and radio channel
characteristics such as multipath and signal depolariza-
tion. To date only limited measurement data are available
at millimeter wave frequencies.
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1. INTRODUCTION

Local area networks (LLANs) are private, high-speed
networks that are limited in distance and typically serve
as a distribution system for both Internet and local
information services.

2. HISTORY

Although a number of research and development activ-
ities can be associated with the origin of the LAN,
the best known early publication in this field appeared
in 1976 [1] by Robert Metcalfe and David Boggs, who
developed the Ethernet Local Area Network system
while working at Xerox PARC. This coaxial cable-
based system transmitted data at 2.94 Mbps. Follow-
ing development of the Ethernet LAN, other local
network technologies appeared and disappeared, most
notable of which was the token ring system developed
by IBM.

In 1980, Xerox, Digital Equipment Corporation, and
Intel developed the “Ethernet Blue Book” or “DIX
standard.” The second version of this standard was
completed in November 1982. Also in 1980, the IEEE
formed the 802 Committee to standardize LAN/MAN
(metropolitan area network) technology. This committee
continues to develop and extend LAN standards.

2.1. Xerox PARC

As mentioned above, Robert Metcalfe and David Boggs
published the details of Ethernet, a project developed at
the Xerox Palo Alto Research Center in 1976 (Fig. 1).
Although developed in 1976 the concepts presented in this
paper are still the foundation for the contention based
LANS of today.

It should be noted that Metcalfe later founded 3COM
Corporation, which was instrumental in transitioning
Ethernet from the laboratory to the commercial mar-
ketplace. Thus he developed the concept in a research
environment and then guided its transition to the com-
mercial world.



1280 LOCAL AREA NETWORKS

g , N\
. Station
- Transceiver
ng/. Interface cable |
Interface )

I%‘ I%‘ I%‘ Controller
L - Terminator
\— -

_ The ether / I )

Figure 1. Diagram presented at the 1976 National Computer
Conference by Robert M. Metcalfe.

2.2. 802 Activities

In 1980, noting the increasing popularity of Ethernet and
the need to standardize existing and future LAN protocols,
the IEEE formed the 802 Committee, whose duties
were to oversee these standards. Later, the Committee’s
responsibilities were increased to address MAN standards.
As can be seen by the sample of IEEE 802 working
group activities listed below, this effort has been quite
comprehensive (see Table 1).

As the standards were developed, many transitioned
to ANSI and eventually ISO standards. Notable among
these standards are 802.1, 802.2, 802.3, 802.4, 802.5, and
802.11. IEEE 802.1 defines the overall architecture of the
set of standards; 802.2 defines the logical link control
(LLC), which provides a standard set of network services
to higher-level protocols; and 802.3, a contention-based
system, addresses the copper-based Ethernet standards,
which are still employed. 802.3 has expanded from the
original 10-Mbps coaxial cable standard to one employing
twisted pairs and fiber optics operating at 10, 100, 1000,
and 10,000 Mbps.

While the 802.3/Ethernet standard describes a
contention-based system, the 802 Committee has devel-
oped several contention-free, token passing systems, the

Table 1. Sample of IEEE 802 Activities

P802.1, High Level Interface P802.2, Logical Link
(HILID) Control®

P802.3, CSMA/CD P802.4, Token Bus®

P802.5, Token Ring® P802.6, Metropolitan Area
Network (MAN)*

P802.7, Broadband TAG* P802.8, Fiber Optic TAG®

P802.9, Integrated Services LAN  P802.10, Standard for
(ISLAN)® Interoperable LAN
Security (SILS)*

P802.12, Demand Priority®

P802.11, Wireless Local Area
Network (WLAN)

P802.14, Cable-TV Based
Broadband Communication

P802.15, Wireless Personal
Area Network (WPAN)

Network®

P802.16, Broadband Wireless P802.17, Resilient Packet
Access Ring

%Inactive.

®Disbanded.

most significant of which is the 802.5—a token ring
system popularized by IBM that has practically become
extinct. 802.4, a token bus system designed primarily
for/by the automotive industry, never achieved popularity
and is also extinct.

The token passing systems avoid contention by having
the stations organized in a ring (physical for 802.5 and
logical for 802.4). A token is passed from station to
station. If it has nothing to send, the station receiving
the token will directly pass the token to the next station
or if it does have packets queued for delivery, it will
send one or more of those packets before passing the
token to the next station. This deterministic behavior
offers capabilities not available in the contention-based
802.3 systems, such as supporting priority schemes and
providing worst-case response times. However, these
features were not adequate to overcome the overwhelming
popularity of the Ethernet systems, and they became
extinct as hub-based 802.3 systems eliminated the
capability gap between the contention and token-based
systems.

As the 802.3 hubs increased in sophistication, they
began to use alternative technologies internally. This move
changed the role of the IEEE standards from describing
the overall activity and behavior of the network to that of
describing the network interface to the hub. 802.11 covers
a set of wireless Ethernet standards, including 802.11b,
which is currently commercially popular and discussed in
detail later in this article.

3. ETHERNET FUNDAMENTALS

Contention based LAN systems employ a broadcast
approach where every station potentially hears every
transmission. This means that overlapping transmissions
(from different stations) will collide and interfere with
each other. In order to avoid collisions or quickly recover
from those collisions not avoided, the CSMA/CD concept
is employed. Originally known as listen before talk, and
now known as carrier sense multiple access (CSMA), the
first part of this approach requires each station to listen to
the medium and detect the presence of any transmission.
If no transmission is detected, then the station may go
ahead and transmit. If the medium is busy, the station
defers until the medium becomes free. In order to allow
transmission detection, the modulation scheme employs a
carrier that is quickly distinguishable from a quiescent
state. For the original Ethernet and 802.3 standards
differential Manchester encoding was employed. This
modulation scheme requires a minimum of one line state
transition per bit, making it easy to distinguish from a
quiescent line.

However, CSMA, by itself, is not sufficient to avoid
collisions. Multiple stations could simultaneously sense
an empty medium and decide to transmit at roughly
the same time, thereby creating a collision. In order to
operate efficiently, LANs must detect and quickly recover
from collisions since (1) the time involved in a collision
is wasteful; and (2) since the messages are obliterated,
they become lost frames and thus require some action
at higher levels (TCP in the Internet), which noticeably



degrades performance. Originally known as listen while
talk, collision detection (CD) is handled a number of
ways. In coaxial cable—based networking, the transmitting
station listens to the network while transmitting. If
the message observed is not identical to that being
transmitted, a collision has occurred. At this point, the
detecting station continues to transmit for a short jam-
time period (or alternatively sends a jamming signal for
that same interval) in order to allow the collision to be
noticed by all involved parties.

Twisted-pair technologies use hubs that employ sep-
arate pairs for transmitting and receiving data. When
receiving a transmission, the hubs relay it to all connected
stations except the originating station. Thus, if a transmit-
ting station hears an incoming transmission, a collision is
taking place because the transmission has originated from
a different station.

When a collision is detected by whatever means
employed, the participating stations transition into a
backoff state. Essential to this technique is the concept
of a slot time. The value of a slot time varies with
the implementation standards, but it must satisfy the
following criteria [2]:

o It must define an upper bound on the acquisition time
for the medium.

o It must define an upper bound on the length of a frame
fragment generated by a collision.

o It is used for scheduling retransmissions.

The first two criteria dictate that the slot time will be
at least equal to the longest round-trip propagation delay
between two stations on the same LAN plus the jam time.
This propagation delay involves the signal propagation
through the medium plus any electronic delays induced by
hubs, repeaters, and level 2 switching. More specifically, it
is the longest time period for which a transmitting station
must transmit before being assured that a collision will
not take place.

The backoff technique employed by IEEE 802.3 and
Ethernet is truncated binary exponential backoff. Here,
when encountering a collision, each station waits until
the medium is clear (the collision has ended); it then
waits an integer number of slot times chosen from a
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randomly distributed set of integers in a specified range.
If a collision again occurs, the integer range is increased.
Eventually, the station either transmits successfully or
gives up after a backoff attempt limit and declares a
system failure.

The specific integer range for the nth transmission retry
is 0 < r < 2%, where k = min(n, 10).

The set of stations that may enter into a collision or see
a collision fragment is known as a collision domain while
the set of stations that can receive a single broadcast is
known as a broadcast domain. These are often the same
two sets, but the collision domain may be a proper subset
of the broadcast domain through the use of switching hubs
and other devices that pass broadcast messages but block
collisions.

4. 1EEE STANDARDS

4.1. 1EEE Model

As mentioned earlier, the IEEE 802 Committee has
developed both an architecture and an associated set
of protocols that are quite thorough. Unfortunately, a
complete explanation would take longer than space here
allows. Therefore, only an overview is provided here. The
IEEE architecture is shown in Fig. 2.

The IEEE model addresses two major ISO model layers:
the physical and the data link layers. The ISO physical
layer corresponds closely to the IEEE physical layer, while
the ISO data link layer contains two sublayers: the IEEE
media access control (MAC) and logical link control (LLC)
layers.

Multiple link service access points (LSAPs) provide
LAN services to higher level layers. Unacknowledged
connectionless (type 1), connection-oriented (type 2), and
acknowledged connectionless (type 3) are defined in the
standard. These LSAPs also hide the MAC/PHY level
differences between the various options. IEEE 802.3
(the Ethernet style) employs the type 1 (unacknowledged
connectionless) service.

The MAC sublayer supports the LLC sublayer by
providing the necessary functions for the LLC to perform.
Specifically, it provides for the transmission and reception
of frames, which involves framing, addressing and frame
check sequence generation and checking.

1 1
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L] Figure 2. IEEE 802.11 standards.
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The physical layer deals with the actual transmission
and reception of signals, modulation and timing issues,
and so on.

4.2. 1EEE Address Management

The developers of Ethernet recognized the value of
ensuring that each LAN device, regardless of the PHY
layer, has a unique and standard address. In reality, this
is only critical for devices on the same LAN since traffic
across different LANs is handled by Internet protocols.
Originally, Xerox administered LAN addresses, but now
IEEE holds this responsibility.

Known as MAC addresses, LAN addresses are 48 bits
in length (6 octets). The first 2 bits of the address define
its nature. The first bit indicates whether the address is a
unique (set to 0) or multicast address (set to 1). The second
bit, if set to 0, indicates the address is administered by the
IEEE. If set to 1, the address is locally administered and
not subject to any of the following specifications. Obviously,
virtually all LAN addresses are globally administered by
the IEEE.

The IEEE addresses are further split into 24-bit
portions. The first 24 bits define the organizationally
unique identifier (OUI), which is administered by the IEEE
and allocated uniquely to requesting organizations. Thus
it is impossible for LAN addresses specified by one vendor
(employing that vendor’s OUI) to duplicate addresses from
another vendor. Each vendor is responsible for avoiding
duplication within its OUI address space. Each distinct
OUTI allows the vendor to develop approximately 4 million
group and unique addresses. If an organization does
exhaust its address space, it simply applies for another
OUIL Duplication of IEEE addresses has been observed
but attributed to manufacturing defects.

4.3. IEEE Media Access Control Frame Format

Originally, the IEEE 802.3 and Ethernet standards
defined slightly different MPDU (MAC) frame formats
as shown in Fig. 3.

The original differences between the IEEE 802.3 and
Ethernet standards were minimal. The most significant

was that the Ethernet standard employed a protocol
type field to identify the protocol that either requested
transmission of the frame or should receive the frame.
The 802.3 standard employs the 802.2 layer between the
802.3 and IP layers. The 802.2 SNAP format presents an
alternative means for providing the same identification.
The 2-octet length/type field is used to distinguish between
the approaches. Values less than or equal to 1500 indicate
the frame is an IEEE 802.3 frame and the field is a length
field containing the length of the remainder of the frame
while values above or equal to 1536 represents a protocol
id (e.g., 2048 indicates Internet IPv4) and an Ethernet
frame. In 1997, revisions to 802.3 merged the Ethernet
format into 802.3 as an option.

As shown in Fig. 4 the updated frame format merges
the two fields into a single length/type field.

When virtual LANs (VLANs) appeared, the Eth-
ernet frame format was again modified as discussed
later. The preamble is a sequence of 56 bits that
begins with 1, alternating zeros and ones, and ends
with 0. This pattern allows the receiver to synchronize
with the incoming data. The start of the important
frame contents is indicated by a start frame delim-
iter containing 10101011. Following the start frame
delimiter are the six-octet destination and source MAC
addresses, and following the MAC addresses is the
length/type field previously mentioned. The pad field
is used to ensure that the MAC frame size meets
the minimum requirements of the 802.3 MPDU. This
minimum size (the number of octets beginning with
the source address and including everything through
the 32octet FCS) varies with the particular 802.3
implementation —for example, 64 octets for the 10BasE
options.

4.4. IEEE PHY Level

The Physical (PHY) Level provides the capability of
transmitting and receiving bits between Physical Layer
Entities [3] through the defined modulation and encoding
schemes specified in the standard.

802.3:
Starting | Destination | Source
|(37r %?:rtgkti? delimiter address address (2L§2?;?s) ?(? %ﬁ E;?Q; Pad 4 Egtzt s)
(1 octet) | (6 octets) | (6 octets)
Ethernet:
Destination Source Type
|(38r %a::?:att):)a address address field (46 — 1E6)(e)lf)aoctets) (4 'c:)gtgts)
(6 octets) (6 octets) | (2 octets)
Figure 3. Original 802.3/Ethernet MPDU organization.
. R Length/
Starting |Destination| Source
P7reartntt)|e delimiter address address -ll‘}gl)de MAC client data Pad 4 FCtSt
(7 octets) (1 octet) | (6 octets) | (6 octets) (2 octets) (4 octets)

Figure 4. Final 802.3 MPDU frame format.



4.5. 1EEE 802.3: Current Copper LAN Implementations

Through the years, the IEEE has developed a large number
of LAN standards, originally designated as follows:

<data rate in Mb/s> <medium type> <maximum segment length
(x 100 m)>

For example, 10Base5 would signify a 10-Mbps baseband
system with a maximum cable length of 500 meters.

Later options dropped the maximum segment length
portion for a medium designation such as “T.” Thus,
10BASE-T would signify a 10-Mbps baseband twisted-pair
system. The standards began with coaxial cable-based
systems and then moved to twisted-pair systems also
increasing the data rate. Table 2 lists the most common
options.

4.5.1. 10BASE5. 10BasE5, the oldest member of the
IEEE 802.3 effort, is now mostly extinct. A 10-Mbps
descendant of Metcalfe’s Xerox PARC system, 10BASES
used a thick 50-Q coaxial cable (polyvinyl chloride with
a 0.40-in. diameter or fluoropolymer with a 0.37-in.
diameter). 10Base5, which allowed cable spans of up to
500 m, is the only IEEE 802.3 standard that employed
an external medium attachment unit (MAU) known as a
transceiver. These transceivers connected to the Ethernet
coax (coaxial cable) via vampire taps, which attach to the
inner conductor through a hole in the outer layers of the
coax. An AUI (transceiver) cable connected the transceiver
to the station. A failure in the cable would take the
entire coax-based system down, thereby making coaxial
cable problematic. If the cable were bent, crushed or a
terminator removed from either end, the signal quality
would be degraded enough, due to reflections, for the
system to fail.

4.5.2. 10BAsE2. The 10Base2 standard, also known as
Thin Ethernet or Cheapernet, employs a 50-2, RG-58 A/U
cable, which is smaller in diameter than the 10base5
cable. With this standard cable sections threaded their
way through each of the stations by employing a T-tap
at each station that brought the signal into the station.
The maximum cable length for this standard was only
185 m as compared to 500 m for the 10Base5. This did
not pose a significant problem, however, since computers
had become cheaper and more plentiful and the cable
could reach enough computers to make it practical. One
weakness was that each cable segment required two BNC
connectors which were a common point of failure.

4.5.3. 10BASE-T. Although not the first twisted-pair

LAN since 1Base-T and other non-IEEE systems existed
previously, the 10Base-T quickly became the standard

Table 2. Popular 802.3 Options

10BASES Thick coaxial cable 10 Mbps
10BASE2 Thin coaxial cable 10 Mbps
10BASE-T Two twisted pairs 10 Mbps
100BASE-TX  Two twisted pairs 100 Mbps
1000BASE-T  Four twisted pairs 1 Gbps
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LAN technology employed. This was true in part because
the installation and maintenance of twisted-pair cable
plants was far easier than that of the coaxial cable
systems. Additionally, RJ-45 connectors, which connect
up to four twisted pairs, are used to connect the cables to
hubs. The use of hubs allowed fault tolerance and, when
managed with SNMP or a similar protocol, provided useful
management and administrative capabilities.

The 10Base-T systems center around a hub (see Fig. 5),
known originally in the IEEE standard as a multiport
repeater. Unlike the two-way transmission possible
with coaxial cable, the twisted-pair systems employ
separate pairs for transmitting and receiving. Originally,
the system was designed to operate successfully with
Category 3 voice-grade unshielded twisted pair (Cat 3
UTP) cable. However, the improved performance of Cat 5
cable coupled with the emergence of 100Base-T systems
has eliminated Cat 3 cable from consideration for today’s
installations. The hub operates by reflecting any signals
received on the uplink from a station to the downlinks
for all but the transmitting station. Hubs may be spliced
together by using either a special gender switching cable
or a special repeater port on the hub. (Otherwise, the
downlink from one hub would connect to the downlink of
the other hub.)

The two-pair wire plant required a few changes to
the CSMA/CD implementation. While transmitting, the
10Base-T listens to the downlink rather than to the signal
on the cable. If a signal appears on the downlink, it must
have come from a station other than the listening station
thus indicating a collision and thereby negating the need
to compare the received message with the transmitted
message. When a collision is detected, the detecting station
continues to transmit and sends a jamming signal for the
jam interval in order to inform all involved parties of the
collision.

When the 10Base-T system was introduced, vendors
often had a mixed systems employing it and the two coaxial
cable technologies. PC NICs (network interface cards) that
provided all three interfaces (10Base5, 10BasE2, and 10BASE-
T) became common. Virtually all LAN standards that have
appeared after 10Base-T have employed either twisted pair
cable or fiber optic cabling.

4.5.4. 100BASE-T. As technology advanced, network
speed became increasingly important. The IEEE 802.3u

Sending station

Figure 5. 10BASE-T hub system showing transmission path.
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Table 3. 100BASE Options

TX —Two Cat 5 pairs
FX—Two optical fibers
T4 —Four Cat 3 pairs
T2 —Two Cat-4 pairs

Task Group was chartered with developing a 100 Mbps
twisted-pair standard; a number of options were developed
by the committee, with the 100Base-TX the dominant
option (see Table 3).

100Base-TX does not differ significantly from 10Base-T in
that both systems can use Cat 5 cable plants. The physical
modulation scheme does differ from 10Base-T and follows
that employed by fiber distributed data interface (FDDI).
(The higher data rate makes differential Manchester
encoding less practical as two transitions are often
required for each bit.) Many components can automatically
accommodate either 10Base-T or 100Base-TX through
autonegotiation. This provides an effective upgrade path
from 10 to 100 Mbps using Cat 5 cable plants.

4.5.5. Full-Duplex Ethernet. In 1997, IEEE 802.3x
issued a standard for a full-duplex version of Ethernet
that allows two stations to communicate over point-to-
point links. It does not support hubs of other connections.
Full-duplex transmission allows a maximum bandwidth
of twice the conventional LAN since both transmission
and reception can occur simultaneously. Additionally,
since only two stations are involved, collisions do not
occur, and therefore point-to-point links between the
two stations are longer than that allowed in a true
contention situation. PAUSE frames are added to the
provide flow control necessary to support the higher
bandwidth available in a contention free environment.
The PAUSE frame specifies the amount of time that a
receiving station must refrain from transmitting anything
other than MAC control frames. Full-duplex Ethernet also
allows link aggregation where multiple links (running
at the same data rate) may exist between two stations.
The bandwidths of the links may be combined to provide
high bandwidth capability —for instance, two 100-Mbps
full-duplex connections may be combined to provide a
200-Mbps connection.

4.5.6. 1000BASE. The IEEE Gigabit Ethernet standard
can be logically divided into two groups. The first developed
by the 802.3z taskforce, known as 1000Base-X, contains
three PHY options: 1000Base-SX (short wavelength fiber)
1000Base-LX (long wavelength fiber) and 1000Base-CX
(short-run copper). The second group, developed by the
802.3ab taskforce, 1000BasE-T, is designed as an extension
to 10BASE-T and 100Baske-T.

The 1000Base-X family uses the physical layer stan-
dards based on those employed by Fibre Channel technol-
ogy. On the other hand, the 1000B4ase-T standard uses four
pairs of Cat 5 cable. (Note that 100Base-T and 10Base-T
only use two pairs.) Each of the four pairs is modu-
lated at the same clock rate (125 MHz) as 100Base-T but
employs a coding scheme that contains 2-bits/symbol and
thus achieves 250 Mbps per twisted pair. Thus, four pairs
transfer 1000 Mbps. As with the 100Base-T standard, the
maximum cable segment length is specified as 100 meters.

In order to meet the slot-time requirements of gigabit
transmission, an extension field is added on to the end
(after the FCS) of the Ethernet PDU. This is only employed
in half-duplex operation as collisions do not occur in full-
duplex mode. The extension bits are non-data symbols,
which distinguish them from data bits.

For data rates above 100 Mbps, transmitting stations
may employ a burst mode where a series of frames
may be transmitted without relinquishing control of
the transmission medium. Burst mode permits higher
efficiency than would be possible with the conventional
Ethernet protocol. The first frame may, if necessary,
employ extension bits, but subsequent frames in the burst
need not. Each frame is sent with the proper interframe
gap, but the gap is filled with non-data symbols, which
prevent the medium from appearing idle.

5. VIRTUAL LANs

Virtual LANS (VLANSs) allow a set of stations to share the
same broadcast domain while not necessarily in the same
physical domain. A set of stations connected to a set of
switches can be partitioned into several VLANs.

VLANS can be implemented by employing port-based
VLAN hubs that partition stations based on the connection
port. Connection ports are configured into VLANSs through
some form of station management, and then all stations
plugged into the designed ports are in the same broadcast
domain. Another approach is to partition based on MAC
addresses. Both this and the previous approach do not
require any special configuration of the stations.

VLANSs implemented by using IEEE 802.1Q employ a
tagged frame that contains a 4-octet tag inserted just after
the source MAC address. The tag begins with 10000001
and contains a priority as well as a 12-bit VLAN identifier
(the VID). This tagged frame is defined in the IEEE 302.3,
2000 edition standard (see Fig. 6).

6. WIRELESS LANs: 802.11

Wireless LANs, standardized by the IEEE 802.11 Working
Group [4,5], extend the Ethernet concept to an RF
connection to the desktop. As shown earlier in Fig. 2,
the 802.11 medium-access and physical standards are

Starting |Destination| Source

Preamble L 81
delimiter | address address 16

(7 octets) (1 octet) | (6 octets) | (6 octets) (2 octets)

L?grﬁ‘o:t:g?‘l t;;sg%t‘g/d clie'\:l;to‘cci;ata Pad (4 Egtits)
(2 octets) (2 octets)

Figure 6. VLAN tagged frame format.



alternatives to the 802.3 or other 802 medium access
and physical layer standards within the overall 802
architecture.

Designed to support mobile computing and improve
flexibility of the “to the desktop” connection, wireless
Ethernet has proved to be a very difficult technological
chore. Issues such as multipath distortion, licensing,
security, bandwidth, and possibly health hazards hindered
the development of wireless systems. In 1997, the IEEE
802.11 Working Group published standards for both
frequency-hopping spread spectrum (FHSS) and direct
sequence spread spectrum (DSSS) 2.4 GHz and infrared
technologies supporting data rates of 1 and 2 Mbps.
Although some products appeared, they did not become
commonplace until the 802.11b Task Group developed a
2.4 GHz direct sequence spread spectrum 11 Mbps system.
The IEEE 802.11a Task Group also developed a 5 GHz
orthogonal frequency division multiplexing system with
data rates up to 54 Mbps. This technology is currently
under development with the fabrication of integrated
circuits that operate at this higher data rate.

In order to provide compatibility with existing wired
LANSs, the 802.11 Working Group designed 802.11 to
provide the same interface as 802.3. Thus, it uses the
802.2 LLC sublayer and appears identical to 802.3 from
any layer above 802.2.

Other wireless technologies that can be used for LANs,
such as BlueTooth and HomeRF, are briefly addressed
later in this section and covered in detail in separate
entries in the encyclopedia.

6.1. 802.11 PHY

The 802.11b systems operate in the 2.4 GHz ISM
(industrial, scientific, and medical) band, which does not
require licensing. This band is split into 14 overlapping
22 MHz channels, but not all channels are available in
all countries; for example, in the United States, only
channels 1-11 are available. The power employed also
varies by area, but most devices available in the United
States limit the output power to 100 mW even though
1000 mW is the formal limitation. This puts the power
output to less than that employed by the typical digital
cellular phone (125 mW). Most systems also employ a
speed backoff dropping from 11 Mbps to 5.5, 2, and then,
finally, 1 Mbps.

=
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The actual distances achieved through 802.11b are
very sensitive to antenna placement, multipath distortion,
walls, floors, and other barriers. Typical distances between
components vary between 50 and 200 ft.

6.2. Network Topology

Due to the increased configuration flexibility and com-
plexities associated with RF transmission, the overall
architecture and protocols forming the 802.11 standard
are more complex than their 802.3 counterparts. There
are six major components of wireless LANs: the wire-
less stations themselves (STAs in IEEE terminology);
access points (APs); the wireless medium; basic service
sets (BSS); the distribution system (DS); and the extended
service set (ESS) (see Fig. 7).

A set of stations (STAs), commonly called wireless NICs
(network interface card), that talk to each other is called
a basic service set (BSS). If all the STAs are wireless and
there are no other components, the BSS is called an ad hoc
or independent BSS (IBSS).

Access points (APs) serve both as relays between STAs
and as bridges between STAs and wired LANs. When a
BSS contains a single AP, it is called an infrastructure
BSS, but the term “infrastructure” is typically omitted. In
this mode, wireless stations communicate with each other
with the AP acting as a relay. This slows STA-to-STA
performance since two messages are needed for each STA-
to-STA frame rather than the single STA-to-STA message
employed in the ad hoc mode (see Fig. 8).

When a system contains more than one AP and
associated BSS, it is called an extended service set (ESS).
The BSSs are connected through an abstraction known as a
distribution system (DS), which is typically a conventional
copper-based LAN. The additional access points provide
for increased geographic coverage in a manner similar to
multiple cells for a cellular phone system.

6.3. 802.11 MAC Operation

The 802.11 MAC provides peer-to-peer best-effort, con-
nectionless communication between LLC entities. Three
types of MAC frames exist: data, control, and management
(with a fourth type reserved for future use). MAC service
data units (MSDUSs) convey the peer-to-peer data supplied
by high-level protocols, while MAC management PDUs
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Figure 7. 802.11 architectures: (a) IBSS;
(b) Infrastructure BSS.
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(MMPDUs) convey management messages supporting the
communication. Additionally, control frames are employed
to aid management and data transfer, and as with 802.3,
multicast and broadcast services are available.

6.3.1. 802.11 MAC Data Frame Format. As shown in
Fig. 9, the MAC data frame (MPDU) format differs from
the 802.3 MAC data frame. MSDUs contain data supplied
by a higher-level protocol and are one of the MPDU payload
types. MMPDUs contain management information and are
another MPDU payload.

MSDUs are prepended with a MAC header containing
four 6-octet addresses, a frame control field, a duration/ID
field, and a sequence control field. A 4-octet FCS (CCITT
CRC-32) is appended to the MSDU.

The control field contains the 802.11 protocol ver-
sion and a number of subfields to support fragmentation,
power management, retries, WEP (wired equivalent pri-
vacy — discussed later), utilization, and other operational
parameters.

Four 6-octet IEEE addresses are contained in the
MPDU, although only some message types will use all
four addresses; others will use between 1 and 3 addresses.
In addition to the source and destination addresses found
in 802.3, transmitter and receiver addresses as well as
a BSSID address may be contained in the other two
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address fields. The transmitter address (TA) identifies the
wireless source of the transmitted message (not always
the originating source), while the receiver address (RA)
specifies the wireless receiver (not always the ultimate
destination.)

The duration/ID field contains information to update
system NAVs or an association identificer (AID) used to
obtained frames buffered in APs during STA power saving
activities.

6.3.2. CSMA/CA. While conventional (wired) LANs
employ CSMA/CD, wireless LANs cannot implement the
collision detection (listen while talk), so instead they
employ CSMA/CA (a collision avoidance scheme). Each
STA employs the listen before talk aspect of the CSMA
from 802.3. However, when the STA detects a busy
medium, it defers for a time period determined by a
binary exponential backoff algorithm. The range of values
generated from this algorithm doubles each time the
station consecutively defers due to a busy channel.

6.3.2.1. Hidden-Node Problem. A problem specific to
wireless LANs is the hidden node problem (Fig. 10).
Because of distance limitations of the RF system, two
STAs may possibly communicate effectively with an AP

Octets 2 2 6 2 6 6 6 0-2312 4
Frame |Duration/ Sequence Frame
control D Address 1| Address 2| Address 3 control Address 4 body FCS

Figure 9. MPDU (MAC frame) format.

Figure 10. Hidden node problem.
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but cannot hear each other. Thus, the CSMA algorithm
cannot prevent collisions at the AP in all cases.

To work around this problem, STAs may send an
optional RTS (request to send) message to the AP. Whether
this RTS message is sent or not depends on the value of the
dot11RTSThreshold attribute. If the frame is longer than
this value, then a RTS message contains an appropriate
reservation time period, which the access point echoes back
to all stations in a CTS (clear to send) message. Then, the
requesting station is clear, for the reserved time period,
to send its frame without the possibility of interference
from a hidden STA. A zero setting for dot11RTSThreshold
requires all frames to be sent with RTS/CTS exchange,
while a value of dot11RTSThreshold greater than the
largest MSDU deactivates the RT'S/CTS facility.

6.3.2.2. The Network Allocation Vector (NAV). Additi-
onal help for the collision avoidance system is provided
through the NAV (network allocation vector), which
indicates to a station the time period before the network
medium becomes free again. NAVs are updated from data
contained in each transmitted frame.

6.3.3. Roaming. When a STA enters the area of one
or more APs, it chooses an AP (joining a BSS) based
on signal strength and error rates. Joining is called
association. When a STA shuts down, it disassociates
with the system. Reassociation occurs when a station
requests to switch associations between APs. Similar to
the association service, this request also includes the AP
previously involved in an association. The protocols to
support reassociation coordination between APs are not
standardized at this time, so APs from different vendors
may not perform handoffs successfully.

6.3.4. Fragmentation. In order to increase system
reliability, IEEE 802.11 allows transmitters to fragment
unicast MSDUs and MMPDUs into smaller MPDUs.
Defragmentation occurs when the frame arrives at the
immediate receiving station All the fragments, each of
which is acknowledged separately, are the same size except
for the last, which may be smaller.
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The value in the Sequence Number field is the same for
all fragments of a single MSDU or MMPDU. The sequence
order within the set of fragments is designated by the
value in the Sequence Control field.

6.3.5. Power Management. To support power conser-
vation in battery-powered equipment, STAs may employ
a power management scheme. For an infrastructure BSS,
a STA will be in one of two modes of operation. When a
station is awake, it is fully powered and operational. When
a STA is in the doze state, it is not able to transmit or
receive. STAs notify their associated APs when they are
changing state. If a STA enters the doze state, the AP
must buffer any transmissions to it until the STA changes
to the awake mode.

For an independent BSS, the operation is more
complicated since there are no APs to buffer frames for
dozing STAs. A dozing STA must periodically awake to
allow any STA with a queued message for it to send the
message. After draining the queued messages, the STA
may again doze for a time period.

6.4. Security

The 802.11 standard identifies two security subsystems:
the wired equivalent privacy (WEP) system and the
authentication services. The goal of WEP is to provide
security equivalent to that of a wire-based system. Thus,
rather than being a true security system, WEP simply
alleviates weaknesses introduced by the wireless nature
of the network.

6.4.1. Wired Equivalent Privacy (WEP). WEP is an
encryption option in the 802.11 standard required for
WiFi™ certification (see Fig. 11).

WEP relies on the RC4 stream cipher [6] and a secret
shared key. The secured payload consists of the data field
and a 32-bit CRC (cyclic redundancy check), the integrity
check value (ICV), of the data field, all of which are RC4
encrypted. The encryption seed consists of 40-bit shared
secret key prepended with a 24-bit initialization vector
(IV). The purpose of the IV is to randomize part of the
key so that repeated encryptions of the same data are not

Octets 2 2 6 2 6 6 6 0-2312 4
Frame | Duration/ Sequence Frame
control D Address 1|Address 2|Address 3 control Address 4 body FCS
~~~~~~~~~~~~~~~~~~~~~~~~ \\\\\
~~~~~~~~~~~~~~~ N
1\ MSDU ICV
! T~ 0-2314 2
| T~
! \\\\\
Initialization
PAD Key ID
vector e |:|<7 Encrypted information
24 6 2

Figure 11. WAP frame body encryption.
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identical, as this would provide a useful clue in breaking
the encryption. The IV is transmitted in plaintext with the
MAC frame. The rate at which the IV is changed is not
specified in the standard but left to the discretion of the
vendor.

6.4.2. Authentication Services. Two types of authenti-
cation services are specified within the 802.11 standard:
open system and shared key. Open-system authentication
automatically authenticates any station if the recipient
station is operating in open system mode. The requesting
station issues a message that contains its identity and a
request for authentication. The recipient station responds
with successful in the frame status code.

The shared key system differentiates stations that
know a shared secret key from those that do not. The
secret key is transmitted to the stations using an out-
of-band mechanism and is stored as a write-only MIB
(management information base) attribute. (Write-only
attributes cannot be accessed via the MAC management
system.)

Four frames are used in the authentication process.
The first is the request for authentication by the station.
The responding station sends the second frame containing
a randomly generated 128-octet plaintext field to the
requesting station. The requesting station encrypts the
plaintext field and returns it to the responding station
in the third frame. The responding station decrypts the
message and compares the received plaintext to the
original plaintext and, if they are identical, assumes that
the requesting station knows the secret key and, therefore,
should be authenticated. The responding station then
sends the requesting station a successful authentication
frame. If the decrypted text is not identical to the original
plaintext message, then an unsuccessful authentication is
returned.

6.4.3. Weaknesses of 802.11 Security. Almost concur-
rent with the development of the 802.11 standard were
concerns for the strength of its security provisions.
Researchers at the University of California at Berkeley [7]
and others [8] have identified serious weaknesses in the
WEP protocol. The concerns are centered on the way the
RC4 cipher is employed rather than any fundamental
weaknesses of the encryption technology itself. Four
attacks have been identified.

The first attack, a passive attack to decrypt traffic, is
based on the high potential volume of traffic coupled with
the relatively short (24-bit) initialization vector. A system
sending 1500-byte packets at 11 Mbps that is 10% utilized
would be guaranteed to reuse the key in not more than
50 h. If the packets were smaller in size and the workload
on the wireless system above 10%, a much shorter reuse
period would occur. Further, these calculations assume
that vendors change the IV for every transmission and
use a random pattern with an externally generated seed.
If multiple stations employ the same algorithm and start
from the same seed, then reuse will occur much more
quickly since all systems reinitialized will start from the
same seed. Once multiple messages using the same IV
have been recovered, statistical methods may be employed

to identify the original contents of a message; all messages
with that IV will be “open” for examination.

The second attack, an active attack to inject traffic,
requires the plaintext of a message to be determined by
the passive attack technique outlined above. Then using
the relationship that RC4(X) xor X xor Y = RC4(Y), new
messages can be encrypted successfully.

The third attack is an active attack from both ends.
Here an attacker simply adjusts the bits of the header
of a message changing the IP address to a host available
to the attacker. This is possible since flipping a bit in
the ciphertext flips the corresponding bit in the decrypted
plaintext. It is also possible to calculate which bits of the
CRC-32 must be flipped to compensate for the changes
in the IP. All that is necessary is to capture a packet
where the IP address is known and replay it on the system
with the appropriate alternations. A plaintext IP packet
will be sent to the controlled location on the Internet and
examined to reveal the plaintext of the message. Then,
any messages using that same IV can be decrypted.

The final attack is a table-based attack where a table
of IVs and corresponding key streams are stored. Such a
table would be large but eventually would allow a station
to decrypt every packet sent through the system.

While these techniques require sophisticated moni-
toring and are not as simple as exploiting a hole in
an operating system or application, they do imply that
additional security work is required by the 802.11, Task
Group i. WEP2 will employ 128-bit encryption and 128-
bit IVs thus increasing the computation cost to break the
system. The IEEE Task Group i has approved a draft to
establish an authentication and key management system,
tentatively called ESN enhanced security network (ESN),
which will employ the draft Federal Information Process-
ing Standard AES (advanced encryption standard).

6.5. WECA

The Wireless Ethernet Compatibility Alliance (WECA) [9]
was formed in 1999 for the purpose of guaranteeing
interoperability. Addressing 802.11, 2.4 GHz, DSSS, high
data rate standards, this nonprofit organization’s mission
is to “certify interoperability of Wi-Fi (IEEE 802.11)
products and to promote Wi-Fi as the global wireless
LAN standard across all market segments.” WECA has
developed a certification test suite. Those products passing
the compatibility tests are labeled Wi-Fi products.

6.6. Other Wireless Technologies

6.6.1. IEEE 802.11a. Standard 802.11a defines a PHY
layer standard operating in the unlicensed 5 GHz
band, known as U-NII (unlicensed national information
infrastructure), and provides for data rates of 6, 9, 12,
18, 24, 36, 48, or 54 Mbps; 6, 12, and 24 Mbps are
mandatory. It shares the same medium access controller
(MAC) protocol as 802.11b. It achieves the higher data rate
by using a higher carrier frequency along with orthogonal
frequency-division multiplexing (OFDM) modulation.
OFDM survives multipath and intersymbol interfer-
ence at these higher data rates by simultaneously trans-
mitting multiple subcarriers on orthogonal frequency



channels where each subcarrier modulated at a low sym-
bol rate.

A concern with 802.11a is that the lower power limit
may restrict distances to less than 50 ft. Chipsets and
products employing 802.11a are now (at the time of
writing) beginning to appear but are considerably more
expensive than those for 802.11b.

6.6.2. IEEE 802.11g. The IEEE 802.11 Task Group g is
working toward a higher-speed version of 802.11b but has
not yet approved a standard. To some, 802.11g appears to
be in direct competition with 802.11a. For this and other
reasons, 802.11g is politically charged, and its future is
unclear at this time.

6.6.3. BlueTooth. BlueTooth [10] also operates in the
2.4 GHz ISM band using FHSS technology. Intended for
personal area networking using low-cost interfaces for
systems such as PDAs, mobile phones, and personal
computers, it is limited to a 10-m distance. Bluetooth
devices use the IEEE standard 48-bit addressing scheme.
First generation devices operate up to 1 Mbps, while
second-generation devices are expected to provide up to
a 2 Mbps data rate.

More details on BlueTooth may be found elsewhere in
the encyclopedia.

6.6.4. HomeRF. HomeRF [11] is a wireless network
standard, specified in the shared wireless access protocol
(SWAP) for home use where the distance requirements
are limited. HomeRF 1.0 provides up to a 1.6 Mbps data
rate at distances up to 150 ft. It uses FHSS transmission
in the same 2.4 GHz band employed by 802.11b.

HomeRF incorporates the DECT (digital enhanced
cordless telephony) standard to support mixed data and
voice. The HomeRF 2.0 specification will support data
rates in the 10 Mbps range. HomeRF also claims increased
security over 802.11b. For example, it uses a 128-bit
encryption key and a 32-bit IV that increases the IV
reuse period significantly. Further, the way in which IVs
are selected is specified in the protocol. Finally, the FHSS
technology employed provides protection against denial of
service attacks.

More details on HomeRF may be found elsewhere in
the encyclopedia

7. THE FUTURE

Finally, the quest for increased speed continues. The
10 Gig (gigabit) Ethernet standard is in the final stages
and expected to be completed and approved early in 2002,
and 40 Gig Ethernet is being explored. The enormous
popularity of Ethernet is not limited to local networks.
Work is underway to employ variations of the Ethernet
standard for metropolitan area networks currently
employing PoS (packet over SONET) technology. Ethernet
and its variations may eventually become the most popular
standard for medium and long haul transmission. For
example, the Metro Ethernet Forum [12] was created in
June 2001 “to accelerate the adoption of optical Ethernet
technology in metro networks around the globe.”* The
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10 Gig Ethernet contains a WAN PHY (physical) that
describes a 40 km SMF (single-mode fiber) behavior
suitable for competing with SONET. Additionally, the
IEEE has created an 802.3ah Ethernet in the First Mile
Task Force to explore the use of Ethernet fiber to the
home/curb.

Although starting as a local network standard,
Ethernet is rapidly expanding into the metropolitan and
long haul environments and appears destined to become
the prevalling standards for all classes of networking.
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1. INTRODUCTION

The IEEE Standard Definitions of Terms for Antennas [1]
defines the loop as “an antenna whose configuration is that
of a loop,” further noting that “if the current in the loop,
or in the multiple parallel turns of the loop, is essentially
uniform and the loop circumference is small compared with
the wavelength, the radiation pattern approximates that
of a magnetic dipole.” That definition and the further note
imply the two basic realms of loop antennas: electrically
small, and electrically large structures.

There are hundreds of millions of loop antennas
currently in use [2] by subscribers of personal com-
munications devices, primarily pagers. Furthermore,
loops have appeared as transmitting arrays, like the
massive multielement loop array at shortwave station
HCJB in Quito, Ecuador, and as fractional wavelength-
size tunable HF transmitting antennas. The loop is
indeed an important and pervasive communications
antenna.

The following analysis of loop antennas reveals that the
loop, when small compared with a wavelength, exhibits
a radiation resistance proportional to the square of
the enclosed area. Extremely low values of radiation
resistance are encountered for such loops, and extreme
care must be taken to effect efficient antenna designs.
Furthermore, when the small loop is implemented as a
transmitting resonant circuit, surprisingly high voltages
can exist across the resonating capacitor even for modest
applied transmitter power levels. The wave impedance
in the immediate vicinity of the loop is low, but at close
distances (0.1-2 wavelengths) exceeds the intrinsic free
space impedance before approaching that value.

A loop analysis is summarized that applies to loops
of arbitrary circular diameter and of arbitrary wire
thickness. The analysis leads to some detail regarding
the current density in the cross section of the wire. Loops
of shapes other than circular are less easily analyzed, and
are best handled by numerical methods such as moment
method described by Burke and Poggio [3].

Loops are the antennas of choice in pager receivers,
and appear as both ferrite loaded loops and as single-turn
rectangular shaped structures within the radio housing.
Body worn loops benefit from a field enhancement because
of the resonant behavior of human body with respect
to vertically polarized waves. In the high frequency
bands, the loop is used as a series resonant circuit
fed by a secondary loop. The structure can be tuned
over a very large frequency band while maintaining
a relatively constant feed point impedance. Large loop
arrays comprised of one wavelength perimeter square
loops have been successfully implemented as high-gain
transmitting structures at high power shortwave stations.

2. ANALYSIS OF LOOP ANTENNAS

Loop antennas, particularly circular loops, were among the
first radiating structures analyzed beginning as early as
1897 with Pocklington’s analysis [4] of the thin wire loop
excited by a plane wave. Later, Hallén [5] and Storer [6]
studied driven loops. All these authors used a Fourier
expansion of the loop current, and the latter two authors
discovered numerical difficulties with the approach. The
difficulties could be avoided, as pointed out by Wu [7], by
integrating the Green function over the toroidal surface of
the surface of the wire. The present author coauthored an
improved theory [8,9] that specifically takes into account
the finite dimension of the loop wire and extends the
validity of the solution to fatter wires than previously
considered. Additionally, the work revealed some detail of
the loop current around the loop cross section. Arbitrarily
shaped loops, such as triangular loops and square loops,
as well as loop arrays can be conveniently analyzed using
numerical methods.

2.1. The Infinitesimal Loop Antenna

The infinitesimal current loop consists of a circulating
current I enclosing an infinitesimal surface area S, and
is solved by analogy to the infinitesimal dipole. The
fields of an elementary loop element of radius & can
be written in terms of the loop enclosed area S = nb?
and a constant excitation current, I (when I is RMS,
then the fields are also RMS quantities). The fields are
“near” in the sense that the distance parameter r is far
smaller than the wavelength, but far larger than the
loop dimension 2b. Hence, this is not the close near field
region. The term kIS is often called the loop moment and
is analogous to the similar term Ih associated with the
dipole moment. The infinitesimally small loop is pictured
in Fig. 1a next to its elementary dipole analog (Fig. 1b).
The dipole uniform current I flowing over an elemental
length A is the dual of a “magnetic current” M.S =1Ih
and the surface area is S = h/k. The fields due to the
infinitesimal loop are then found from the vector and
scalar potentials.

2.1.1. Vector and Scalar Potentials. The wave equation,
in the form of the inhomogeneous Helmholtz equation, is
used here with most of the underlying vector arithmetic
omitted; see Refs. 10—12 for more details. For a magnetic
current element source, the electric displacement D is
always solenoidal (the field lines do not originate or

@ | 2 | ® T

Figure 1. Small-antenna geometry showing (a) the parameters
of the infinitesimal loop moment, and (b) its elementary dipole
dual. (Source: Siwiak [2].)



terminate on sources); that is, in the absence of source
charges the divergence is zero

VD=0 (1)

and the electric displacement field can be represented by
the curl of an arbitrary vector F

D=gE=VxF (2)

where F is the vector potential and obeys the vector
identity V+V x F = 0. Using Ampere’s law in the absence
of electric sources, we obtain

V x H = jws)E 3)

and with the vector identity V x (—V®) =0, where ®
represents an arbitrary scalar function of position, it
follows that

H=-V® —joF 4)

and for a homogeneous medium, after some manipulation,
we get

V2F 4+ B2F = —goM + V(V *F + jouoeo®) 5)

where % is the wavenumber and %2 = w?uogo. Although
equation (2) defines the curl of F, the divergence of F
can be independently defined and the Lorentz condition is
chosen

Jougee®d = —VF (6)

where V? is the Laplacian operator given by

, 9% 3% 32
Vies —+—+— 7
ax?  9y? 922 @
Substituting the simplification of Eq. (6) into (5) leads to
the inhomogeneous Helmholtz equation

V2F + k°F = —¢M 8)
Similarly, by using Eqgs. (6) and (4) it is seen that
V20 + k2P =0 9)

Using Eq. (4) and the Lorentz condition of Eq. (6), we can
find the electric field solely in terms of the vector potential
F. The utility of that definition becomes apparent when
we consider a magnetic current source aligned along a
single vector direction, for example, M = zM,, for which
the vector potential is F = zF,, where z is the unit vector
aligned with the z axis, and Eq. (8) becomes a scalar
equation.

2.1.2. Radiation from a Magnetic Current Element. The
solution to the wave equation (8) presented here, with the
details suppressed, is a spherical wave. The results are
used to derive the radiation properties of the infinitesimal
current loop as the dual of the infinitesimal current
element. The infinitesimal magnetic current element
M = zM, located at the origin satisfies a one-dimensional,
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and hence scalar form of Eq. (8). At points excluding the
origin where the infinitesimal current element is located,
Eq. (8) is source-free and is written as a function of radial
distance r

2 AF,(r)

19
V2F, R’F.(r) = = —
")+ © r2 or [ or

] +EF,(r)=0 (10)

which can be reduced to

d?*F.(r) N 2 dF,(r)
r

2 —
= ~ L+ BFL() =0 (an

Since F, is a function of only the radial coordinate,
the partial derivative in Eq. (10) was replaced with the
ordinary derivative. Eq. (11) has a solution

e—jkr

Fz:Cl

12)

There is a second solution where the exponent of the
phasor quantity is positive; however, we are interested
here in outward traveling waves, so we discard that
solution. In the static case the phasor quantity is unity.
The constant C; is related to the strength of the source
current, and is found by integrating Eq. (8) over the
volume, including the source giving

Cy = 22 kIS (13)
47

and the solution for the vector potential is in the z unit

vector direction _
e~ -jkr

F=rs® 4 (14)
47

r
which is an outward propagating spherical wave with
increasing phase delay (increasingly negative phase) and
with amplitude decreasing as the inverse of distance. We
may now solve for the magnetic fields of an infinitesimal
current element by inserting Eq. (14) into (4) with Eq. (6)
and then for the electric field by using Eq. (2). The fields,
after sufficient manipulation, and for r > kS, are

kIS _. J 1
_ jkr 1,2
H, = o ek [(kr)z —+ (kr)3:| cos(0) (15)

RIS 1 1

H, = —— —Jkrp2 | _ —
=gk [ T T G
BIS o [ 1

] sin(9) (16)

kr (kr)2

Ed’ = HOEB

] sin(6) an
where 19 = cuo = 376.730313 is the intrinsic free-space
impedance, c is the velocity of propagation (see Ref. 13 for
definitions of constants), and I is the loop current.
Equations (15) and (16) for the magnetic fields H, and
H, (1.30) of the infinitesimal loop have exactly the same
form as the electric fields E, and E, for the infinitesimal
dipole, while Eq. (17) for the electric field of the loop E,
has exactly the same form as the magnetic field H, of
the dipole when the term AIS of the loop expressions
is replaced with Ik for the infinitesimal ideal (uniform
current element) dipole. In the case where the loop moment
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RIS is superimposed on, and equals the dipole moment T4,
the fields in all space will be circularly polarized.

Equations (15)—(17) describe a particularly complex
field behavior for what is a very idealized selection of
sources: a simple linear magnetic current M representing
a current loop I encompassing an infinitesimal surface
S = nb%. Expressions (15)—(17) are valid only in the region
sufficiently far (r > kS) from the region of the magnetic
current source M.

2.1.3. The Wave Impedance of Loop Radiation. The
wave impedance can be defined as the ratio of the total
electric field magnitude divided by the total magnetic field
magnitude. We can study the wave impedance of the loop
fields by using Egs. (15)—(17) for the infinitesimal loop
fields, along with their dual quantities for the ideal electric
dipole. Figure 2 shows the loop field wave impedance as a
function of distance kr from the loop along the direction of
maximum far field radiation. The wave impedance for the
elementary dipole is shown for comparison. At distances
near kr = 1 the wave impedance of loop radiation exceeds
no = 376.73 2, the intrinsic free-space impedance, while
that of the infinitesimal loop is below 376.73 Q. In this
region, the electric fields of the loop dominate.

2.1.4. The Radiation Regions of Loops. Inspection of
Eqgs. (15)—(17) for the loop reveal a very complex field
structure. There are components of the fields that vary
as the inverse third power of distance r, inverse square
of r, and the inverse of r. In the near field or induction
region of the idealized infinitesimal loop, that is, for kr « 1
(however, r > kS for the loop and r > h for the dipole), the
magnetic fields vary as the inverse third power of distance.

The region where kr is nearly unity is part of the
radiating near field of the Fresnel zone. The inner
boundary of that zone is taken by Jordan [12] to be

Wave impedance, ohms

10,000 T T
s Small dipole antenna
1,000
nF-————===="="="="="="=-=
100
1 | |
0 0.1 1 10
kr

Figure 2. Small loop antenna and dipole antenna wave
impedances compared. (Source: Siwiak [2].)

r2 > 0.38D3/1, and the outer boundaryis r < 2D?/A, where
D is the largest dimension of the antenna, here equal to
2b. The outer boundary criterion is based on a maximum
phase error of 7/8. There is a significant radial component
of the field in the Fresnel zone.

The far-field or Fraunhofer zone is a region of the
field for which the angular radiation pattern is essentially
independent of distance. That region is usually defined
as extending from r < 2D?/A to infinity, and the field
amplitudes there are essentially proportional to the
inverse of distance from the source. Far-zone behavior
is identified with the basic free space propagation law.

2.1.5. The Induction Zone of Loops. We can study
the “induction zone” in comparison to the “far field”
by considering “induction zone” coupling that was
investigated by Hazeltine [14] and that was applied to
low frequency radio receiver designs of his time. Today the
problem might be applied to the design of a miniature radio
module where inductors must be oriented for minimum
coupling. The problem Hazeltine solved was one of finding
the geometric orientation for which two loops in parallel
planes have minimum coupling in the induction zone of
their near fields and serves to illustrate that the “near
field” behavior differs fundamentally and significantly
from “far field” behavior. To study the problem we invoke
the principle of reciprocity, which states

/[Eb-J,,—Hb-Ma] dVE/ [E,-J, - H, -M,] dV
14 \4

(18)
That is, the reaction on antenna (a) of sources (b) equals
the reaction on antenna (b) of sources (a). For two loops
with loop moments parallel to the z axis, we want to
find the angle 6 for which the coupling between the loops
vanishes; that is, both sides of equation (18) are zero.
The reference geometry is shown in Fig. 3. In the case
of the loop, there are no electric sources in Eq. (18), so
J, =dJ, =0, and both M, and M, are aligned with z,
the unit vector parallel to the z axis. Retaining only
the inductive field components and clearing common
constants in Egs. (15) and (17) are placed into (18). We
require that (H,r + Hy,0)z = 0. Since r-z = —sin(d) and
r z = cos(9), we are left with 2cos2(9) — sin(9) = 0, for
which 6 = 54.736°. When oriented as shown in Fig. 3, two
loops parallel to the x—y plane whose centers are displaced
by an angle of 54.736° with respect to the z axis will not
couple in their near fields. To be sure, the angle determined
above is “exactly” correct for infinitesimally small loops;
however, that angle will be nominally the same for larger
loops. Hazeltine [14] used this principle, placing the axes
of the inductors in a common plane each at an angle of
54.7° with respect to the normal form the radio chassis, to
minimize the coupling between the inductors.
The same principle can be exploited in the design of
a metal detector, as depicted in Fig. 4. The loop a is
driven with an audiofrequency oscillator. Loop b, in a
parallel plane and displaced so that nominally § = 54.7°,
is connected to a detector that might contain an audio
amplifier that feeds a set of headphones. Any conductive
object near loop a will disrupt the balance of the system
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Figure 3. Two small loops in parallel planes and with
0 =54.736° will not couple in their near fields. (Source:
Siwiak [2].)

Detector

Figure 4. A metal detector employs two loops initially oriented
to minimize coupling in their near fields.

and result in an increased coupling between the two loops,
thus indicating the presence of a conducting object near a.

2.1.6. The Intermediate- and Far-Field Zones of
Loops. The loop coupling problem provides us with a
way to investigate the intermediate and far-field cou-
pling by applying Eq. (18) with Egs. (15) and (16) for
various loop separations kr. In the far-field region only
the H, term of the magnetic field survives, and by inspec-
tion of Eq. (16), the minimum coupling occurs for 8 =0
or 180°. Figure 5 compares the coupling (normalized to
their peak values) for loops in parallel planes whose
fields are given by Eq. (15)—(17). Figure 5 shows the cou-
pling as a function of angle 6 for an intermediate region
(kr =2) and for the far-field case (kr = 1000) in com-
parison with the induction-zone case (kr = 0.001). The
patterns are fundamentally and significantly different.
The coupling null at 6 = 54.7° is clearly evident for the
induction-zone case kr = 0.001 and for which the (1/kr)?
terms dominate. Equally evident is the far-field coupling
null for parallel loops on a common axis when the 1/kr
terms dominate. The intermediate zone coupling shows
a transitional behavior where all the terms in kr are
comparable.

2.1.7. The Directivity and Impedance of Small
Loops. The directive gain of the small loop can be found
from the far-field radially directed Poynting vector in ratio
to the average Poynting vector over the radian sphere:

|(E x H) -r|

D(G’ ¢) = 1 2n  pm
—/ / [(E x H) *r|sin(0) db d¢
dr Jo Jo

19)
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Figure 5. Normalized-induction-zone, intermediate-zone, and

far-zone coupling between loops in parallel planes. (Source:
Siwiak [2].)

Only the 6 component of H and the ¢ component of
E survive into the far field. Using Eq. (16) for H, and
Eq. (17) for E, and retaining only the 1/kr terms, we
see that Eq.(19) yields D = 1.5sin%(@) by noting that
the functional form of the product of £ and H is simply
sin®(9) and by carrying out the simple integration in the
denominator of Eq. (19).

Taking into account the directive gain, the far-field
power density Py in the peak of the pattern is

ESEk ]
=H3170 = [4——1] Mo (20)
T r

2
P 15] Rradiation

density = T
For radiated power I2R..giation, hence, we can solve for the
radiation resistance

kS)?
o = no % kb @1)

Rradiation =
for the infinitesimal loop of loop radius b.

When fed by a gap, there is a dipole moment that adds
terms not only to the impedance of the loop but also to
the close near fields. For the geometry shown in Fig. 6,
and using the analysis of King [15], the electrically small
loop, having a diameter 2b and wire diameter 2a, exhibits
a feed point impedance given by

a

T 2
Zioop = nog(kb)4 [1 + 8(kb)2] |:1 — bZ] + ...

ok [m [i—b] a4 g(kbﬁ] 1+ 2(kb)%1(22)

including dipole-mode terms valid for kb « 0.1. The
leading term of Eq. (22) is the same as derived in Eq. (21)
for the infinitesimal loop. Expression (22) adds the detail of
terms considering the dipole moment of the gap-fed loop as
well as refinements for loop wire radius a. The small-loop
antenna is characterized by a radiation resistance that
is proportional to the Fourth power of the loop radius b.
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The reactance is inductive; hence, it is proportional to
the antenna radius. It follows that the @ is inversely
proportional to the third power of the loop radius, a result
that is consistent with the fundamental limit behavior for
small antennas.

Using Eq. (22), and ignoring the dipole-mode terms
and second order terms in a/b, the unloaded @ of the loop

antenna, is
T a
Qloop = (23)

(kb)?
which for b/a = 6 becomes

3.6

—(kb)3 (24)

Qloop =

which has the proper limiting behavior for small-loop
radius. The @ of the small loop given by Eq.(23) is
indeed larger than the minimum possible @min = (k)3
predicted in Siwiak [2] for a structure of its size. It
must be emphasized that the actual @ of such an
antenna will be smaller than given by Eq. (24) because
of unavoidable dissipative losses not represented in
Eq. (22)—(24). We can approach the minimum @ but
never be smaller, except by introducing dissipative
losses.

2.2. The Gap-Fed Loop

The analysis of arbitrarily fat wire loops follows the
method in Ref. 8, shown in simplified form in Ref. 9
and summarized here. The toroid geometry of the loop
is expressed in cylindrical coordinates p, ¢, and z with
the toroid located symmetrically in the z = 0 plane. The
relevant geometry is shown in Fig. 6.

2.2.1. Loop Surface Current Density. The current
density on the surface of the toroidal surface of the loop is
given by

Jy = i i A, " F, (25)

n=—00p=—00

where the functions F, are symmetric about the z axis and
are simple functions of cos(ny), where v is in the cross
section of the wire as shown in Fig. 6 and is related to
the cylindrical coordinate by z = a sin(¥). These function

2a

N\ Y

O\

<

Figure 6. Parameters of the fat wire loop. (Source: Siwiak [2].)

are orthonormalized over the conductor surface using the
Gram—Schmidt method described in (16), yielding

1
- 2w ab

/ 2 a
Fl = FO W I:COS(I//) — %:I (27)

The higher-order functions are lengthy but simple
functions of sin(py) and cos(py/).

Fo

(26)

and

2.2.2. Scalar and Vector Potentials. The electric field is
obtained form the vector and scalar potentials

E=-V® —joA (28)

The boundary conditions require that E,, E,, and E, are
zero on the surface of the loop everywhere except at the
feed gap |¢| < ¢. Because this analysis will be limited to
wire diameters significantly smaller than a wavelength,
the boundary conditions on £, and E, will not be enforced.
In the gap E4 = V/2¢p, where V; is the gap excitation
voltage.
The components of the vector potential are simply

1
A= /S / J, cos( — @) dS 29)
and
1 . ,

and the vector potential is

_Jm [ [13dy
q>_4ﬂk/;/p ” GdS 31)

where the value of dS =[b+asin(y)lady. Green’s
function G is expressed in terms of cylindrical waves to
match the rotational symmetry of the loop

1 & . N —
G=1o m;me’J’”(¢’¢ ! [w In(pr = VH, (o2 — v)e 2 dg
(32)

where v = ./k2 + (2
p1=p —acos(y)
p2 = p +acos(y)

and where oJ,, (vp) and H® (vp) are the Bessel and Hankel
functions, respectively.

2.2.3. Matching the Boundary Conditions. Expression
(8) is now inserted into Eqgs. (5)—(8), and the electric field
is then found from Eq. (2) and the boundary condition is
enforced. For constant p on the wire

Vo sin(me)
p me

/ i E ™ dg = (33)

This condition is enforced on the wire as many times
as there are harmonics in . Truncating the index p as



described in Ref. 9 to a small finite number P, we force
E; = 0 except in the feeding gap along the lines of constant
o on the surface of the toroid. If we truncate to P, the
number of harmonics F, in ¢ and to M the number of
harmonics in ¢, we find the radiation current by solving
M systems of P x P algebraic equations in A,, ,. In Ref. 9,
P =2 and M in the several hundreds was found to be a
reasonable computational task that led to useful solutions.

2.2.4. Loop Fields and Impedance. With the harmonic
amplitudes A,, , known, the current density is found from
Eq. (1). The electric field is found next from Eq. (2) and the
magnetic field is given by

A,
H =—— 4
L 0z 34
0A
H,=——"
¢ 0z (35)
HZZMJ_F‘E_EMJ (36)

ap o p

The loop current across a section of the wire is found by
integrating the function J, in Eq. (25) around the wire
cross section. The loop radiation impedance is then the
applied voltage V, in the gap divided by the current in
the gap. Figure 7 shows the loop feed radiation resistance,
and Fig. 8 shows the corresponding loop reactance, as a
function of loop radius kr for a thin wire, 2 = 15, and a
fat wire, Q = 10, loop where Q = 21In(27b/a). The thin-
wire loop has very sharp resonant behavior compared
with the fat-wire loop, especially for a half-wavelength-
diameter (kb = 0.5) structure. The higher resonances are
less pronounced for both loops. Fat-wire loops exhibit an
interesting behavior in that at a diameter of about a half-
wavelength, the reactance is essentially always capacitive
and the total impedance remains well behaved.

2.2.5. Small Gap-Fed Loops. The detailed analysis of
the fat, gap-fed wire loop, as shown in Refs. 8 and 9, reveals
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Figure 7. Loop radiation resistance.
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Figure 8. Loop reactance.

that the current density around the circumference of the
wire, angle ¥ in Fig. 6, is not constant. An approximation
to the current density along the wire circumference for a
small-diameter loop is

o= 2 [1 - 2co8() (kDI + Yeos)]  (37)
2na

where I, is the loop current, which has cosine variation
along the loop circumference; and where the variation
around the wire circumference is shown as a function of
the angle . Y is the ratio of the first to the zero-order
mode in ¢, and is not a simple function of loop dimensions
a and b, but can be found numerically in Siwiak [2] and
from the analysis of the previous section. For the small
loop Y is negative and of order a/b, so Eq. (37) predicts
that there is current bunching along the inner contour
(¥ = 180°) of the wire loop. Table 1 gives representative
values for Y as a function of a/b.

This increased current density results in a correspond-
ing increase in dissipative losses in the small loop. We can
infer that the cross-sectional shape of the conductor formed
into a loop antenna will impact the loss performance in a
small loop.

The small loop fed with a voltage gap has a charge
accumulation at the gap and will exhibit a close near
electric field. For a small loop of radius b and centered in

Table 1. Parameter Y for
Various Loop Thickness and
b = 0.01 Wavelengths

Q a/i Y
19.899 0.000003 —0.0039
17.491 0.00001 —0.0090
15.294 0.00003 —0.020
12.886 0.0001 —0.048
10.689 0.0003 —0.098

8.2809 0.001 -0.179
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the x—y plane, the fields at (x,y) = (0, 0) are derived in
Ref. 9 and given here as

1
E, = —j% (38)
where I is the loop current and
I
H, = % (39)

Expression (39) is recognized as the classic expression for
the static magnetic field within a single-turn solenoid.
Note that the electric field given by Eq.(38) does not
depend on any loop dimensions, but was derived for an
electrically small loop. The wave impedance, Z,, at the
origin, is the ratio of E; to H, and from Eqgs. (38) and (39) is

Zy = —jﬂokb (40)

In addition to providing insight into the behavior of loop
probes, Eqgs. (38)—(40) are useful in testing the results of
numerical codes like the numerical electromagnetic code
(NEC) described in Ref. 3, and often used in the numerical
analysis of wire antenna structures.

When the small loop is used as an untuned and
unshielded field probe, the current induced in the loop
will have a component due to the magnetic field normal
to the loop plane as well as a component due to the
electric field in the plane of the loop. A measure of E field
to H field sensitivity is apparent from expression (40).
The electric field to magnetic field sensitivity of a simple
small-loop probe is proportional to the loop diameter.
The small gap-fed loop, then, has a dipole moment
that complicates its use as a purely magnetic field
probe.

3. LOOP APPLICATIONS

Loop antennas appear in pager receivers as both ferrite-
loaded loops and as single-turn rectangular structure
within the radio housing. When worn on the belt, the
loop benefits from coupling to the vertically resonant
human body. In the high-frequency bands, the loop has
been implemented as a series resonant circuit fed by
a secondary loop. The structure can be tuned over a
very large frequency band while maintaining a relatively
constant feed point impedance. One wavelength perimeter
square loops have been successfully implemented as high-
gain transmitting structures.

3.1. The Ferrite-Loaded Loop Antenna: A Magnetic Dipole

Let us examine a small ferrite-loaded loop antenna
with dimensions, 22 =2.4cm, 2a =0.4cm, and at a
wavelength of about A = 8.6 m as depicted in Fig. 9. When
the permeability of the ferrite is sufficiently high, this
antenna behaves like a magnetic dipole. The magnetic
fields are strongly confined to the magnetic medium,
especially near the midsection of the ferrite rod, and
behave as the dual of the electric dipole excited by a
triangular current distribution. We can therefore analyze

%
2h

w>>1

Figure 9. A ferrite loaded loop antenna. (Source: Siwiak [2].)

its behavior using a small dipole analysis shown in
Siwiak [2].

The impedance at the midpoint of a short dipole having
a current uniformly decreasing from the feed point across
its length 24 is

1o 2h
on [1“ H - 1]
Zaipole = g—;<kh>2 —j = (41)

The corresponding unloaded @ of the dipole antenna is

el ],

Qdipole = (kh)3

Equation (42) has the expected inverse third power with
size behavior for small antennas, and for A/a = 6

4.5
Qdipole = W (43)

Comparing the @ for a small dipole given by Eq. (43) with
the @ of a small loop of Eq. (24), we see that the loop @
is small even though the same ratio of antenna dimension
to wire radius was used. We conclude that the small
loop utilizes the smallest sphere that encloses it more
efficiently than does the small dipole. Indeed, the thin
dipole is essentially a one-dimensional structure, while
the small loop is essentially a two-dimensional structure.
We can use Eqgs. (41) and (42) for the elementary
dipole to examine the ferrite load loop antenna since it
resembles a magnetic dipole. The minimum ideal @ of this
antenna is given by Eq. (42), 1.0 x 108. The corresponding
bandwidth of such an antenna having no dissipative
losses would be 2 x 35f/Q = 70 MHz/1.3 x 10% = 69 Hz.
A practical ferrite antenna at this frequency has an actual
unloaded @4 of nearer to 100, as can be inferred from
the performance of belt-mounted radios shown in Table 2.
Hence, an estimate of the actual antenna efficiency is

10log % = —-40dB (44)

and the actual resultant 3 dB bandwidth is about 700 kHz.
Such an antenna is typical of the type that would be used
in a body-mounted paging receiver application. As detailed
in Siwiak [2], the body exhibits an average magnetic field



Table 2. Paging Receiver Performance Using

Loops

Paging Field Strength
Frequency Receiver, at Belt Sensitivity
Band (MHz) Average Gain (dBi) (dB-wV/m)
30-50 —32 to —37 12-17
85 —26 13
160 —19 to —23 10-14
280-300 —16 10
460 —-12 12
800-960 -9 18-28

Source: After Siwiak [2].

enhancement of about 6 dB at this frequency, so the aver-
age belt-mounted antenna gain is —34 dBi. This is typical
of a front-position body-mounted paging or personal com-
munication receiver performance in this frequency range.

3.2. Body Enhancement in Body-Worn Loops

Loops are often implemented as internal antennas in
pager receiver applications spanning the frequency bands
from 30 to 960 MHz. Pagers are often worn at belt
level, and benefit from the “body enhancement” effect.
The standing adult human body resembles a lossy wire
antenna that resonates in the range of 40—80 MHz. The
frequency response, as seen in Fig. 10, is broad, and for
belt-mounted loop antennas polarized in the body axis
direction, enhances the loop antenna azimuth-averaged
gain at frequencies below about 500 MHz.

The far-field radiation pattern of a body-worn receiver is
nearly omnidirectional at very low frequency. As frequency
is increased, the pattern behind the body develops a
shadow that is manifest as a deepening null with
increasing frequency. In the high-frequency limit, there
is only a forward lobe with the back half-space essentially
completely blocked by the body. For horizontal incident
polarization, there is no longitudinal body resonance and
there is only slight enhancement above 100 MHz.

Vertical ==-=-- Horizontal

15

12

-3 Lol Ll Lo

10 100 1000 10000
Frequency, MHz

Figure 10. Gain-averaged body-enhanced loop
(Source: Siwiak [2].)

response.
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3.3. The Small Resonated High-Frequency Loop

The simple loop may be resonated with a series capacitor
having a magnitude of reactance equal to the loop
reactance, and indeed, is effectively implemented that way
for use in the HF bands as discovered by Dunlavy [17].
When fed by a second untuned loop, this antenna will
exhibit a nearly constant feed point impedance over a three
or four to one bandwidth by simply adjusting the capacitor
to the desired resonant frequency. The reactive part of the
loop impedance is inductive, where the inductance is given
by {Z.} = wL, so ignoring the higher-order terms

nokb [m [%] - z}
L= a (45)

w

which with the substitution nok/w = @y becomes
L= uob [m [%} - 2] (46)
a

The capacitance required to resonate this small loop at
frequency f is
1

€= GrfrL

(47)

The loop may be coupled to a radio circuit in many different
ways, including methods given in Refs. 17 and 18. When
used in transmitter applications, the small-loop antenna
is capable of impressing a substantial voltage across the
resonating capacitor. For a power P delivered to a small
loop with unloaded @ of Eq. (23) and with resonating the
reactance X¢ given by the reactive part of Eq. (22), it is
easy to show that the peak voltage across the resonating

capacitor is
V, = VXcQP 48)
by recognizing that
V, = v2IrusXc (49)
where Igys is the total RMS loop current

P
Taws = | ————
RMS ReZnog] (50)

along with @ at the resonant frequency in Eq. (23).

Transmitter power levels as low as one watt delivered
to a moderately efficient small-diameter (1/100) loop can
result in peak values of several hundred volts across the
resonating capacitor. This is not intuitively expected; the
small loop is often viewed as a high current circuit that is
often described as a short-circuited ring. However, because
it is usually implemented as a resonant circuit with a
resonating capacitor, it can also be an extremely high-
voltage circuit as will be shown below. Care must be
exercised in selecting the voltage rating of the resonating
capacitor even for modest transmitting power levels, just
as care must be taken to keep resistive losses low in the
loop structure.
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As an example, consider the @ and bandwidth of a
small-loop antenna: 2b = 10 cm in diameter, resonated
by a series capacitor and operating at 30 MHz. The
example loop is constructed of 2a = 1 cm diameter copper
tubing with conductivity ¢ = 5.7 x 107 S/m. The resistance
per unit length of round wire of diameter 2a with
conductivity o is

1 1 Wit
' 2nadsc  2maV 20 BD
where §; is the skin depth for good conductors and w
is the radian frequency and o =47 x 107 H/m is the
permeability of free space, so R; = 0.046 Q. From Eq. (22)
the loop impedance is Z = 0.00792 + ;j71.41. Hence the loop
efficiency can be found by comparing the loop radiation
resistance with loss resistance. The loop efficiency is
R,/(Rs + Re{Z}) = 0.147 or 14.7%. From Eqgs. (46) and (47)
we find the resonating capacitance C = 74.3 uF. From
Eqgs. (48)—(50) we see that if one watt is supplied to the
loop, the peak voltage across the resonating capacitor is
308 V, and that the loop current 4.3 A. The resonated loop
is by no means the “low impedance” structure that we
normally imagine it to be.

3.4. The Rectangular Loop

Pager and other miniature receiver antennas used in the
30-940 MHz frequency range are most often implemented
as electrically small rectangular loops. For a rectangle
dimensioned b; x b of comparable length, and constructed
with 2a-diameter round wire, the loop impedance is given
in Ref. 19 as

_ 0 g2y 0 24
Zrect— 61 (k A) +J7T |:b11n|:a(b1+bc)]

2A
+ [bz In [ai(bz n bc)] +2(a+b, — by — bz)]]
(52)

where A = b1by and b, = (b2 + b2)¥/2. The loss resistance
is found by multiplying R, in Eq. (51) by perimeter length
of the loop, 2(b; + b2). For a given antenna size the lowest
loss occurs for the circular loop.

3.5. The Quad Loop Antenna

The quad loop antenna, sometimes called the cubical quad,
was developed by Clarence C. Moore in the 1940s as a
replacement for a four element parasitic dipole array
(Yagi—-Uda array). The dipole array exhibited corona
arcing at the element tips severe enough to damage the
antenna when operated at high power levels (10 kW)
in a high-altitude (10,000-ft) shortwave broadcasting
application in the 25-m band. Moore sought an antenna
design with “no tips” that would support extremely high
electric field strengths, which caused the destructive
arcing. His solution was a one-wavelength perimeter
square loop, and later with a loop director element as
shown in Fig. 11. The configuration exhibited no arcing

|
_ A4 |
0.14t00.25 1

X

N

/ Feed / Reflector
element
Driven Stub
element tuner

Figure 11. Two-element loop array.

tendencies, and a new short wave antenna configuration
was born.

As shown in Fig. 11, the driven element is approx-
imately one quarter-wavelength on an edge. Actually,
resonance occurs when the antenna perimeter is about
3% greater than a wavelength. The reflector element
perimeter is approximately 6% larger than a wavelength,
and may be implemented with a stub tuning arrange-
ment. Typical element spacing is between 0.14 A and
0.25 A. The directivity of a quad loop is approximately
2 dB greater than that of a Yagi antenna with the same
element spacing.
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1. INTRODUCTION

Speech coders were first used for encrypting the
speech signal as they still are today for secure voice
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communications. But their most important use is bit rate
saving to accommodate more users in a communications
channel such as a mobile telephone cell or a packet
network link. Alternatively, a high-resolution coder or a
more elaborate coding method may be required to provide
for a higher-fidelity playback.

Actually, the availability of ever broader-band connec-
tion and larger-capacity media has led some to consider
speech coding as unnecessary but the increasing popu-
lation of transmitters and the increasingly rich content
have taken up the “bandwidth” made available by the
introduction of broadband services.

Further, coding may be required to counter the noise
present in the communication channel, such as a wireless
connection, or the decay of the storage media, such as
a magnetic or optical disk. In fact, such a coding, called
channel coding, will increase the total bit rate, and this is
usually on a par with encryption. In contrast, the coding
mentioned before is called source coding and will be dealt
with almost exclusively below.

The speech signal is an analog continuous waveform,
and any digital representation of it incurs a distortion
or lack of fidelity, which is irrelevant for high-fidelity
rendering. High-fidelity representations are obtained by
filtering the signal within a sufficiently wide frequency
band, sampling it at regular intervals and then quantizing
each amplitude so obtained with a large number of bits.
This kind of direct digital coding is called pulse-code
modulation (PCM). The sampling operation is reversible
if properly done, and the large number of bits for
quantizer codes makes it possible to have a large number
of closely spaced coding levels, reducing quantization
distortion.

Since human hearing has a finite sensitivity, a
sufficiently fine digital representation may be considered
“transparent” or essentially identical to the original signal.
In the case of a general audio signal, a bit rate of
706 kbit/s per channel, compact-disk (CD) quality, is
usually considered transparent, while for telephone speech
64 kbps (kilobits per second) is taken as toll quality
(Table 1). Even though it is rather elusive to impose a
range for low-bit-rate speech coding as it is a moving
target, it seems that nowadays it is best bounded by
4 kbps from above, given the longlasting effort to settle for
a toll quality speech coder at that rate at the ITU-T [1,2],
and it is bounded by ~1 kbps from below by considering
mainly the expected range of leading coding techniques
at the lower low-rate region and the upper very-low-rate
region [3]. A very good and comprehensive reference to
speech coding [4] located low rate between 2.4 kbps and
8 kbps just some years ago.

Table 1. Bit Rates of Typical Acoustic Signals

Bandwidth  Sampling Bits per Bit Rate

(Hz-kHz) Frequency Sample (kbps)
Narrowband speech 300-3.4 8.0 8 64
Wideband speech 50-17.0 16.0 14 224
Wideband audio (DAT format) 10-20.0 48.0 16 768
Wideband audio (CD format) 10-20.0 441 16 706
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2. SPEECH MODELING FOR LOW-RATE SPEECH CODING

Speech is a time-varying signal that may be considered
stationary during segments of some tens of milliseconds
in general. For these segments, usually called frames, an
overall characterization is often made by using a spectral
model. Complementarily, the energy is imparted to a
synthesis filter, which embodies the estimated spectral
model, by an excitation signal also carrying more details
of the fine structure of the signal spectrum, or else the
spectral model may be sampled at selected frequencies
or integrated over selected frequency bands in order to
define a proper reconstructed signal. In addition, the
incorporation into the excitation model of the requisite
interpolation for the process of synthesis further extends
it into the time—frequency domain.

2.1. Predictive Coders

During the first half of the twentieth century, filterbanks
were used for synthesizing speech since the first voice
coder or “vocoder” developed by Dudley. The major
difficulty in vocoding was the separation of vocal source
behavior from vocal-tract behavior in order to drive a
source—{filter model for synthesis. A didactic taxonomy of
parametric coders is given by Deller et al. [5].

A manageable and accurate acoustical model of speech
production was proposed by Fant in 1960, and a good
approximation to it is provided by the linear prediction
(LP) model. The LP model for speech analysis was
originally proposed by Itakura and Saito in 1968 and Atal
and Hanauer in 1971 [6], whose spectral models are short-
term stationary and nonstationary, respectively. The
stationary LP spectral model is the frequency response of

G
Hz)= —— D

p
1+ Zakz’k
k=1

whose magnitude may be interpreted as a fit to the
envelope of the short-term log spectrum of the signal
as shown in Fig. 1. The order p, of the LP model has to
be high enough to enable it to adjust to the overall shape
of the spectrum, and the gain factor G allows an energy
matching between the frequency response of the model and
the spectrum of the signal. The LP model is particularly
biased toward the peaks of the signal spectrum as opposed
to the valleys and is particularly useful as a smooth peak-
picking template for estimating the formants, sometimes
not at likely places at first glance, like the second formant
frequency in Fig. 1.

The excitation model proposed by Itakura and Saito
combines two signal sources as shown in Fig. 2 whose
relative intensities may be controlled by the two
attenuation factors UY2 and V12, which are interlocked
by the relation

U+v=1 (2)

The pulse source, obtained for V =1 and U = 0, is useful
for generating voiced speech. In this mode, besides the
gain factor G, the pulse repetition rate P has to be

60 T T T T T T T
- - - Linear prediction spectral model
— Short-term spectrum of the signal

50

Amplitude (dB)

0 0.5 1 1.5 2 25 3 3.5 4

Frequency (kHz)

Figure 1. Linear prediction spectral fit to the envelope of the
short-term log spectrum of the signal.
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Figure 2. Mixed source—filter model for speech synthesis.

controlled. It is obtained in the coder as the pitch
period of the speech signal through a pitch detection
algorithm. The detected pitch period value may not be
appropriate in many situations that may occur because of
the quasiperiodic nature of voiced speech, the interaction
of fundamental frequency (Fy) with the first formant or
missing lower harmonics of Fy. On the other hand, for
unvoiced speech the gain factor G is sufficient to match
the power level of the pseudorandom source along with
U=1andV =0.

A better mixed excitation is produced by the mixed-
excitation linear prediction (MELP) coder, which, besides
combining pulse and noise excitations, is able to yield
periodic and aperiodic pulses by position jitter [7]. Further,
the composite mixed excitation undergoes adaptive
spectral enhancement prior to going through the synthesis
filter to produce the synthetic signal that is applied to the
pulse dispersion filter.

2.2. Sinusoidal Coders

The voiced mode of speech production motivates the sine-
wave representation of voiced speech segments by

K
s(n) =) Acos(@rn + ) 3)

k=1
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Figure 3. Short-term log spectrum of the signal with selected
local peaks.

where A;, and ¢, are respectively the amplitude and phase
of oscillator %, associated with the w, frequency track.
This model quite makes sense in view of the spectrum of
a voiced segment as can be seen in Fig. 3. As suggested
in this figure, the peak frequencies {wp, £ =1,2,...,K}
may be extracted and used as the oscillator frequencies
in Eq. (3). For a strict periodic excitation model, wp = kwy,
that is, the peak frequencies are equally interspaced and
we have the so-called harmonic oscillator model. However,
not all sinusoidal coders subscribe to this model because,
by distinguishing small deviations from harmony, tonal
artifacts may be guarded against. But the harmonic model
is more amenable to low-rate implementation; thus other
techniques have to be used to forestall the development of
“buzzy” effects, which arise as a consequence of the forced
additional periodicity.

The amplitudes may be constrained to lie on an
envelope fit to the whole set of amplitudes, thereby
enabling an efficient vector quantization of the amplitude
spectrum. This amplitude model is compatible with the
linear prediction filter described in Section 2.1, and the
efficient quantization methods available for it may be
borrowed, as is done for the sinusoidal transform coder
(STC) [8].

Equation (3) may also be used for synthesizing unvoiced
speech as long as the phases are random. In order to reduce
the accuracy required of the voicing decision, a uniformly
distributed random component is added to the phase of the
oscillators with frequency above a voicing-dependent cutoff
frequency in the STC as the lower harmonics of F are
responsible for the perception of pitch. In the multiband
excitation (MBE) coder, the band around each frequency
track is defined as either voiced or unvoiced, and Eq. (3)
is not used for unvoiced synthesis; instead, filtered white
noise is used. The bands are actually obtained after the
signal has been windowed, and, as the windows have a
finite bandwidth, this brings about a similarity of the
sinusoidal coder with subband coders.

For low-rate coding, there is not enough rate for
coding the phases, and phase models have to be used
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by the synthesizer such as the zero-phase model and the
minimum-phase model. When there is a minimum-phase
spectral model as in the latter case, the complex amplitude
is obtained at no additional cost by sampling its frequency
response as

H(ejmk) =A;(:)ej¢1(ar) (4)

where A}’ and ¢,” are the reconstructed amplitude and
phase of frequency track wy, respectively.

2.3. Waveform-Interpolation Coders

Waveform-interpolation coders usually apply linear pre-
diction for estimating a filter whose excitation is made
by interpolation of characteristic waveforms. Characteris-
tic waveforms (CWs) are supposed to represent one cycle
of excitation for voiced speech. The basic idea for the
characteristic waveform stems from the Fourier series
representation of a periodic signal, whose overtones are
properly obtained by a Fourier series expansion. There-
fore, the CW encapsulates the whole excitation spectrum,
provided the signal is periodic. The rate of extraction of
CWs may be as low as 40 Hz for voiced segments, as these
waveforms are slowly varying in this case. On the other
hand, for unvoiced segments the rate of extraction may
have to be as high as 500 Hz but each segment may be
represented with lower resolution [9].

The length of sampled characteristic waveforms varies
as the pitch period. Therefore, their periods have to
be normalized and aligned before coding for proper
phase tracking. A continuous-time notation encapsulates a
length normalization and the time-domain CW extraction
process so that a two-dimensional surface may be built.
The normalization of CW length is achieved by stretching
or shrinking the waveforms to fit them within a normalized
period of 27 radians. This normalized time within a
period is referred to as the phase (¢). Assuming that
linear prediction analysis has been performed and that
the prediction residual has been determined for CW
extraction and Fourier series representation, above and
below the time—phase plane undulates the characteristic
surface

K
u(t, ¢) =) ap(t) cos(kd) + (@) sin(kg) (5)

k=1

For the sake of coding efficiency, it is convenient to
decompose the characteristic surface into a slowly evolving
waveform (SEW) and a rapidly evolving waveform (REW).
The SEW may be obtained by lowpass filtering u(¢, ¢)
along the ¢ axis as shown in Fig. 4 and represents the
quasiperiodic component of speech excitation, whereas the
REW may be obtained by highpass filtering u(¢, ¢) along
the ¢ axis, representing the random component of speech
excitation. Both components must add up to the original
surface:

u(t, ¢) = usew(t, ¢) + urew(t, ¢) (6)

Characteristic waveforms may be represented by means
other than a Fourier series but in the latter case they
may be compared to sinusoidal coders, having smaller
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Figure 4. Characteristic surface for WI coding the residual signal given behind whose underlying
CWs have been extracted at a 400 Hz rate. Its SEW component is also shown below, which has
been obtained by lowpass filtering the characteristic surface along the time axis with a cutoff

frequency of 20 Hz.

interpolation rates due to a more flexible time—frequency
representation and to a higher resolution in time. For
a common framework that encompasses both sinusoidal
coding and waveform interpolation, please refer to Ref. 10,
where the issue of perfect reconstruction in the absence of
quantization errors is brought to bear.

3. PARAMETER ESTIMATION FROM SPEECH SEGMENTS

The linear prediction model was introduced in the
last section along with the simplest excitation types
for time-domain implementation, the frequency-domain
parametric models of greater use for low-bit-rate coders
and a harmonic excitation model, including waveform
interpolation. In this section a more detailed description is
provided of the structures used to constrain the excitation
and the algorithms used for estimating its parameters.
The segmentation of the speech signal for its analysis
is complemented by its concatenation in the synthesis
phase.

Although the initial goal was a medium bit rate range
from 8 to 16 kbps, a different approach has come to
be used for coding the excitation, called code-excited
linear prediction (CELP) [11]. The two most important
concepts in CELP coding are (1) an excitation quantization
by sets of consecutive samples, which is a kind of
vector quantization (VQ) of the excitation, and (2)a
search criterion based on the reconstruction error instead

of the prediction error or differential signal. Figure 5
has been drawn stressing these main distinguishing
features.

A CELP coder is provided with a finite set of codevectors
to be used for reconstructing each segment or subframe
of the original signal. A collection of M codevectors is
said to be a codebook of size M. Prior to searching the
excitation, a filter is estimated through LP analysis (see
Section 2.1) to have a frequency response matching the
short-term spectral envelope of a block of the original
signal called a “frame.” Each frame typically consists of
two to four excitation subframes, and the synthesis filter
is determined for each subframe by interpolation from the
LP filters of neighboring frames. As shown in Fig. 5, each
codevector ¢; in turn, for £ = 1,2, ..., M is filtered by the
synthesis filter

1

(7N

generating all around the encoding loop a reconstruction
error vector ¢,. This process of determining the signal to
be synthesized within the coder is called the analysis-by-
synthesis method. It allows the coder to anticipate the best
strategy constrained to the situation that the synthesizer
will face. Thus, the minimum square reconstruction error
is identified as

i = argmin |lex]?) ®)
k=1,2,..M
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of codevector ¢;, where the scale factor G = G; has been
calculated to minimize the square reconstruction error
lle: 12 for codevector c;.

Actually, a CELP coder applies a perceptual spectral
weighting to the reconstruction error prior to the
minimization by means of the weighting filter, defined
by a function of the adaptive synthesis filter as

_He/w)
H(z/y1)

where 0 < y» < y; <1 are bandwidth expansion factors.
A very usual combination of values is y, = 0.8 and
y1 = 1. Overall, the weighting filter serves the dual
purpose of deemphasizing the power spectral density of
the reconstruction error around the formant frequencies
where the power spectrum of the signal is higher and
emphasizing the spectral density of the error in between
the formant frequencies where hearing perception is more
sensitive to an extraneous error. Both actions come about
as consequences of the frequency response of W(z) in
Fig. 6. In much the same way, in order to achieve a
reconstructed signal with a higher perceptual quality, an
open-loop postfilter is usually applied to the reconstructed
signal, which is defined as a function of the synthesis filter
as well (see Fig. 7).

Additionally, toll quality reconstruction can be achieved
only if there is a rather precise means of imposing the
periodicity of voiced speech segments on the reconstructed
signal. This goal can be achieved by using a second
adaptive codebook in the CELP coder. This adaptive
codebook is fed on a subframe basis the composite coded
excitation

W) (10)

e(n) = Gyea(n) + Grer(n) (11)

Amplitude (dB)

0 0.5 1 1.5 2 25 3 3.5 4

Frequency (kHz)

Figure 6. Frequency responses of synthesis filter and corre-
sponding perceptual weighting filter.
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Figure 7. Two-codebook CELP synthesis model.
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where ¢, (n) stands for the adaptive codevector with its
gain factor G, and ¢(n) with its gain factor Gy represents
the fixed excitation, depicted by the only codebook in
Fig. 5. The enhanced synthesis model for this CELP coder
is illustrated in Fig. 7.

Nonetheless, the fixed codebook structure and its
search algorithms have been the target for developments
leading to the widespread applicability of CELP coders.
The fixed codebook in the original CELP coder was
stochastically populated from samples of independent
and identically Gaussian distributed vectors [11]. As the
complexity of exhaustive searches through the codebook
was overwhelming for the then-current signal processors,
more efficient search methods were derived (discussed in
Section 4), which required more structured codebooks such
as the center-clipped and overlapped stochastic codebooks.
Their searches have lower operational complexity due
to the sparse amplitude distribution and the overlapped
nature of their codevectors. The latter allows for the use
of efficient search techniques originally developed for the
adaptive codebook. Even more surprising, they enhance
the speech quality as well [12] to a level considered good
enough for secure voice and cellular applications at low to
medium rates.

Meanwhile, predictive waveform coders borrow the idea
of impulse excitation from parametric LP coders (see
Section 2.1) in order to decrease the bit rate but with a
twist to deliver higher quality, which involves the increase
in the number of pulses per pitch period. A subframe of
multipulse excitation is given by

M-1
e(n):GZaka(n—mk), n=0,1....L-1 (12

k=0

where M is the number of pulses per excitation subframe,
L is the length of the subframe, o, and m; respectively
represent individual pulse amplitude and position, and G
is a common excitation vector gain. This new approach
was called “multipulse excitation” and is very complex in
its most general formulation [13]. Moreover, a constrained
version of it, known by “regular pulse excitation with
long-term predictor” (RPE-LTP), was adopted for the
Global System for Mobile Communications (GSM) full-
rate standard coder for digital telephony and is notable for
its low complexity [14].

This kind of excitation was further structured and
inserted into a CELP coder. Pulse positions were con-
strained to lie in different tracks, which cover in
principle all the positions in the excitation subframe,
whereas pulse amplitudes «;, were restricted to either
plus or minus one. The latter feature and its con-
ceptual connection to error-correction codes has estab-
lished the name “algebraic CELP” for this kind of
excitation. These deterministic sparse codebooks made
their entrance into standard speech coding with the
G.729 conjugate structure, algebraic CELP (CS-ACELP)
coder [15]. A general ACELP position grid is given in
Table 2 for an M-pulse codebook over an L-sample sub-
frame.

As the bit rate is decreased, further modeling and
classification of the signal has to be done at the encoder in

Table 2. ACELP Position Grid for M-Pulse
Tracks over an L-Sample Subframe

Track Positions

0 0 M 2M L-M

1 1 M+1 2M + 1 L-M+1
2 2 M+1 2M + 2 L-M+2
M-1 M-1 2M-1 3M-1 ... L-1

order to keep speech quality about the same. For instance,
the pitch synchronous innovation CELP (PSI-CELP) coder
adapts the fixed random codevectors in voiced frames to
have periodicity [16].

Surprisingly, the analysis-by-synthesis operation of
CELP is proving capable of delivering toll-quality
speech at lower rates when generalized to allow for
a mixture of open-loop and closed-loop procedures [2]
where parameters and excitation are determined in
an open-loop fashion for clearly recognizable subframe
types such as stationary periodic or voiced segments
and closed-loop algorithms are used for unvoiced or
transient segments. Because of the scarcity of bits
for representing the excitation, it makes sense to
predistort the target vector for closed-loop searches
when it is clearly voiced since it becomes easier to
match a codevector to it. The predistortion has to
be perceptually transparent such as the time warping
described in Ref. 17.

In a different trend, the development of text-to-speech
(TTS) systems has been moving away from the rule-
based, expert system approach to the new framework
of concatenative synthesis, based on model fitting with
statistical signal processing [18]. In rule-based systems
subword speech units are designed as well as rules
for concatenating them that take into account the
coarticulation between neighboring units as well as
their exchange for allophonic variations. On the other
hand, concatenative synthesis systems are based on the
acquisition of a large database of connected speech from an
individual speaker containing instances of coarticulation
between all possible units. For the latter systems, the
synthesis consists of selecting the largest possible string
of original database subunits, thereby borrowing their
natural concatenation. The final postprocessing stage of
the TTS adjusts the prosody of the synthetic signal,
mostly by pitch and timescale modifications. For segment
selection, a concatenative synthesizer uses both an
acoustic cost within each segment and a concatenation
cost between consecutive segments [3]. If the input feature
vector sequence F =f;,f,, ..., fy is to be synthesized by
the unit sequence U =uj, uy,...,uy, the acoustic cost
may be defined by

K
o, Wn) =Y (Fonk — tm )’ (13)

k=1

for segment m, where £ indices through the K features
are selected for comparison, normally the spectral
representation of the subunits, and the concatenation cost



may be calculated by

K
oy 1, W) =D (U1 — Um ) (14)
k=1

The best subunit sequence is selected by minimization of
the total cost J (F, U) whose simplest definition is

N N
JEU) =) dafn,w) + Y Jo(Wn 1w, (15)

m=1 m=2

With the use of these kinds of cost measures in their
analysis, concatenative synthesizers are becoming more
similar to speech coders.

4. LOW-RATE CODING APPROACHES

Speech coding allows more users to share a communica-
tions channel such as a mobile telephone cell or a packet
network link and is concerned with the economical rep-
resentation of a speech signal with a given distortion
for a specified implementation complexity level. Tradi-
tionally, a fixed bit rate and an acceptable maximum
distortion are specified. More generally, the required max-
imum bit rate or the acceptable maximum distortion
level may be specified. Actually, for modern cellular or
packet communications, sometimes the bit rate may be
dictated by channel traffic constraints, requiring variable-
bit-rate coders.

Objective fidelity measures such as the segmental
signal-to-noise ratio (SNRSEG) are very practical for coder
development, while more perceptual methods such as
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objective distortion measures, including the perceptual
speech quality measure (PSQM) [19], which use to
advantage the limitations of the human ear, may be used
instead. But subjective the opinion of human listeners is
still the best gauge of fidelity and may be assessed by the
mean opinion score (MOS), obtained in formal listening
tests where each listener classifies the speech stimulus on
the 5-point scale shown in Table 3.

Coder complexity constrains the possibilities of rate
distortion tradeoff. Its major component is operational
complexity, liable to be measured in million instructions
per second (MIPS) [20]. An artistic conception of the
fidelity versus rate behavior of low-rate coders for two
levels of complexity is presented in Fig. 8, anchored by
some real coder test points, listed in Table 4. It should be
mentioned that these fidelity curves pass through a kind
of “knee” around the 4 kbps rate, where they evolve at a
lower slope, eventually reaching a virtual plateau at high
rates [21].

Low-bit-rate implementations of models tested at
higher rates need compensation for the loss of resolu-
tion or reduction of parameters, whereas very-low-bit-rate

Table 3. Quality Scale
for Subjective
Listening Rating

Quality Score

Excellent 5
Good
Fair
Poor
Bad

DN W

Figure 8. Conception of the fidelity
versus rate behavior of low-rate
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Table 4. Speech Quality and Operational Complexity of Some Selected

Coders®

Bit rate Quality Complexity
Coder (kbps) (MOS) (Mips)? Ref.
LPC-10e, FS-1015 2.40 2.30 8.7 37
MELP, FS-1017 2.40 3.30 20.4 37
EWI 2.80 ~3.80 ~30.0 33,35,38
PSI-CELP, RCR PDC half-rate 3.45 ~3.40 23.0 14,16,38,39
IMBE, INMARSAT-M System 4.15 3.40 7.0 4,14
CELP, FS-1016 4.80 3.59 17.0 37,40
STC 4.80 3.53 ~25.0 8
WI 4.80 3.77 ~25.0 40
ACELP, G.723.1 5.33 3.55 16.0 33,41
CS-ACELP, G.729 8.00 3.92 20.0 38,41

@ Caution: These performance and complexity figures were obtained under different test and
implementation conditions and should be used only as a first guess in comparisons. Tilde (~)

indicates estimate.
b Million instructions per second.

implementations admit refinements when upgraded to
the low-rate range. In general, low-rate implementa-
tions require higher complexity algorithms and incur
longer algorithmic delay. But a reduction in complexity
may render the original algorithm useful for a num-
ber of applications. This is one reason why a num-
ber of efficient search algorithms have been proposed
since the inception of the CELP coder such as that
due to Herndndez-Gémez et al. [22], who proposed a
residual-based preselection of codevectors and the effi-
cient transform-domain search algorithms elaborated by
Trancoso and Atal [23]. Another preselection of codevec-
tors was proposed [24] on the basis of the correlation
between the backward-filtered target vector and seg-
ments of codevectors. The latter efficient search was called
“focused search” and was adopted for the reference ITU-T
8-kbps CS-ACELP coder [15] with an open-loop signal-
selected pulse amplitude approach. This coder is used
for transmitting voice over packet networks among other
applications.

In fact, the acceptance of this family of coders is so
wide that most of the second-generation digital cellular
coders use it, including the Telecommunications Indus-
try Association (TIA) IS641 enhanced full-rate (EFR)
coder [25] and the IS127 enhanced variable-rate coder
(EVRC) [26] as well as the GSM EFR coder [27]. In
addition, a general-purpose efficient search algorithm for
ACELP fixed excitation codebook has been proposed, the
joint position and amplitude search (JPAS) [28], which
includes a closed-loop sequential pulse amplitude deter-
mination, and a more efficient search for the EVRC [29]
has been advanced as well. Also, a generalization of
“algebraic pulses” by “algebraic subvectors” is the basis
for the algebraic vector quantized CELP (AVQ-CELP)
search, which enhances the IS127 coder and uses open-
loop subvector preselection in order to make it more
efficient [30].

As the bit rate is decreased below 6 kbps, ACELP coder
quality degrades because of the uniform pulse density in
the pulse position grid [31] and the high level of sparsity
in the resulting excitation waveform. In an effort to push

down the bit rate for ACELP applications, pulse dispersion
techniques have been proposed [32,33]. The former closed-
loop technique is incorporated in a partially qualified
candidate for the ITU-T 4-kbps coder [2]. Furthermore,
parametric coders such as MELP also implement pulse
dispersion but as an open-loop enhancement in the
decoder as mentioned in Section 2.1. Along with pulse
dispersion, the pulse position in the grid should be changed
adaptively since it will not be able to cover all the
positions [31,34].

Another technique that holds promise for lower-
bit-rate coding is target vector predistortion. Time-
warping predistortions have already been proposed
as mentioned in Section3 and even used in the
IS127 EVRC.

The segments coded open loop may use enhanced
vocoderlike techniques such as those used in the
MELP or sinusoidal coders or, alternatively, WI tech-
niques with a partial use of analysis-by-synthesis meth-
ods [35].

The judicious application of these enhancement tech-
niques requires classification of the signal into voice or
silence. In the former case, the speech signal is classified
into voiced and unvoiced stationary segments at least.
Even the identification of transients may be required
as a next step. Branching out further, speech classifi-
cation might get down to subunits such as triphones,
diphones, and phones. In these cases the segmentation is
event-driven, similar to the method used for very-low-rate
coding [36]. Nevertheless, one should bear in mind that
irregular segmentation requires timescale modification as
a postprocessing stage, which may introduce annoying
artifacts into the reconstructed signal. So sometimes it
may be wise to maintain regular frame-based segmenta-
tion even at very low rates in order to ensure a certain
uniform quality level [3].

In conclusion, the CELP framework with some relaxed
waveform matching constraints, allowing for perceptual
quality preserving signal predistortion and more segments
of simple parametric coding, is very likely to be able to
achieve toll quality at 4 kbps. It is anticipated as well that



coders based on codebooks of sequences of speech subunits
with properly defined distortion measures will also play
an important role in advancing the toll quality frontier
into the low-bit-rate range.
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1. INTRODUCTION

The publication of Claude Shannon’s 1948 paper, “A
mathematical theory of communication” [1], marked the
beginning of coding theory. In his paper, Shannon
established that every communication channel has
associated with it a number called the channel capacity. He
proved that arbitrarily reliable communication is possible
even through channels that corrupt the data sent over
them, but only if information is transmitted at a rate less
than the channel capacity.

In the simplest case, transmitted messages consist of
strings of Os and 1s, and errors introduced by the channel
consist of bit inversions: 0 — 1 and 1 — 0. The essential
idea of forward error control coding is to augment messages
to produce codewords containing deliberately introduced
redundancy, or check bits. With care, these check bits can
be added in such a way that codewords are sufficiently
distinct from one another so that the transmitted message
can be correctly inferred at the receiver, even when some
bits in the codeword are corrupted during transmission
over the channel.

While Shannon’s noisy channel coding theorem estab-
lishes the existence of capacity-approaching codes, it
provides no explicit guidance as to how the codes should
be chosen, nor how messages can be recovered from the
noise-corrupted channel output. The challenges to com-
municating reliably at rates close to the Shannon limit
are therefore twofold: (1) to design sets of suitably dis-
tinct codewords and (2) to devise methods for extracting
estimates of transmitted messages from the output of a
noise-contaminated channel, and to do so without exces-
sive decoder complexity.

In this article, we consider code design and decoding
for a family of error correction codes known as low-density
parity-check (LDPC) block codes. In the simplest form
of a parity-check code, a single parity-check equation
provides for the detection, but not correction, of a single bit
inversion in a received codeword. To permit correction of
errors induced by channel noise, additional parity checks
can be added at the expense of a decrease in the rate
of transmission. Low-density parity-check codes are a
special case of such codes. Here “low density” refers to
the sparsity of the parity-check matrix characterizing the

* Work supported by a CSIRO Telecommunications & Industrial
Physics postgraduate scholarship and the Centre for Integrated
Dynamics and Control (CIDAC).

T Work supported in part by Bell Laboratories Australia, Lucent
Technologies, as well as the Australian Research Council under
Linkage Project Grant LP0211210, and the Centre for Integrated
Dynamics and Control (CIDAC).
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code. Each parity-check equation checks few message
bits, and each message bit is involved in only a few
parity-check equations. A delicate balance exists in the
construction of appropriate parity-check matrices, since
excessive sparsity leads to uselessly weak codes.

First presented by Gallager in his 1962 thesis [2,3],
low-density parity-check codes are capable of performance
extraordinarily close to the Shannon limit when appropri-
ately decoded. Codes that approach the Shannon limit to
within 0.04 of a decibel have been constructed. Figure 1
shows a comparison of the performance of LDPC codes
with the performance of some well-known error correction
codes. The key to extracting maximal benefit from LDPC
codes is soft-decision decoding, which starts with a more
subtle model for channel-induced errors than simple bit
inversions. Rather than requiring that the receiver ini-
tially make hard decisions at the channel output, and so
insisting that each received bit be assessed as either 0 or
1, whatever is the more likely, soft-decision decoders use
knowledge of the channel noise statistics to feed probabilis-
tic (or “soft”) information on received bits into the decorder.

The final ingredient in implementing soft-decision
decoders with acceptable decoder complexity are iterative
schemes that handle the soft information in an efficient
manner. Soft iterative decoders for LDPC codes make
essential use of graphs to represent codes, passing
probabilistic messages along the edges of the graph. The
use of graphs for iterative decoding can be traced to
Gallager, although for over 30 years barely a handful of
researchers pursued the consequences of Gallager’s work.
This situation changed dramatically with the independent
rediscovery of LDPC codes by several researchers in
the mid-1990s, and graph-based representations of codes
are now an integral feature in the development of both
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Figure 1. Bit error rate performance of rate—% error cor-
rection codes on an additive white Gaussian noise chan-
nel. From right to left, soft Viterbi decoding of a con-
straint length 7 convolutional code; sum-product decoding of
a regular Gallager code with blocklength 65,389 [8]; a Turbo
code with 2+ 32 states, 16,384-bit interleaver, and 18 itera-
tions http: // www331.jp1.nasa.gov / public/ TurboPerf.html; sum—
product decoding of a blocklength 107 optimized irregular
code [16]; and the Shannon limit at rate %

the theoretical understanding and implementation of
iterative decoders.

In this article, we begin by introducing parity checks
and codes defined by their parity-check matrices. To
introduce iterative decoding we present in Section 3 a
hard-decision iterative algorithm that is not very powerful,
but suggestive of how graph-based iterative decoding
algorithms work. The soft-decision iterative decoding
algorithm for LDPC codes known as sum-product
decoding is presented in Section 4. Section 5 focuses on
the relationship between the codes and the decoding
algorithm, as expressed in the graphical representation
of LDPC codes, and Section 6 considers the design of
LDPC codes. The article concludes with a discussion of
the connections of this work to other topics and future
directions in the area.

2. LOW-DENSITY PARITY-CHECK CODES

2.1. Parity-Check Codes

The simplest possible error detection scheme is the single
parity check, which involves the addition of a single extra
bit to a binary message. Whether this parity bit should
be a 0 or a 1 depends on whether even or odd parity is
being used. In even parity, the additional bit added to each
message ensures an even number of 1s in each transmitted
codeword. For example, since the 7-bit ASCII code for the
letter S is 1010011, a parity bit is added as the eighth bit.
If even parity is being used, the value of the parity bit is 0
to form the codeword 10100110.

More formally, for the 7-bit ASCII plus even parity code,
we define a codeword ¢ to have the following structure:

C=1C1C2C3C4C5CgC7Csg

where each ¢; is either 0 or 1, and every codeword satisfies
the constraint

c1Pca®esPea®es PegDerdeg=0 @D

Here the symbol & represents modulo-2 addition, which is
equal to 1 if the ordinary sum is odd and O if the ordinary
sum is even. Whereas the inversion of a single bit due to
channel noise can be easily detected with a single parity
check [as (1) is no longer satisfied by the noise-corrupted
codeword], this code is not sufficiently powerful to indicate
which bit (or bits) was (were) inverted. Moreover, since
any even number of bit inversions produces a word
satisfying the constraint (1), any even numbers of errors
go undetected by this simple code.

One measure of the ability of a code to detect errors is
the minimum distance of the code. The Hamming distance
between two codewords is defined as the number of bit
positions in which they differ. For example, the codewords
10100110 and 10000111 differ in positions 3 and 8, so
the Hamming distance between them is 2. The minimum
distance of a code, d iy, is defined as the smallest Hamming
distance between any pair of codewords in the code. For
the even parity code dyin = 2, so the corruption of 2 bits in
a codeword can result in another valid codeword and will
consequently not be detected.
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Detecting more than a single bit error calls for increased
redundancy in the form of additional parity checks. To
illustrate, suppose that we define a codeword ¢ to have the
following structure:

C =1C1C9C3C4C5Cs

where each ¢; is either 0 or 1, and ¢ is constrained by three
parity-check equations:

110100 C1
wsasezo 011010
02@03@0520 < Cj
c1@ca®c3®eg=0 H e
Ce

0
=10 2)

0

In matrix form we have that ¢ =[c; ¢o ¢35 ¢4 ¢5 cg] 1s a
codeword if and only if it satisfies the constraint

He"=0 3)

where the parity-check matrix, H, contains the set of
parity-check equations that define the code. To generate
the codeword for a given message, the code constraints can
be rewritten in the form

cyg=c1Dcy
c; =c2@cs
ce =Cc1Dc2Dces

& [eq ¢9 3 ¢4 5 c6l

OO =
o= o
-o o
—_O
=)
—

“4)

= [c1 ca c3]

G

where bits c¢1, ce, and c3 contain the 3-bit message, and
parity-check bits cy4, ¢5, and cg are calculated from the
message. Thus, for example, the message 110 produces
parity-check bits ¢4, =1®1=0,¢c5=1®0=1, and ¢cg =
13 1® 0 =0, and hence the codeword 110010. The matrix
G is the generator matrix of the code. Substituting each
of the 23 = 8 distinct messages c; ¢; c3 = 000,001, ..., 111
into Eq. (4) yields the following set of codewords:

000000 001011 010111 011100 ®)
100101 101110 110010 111001

The reception of a word that is not in this set
of codewords can be detected using the parity-check
constraint equation (3). Suppose, for example, that the
word r = 101011 is received from the channel. Substitution
into Eq. (3) gives

1
1101002 1
HrT=0110100=0 (6)
11100 1]} 1

1

which is nonzero, and so the word 101011 is not a codeword
of our code.

To go further and correct the error requires that the
decoder determine the codeword most likely to have been
sent. Since it is reasonable to assume that the number
of errors will more likely be small rather than large, the
required codeword is the one closest in Hamming distance
to the received word. By comparison of the received word
r = 101011 with each codeword in (5), the closest codeword
isc¢ = 001011, which is at Hamming distance 1 from r. The
minimum distance of this code is 3, so a single bit error
always results in a word closer to the codeword that was
sent than any other codeword, and hence can always be
corrected. In general, for a code with minimum distance
dmin, € bit errors can always be corrected by choosing the
closest codeword whenever

e< V—mi“z_ IJ )

where |x] is the largest integer that is at most x.

Error correction by direct search is feasible only
when the number of distinct codewords is small. For
codes with thousands of bits in a codeword, it becomes
far too computationally expensive to directly compare
the received word with every codeword in the code,
and numerous ingenious solutions have been proposed,
including choosing codes that are cyclic or, as presented
in this article, devising iterative methods to decode the
received word.

2.2. Low-Density Codes

LDPC codes are parity-check codes with the requirement
that H is low-density, so that the vast majority of entries
are zero. A parity-check matrix is regular if each code bit
is contained in a fixed number, w,, of parity checks and
each parity-check equation contains a fixed number, w,,
of code bits. If an LDPC code is described by a regular
parity-check matrix it is called a (w., w,)-regular LDPC
code; otherwise it is an irregular LDPC code.
Importantly, an error correction code can be described
by more than one parity-check matrix, where H is a valid
parity-check matrix for a code, provided (3) holds for all
codewords in the code. Two parity-check matrices for the
same code need not even have the same number of rows;
what is required is that the rank over GF(2) of both be
the same, since the number of message bits, &, in a binary
code is
k =n — ranky (H) 8)

where ranky(H) is the number of rows in H that are
linearly dependent over GF(2). To illustrate, we give a
regular parity-check matrix for the code of (2) with w,. = 2,
w, = 3, and rank,(H) = 3, which satisfies (3)

)

oOH O K
coRr K~
H O RO
[ =Y
o RO
H R OO

A Tanner graph is a graphical representation of H
that facilitates iterative decoding of the code. The Tanner



LOW-DENSITY PARITY-CHECK CODES: DESIGN AND DECODING 1311

graph consists of two sets of vertices: n bit vertices (or
bit nodes) and m parity-check vertices (or check nodes),
where there is a parity-check vertex for every parity-check
equation in H and a bit vertex for every codeword bit.
Each parity-check vertex is connected by an edge to the
bit vertices corresponding to the code bits included in that
parity-check equation. The Tanner graph of the parity-
check matrix (9) is shown in Fig. 2. As the number of
edges leaving the bit vertices must equal the number of
edges leaving the parity-check vertices it follows that for
a regular code:

m-w,=n-w, (10)

A cycle in a Tanner graph is a sequence of connected
vertices that start and end at the same vertex in the
graph, and that contain other vertices no more than once.
The length of a cycle is the number of edges it contains,
and the girth of a graph is the size of its smallest cycle. A
cycle of size 6 is shown in bold in Fig. 2.

Traditionally, the parity-check matrices of LDPC
codes have been defined pseudorandomly subject to the
requirement that H be sparse, and code construction of
binary LDPC codes involves randomly assigning a small
number of the values in an all-zero matrix to be 1. The lack
of any obvious algebraic structure in randomly constructed
LDPC codes sets them apart from traditional parity-check
codes. The properties and performance of LDPC codes are
often considered in terms of the ensemble performance of
all possible codes with a specified structure (e.g., a certain
node degree distribution), reminiscent of the methods used
by Shannon in proving his noisy channel coding theorem.
More recent research has considered the design of LDPC
codes with specific properties, such as large girth, and
we describe in Sections 5 and 6 methods to design LDPC
codes. For sum—product decoding, however, no additional
structure beyond a sparse parity-check matrix is required,
and in the following two sections we present decoding
algorithms requiring only the existence of a sparse H.

3. ITERATIVE DECODING

Toillustrate the process ofiterative decoding, a bit-flipping
algorithm is presented, based on an initial hard decision
(0 or 1) assessment of each received bit. An essential part
of iterative decoding is the passing of messages between
the nodes of the Tanner graph of the code. For the bit-
flipping algorithm, the messages are simple; a bit node
sends a message to each of the check nodes to which it
is connected, declaring whether it is a 1 or a 0, and each
check node sends a message to each of the bit nodes to

Check vertices

Bit vertices

Figure 2. Tanner graph representation of the parity-check
matrix in (9). A 6-cycle is shown in bold.

which it is connected, declaring whether the parity check

is satisfied. The sum—product algorithm for LDPC codes

operates similarly but with more complicated messages.
The bit-flipping decoding algorithm is as follows:

Step 1. Initialization. Each bit node is assigned the bit
value received from the channel, and sends messages
to the check nodes to which it is connected indicating
this value.

Step 2. Parity update. Using the messages from the
bit nodes, each check node calculates whether its
parity-check equation is satisfied. If all parity-check
equations are satisfied, the algorithm terminates;
otherwise each check node sends messages to the bit
nodes to which it is connected indicating whether
the parity-check equation is satisfied.

Step 3. Bit update. If the majority of the messages
received by each bit node are “not satisfied,” the bit
node flips its current value; otherwise the value
is retained. If the maximum number of allowed
iterations is reached, the algorithm terminates and
a failure to converge is reported; otherwise each
bit node sends new messages to the check nodes to
which it is connected, indicating its value, and the
algorithm returns to step 2.

To illustrate the operation of the bit-flipping decoder,
we take the code of (9) and again assume that the
codeword ¢ = 001011 is sent, and the word r = 101011
is received from the channel. The steps required to decode
this received word are shown in Fig. 3. In step 1 the bit
values are initialized to be 1, 0, 1, 0, 1, and 1, respectively,
and messages are sent to the check nodes indicating these
values. In step 2 each parity-check equation is satisfied
only if an even number of the bits included in the parity-
check equation are 1. For the first and third check nodes
this is not the case, and so they send “not satisfied”
messages to the bits to which they are connected. In step
3 the first bit has the majority of its messages indicating
“not satisfied” and so flips its value from 1 to 0. Step 2
is repeated, and since now all four parity-check equations
are satisfied, the algorithm halts and returns ¢ = 001011
as the decoded codeword. The received word has therefore
been correctly decoded without requiring an explicit search
over all possible codewords.

The existence of cycles in the Tanner graph of a code
reduces the effectiveness of the iterative decoding process.
To illustrate the detrimental effect of a 4-cycle, we adjust
the code of the previous example to obtain the new code
shown in Fig. 4. A valid codeword for this code is 001001,
but again we assume that the first bit is corrupted, so that
r = 101001 is received from the channel. The steps of the
bit-flipping algorithm for this received word are shown in
Fig. 4. In step 1 the initial bit values are 1, 0, 1, 0, 0, and
1, respectively, and messages are sent to the check nodes
indicating these values. Step 2 reveals that the first and
second parity-check equations are not satisfied. In step 3
both the first and second bits have the majority of their
messages indicating “not satisfied,” and so both flip their
bit values. When step 2 is repeated, we see that the first
and second parity-check equations are again not satisfied.
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Initialization

Figure 3. Bit-flipping decoding of the
received word r=101011. Each diagram
indicates the decision made at each step of the
decoding algorithm based on the messages
from the previous step. A cross (x) represents
that the parity check is not satisfied, while a BN
tick (/) indicates that it is satisfied. For the /
messages, a dashed arrow corresponds to the -
messages “bit = 0” or “check not satisfied,” 6//
while a solid arrow corresponds to “bit = 1” O
or “check satisfied.” 0 0

Bit update X

V|
|

\

Initialization

Figure 4. Bit-flipping decoding of the
received word r = 101001. A 4-cycle is shown
in bold in the first diagram.

Further iterations at this point simply cause the first 2
bits to flip their values in such a way that one of them
is always incorrect; the algorithm fails to converge. As a
result of the 4-cycle, each of the first two codeword bits is
involved in the same two parity-check equations, and so
when neither of the parity-check equations is satisfied, it
is not possible to determine which bit is causing the error.

4. SUM-PRODUCT DECODING

The sum-product decoding algorithm, also called belief
propagation decoding, was first introduced by Gallager
in his 1962 thesis, where he applied it to the decoding
of pseudorandomly constructed LDPC codes. For block
lengths of 107, highly optimized irregular LDPC codes
decoded with the sum-product algorithm are now known
to be capable of approaching the Shannon limit to within
hundredths of a decibel on the binary input additive
white Gaussian noise (AWGN) channel. In the early
1960s, however, limited computing resources prevented
Gallager from demonstrating the capabilities of iteratively
decoded LDPC codes for blocklengths longer than ~500,
and for over 30 years his work was ignored by only a

handful of researchers. It was only rediscovered by several
researchers in the wake of Turbo decoding [4], which
has subsequently been recognized as an instance of the
sum-—product algorithm.

The sum—product algorithm can be regarded as being
similar to the bit-flipping algorithm described in the
previous section, but with the messages representing
each decision (check met, or bit value equal to 1) now
probabilistic values represented by loglikelihood ratios.
Whereas with bit-flipping decoding an initial hard decision
is made on the signal from the channel, what is actually
received is a string of real values where the sign of the
received value represents a binary decision — 0 if positive
and 1 if negative—and the magnitude of the received
value is a measure of the confidence in that decision. A
shortcoming of using only hard decisions when decoding
is that the information relating to the confidence of the
signal, the soft information, is discarded. Soft-decision
decoders, such as the sum—product decoder, make use of
the soft received information, together with knowledge of
the channel properties, to obtain probabilistic expressions
for the transmitted signal.

For a binary signal, if p is the probability of a 1, then
1 —p is the probability of a 0 that is represented as a
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loglikelihood ratio (LLR) by
1-p
LLR(p) = 10ge (T) (11)

The sign of LLR(p) is the hard decision, and the magnitude
|ILLR(p)| is the reliability of this decision. One benefit of the
logarithmic representation of probabilities is that whereas
probabilities need to be multiplied, loglikelihood ratios
need only be added, reducing implementation complexity.

The aim of sum-product decoding is to compute the
a posteriori probability (APP) for each codeword bit,
P; = P{c; = 1| N}, which is the probability that the ith
codeword bit is a 1 conditional on the event N that all
parity-check constraints are satisfied. The intrinsic or
a priori probability, P™, is the original bit probability
independent of knowledge of the code constraints, and the
extrinsic probability P™' represents what has been learnt
from the event N.

The sum-product algorithm iteratively computes an
approximation of the APP value for each code bit. The
approximations are exact if the code is cycle-free. Extrinsic
information gained from the parity-check constraints
in one iteration is used as a priori information for
the subsequent iteration. The extrinsic bit information
obtained from a parity-check constraint is independent
of the a priori value for that bit at the start of
the iteration. The extrinsic information provided in
subsequent iterations remains independent of the original
a priori probability until that information is returned via
a cycle.

To compute the extrinsic probability of a codeword bit
i from the jth parity-check equation, we determine the
probability that the parity-check equation is satisfied if bit
i is assumed to be a 1, which is the probability that an odd
number of the other codeword bits are a 1:

1 1 int
Pij=5+5 A/d]:[/#'a — 2Pint) (12)
13 j‘l 13

The notation B; represents the set of column locations
of the bits in the jth parity-check equation of the code
considered. Similarly, A; is the set of row locations of the
parity-check equations which check on the ith bit of the
code. To put (12) into loglikelihood notation we note that

tanh (1 log, (1;1’)) —1-2
2 p

1+ [ tanh@LLR(P)/2)
i/eB;i' #i

1- ]_[ tanh(LLR(P1%)/2)
i/eB;.i'#i

to give

LLR(PSY) = log,

The LLR of the estimated APP of the ith bit at each
iteration is then simply

LLR(P,) = LLR(P/™) + ) " LLR(PY")
JeA;

The sum—product algorithm is as follows:

Step 1. Initialization. The initial message sent from
bit node i to the check node j is the LLR of the (soft)
received signal y; given knowledge of the channel
properties. For an AWGN channel with signal-to-
noise ratio E, /Ny, this is

E,
Ny
Step 2. Check to bit. The extrinsic message from check
nodej to bit node i is the probability that parity check
J is satisfied if bit ¢ is assumed to be a 1 expressed as

L;j =R; = 4y; 13)

an LLR:
1+ l_[ tanh(LirJ/2)
i'€By.i'#i
E;; =log, (14)
1- [] tanh(Li;/2)
i'€By.i'#i

Step 3. Codeword test. The combined LLR is the sum of
the extrinsic LLRs and the original LLR calculated
in step 1:
Li=) Eij+R; (15)
JEA;

For each bit a hard decision is made:

- 1, Llfo
T 0, Li>0

If z=[z1,...,2,] is a valid codeword (HzT = 0), or
if the maximum number of allowed iterations have
been completed, the algorithm terminates.

Step 4. Bit to check. The message sent by each bit node
to the check nodes to which it is connected is similar
to (15), except that bit i sends to check node j a LLR
calculated without using the information from check
node j:

Lj= Y Eij+R: (16)
JeAL] #

Return to step 2.

The application of Eqs. (14) and (16) to the code in (9) is
demonstrated in Fig. 5. The extrinsic information passed
from a check node to a bit node is independent of the
probability value for that bit. The extrinsic information
from the check nodes is then used as a priori information
for the bit nodes in the subsequent iteration.

To illustrate the power of sum-product decoding,
we revisit the example of Fig. 3, where the codeword
sent is 0 0 1 0 1 1. Suppose that the channel is
AWGN with E,/No=1.25 and the received signal is
y=-0.1 05 —-0.8 1.0 —0.7 0.5. There are now two
bits in error if the hard decision of the signal is
considered: bits 1 and 6. Figure 6 illustrates the operation
of the sum-product decoding algorithm, as described
in Egs. (13)-(16), to decode this received signal which
terminates in three iterations. The existence of an exact
termination rule for the sum—product algorithm has two
important benefits: (1) a failure to converge is always



1 +tanh(L, 1/2)-tanh(L4 1/2)

Ey1=log
' 1 —tanh(L, 1/2)-tanh(L4 1/2)

)

Figure 5. An example of the messages for sum—product decoding. Calculation of the extrinsic
message sent to bit 1 depends on messages from bits 2 and 4 but not from bit 1. Similarly, the
message sent to check 1 is independent of the message just received from it.

Li1=Ejz+ Ry

Figure 6. Operation of sum—product decoding with
the code from (9) when the codeword [001011] is sent
through an AWGN channel with E; /Ny = 1.25 and
the vector [-0.1 0.5 —0.8 1.0 —0.7 0.5] is received.
The sum-product decoder converges to the correct
codeword after three iterations.
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detected, and (2) additional iterations are avoided once a
solution has been found.

There are variations to the sum-—product algorithm
presented here. The min-sum algorithm, for example, sim-
plifies the calculation of (14) by recognizing that the term
corresponding to the smallest Ly ; dominates the product
term, and so the product can be approximated by a mini-
mum; the resulting algorithm thus requires calculation of
only minimums and additions. An alternative approach,
designed to bridge the gap between the error performance
of sum-product decoding and that of maximum-likelihood
(ML) decoding, finishes each iteration of sum-product
decoding with ordered statistic decoding, with the algo-
rithm terminating when a specified number of iterations
have returned the same codeword [5].

5. CODES, GRAPHS, AND CYCLES

The relationship between LDPC codes and their decoding
is closely associated with the graph-based representations
of the codes. The most obvious example of this is the
link between the existence of cycles in the Tanner graph
of the code to both the analysis and performance of
sum-—product decoding of the code. In his work, Gallager
used a graphical representation of the bit and parity-check
sets of regular LDPC codes, to describe the application of
iterative APP decoding. The systematic study of codes on
graphs, however, is due largely to Tanner, who, in 1981,
extended the single parity-check constraints of Gallager’s
LDPC codes to arbitrary linear code constraints, foresaw
the advantages for very large-scale integration (VLSI)
implementations of iterative decoders, and formalized
the use of bipartite graphs for describing families of
codes [6]. In so doing, Tanner also founded the topic of
algebraic methods for constructing graphs suitable for
sum—product decoding.

By proving the convergence of the sum-product
algorithm for codes whose graphs are free of cycles, Tanner
was also the first to formally recognize the importance of
cycle-free graphs in the context of iterative decoding. The
effect of cycles on the practical performance of LDPC
codes was demonstrated by simulation experiments when
LDPC codes were rediscovered by MacKay and Neal [7]
(among others) in the mid-1990s, and the beneficial effects
of using graphs free of short cycles were shown [8]. Given
the detrimental effects of cycles on the convergence of
iterative decoders, it is natural to seek strong codes whose
Tanner graphs are free of cycles. An important negative
result in this direction was established by Etzion et al. [9],
who showed that for linear codes of rate £/n > 0.5, which
can be represented by a Tanner graph without cycles, the
minimum distance is at most 2.

As the existence of cycles in a graph makes analysis
of the decoding algorithm difficult, most analyses con-
sider the asymptotic performance of iterative decoding on
graphs with asymptotically unbounded girth. This analy-
sis provides thresholds to the performance of LDPC codes
with sum—product decoding. As we will see in the following
section, this process can be used to select LDPC code prop-
erties that improve the threshold values, a process that
works well even though the resulting codes contain cycles.

To date very little analysis has been presented
regarding the convergence of iterative decoding methods
on graphs with cycles, and the majority of the work in
this area can be found in Ref. 10. Gallager suggested
that the dependencies introduced by cycles have a
relatively minor effect and tend to cancel each other
out somewhat. This “seems to work” philosophy has
underlined the performance of sum—product decoding on
graphs with cycles for much of the (short) history of the
topic. It is only relatively recently that exact analysis
on the expected performance of codes with cycles has
emerged. Di et al. [11] use finite-length analysis to give
the exact average bit and block error probabilities for any
regular ensemble of LDPC codes over the binary erasure
channel when decoded iteratively; however, there is as
yet no such analysis for irregular codes or more general
channel models.

Besides cycles, Sipser and Spielman [12] showed that
the expansion of the graph is a significant factor in the
application of iterative decoding. Using only a simple hard-
decision decoding algorithm, they proved that a fixed
fraction of errors in an LDPC code can be corrected in
linear time provided that the Tanner graph of the code
is a sufficiently good expander. That is, any subset S of
bit vertices of size m or less is connected to at least € |S]|
constraint vertices, for some defined m and €.

6. DESIGNING LDPC CODES

For the most part, LDPC codes are designed by first
choosing the required blocklength and node degree
distributions, then pseudorandomly constructing a parity-
check matrix, or graph, with these properties. A generator
matrix for the code can then be found using Gaussian
elimination [8]. Gallager, for example, considered the
ensemble of all (w,, w.)-regular matrices with rows divided
into w, submatrices, where the first contain w, copies of the
identity matrix and subsequent submatrices are random
column permutations of the first. Using ensembles of
matrices defined in this way, Gallager was able to find the
maximum crossover probability of the binary symmetric
channel (BSC) for which LDPC codes could be used to
transmit information reliably using a simple hard-decision
decoding algorithm.

Luby et al.extended the class of LDPC ensembles to
those with irregular node degrees and showed that
irregular codes are capable of outperforming regular
codes [13]. In extending Gallager’s analysis to irregular
ensembles, Luby et al. introduced tools based on linear
programming for designing irregular code ensembles
for which the maximum allowed crossover probability
of the binary symmetric channel is optimized [14].
Resulting from this work are the “tornado codes,” a
family of codes that approach the capacity of the
erasure channel and can be encoded and decoded in
linear time.

Richardson and Urbanke extended the work of Luby
et al. to any binary input memoryless channel and to soft-
decision message-passing decoding [15]. They determined
the capacity of message-passing decoders applied to LDPC
code ensembles by a method called density evolution.
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For sum-product decoding density evolution makes it
possible to determine the corresponding capacity to any
degree of accuracy and hence determine the ensemble
with node degree distribution that gives the best capacity.
Once a code ensemble has been chosen a code from
that ensemble is realized pseudorandomly. By carefully
choosing a code from an optimized ensemble, Chung
et al. have demonstrated the best performance to date
of LDPC codes in terms of approaching the Shannon
limit [16].

A more recent development in the design of LDPC codes
is the introduction of algebraic LDPC codes, the most
promising of which are the finite-geometry codes proposed
by Lucas et al. [17], which are cyclic and described by
sparse 4-cycle free graphs. An important outcome of this
work with finite-geometry codes was the demonstration
that highly redundant parity-check matrices can lead
to very good iterative decoding performance without
the need for very long blocklengths. Although the
probability of a random graph having a highly redundant
parity-check matrix is vanishingly small, the field of
combinatorial designs offers a rich source of algebraic
constructions for matrices that are both sparse and
redundant. In particular, there has been much interest
in balanced incomplete block designs (BIBDs) to produce
sparse matrices for LDPC codes that are 4-cycle-free.
For codes with greater girth, generalized quadrangle
designs give the maximum possible girth for a graph
with given diameter [18]. Both generalized quadrangles
and BIBDs are subsets of the more general class
of combinatorial structures called partial geometries,
a possible source of further good algebraic LDPC
codes [19].

In comparison with more traditional forms of error-
correcting codes, the minimum distance of LDPC codes
plays a substantially reduced role. There are two
reasons for this: (1) the lack of any obvious algebraic
structure in pseudorandomly constructed LDPC codes
makes the calculation of minimum distance infeasible
for long codes, and most analyses focus on the average
distance function for an ensemble of LDPC codes; and
(2) the absence of conspicuous flattening of the bit-
error-rate (BER) curve at moderate to high signal-
to-noise ratios (the “error floor”) strongly suggests
that minimum distance properties are simply not as
important for LDPC codes as for traditional codes.
Indeed, it has been established that to achieve capacity
on the binary erasure channel when using irregular
LDPC codes, the codes cannot have large minimum
distances [20].

7. CONNECTIONS AND FUTURE DIRECTIONS

Following the rediscovery of Gallager’s iterative LDPC
decoding algorithm in the mid-1990s, the notion of an
iterative algorithm operating on a graph has been gen-
eralized and is now capable of unifying a wide range
of apparently different algorithms from the domains
of digital communications, signal processing, and even
artificial intelligence. An important generalization of
Tanner graphs was presented by Wiberg in his 1996

Ph.D. thesis [21]. Wiberg introduced state variables
into the graphical framework, thereby establishing a
connection between codes on graphs and the trel-
lis complexity of codes, and was the first to observe
that on cycle-free graphs, the sum-product (respec-
tively, min-sum) algorithm performs APP (respectively,
ML) decoding.

In an even more general setting, the role of the
Tanner graph is taken by a factor graph [22]. Cen-
tral to the unification of message-passing algorithms
via factor graphs is the recognition that many compu-
tationally efficient signal processing algorithms exploit
the manner in which a global cost function acting on
many variables can be factorized into the product of
simpler local functions, each of which operates on a
subset of the variables. In this setting a (bipartite)
factor graph encodes the factorization of the global
cost function, with each local function node connected
by edges only to those variable nodes associated with
its arguments.

The sum—product algorithm operating on a factor graph
uses message passing to solve the marginalize product-
of-functions (MPF) problem which lies at the heart of
many signal processing problems. In addition to the
iterative decoding of LDPC codes, specific instances of
the sum—product algorithm operating on suitably defined
factor graphs include the forward/backward algorithm
(also known as the BCJR (Bahl-Cocke—dJelinek—Raviv)
algorithm [23] or APP decoding algorithm), the Viterbi
algorithm, the Kalman filter, Pearl’s belief propagation
algorithm for Bayesian networks, and the iterative
decoding of “Turbo codes,” or parallel concatenated
convolutional codes.

For high-performance applications, LDPC codes are
naturally seen as competitors to Turbo codes. LDPC
codes are capable of outperforming Turbo codes for
blocklengths greater than ~105, and the error floors of
LDPC codes at BERs below ~1075 are typically much
less pronounced than those of Turbo codes. Moreover,
the inherent parallelism of the sum-product decoding
algorithm is more readily exploited with LDPC codes
than their Turbo counterparts, where block interleavers
pose formidable challenges to achieving high through-
put [24]. Despite these impressive advantages, LDPC
codes lag behind Turbo codes in real-world applica-
tions. The exceptional simulation performance of the
original Turbo codes [4,25] generated intense interest
in these codes, and variants of them were subse-
quently incorporated into proposals for third-generation
(83G) wireless systems such as the Third Generation
Partnership Project (3GPP), a global consortium of
standards-setting organizations [26]. Whatever perfor-
mance advantages of very long LDPC codes over Turbo
codes there may be, the invention of Turbo codes some
3 years prior to the (re)discovery of LDPC codes has
given them a distinct advantage in wireless communi-
cations, where blocklengths of at most several thousand
are typical, and where compliance with global standards
is paramount.

One serious shortcoming of LDPC codes is their
potentially high encoding complexity, which is in general
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quadratic in the blocklength, and compares poorly
with the linear time encoding of Turbo codes. Finding
computationally efficient encoders is therefore critical for
LDPC codes to be considered as serious contenders for
replacing Turbo codes in future generations of forward
error correction devices. Several approaches have been
suggested, including the manipulation of the parity-
check matrix to establish that while the complexity is,
strictly speaking, quadratic, the actual number of encoding
operations grows essentially linearly with blocklength. For
some irregular LDPC codes whose degree distributions
have been optimized to allow transmission near to
capacity, the encoding complexity can be shown to be
truly linear in blocklength [27]. A very different approach
to the encoding complexity problem is to employ cyclic,
or quasicyclic, codes as LDPC codes, as encoding can
be achieved in linear time using simple feedback shift
registers [28].

While addressing encoding complexity is driven by
applications, two issues seem likely to dominate future
theoretical investigations of LDPC codes. The first of these
is to characterize the performance of LDPC codes with ML
decoding and thus to assess how much loss in performance
is due to the structure of the codes, and how much is due to
the suboptimum iterative decoding algorithm. The second,
and related, issue is to rigorously deal with the decoding
of codes on graphs with cycles. Most analyses to date have
assumed that the graphs are effectively cycle-free. What
is not yet fully understood is just why the sum—product
decoder performs as well as it does with LDPC codes
having cycles.
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1. INTRODUCTION

Data storage is an essential function within today’s
information delivery systems. While the communication
of information focuses on the delivery “from here to
there,” the storage function is focused on the delivery
of information “from now to then.” The “now to then”
may entail near real-time transactions, as in server-
client systems, or a period of days or months, as in
data archiving. Whatever the application, the demand
for storage is exploding in computing, communication,
consumer, and entertainment systems. Over 200 million
magnetic hard disk drives and over 150 million optical
drives, combining various forms of compact disk (CD) and
digital video disk (DVD) drives, will be shipped worldwide
in 2002. The market for magnetic hard disk drives alone
is forecasted to grow to over 350 million drives by 2006.
Using a conservative estimate of 100 Gbytes of average
storage capacity per drive in that time frame, digital
magnetic storage alone will support 35,000 petabytes
(35 x 10'® bytes) of storage demand worldwide.

Storage devices can be broadly classified into two cat-
egories: solid-state and mechanical. Solid-state memories
are based on semiconductor process technology, and they
can be used as standalone components within a system,
or integrated with other functions in monolithic form.
Mechanical storage devices rely on the relative motion
between a magnetic, optical, or hybrid (magneto-optic)
transducer and an associated storage medium to store
temporal signals as spatial patterns on the medium. They
are complex standalone subsystems that are used to store
large quantities of data in nonvolatile form; that is, the
device power can be turned off while preserving the stored
data. Solid-state memories consume less power during
storage and retrieval of data and offer better mechanical
reliability, but they are considerably more expensive than
mechanical storage devices.

The trend in storage devices is similar to that for com-
munication systems: digital storage is emerging as the
technology of choice. While data storage is inherently dig-
ital, storage of ubiquitous analog sources of information,
namely, audio and video, is being accomplished increas-
ingly using digital techniques. Digital source coding meth-
ods, such as MPEG-x and its associated audio standard
MP3, JPEG, and pulse code modulation (PCM), are used
to convert the analog signals to digital bit sequences for
the purposes of delivery and storage. The advantages of
performance, cost, and flexibility are driving this trend.
Digital storage offers the ability to maintain a low proba-
bility of error during repeated retrievals of the stored data.

This advantage is similar to “regeneration” in digital com-
munications. Sources with wide dynamic range signals,
such as classical music, can be reproduced with low noise
and distortion compared to analog storage. Digital audio
tape (DAT), music CD, DVD, and PVR (personal video
recorder) as a replacement for VCR are examples of the
emerging trend to use digital storage. The cost of digital
storage also continues to decline at a rapid rate because
of the steady improvements in component technologies, as
discussed later in the article, and the economies of scale
associated with the mass personal computer market.

In order to meet the wide and varying demands
of different applications, storage devices have become
segmented on the basis of two factors: performance and
cost per megabyte. Performance is measured in terms of
the access time, which is defined as the average time
spent to access the selected data. Figure 1 shows the
segmentation of commonly used storage devices in various
applications. Highly cost-sensitive applications, involving
software distribution, consumer audio and video playback,
use compact disk read only memory (CD-ROM) and DVD
devices. These devices are based on the use of optical
recording technology and are designed to support varying
modes of storage, including read-only, write-once read-
many (WORM), and erasable/rewriteable. Their access
times typically are on the order of tens to hundreds of
milliseconds, but the associated cost of the drive and
media is very low. Data backup and archival storage rely
largely on the lower cost, lower performing magnetic tape
systems. Such systems have access times on the order of
tens to hundreds of seconds, since they can only access
the selected data sequentially. They, however, support
very large volumetric densities (Mbytes/cu. ft.) at very low
cost per megabyte. Near real-time transactional systems
use the higher cost, higher performance hard disk drive
(HDD) systems permitting direct access to the selected
data in any arbitrary order. Such devices are based on the
use of magnetic recording technology. Solid-state memory
devices, with access times on the order of nanoseconds
but much higher cost per megabyte, are used for real-
time storage applications, such as caching, real-time data
memory, and program control.
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Figure 1. Storage devices segmentation.
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Among mechanical storage devices, the magnetic HDD
system has occupied a unique position in data storage
since the introduction of IBM’s RAMAC system in 1957
(see [15]). In order to keep this position unchallenged,
the underlying magnetic component, signal processing,
mechanical, and interface technologies have evolved at
a very rapid pace to meet the growing demands of
high-performance computing and peripheral devices. As
a consequence of the rapid progress, digital magnetic
storage technology is well poised to support the lower
cost, lower performance segment previously serviced by
optical or magnetic tape devices.! Magnetic HDD has
already found its way in today’s set-top boxes, allowing
users to store in excess of 100 Gbytes of their favorite
TV programs unattended. More applications in this area,
dubbed “personal video recording,” are likely to emerge
as the much-vaunted convergence of communications,
computing, entertainment, and mobility picks up pace.
Similarly, IBM’s one-inch diameter HDD is capable of
storing 1 Gbyte of data in nonvolatile form at low cost.
It is finding its way in digital cameras and other mobile
applications. Except for removeability, digital magnetic
recording offers everything that optical storage does, but
with system attributes that include smaller, cheaper,
denser, and faster.

This article provides an overview of digital magnetic
storage based on the HDD system. Section 2 provides
an overview of digital magnetic storage in HDD systems
and the associated technology trends. Section 3 describes
the digital magnetic recording channel, including the
magnetic recording processes that underlie the generation
of signals, noise, distortion, and interference during data
retrieval. Section 4 describes the signal processing and
coding techniques used in commercial HDD systems. Many
of those techniques have their origins in data transmission
and can be applied to other digital magnetic and optical
storage channels with suitable modifications. Section 5 is
devoted to concluding remarks.

2. HDD SYSTEM AND TRENDS

HDD systems are designed to deliver digital information
“from now to then.” Two processes are involved in such
delivery: recording and retrieval.? The recording function,
often referred to as “write,” takes blocks of data (typically
4 kbits), appends control and synchronization information,
and records it in the form of data sectors on the medium.
The retrieval function, referred to as “read,” processes the
readback signal from the medium to deliver the recovered
data. The two processes are similar to the transmit and the
receive functions in data communication systems. While
there are many similarities between data storage and
communication, there are key differences that pertain to
the error rate and synchronization requirements, which,

I Even though Fig. 1 shows the cost for magnetic tape storage to
be lower than HDD, the cost per megabyte for many HDD devices
is comparable to that for tape systems.

2 Accurate head positioning during recording and retrieval may
be regarded as the third process for information delivery. It is
very key to the operation of the HDD.

in turn, have a bearing on the overall system design
philosophy. Unlike data communications, HDD systems
do not rely on “automatic request for retransmission” to
recover from data errors; the retrieval process is designed
to guarantee a prescribed worst-case bit error rate.?
Similarly, since data recording involves mapping temporal
data into spatial patterns, clock and data synchronization
during retrieval must be fast and reliable to conserve
the “real estate” on the medium. A great deal of effort is
focused in HDD systems to minimize spatial overhead.

The HDD is a highly sophisticated electromechanical
system. The mechanical assembly involves a slider
mechanism holding a read/write head that flies about
10—20 nanometers (nm) over a rotating disk with speeds
ranging from 3,600 rpm in the 1” form factor (which refers
to the disk diameter) HDD to 15,000 rpm in the 3.5” form
factor HDD. This head/media spacing places very stringent
requirements on the disk surface in terms of uniformity,
planarity, and defects. At the time of this writing, a typical
drive will have 1 to 7 disks and 1 to 14 heads.

As shown in Fig. 2, data is stored on the disk in the
form of spatial magnetic patterns along a track. The tracks
are laid out as annuli of width W;, which comprises the
physical magnetic track width and a guard band between
neighboring tracks. During data recording or retrieval, the
head is positioned at a new track by moving the slider using
servo control. To achieve accurate positioning, prewritten
servo data patterns are interspersed along the tracks in
the form of wedges, as shown in Fig. 2. These patterns are
sensed during the head positioning process, which takes
place in two major steps. First, the head seeks the track

Tracks perinch

Bits per inch

Read/write
head

Servo wedge

Figure 2. Data storage on hard disk drive.

3 Procedures that rely on the reread of the recorded data are also
built into the HDD to recover from a rare error event, but their
probability of use is minimized by design to maintain a high data
throughput rate.



where the target data is to be located. The average amount
of time required to seek the targeted track is called the seek
time. The second step is to locate the data on the targeted
track. The average time spent to locate the data is referred
to as latency, which equals half the revolution period of
the disk, since the target data location, on average, is
halfway along the track from the initially positioned head.
The sum of the seek time and latency defines the access
time, which denotes the average time spent in going from
one randomly selected location to another. Access time is a
key measure of performance in data storage applications.
Improvements in servo control algorithms, actuator design
using lighter materials, and higher rotational speeds (e.g.,
15000 rpm) are progressively reducing the access time in
HDD. Today’s products have access times ranging from
15ms in IBM’s 1” Microdrive to below 6 ms in high
performance server drives.

The number of bits stored per unit length of the track
is referred to as linear density, measured in bits per inch
(bpi). If the rotating speed of the disk is M revolutions per
second, the data rate is R bits per second, and the track
location is at radius r inches, then the linear density L is
given by

R o
L= Sy bits/inch (1)

Note that the linear density grows towards infinity as r
approaches 0. In practice, a nonzero inner radius, r;, is
selected to achieve a prescribed maximum linear density.
Likewise, a prescribed outer radius, r,, is used and the
data storage is confined to the region between r, and r;.
Based on capacity considerations (see Eq. (3) below), r, is
approximately equal to 2r;.

The number of tracks per unit length along the radial
direction is referred to as the ¢rack density, measured in
tracks per inch (tpi), and is given by

ro —r;

N; = W tracks/inch 2)

t

The linear density is typically 8 to 15 times higher
than the track density in commercially available products.
The product of linear and track density defines the areal
density, measured in bits per sq. inch. The storage capacity
of a disk surface is the product of the areal density and the
total surface area available for recording. Based on simple
physical arguments, the capacity per surface, C, can be
bounded as:

2nr;(ro —1r;) “C< 7 (ro? —ri?) 3)

th th

where W; is the track width and [ is the smallest bit cell
length along the track. The upper bound assumes that bit
cells of area [W, are recorded over the entire disk surface.*
Such a bound would be achieved if the linear velocity of

4In practice, the entire disk surface is not available for data
storage. Some area is used to store servo data patterns for
controlling the head positioning over the track as well as
for storing overhead information related to defect skipping,
calibration, etc.
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the disk could be kept constant across all tracks. Since the
linear velocity is radius-dependent (note v = rw, where w
is the angular velocity and r is the radius), it is impractical
to keep it constant while supporting random access with
low access time.’ The lower bound is based on the use
of constant data rate and rotational speed, wherein the
number of bit cells at radius r;, given by 27r;/l, is kept
constant across all tracks.

In practice, the capacity per surface lies between the
two bounds. Instead of varying the rotational speed,
the data rate is varied across the radii to effect better
utilization of the disk surface. The disk surface is
delineated into annular zones and the data rate is
increased across the zones from the inner radius to the
outer radius. This allows the zones along the outer radii to
store more data, and hence yield higher storage capacity.
The actual increase in capacity achieved from this so-
called zone-bit recording scheme depends upon the number
of zones and the linear density in each zone.

Areal density growth is key to increasing the capacity
per disk surface. Indeed, the areal density has grown
by a factor of 17 million since the introduction of the
RAMAC drive in 1957 (see [13,14]). Figure 3 shows
the areal density trends for commercial products and
prototype demonstrations. At least two inflection points
have occurred in the past decade. Since 1991, the rate
of increase in areal density accelerated to 60% per year,
and since 1997 this rate has further increased to 100%
per year. Today’s commercially available products store in
excess of 50 Gbits/sq. inch, combining 80 ktpi in track
density and 670 kbpi in linear density. Experimental
prototype demonstrations exceeding 100 Gbits/sq. inch
have been reported in the industry. The acceleration
in 1991 of the annual growth rate was caused by
the introduction of two key component technologies:
magnetoresistive (MR) sensor for read heads and partial
response maximume-likelihood (PRML) for read channels.
The application of coding and PRML are discussed in
more detail later in the chapter. The inflection point in
1997 was caused by the introduction of Giant MR (GMR)
heads, which provide improved transducer sensitivity
over their predecessors. Continual improvements in
magnetic medium and signal processing technologies
are also supporting this unprecedented growth rate in
areal density.

The incredible growth in areal density has wrought
similar trends in other figures-of-merit of interest in
storage applications. Most importantly, the cost per
megabyte decreases since the number of heads and disks
required to achieve a prescribed capacity point decreases.
Indeed, the cost per megabyte is declining at a rate
of 40-50% annually, a rate currently higher than that
for DRAM. Volumetric density also grows since smaller
form factor disk drives,® with reduced head/disk count,

5 The linear velocity is kept constant across all tracks in compact
audio players because the information is accessed sequentially
from the inner radius to the outer radius and enough time
is available to vary the rotational speed continually across
the tracks.

6 The 5.25 inches and larger form factors are all but obsolete now.
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achieve prescribed capacity points. The 3.5 inches and
2.5 inches form factors, which refer to the disk diameters,
are mainstream today; the 1inch is the emerging form
factor. At the time of this writing, the 3.5 inches drive (with
1” height), serving the high performance server market,
stores approximately 80 Gbytes; the same form factor
drive for desktop applications has a capacity exceeding
100 Gbytes. The 2.5 inches drive (with 1/2” height) serving
the mobile and notebook computers stores approximately
50 Gbytes. The 1.0 inch form factor (1/4” height) stores
1 Gbyte. These same form factors are likely to double
their storage capacity within a year, or support the same
capacity with reduced number of heads and disks, and
thus lowered cost per megabyte.

With smaller form factor and fewer disks, higher
rotational speed and improved mechanical assembly can
be achieved, thereby providing the means to reducing the
access time. As the linear density grows with the areal
density, the data transfer rate also increases (see Eq. (1)).
The internal data transfer rates in today’s disk drives
is in the range of 400 Mbits/sec to over 1 Gbits/sec. It is
growing at 30—40% annually. Together, the increasing
transfer rates and decreasing access time are rendering
HDD systems faster than before.

The above trends point to the following observation:
magnetic disk drives are unequivocally becoming smaller,
denser, faster, and cheaper. With these attributes,
magnetic HDD is likely to become a viable storage device
for such consumer applications as digital cameras, mobile
communication devices, handheld computers, personal
video recorders, and set-top boxes.

However, as the capacity per surface grows exponen-
tially due to the increasing areal density, issues of reliabil-
ity of the storage device become more acute. This trend has
led to the development and proliferation redundant array
of independent disks of (RAID) systems, which use redun-
dancy within an array of disk drives to improve reliability
and performance of the storage system. Tens of terabytes
are aggregated in a RAID device with prescribed mea-
sures of data availability and reliability. Just as in error

| |
1970 1980 1990 2000

Production year

2010

correction coding schemes, RAID devices are designed to
reconstruct the stored data in the midst of a prescribed
number of drive failures. Interconnected through data net-
works, these devices are used today to service the storage
demands of the Internet and other information delivery
systems with uncompromised availability.

The reader is referred to [13—-15,28,30] for more
detailed information on the trends for HDD systems.

3. DIGITAL MAGNETIC RECORDING CHANNEL

Digital magnetic recording is based on the elementary
principles of electromagnetics wherein the temporal data
signal to be recorded is converted into spatial patterns
of magnets on a magnetic medium. It relies on the well-
known M-H curve, shown in Fig. 4, which defines the
switching behavior of the applied magnetic field, H, and
the resulting remanent magnetization, M, of a magnetic
material. Figure 4 shows that when the applied magnetic
field exceeds the coercivity of the medium, H,, the medium
has remanent magnetization M,. Likewise, when the
field is reversed, the state of the magnetization is also
reversed. Thus, the medium can be saturated into two

M,

Magnetization/'

states

1 He

Figure 4. The M-H curve.
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states, corresponding to binary 1s and Os, by controlling
the magnitude and direction of the applied field.

The recording and retrieval processes are illustrated
in more detail in Fig. 5. As shown on the left side, the
data sequence to be recorded is represented as a binary
current waveform, which is applied to the write head
with a gap. The flow of current in the windings of the
write head generates a magnetic field within the head.
The presence of the gap causes the field to fringe into a
“bubble” and penetrate the magnetic recording medium.
The field emanating from the gap can be decomposed
into the longitudinal component (along the medium)
and a perpendicular component. When the longitudinal
component exceeds the coercivity of the medium, magnetic
domains are created in accordance with field changes due
to the current waveform. These domains are delineated
in the figure by the symbols N and S, representing,
respectively, the north and south poles of a magnet.
Thus, temporal changes in the write current are mapped
into spatial changes in the magnetic medium. Such a
recording process is referred to as longitudinal saturation
recording. With a different head-medium construction,
one can use the perpendicular component of the head field
to record the digital data. Such an approach, referred
to as perpendicular recording, is regarded as a potential
successor to longitudinal recording beyond 100 Gbits/sq.
inch (see [28]).

During retrieval, the spatial magnetic patterns on
the moving medium, represented by the alternating
magnetic poles N and S, create fringing magnetic fields
that are sensed by the read head, producing an analog
voltage waveform that varies in accordance with the
recorded patterns. Readback magnetic transducers are
either inductive or magnetoresistive (MR). The inductive
sensor produces a readback voltage that is proportional
to the time derivative of the flux from the fringing field.
The signal amplitude depends upon the rotational speed
of the medium and the number of turns, N, in the winding
of the inductive head [V = —N(d¢/d¢)]. MR heads use the
MR stripe (or MR element), placed between two shields,
to sense the flux from the external field. The change in
flux causes a change in the resistance of the current-
biased MR stripe, resulting in an output voltage that
varies in accordance with the recorded magnetic patterns.
The readback signal amplitude, unlike inductive heads, is
independent of the rotational speed of the medium. Read
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heads based on MR-based sensors are ubiquitous in today’s
hard disk drive systems and remain major contributors to
the accelerated areal density growth.

The preceding description is intended to capture
the essence of the recording process. At the detailed
level, the recording/retrieval processes are quite complex,
especially as the bit cells continue to shrink. For
example, the write current has finite rise times; the
head fields do not switch instantaneously; magnetic
transducers are frequency selective and often nonlinear;
magnetic fields interact as transitions get closer due
to the growth in linear density; and so on. All such
factors cause nonidealities in the recording and replay
processes, requiring sophisticated analysis, modeling, and
experimental work to understand the signals, noise,
interference, and distortion mechanisms. The reader is
referred to Refs. 1, 4, 5, 30 for a more detailed treatment.

Based on the above description of the recording process,
the recording channel characteristics are discussed below.
The “channel” refers to the combined head and medium
block that is responsible for generating the signals,
noise, distortion, and interference mechanisms. Unlike
communications channels, where the bandwidth and noise
characteristics typically remain fixed after the spectral
allocations are made, the digital magnetic recording
channels continue to evolve and change. Signal and noise
bandwidths get larger with the scaling of head/medium
dimensions, and new noise phenomena arise as the bit
cell dimensions shrink and new magnetic materials and
transducers are introduced. The dynamic nature of the
channel makes every new generation of HDD development
more interesting, particularly from the viewpoint of
deploying modern modulation and coding techniques.

The digital magnetic recording channel is inherently
nonlinear because of the M-H hysteresis loop. That is,
scaling the input current does not proportionately scale
the output voltage since the remnant magnetization does
not change appreciably for a large increase in the applied
field. However, for a fixed write current that is sufficiently
large to saturate the magnetic medium, the output signal
can be constructed as a linear combination of the response
due to the individual inputs symbols. Thus, in a limited
regime of operation, the write process is nonlinear, but the
readback process is linear. The output (readback) voltage
waveform can be written as a pulse amplitude modulated
(PAM) signal:

rit) = Zakh(t —kT) +v(t) (4)
k

where h(¢) is the unit pulse response of the head/medium,
v(#) is the noise, and a;, is the sequence of input symbols
forming the write current. Note that a; € {1, —1}. Using
linearity once again, the unit pulse response can be written
in terms of the more elementary response s(¢), called the
transition response, as:

h(t) =s@) —sit—T) (5)

where 1/T is the clock rate of the input sequence into
the head/medium. The transition response corresponds
to the head/medium response to a unit step change in
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the write current polarity. Since the digital magnetic
recording channel is peak amplitude limited, the peak of
the transition response represents the maximum value of
the output signal. The average power of the channel output
for random data depends upon the operating density.

The readback signal can also be written in terms of the
transition response as follows:

r@) = Z brst — kT) +v(@®) (6)
k

where b, = (a;, — ax_1) is the sequence of data transitions.
Since a; is binary, b, is ternary (b, € {2, 0, —2}), where
b, = —2 denotes a change in write current polarity from
positive to negative, b, = 0 denotes no change, and b, = 2
denotes a change from negative to positive. Note that
successive nonzero data transitions alternate in polarity.
Based on analytic results, the step response in digital
magnetic recording channels is commonly modeled by a
Lorentzian pulse given by

AT 1 AL 1

_ﬂt501 2t2=%1 2t \ 2
() ()
where t5 is the width of the step response at half its

maximum amplitude, Ay, is the peak amplitude scaling
factor, and § is the normalized linear density, defined as:

(7

¥50

s = T (8)
The parameter ¢5 measures the temporal dispersion of
the step response.” The model of Eq. (7) assumes that
the head gap and the head/medium spacing are zero.
More elaborate models are also available (see [5]), but the
single-parameter Lorentzian pulse model is adequate for
investigating the relative performance of different signal
processing and coding schemes. The normalized linear
density measures the number of bit cells that are packed
per tso, the half-amplitude-pulse-width, and is used as
the parameter for comparing different detection methods.
Today’s HDD products have values of § ranging from 2.3
to 3.0. Even with the application of zoned recording, the
normalized linear density varies from the inner radius to
the outer radius.

Figure 6 shows the Lorentzian transition response and
Fig. 7 shows the corresponding pulse responses for varying
values of §. Both responses are symmetrical, and thus
they have linear phase characteristics. The intersymbol
interference (ISI) causes the amplitude and the energy
of the pulse response to decrease as the linear density
is increased.

In the frequency-domain, the amplitude spectra of the
Lorentzian pulse and transition responses are given by:

Hp(Q2) = j2TAL sin(7 Q) exp(—7§|R2|) 9)
7When measured spatially, the spatial dispersion pwso = vtso

where v is the linear velocity of the disk. Many reported
publications define the normalized linear density as pwso/T.
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and
SL(Q) = AL exp(—76|Q)) (10)

where Q =jfT is the normalized frequency. Figure 8
shows the amplitude spectra of the Lorentzian pulse
for different values of §. The high-frequency content
of the signal spectrum becomes increasingly attenuated
because of the increased ISI at higher linear densities.
Note that the amplitude spectrum extends beyond the
Nyquist frequency (f = 1/27T), thereby requiring special
consideration of sampling phase selection in symbol-
spaced finite impulse response (FIR) equalizers. The phase
spectrum of the pulse response is linear.

In summary, from the signal perspective, the digital
magnetic recording channel is band-limited with a peak
amplitude constraint, instead of the average power
constraint generally associated with most communications



channels. Severe ISI occurs as the linear density is
increased for a given recording channel, resulting in loss of
pulse energy. The readback signal is corrupted by channel
impairments, some of the major ones of which are outlined
below. For a more detailed and exhaustive treatment,
please refer to Refs. 1, 5.

In the digital magnetic recording channel, the noise
sources include the following:

Media noise depends on the type of media. In particulate
media, the noise is due to statistical distribution of the
magnetic particles. It is modeled as additive, Gaussian,
stationary, and with power spectrum similar to that of the
signal. In thin film media, which are ubiquitous in today’s
disk drives, the noise is due to the randomness in the
width of the recorded transitions. Figure 9 illustrates the
source of this noise. As shown, the recorded transitions
are far from being a straight line. Instead, they exhibit a
zig-zag microstructure with a shape that varies randomly
with each transition. The nominal transition response
and its location then depend on the average width, w,
and the average center of the recorded transitions. The
statistical variation from these nominal values constitutes
media noise. It is, in general, data-dependent and neither
stationary nor additive. However, under some simplifying
yet realistic assumptions, it can be modeled as additive
and stationary (see Appendix 2C in [4]). Head Noise also
depends on the head type. In MR heads, it is due primarily
to the thermal resistances within the MR element and
its contacts, and is, therefore, modeled as additive, white,
and Gaussian. Preamplifier noise is added to the readback
signal during its amplification. It is due to the electronic
circuits in the signal path, and is also modeled as additive,
stationary, Gaussian, and largely white.®

The above noise sources are mutually uncorrelated
and their relative mix depends on the data rate and the
magnetic and mechanical parameters of the head/media
interface. For present-day systems, the media noise power
is 1—-4 dB higher than that of the electronics noise, which
increases from the inner radii to the outer radii as the
data rate is increased in zone-bit recording.

Inter-track interference (crosstalk) is caused by the pick
up of signals from adjacent tracks as the head moves
offtrack during the retrieval process. These interference
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Figure 9. Recorded transitions in thin film media.

8 Some roll-off in the noise spectrum may occur at the upper and
lower edges of the readback signal spectrum depending upon the
amplifier design.
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signals are mitigated with accurate servo positioning,
which attempts to keep the read head in the center of
the track with very high probability. Further mitigation of
interference signals is achieved by making the inductive
write head wider than the MR read head. This so-called
write-wide, read-narrow concept effectively introduces an
additional guard band between tracks. The adjacent track
interfering signal is, of course, a filtered version of the
recorded data, and hence neither stationary nor Gaussian.

In addition to noise and interference, the readback
signal may be corrupted by distortion, which may be linear
or nonlinear, and generally grows as the recording density
is increased. Some of the sources of nonlinear distortion
are outlined below:

Nonlinear distortion in the form of transition shift
occurs when the recorded transition is shifted from its
intended location. Such shifts may occur when adjacent
transitions get too close and bandwidth limitations in
the write path, resulting in inadequate rise times of the
write current or of the flux in the head gap, cause the
transitions to move. Similarly, since successive transitions
alternate in polarity, the magnetic field from the preceding
transition® can interact with that of the new transition
to aid its recording, thereby shifting the new transition
earlier than intended. The amount of shift depends heavily
on the operating conditions of the head/medium, and
decreases rapidly as the minimum transition spacing
increases. Such transition shift phenomenon is typically
limited to transitions which are one symbol duration apart,
but it can extend to two or more symbol durations if the
linear density is very high. In practice, this nonlinear shift
is virtually removed by: (1) ensuring adequate rise times
in the write path, and (2) using precompensation during
data recording wherein selective transitions in the write
current are “delayed” by a prescribed amount to offset the
subsequent “shift-early” effect.

The above transition shift is due to field interactions
involving the new data sequence being recorded; similar
shifts can occur because of residual fields from previous
recordings. Because there is typically no dedicated erasure
cycle in magnetic recording, the field from previously
recorded data, especially those associated with low-
frequency patterns, can “impede” or “aid” the recording
of the new transition, causing it to shift. This effect
is mitigated through careful design of the head/media
parameters to achieve a prescribed “overwrite” signal-
to-noise ratio, which guarantees a prescribed power
ratio between the new readback signal and that from
a previously recorded pattern.

Nonlinear distortion can occur with MR heads during
readback. In single stripe MR head configurations,'® which
are widely deployed today, the stripe is biased to achieve
a linear transfer characteristic between the change in flux
and the associated change in MR resistance. Because of
tolerances in MR stripe and the bias point, perfect linearity

9This field is often referred to as demagnetizing field, which
essentially has the effect of lowering the coercivity.

10 Single stripe MR heads produce single-ended readback voltage
signal; with dual stripe MR head, differential combining may be
done to circumvent this effect.



1326 MAGNETIC STORAGE SYSTEMS

is not achieved and some amount of memoryless, quadratic
nonlinearity is introduced. The resulting signal has pulse
asymmetry wherein the negative and the positive pulses
may have different heights or widths, or both. This effect
may be compensated by adaptively canceling the quadratic
term before detection.

Nonlinear intersymbol interference can also occur in
thin film media as recorded transitions get too close to each
other. As noted earlier, the microstructure of the recorded
transition in thin film media has a zig-zag signature (see
Fig. 9). At very high linear density, portions of successive
zig-zags may merge, causing the transitions to “weaken”
and the readback signal amplitude to become smaller
than that predicted by the linear model. This effect is
referred to as partial erasure. It can be mitigated using
precompensation during data recording wherein write
current transitions separated by one symbol duration are
moved away from each other by some prescribed amount.

In addition to the above nonlinear distortions, transient
disturbances due to imperfections of the media may distort
the readback signal. Media defects can cause “dropouts” in
the readback signal amplitude. Such defects are screened
during surface analysis of the media at the time of
manufacturing of the disk drive. The defective sectors are
precluded from storing information by the drive controller.
Another form of distortion, referred to as thermal asperity,
occurs when the single-stripe MR head bumps against a
high spot on the medium. A large voltage transient is
created because of the heating of the MR element, causing
the small readback signal to modulate the transient
signal. The transient decays exponentially as the MR
element returns to its ambient temperature. This effect
is mitigated during data retrieval by detecting the onset
of the transient at the very earliest stage of the signal
processing chain to avoid saturation of the subsequent
blocks and loss of synchronization. Since the energy of the
transient signal is located near the lower band-edge of the
signal spectrum, the lower corner frequency of the receive
filter is temporarily increased to filter out the ensuing
transient. Such an approach is effective in limiting the
span of the data errors to the correction capability of the
error correcting code.

Channel identification based on the use of pseudo-
random binary sequences has been developed to isolate
the various nonlinear distortion effects outlined above.
This method can be used in near real-time to define
the precompensation parameters to linearize the channel
(see [22]). As discussed in the next section, the signal
processing methods deployed in magnetic recording
assume the channel to be linear.

Linear distortion in the form of intersymbol interfer-
ence (ISI) is by far the major contributor of distortion at
high linear density, resulting in reduced energy and atten-
uated high-frequency content of the pulse response. The
application of classical communication techniques to high
density digital magnetic storage has been investigated
over the past two decades, culminating in the develop-
ment of many new coding and signal processing techniques
that address the unique requirements of data storage (see
[32,33]). Some of those techniques are discussed in the
next section.

4. SIGNAL PROCESSING AND CODING METHODS

Signal processing and coding methods have played a vital
role in digital magnetic recording systems, especially
during the past decade as the bit cell dimensions
have shrunk at an accelerated pace, requiring detection
methods that are bandwidth and SNR efficient. Some of the
methods used commercially are described in this section.

Figure 10 shows a block diagram of the data channel for
digital magnetic recording. On the recording (“transmit”)
side, the data to be recorded are first encoded using an
error-correction code (ECC), which is typically based on
Reed-Solomon codes. The encoded output is applied to a
modulation code and an associated precoder to achieve
prescribed properties in the readback signal during
data retrieval. The modulation code adds redundancy to
improve signal detectability, but the precoder performs
a one-to-one mapping on the encoded sequence. Different
modulation codes have been used over the years along
with different precoders, as discussed below. The encoded
output is used to generate the write current waveform,
which is then applied to the pre-compensation circuit
to suitably time-shift the transitions associated with
prescribed data patterns. As noted previously, symbol-
spaced transitions are typically preshifted to linearize the
recording channel.

On the retrieval side, the readback signal is amplified
and then applied to the receiver, which is often referred to
as “Read Channel” within the data storage community.
The Read Channel is similar to a typical digital
baseband communication receiver, comprising blocks that
perform the functions of gain control, timing control,
synchronization, receive filtering, equalization, detection,
and decoding. In addition, compensation techniques may
be incorporated to address other impairments, such as
nonlinearity in MR heads and thermal asperity processing.
This section will cover the evolution of the detection
methods but not discuss important receiver functions like
timing recovery, gain control, and synchronization. The
reader is referred to Ref. 8 for a detailed treatment of
those functions.

Figure 11 shows the evolution of the coding and
detection methods in digital magnetic HDD. The upper
legend in the box denotes the modulation code, and the
lower legend denotes the detection method. The dashed
box, denoting “Turbo Coded EPRML/GPRML,” is not
deployed commercially at the time of this writing. But, as
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with other communication channels, deployment of Turbo
Coding in digital magnetic storage is of intense interest to
researchers and practitioners alike, and simulation results
(see [21]) to date show it to be highly effective in providing
SNR benefits over other channel coding methods.

The Peak Detection method, relying on analog signal
processing, was used ubiquitously in disk drives for over
three decades to recover the recorded data from the
analog readback signal corrupted by various impairments
outlined in the previous section. It is based upon the
simple observation that, in the absence of any inter
symbol interference (ISI), the maximum (minimum) value
of the transition response coincides with the location of
the recorded transition, which, in turn, corresponds to a
change in the polarity of the write current. Using this
observation and the NRZI format!! to represent the write
current, the Peak Detection method detects the presence
or absence of the signal peak within each symbol interval.
A peak is considered to be present if the applied signal
exceeds a prescribed threshold and its derivative has a
zero crossing. Otherwise, the peak is considered to be
absent. Thus, the presence of a peak denotes a “1” and the
absence denotes a “0.”

The performance of Peak Detection degrades rapidly
in the presence of ISI because: (1) the signal peaks
shift away from the location of the transitions, and (2)
the peak amplitude associated with closest transitions
decreases (see Fig. 7). The effect of ISI is mitigated with a
class of modulation (line) codes called run-length limited
(RLL) codes. These codes prescribe run-length constraints
on recorded sequences to extend the applicability of
Peak Detection. The run-length constraints are typically
designated as (d,%k), where d and %k are nonnegative
integers (with d < k) that denote, respectively, the
minimum and the maximum number of “Os” between
“ls” at the encoder output. For example, the (1,7)
RLL code produces sequences that contain at least one
“0” and at most seven “Os” between any pair of “ls.”

11 The non-return-to-zero-invert (NRZI) format inverts the write
current polarity with every occurrence of “1,” thereby causing
a transition to be recorded on the medium. It is a form of
precoding commonly referred to as differential encoding in data
communications.
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When combined with the NRZI format, wherein “1”
produces a polarity change in the write current, these
parameters determine the minimum (= (d + 1)) and the
maximum (= (k + 1)) symbol intervals between recorded
transitions. Since transitions produce signals with nonzero
amplitudes, the & constraint acts to ensure that corrective
updates are available at some minimal rate for the timing
recovery and the automatic gain control loops. Similarly,
the d constraint controls the separation between closest
transitions, and thus the resulting ISI, if any. Together,
the (d, k) pair defines the highest code rate, called the
code capacity, which can be achieved for the prescribed
constraints. The d constraint can be removed by setting
d = 0; likewise, the k constraint can be removed by setting
k = oco. For a detailed description of RLL codes and their
construction, refer to Ref. 19.

Early HDD systems were based on rate 1/2 codes,
with the run-length constraints evolving from (0,1) for
frequency modulation (FM) to (1,3) for modified-FM
(MFM), to (2,7). By progressively increasing d, these
codes achieved higher linear densities with peak detection
without incurring a code rate penalty or performance
degradation. The approach was, however, not extendible
to d = 3, since such a constraint could not be achieved
with a rate 1/2 code.!? Instead, the (1,7) code with rate
2/3 was adopted. The ISI increased because of the d =1
constraint, but the symbol duration also increased because
of the higher code rate, resulting in more available energy
for distinguishing signals most likely to be confused. With
suitable equalization to mitigate the ISI, the (1,7) code
provided a net performance gain over its predecessor (2,7)
code. The equalization was based on the simple approach
of boosting the high frequencies in the readback signal to
slim the transition response.

As the magnetic bit cell continued to shrink, the combi-
nation of equalization, RLL coding, and peak detection was
no longer adequate to achieve acceptable performance; new
detection methods were required to cope with decreasing
SNR and severe ISI. Classical transmission techniques,
including partial response signaling [4,8,9,25,26,29], deci-
sion feedback equalization and its variations [2,3], along
with powerful modulation coding [16] were investigated.
An exhaustive treatment of the many results (see Refs. 32,
33) from these investigations is beyond the scope of this
chapter. Today, partial response signaling is deployed in
HDD systems ubiquitously. The remainder of this section
is devoted to the theory and practice of partial response
signaling in digital magnetic recording channels.

The partial response signaling concept as applied in
the digital magnetic recording channel is illustrated in
Fig. 12. The readback signal is suitably equalized to
a target partial response signal and sampled before
detection. Since the input to the write block is a sequence
of data symbols, the entire signal path, comprising the
write/read/pre-amplify/equalizer/sampling blocks, can be
represented by a discrete-time transfer function based
on the choice of the target partial response signal. The

12 The code capacity for d = 3 and unconstrained-k code (that is,
the (3, o0) code) is 0.4650. It is even lower for a code with a finite
k constraint.
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Figure 12. The PRML concept.

detector is based on the Viterbi algorithm performing
maximum-likelihood sequence estimation. The overall
approach is referred to as partial response maximum-
likelihood (PRML) in the HDD industry, where the “PR”
and “ML” parts are identified in the figure. The relevant
partial response targets for the digital magnetic recording
channel are discussed below.

Partial response signaling was developed for trans-
mission of data over band-limited channels (see Ref. 18).
Using the sampling theorem, any partial response signal
u(t) can be expressed as:

sin[z(t — kRT)/T] .
t) = i ek S S t— kT
u(t) Xk: UL — BT/ T] Xk:uksmc[( Y/ T

(11)
where u;, represents the sample value u(kT) and the
function sinc(y) is defined as the ratio sin(zy)/7y. In the
frequency domain, the spectrum of the partial response
signal is given by:

Uf) =) urexp(—j2rfkT), |f| <1/2T (12)
k

Partial response signals are designed to support a
symbol rate of 1/T over a bandwidth of 1/2T Hz. With
the binary input constraint for the digital magnetic
recording channel, this represents a spectral efficiency of
2 bits/sec/Hz. By defining the transform of the unit delay
operation, D = exp(—j27fT), Eq. (12) can be written as a
polynomial in D, given by!3

UD) =Y uD" (13)
k

Infinitely many pulse shapes can be created by choosing
different values of u;, in Eq. (11). In general, the number
of nonzero u‘s is minimized to achieve the desired
performance objectives at least cost.

To understand which partial response signals are well
suited for digital magnetic recording, consider the model
of saturation recording again. The differencing operation
inherent in the recording process (see Eq. (5)) suggests
that (1 — D) must be a factor in the polynomial defining the
target pulse response for the channel. The (1 — D) partial

13The D is replaced by z~! in digital signal processing
literature. The two are equivalent transform representations of a
sample sequence.

response system has a high-pass amplitude spectrum with
a null at dc. The low-pass filtering effect during readback,
due to the gap between the head and the medium, can be
modeled by the (1 + D)™ partial response signals, where
n is a nonnegative integer. The combined polynomials,
representing a set of bandpass responses, are given by

P,D)y=@1-D)1+D)" (14)

These polynomials represent a class of partial response
targets that are well suited for the digital magnetic
recording channel. This class is called extended partial
response (EPR) systems in the magnetic recording
literature, where n =1 is referred to as PRML, n =2
as EPRML (for Extended-PRML), n = 3 as E2PRML, and
so on. The polynomial (1 — D?) corresponding to n =1 is
the well-known Class IV or Modified Duobinary partial
response system [18]. Its application to digital magnetic
recording was first noted in [17].

Note that, while P,(D) defines the target pulse
response, the polynomial (14 D)* can be interpreted to
represent the target transition response since the (1 — D)
factor models the differencing operation in Eq. (5). The
sample values of the target transition response are given
by the binomial coefficients:

n n!
<k) T Rl(n—k)! (1%)

since
no_ n n 2 n n
1+D —1+(1>D+(2)D +~-~+(n>D (16)

Note that for large n, the transition response is
approximately Gaussian. Indeed, MR heads typically
exhibit a transition response between a Lorentzian
pulse and a Gaussian pulse. The sample values of the
pulse response, p;, can be derived from the binomial
coefficients. Figure 13 shows the target EPR pulse shapes
for n =1, 2, 3, and 4. Qualitatively, the EPR signals with
increasing n are similar to the Lorentzian signals with
increasing § (see Fig. 7).

Referring back to Fig. 12, P, (D) defines the “PR” part of
the system; that is, it defines the input-output relationship
of the sampled data sequences. Thus, if {a;} represents the
input data sequence, the noise-free output sequence {y;} is
given by:

Y(D) = P,(D)AD) am
where
YD) =) yD* (18)
k
AD) =) aD* (19)
k
and n+1

P,(D) =) p:D* (20)
k=0
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Figure 13. Target EPR pulse shapes forn = 1,2, 3, and 4.

In the time-domain, the noise-free target sampled output
can be written as:

n+l

Ye =) _DPi@th-i =Po@k +P1ae-1+ -+ +Pni1@hn1  (21)
i=0

where the set {p;} is derived from the binomial coefficients.
The above formulation stipulates a finite impulse response
model for the equalized magnetic recording channel where
controlled ISI is allowed between the responses due to the
current and the (n + 1) previous inputs. The controlled ISI
is prescribed by the choice of {p;}, the sample values of
the target pulse response. Because of the controlled ISI,
the number of output levels is greater than the number of
input levels, and depends on the target partial response
polynomial. The sampled input to the detector is the noisy
sample, given by:

n+1
TR =Ykt Uk =) Pi@h i+ (22)
i—0

where v, is the sampled noise. The signal spectrum, S, (),
for each P, (D) is obtained by setting D = exp(—j27fT) in
Eq. (14), yielding

S, (f) =jT2" cos” L (nfT) sin(2rfT),

Figure 14 shows a plot of the amplitude spectrum |S,, (f)|
for different n. Since the factor (1 + D) has the effect of
introducing a null at the Nyquist frequency, higher values
of n introduce higher order nulls, thereby attenuating
the high-frequency content in the target response. This

Ifl<=1/2T  (23)
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Figure 14. Amplitude spectra of the EPR pulse response signals.
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behavior is similar to that exhibited by the Lorentzian
model shown in Fig. 8 as § is increased. As discussed
below, for a given linear density, the order of the EPR
polynomial can be chosen to maximize the available SNR
at the detector.

The equalization of the readback signal to the EPR
target can be implemented using analog or digital filters,
or combinations thereof. Even with zone bit recording, the
linear density changes radially, thus requiring some level
of adaptation, either real-time or during zone switching,
of the equalizer response. Commercially, both analog and
digital implementations have been deployed successfully.
The optimization of the filter parameters is generally
based on the minimum mean-squared error (MMSE)
criterion (see Ref. 24).

Analog equalization typically is implemented using a
continuous-time filter with linear phase response. The
filter comprises a cascade of two real-axis zeros and a
low-pass filter, typically the 7th order Bessel filter. The
location of the zeros and the cutoff frequency of the low-
pass filter are jointly optimized for each zone and preset by
the HDD controller during zone switching. This approach
was deployed commercially with EPR and E2PR target
signals (see Refs. 7, 23).

Discrete-time equalization is implemented with a
programmable or adaptive finite impulse response (FIR)
filter. The choice of the sampling phase of the unequalized
readback signal is important to the error rate performance
when using symbol-spaced FIR filters. As noted in Fig. 8,
the readback signal spectrum typically extends beyond
the Nyquist frequency. When sampled at the symbol
rate before equalization, foldover of the readback signal
spectrum occurs about the Nyquist frequency, resulting
in the well-known aliasing effect. The folded spectrum
determines the noise enhancement penalty depending on
whether the aliasing is additive or subtractive, which,
in turn, depends upon the sampling phase. Figure 15
illustrates this effect for the Lorentzian channel with
3 =2. Phase (1) corresponds to sampling at the peak
of the transition response, resulting in additive aliasing
and no null at Nyquist frequency. Phase (2) corresponds
to sampling at +7'/2 seconds from Phase (1), resulting
in a null at Nyquist frequency. Even though the target
EPR signals require a null at Nyquist frequency, the
folded spectrum without the null yields better error rate
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Figure 15. Folded Lorentzian spectrum for two different sam-
pling phases.
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performance because of less noise enhancement in the
equalizer. Theoretical and experimental results show that
the choice of sampling phase can, depending on the
operating linear density, affect the SNR by 1-2.5dB
at the detector for PRML and EPRML (see Ref. 27).
For higher order systems, the effect is less since the
pulse energy of the target response is concentrated at
the lower frequencies. The optimum sampling phase
depends on the phase response of the channel, including
the receive filter. With a linear phase receive filter
and symmetric transition response, the optimal sampling
phase typically corresponds to sampling at the peak of the
transition response.

The controlled ISI inherent in partial response
signaling introduces structure in the equalized waveform
that can be used to unravel the ISI with little or
no loss in performance relative to ISI-free signaling.
The required optimum detector is based on maximum-
likelihood (ML) sequence estimation instead of symbol-by-
symbol detection, as is the case with peak detection. The
ML estimation relies on the Viterbi algorithm, which takes
the noisy samples r;, in Eq. (22), output from the equalizer,
and determines the most likely recorded sequence {a;’}.
The estimation is based on minimizing recursively the
squared-error between the r;, sequence and all allowed y;,
sequences from the beginning to the end of the data sector.
The recursive procedure is applied to a trellis diagram,
which graphically depicts all possible states of the channel,
defined by the (n + 1) most recent inputs {az_1,...,ar_n_1},
and the allowed transitions between channel states from
time & to (& + 1). The complexity of the Viterbi algorithm
is proportional to the number of states, which, for the EPR
signals, equals 2°!. For details of the Viterbi algorithm,
refer to Ref. 24.

Modulation (line) coding with run-length constraints
is also needed with partial response signaling. However,
unlike peak detection, the d constraint can be zero since
partial response signaling is fundamentally based on
allowing controlled IST at the detector input. The purpose
of modulation coding then becomes: (1) to provide frequent
updates to the timing recovery and the automatic gain
control loops, and (2) to facilitate survivor path merges
within a prescribed length of the path memory in the
Viterbi detector. The first requirement is similar to that
encountered in all digital communication receivers. The
second requirement stems from the observation that the
EPR polynomials have nulls at both dc and Nyquist
frequency. Thus, data sequences with contiguous 1s or —1s
(de), or alternating 1s and —1s (Nyquist frequency) produce
zero output levels, and are hence indistinguishable. Such
sequences traverse paths in the Viterbi trellis that do not
merge, nor accumulate the minimum Euclidean distance,
which determines the performance of the ML sequence
detector (see Eq. (24)). To avoid performance degradation
due to unmerged survivor sequences, the maximum
run-length of like symbols (1s or —1s) in both global
(contiguous) and interleaved strings of recorded data are
constrained to at most G and I symbols, respectively y. The
resulting modulation code is designated (0, G/I), where the
0 represents the d constraint. The G and I constraints
may be achieved by interleaving two (0, %) RLL codes.

However, a tighter G constraint is achieved for a given
code rate by designing the (0, G/I) code as a single code.
The (0, G/I) modulation codes typically use the interleaved
NRZI (I-NRZI) format to represent the write current. The
I-NRZI precoder is based upon applying NRZI precoding
to the even and odd bits of the encoded data sequence
independently. The first PRML Read Channel deployed
commercially in HDD was based upon a rate 8/9, (0, 4/4)
code. Subsequently, rate 16/17 codes with looser G and I
constraints were used with PRML and EPRML systems.

To ascertain the relative performance of the EPR
systems, consider first a channel that already has the
prescribed EPR response without any equalization. With
additive white Gaussian noise as the only impairment, the
probability of error at moderate to high SNR with random
data input is given by (see Ref. 12):

r.-KQ(%2) 24)
20

where d i, is the minimum Euclidean distance for an error
event in the Viterbi detector, K; is the average number of
such error events, and Q is the area under the tail of the
Gaussian density function, given by:

Qe = exp(—q”/2)dq (25)

1 o0
V2 L
If the given EPR channel is used to transmit just one
pulse, then no ISI is present. The probability of error for
such single use of the channel is given by

Pyr = K2Q <gl> (26)
o}
where
n+1
> =) ¥’ @27)
=0

is the energy of the pulse response and K is the number
of ways the pulse is incorrectly detected. Pyr denotes
the probability of error in detecting the isolated pulse
(without ISI) with the optimum linear receiver, namely,
the matched filter receiver. Comparing Eqgs. (24) and (26),
the ratio dmin”/|p|? represents the loss due to the controlled
ISI. It is the fraction of the pulse energy that the Viterbi
detector is able to use toward discriminating the sequences
most likely to be confused. The ISI loss and some key
parameters for EPR systems are listed in Table 1. Note
that the n =1 and n = 2 systems do not incur any ISI
loss; thus, they perform as well as an ISI-free signaling
scheme. The ISI loss column also represents the relative
SNR loss in the detector in choosing a higher order EPR
polynomial. From this perspective, n = 1 and 2 require the
same SNR at the detector for a desired error rate, whereas
n = 3 requires 2.2 dB more, and so on. The number of
output levels for binary inputs and the ¢50/7 of the target
transition response, representing the best linear density
match in white Gaussian noise, are also given in Table 1.

In deploying EPR systems, complexity and performance
considerations alone dictate that the degree of the poly-
nomial, determined by the choice of n, be as small as



Table 1. Key Parameters of EPR Systems

No. of Output dfni / ISI Loss
n Levels Ip|? dz. pl (dB) tso/T
1 3 2 2 1 0 1.6
2 5 4 4 1 0 2.0
3 7 10 6 0.6 2.2 2.3
4 13 28 12 0.4 3.7 2.6
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Figure 16. Performance of EPR systems on Lorentzian channel.

possible. Indeed, higher order partial response polyno-
mials have not been of much interest in communication
channels. But the digital magnetic recording channel is
different in that the transition response is fixed for a
given head/medium combination. As the linear density is
increased with a given EPR target, the noise enhance-
ment penalty from the equalizer increases because of the
growing mismatch between the readback signal and tar-
get signal spectra. Indeed, when the ISI loss and the noise
enhancement penalty are taken into account, a given poly-
nomial will provide acceptable performance over a range
of recording density; beyond that range, a higher degree
polynomial is needed to reduce the noise enhancement
penalty, and achieve acceptable performance. Figure 16
illustrates this point using the Lorentzian pulse gener-
ator followed by additive white Gaussian noise as the
model for the recording channel. Using the MMSE cri-
terion for the equalizer design and taking into account
the effect of noise correlation in the Viterbi detector, the
asymptotic SNR loss relative to the matched filter bound
(SNRyr = |p|?/0?) is plotted as a function of normalized
density 5. Note that 0 dB loss represents matched filter
performance. As shown, PRML (n = 1) provides better
performance for § in the range of 1.0 to 1.6, EPRML
(n = 2) provides better performance for § in the range of
1.6 to 2.8; and so on. To provide a benchmark, Fig. 16
also shows the performance of the maximum likelihood
sequence detector (MLSD), which is the optimum detector
for ISI channels (see Ref. 12). As shown, the MLSD detec-
tor achieves the matched filter bound up to the normalized
density of approximately 2.6; that is, its performance is the
same as that of an ISI-free channel. Beyond that range,
however, the performance of MLSD degrades relative to
the matched filter bound because of the increasing ISI.
Note that the performance of the EPR systems, featuring
moderate complexity, is within 1-2 dB of MLSD over the
range of linear densities of current interest.
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Read Channel products based on PRML, EPRML, and
E?2PRML have been deployed commercially in hundreds of
millions of magnetic disk drives during the past decade.
More recently, there has been increased interest in the
development of generalized partial response (GPRML)
polynomials to bridge the performance gap between MLSD
and EPR polynomials. Such polynomials are derived using
search procedures that minimize the probability of error
on an empirical model of the recording channel. Since
the optimum target response is one which whitens the
noise at the detector input, the GPRML schemes, in a
sense, perform spectral matching and noise whitening
jointly with a polynomial of prescribed degree and spectral
null constraints.’* Unlike the EPR targets, which are
symmetrical like the ideal channel, the resulting GPR
targets are asymmetrical and closer to a minimum phase
representation of the channel.’® The GPRML approach is
shown to be quite promising at high linear density (§ > 2.7)
with polynomials of degree 4 and above. About 1 dB SNR
advantage is achieved over an equivalent EPR polynomial
with modest increase in the equalizer complexity (see
Ref. 10).

As recording densities continue to increase, channel
coding techniques have been developed for partial
response signaling to deal with the reduced SNR. Unlike
communication channels, however, channel coding is
difficult to apply in the digital magnetic recording channel
because of the binary constraint on the input waveform.
Also, for a given head/medium combination, the pulse-
energy-to-noise ratio, representing the matched filter
bound, decreases rapidly because of the increased ISI
and noise bandwidth associated with adding redundancy
inherent in channel coding. The rate of this decrease is
6—9 dB per doubling of the symbol rate (or linear density).
Thus, in order to achieve a net gain with a rate 1/2 code,
the coding gain must be larger than 6—9 dB — a nontrivial
task! Channel coding, therefore, must rely on the use of
high code rates to eke out a net performance gain for a
given recording channel.

Two types of channel coding methods have been
developed and deployed commercially in HDD systems:
trellis coding and parity coding. Both methods rely on
suitably dealing with the most likely minimum distance
error events for the target partial response signal, since it
is these events that limit the performance of the detector
(see Eq. (23)).

The underlying approach in the trellis coding method is
similar to that used in data communications: increase
the minimum Euclidean distance between all allowed
sequences of output symbols, y;. This objective is achieved
by eliminating input data patterns that support the
prescribed minimum distance error events for a given
partial response system. The constraints on the input
sequence together with those from the target partial
response signal are suitably combined to create a new
trellis diagram which has larger minimum Euclidean
distance than the uncoded system. Interestingly, the

14 First order nulls at dc and at Nyquist frequency are typically
retained, although some reported polynomials have dropped the
null at the Nyquist frequency.



1332 MAGNETIC STORAGE SYSTEMS

Table 2. Some Input Error

Sequences for E2PR
d? Input Error Sequence (+ef)
6 1-11
1-11001-11
1-11-11-1
1-11-11-11-1...
1-11-11-11
1-11-11-11-11
10 1

1-110-11-1 1-11001-11001-11

resulting trellis may, at times, be simpler than that for
the uncoded system.

For example, Table 2 lists a few of the minimum
distance input error sequences for the E2PR polynomial.
The input error sequence {e;?} is the difference between
any two possible input data sequences, and the error event
{er¥} is the difference between the corresponding noise-free
channel output sequences (see Eq. (21)). The two error
sequences are related as follows:

n+1 n+1

1 2 1 2

ey’ =yr —yr = E DPiQr—i — E DilGr—i
i=0 i=0

n+l n+l

=Y pilari' —ar®) =) pier i (28)
i=0 i=0

where y,! and y,? are two noise-free output sequences due
to input data sequences a;! and a2, respectively. Since
a;! is binary, the associated error sequence alphabet e, is
ternary, as given in Table 2. By avoiding the input NRZ
sequences of the form 1-11 and —11-1, both the squared-
distance 6 and 8 error events can be eliminated, along with
some of the squared-distance 10 events. This constraint on
the input sequence is easily introduced through a suitable
combination of the d =1 RLL code and precoding, and
eliminating the associated states in the Viterbi trellis.
The resulting trellis diagram has 12 states, instead of
16 states in the uncoded E2PRML(n = 3) system, along
with minimum squared-Euclidean distance for an error
event of 10. The resulting coding gain is 10 log(10/6) = 2.2
dB. This combined coding and equalization scheme was
deployed commercially to replace the (1,7)-Coded Peak
Detection scheme.

Even higher code rates can be used on the E2PR channel
to achieve the coding gain of 2.2 dB. These codes rely on
the use of a 16-state time-varying trellis to represent
the constraints on the input sequences, and are referred
to as TMTR (Time-Varying Maximum Transition Run-
Length) codes (see Refs. 6, 20, 23). A more general and
systematic trellis code construction method for partial
response channels relies on suitably matching the nulls
of the code spectrum with those of the partial response
channel to increase the minimum Euclidean distance. The
theory and implementation of this method can be found in
Refs. 11, 16.

The parity coding method aims to detect and selectively
correct the dominant error events at the output of the
Viterbi detector to improve the error rate performance.
Parity bits are suitably inserted within codewords to
detect the occurrence of parity violations at the output
of the detector. Soft decision correction, in the maximum
likelihood sense, is applied to correct the parity violations.
The applicability of this approach relies on the unique
patterns that characterize the most likely error events for
EPR and GPR targets. Unlike trellis coding, parity coding
does not add any constraints on the input sequences
beyond those imposed by the modulation code. The
resulting code rate can be, therefore, higher than that
for trellis codes. Indeed, in commercial deployments, the
parity-coded schemes achieved the same code rate of
16/17 as in modulation-code-only systems by combining
the parity and the modulation constraints in longer block
codes,'® such as rate 32/34 or rate 96/102.

To illustrate the parity coding approach, consider the
use of EPRML on the Lorentzian channel with additive
white Gaussian noise. Table 3 lists the ordered sets of
error sequences as a function of the normalized linear
density. The ordering is based on the likelihood of
occurrence of each event, defined in terms of the SNR
level above the most likely error event (normalized to
0dB). The ordering of error sequences changes as a
function of the linear density because of the changing
noise correlation introduced by the equalizer. Note that,
except for 1-11-1, all other error sequences involve an
odd number of input bits. Thus, by appending a bit
to create codewords with even parity, the occurrence
of most likely error events within a codeword can
be detected. The same approach can be applied to
measured signal and noise from the recording channel
and to other EPR or GPR targets. Indeed, the approach
can be extended to include multiple bits of parity,
wherein the data to be recorded is organized into
multidimensional arrays and parity bits are suitably
appended in each dimension to achieve a prescribed
detection and correction capability.

Table 3. Input Error Sequences for EprmL System

Normalized Linear
Density

Input Error Event

Sequence SNR Level (dB)

2.25 1
1-11-11
1-11-11-11

0 0.190.33

2.5 1-11
1-11-11
1-11-11-11

0 0.140.14

2.75 1-11
1-11-11
1-11-1

0 0.450.58

16 The resulting G and I constraints are looser relative to the
modulation code with rate 16/17.
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The detection and correction of parity violations may
be performed within the Viterbi detector, or with a
combination of the Viterbi detector and a postprocessor.
With the former approach, the combined constraints of the
parity code and the target response are incorporated into a
time-varying trellis with twice the number of states of the
original target response. The Viterbi algorithm is applied
to the new trellis to recover the corrected data sequence.
For a target response with 16 states, which represents the
state of the art at the time of this writing, the increased
complexity with this approach is quite significant. Instead,
the combination of the Viterbi detector and postprocessor
is commonly used with parity coding (see Refs. 10, 12,
31).

Figure 17 shows the postprocessor-based detector
structure. The detection of parity violations is performed
at the end of each codeword by the parity check block.
The most likely location of the parity violation, if it occurs,
is determined as follows: The Viterbi detector for the
target partial response signal produces the estimated data
sequence {a;'}, which is used to reconstruct the noise-
free partial response output symbols {y;'}. Together with
suitably delayed input samples, the sequence {y;’} is used
to estimate the noise sequence {n,’}, where n,’ =r, —y;'.
These noise estimates are correlated at each bit time using
a bank of matched filters, where each filter is matched to
the most likely error event. The noise correlation outputs
are only considered valid if the estimated sequence {a;'}
supports the prescribed error events. The bit interval with
the maximum valid noise correlation output is assumed
to be the location of the error sequence. This location and
the associated error event are then used to correct a parity
violation, if necessary.

The parity coding scheme is effective in providing
coding gains in excess of 1dB without incurring any
code rate penalty relative to systems with only modu-
lation coding.

Unencumbered by signaling standards, the application
of partial response signaling and channel coding tech-
niques described above has been fast paced during the
past decade. The peak detection method, which enjoyed
widespread use for almost 30 years, was replaced by the
more powerful PRML method in the early 1990s. PRML
was completely displaced by EPRML and E2PRML during
the mid- to late 1990s. Parity and trellis coding techniques

Figure 17. Detector structure for parity cod-
ing using postprocessor.

were introduced in late 1990s along with GPRML. Much
research activity today is focused on combining Turbo
coding techniques with partial response equalization (see
Ref. 21). But issues related to the decoding delay inherent
in Turbo decoding need to be resolved first. These issues
pertain to delay requirements that exist within the dat-
apath of the HDD as well as between the host CPU and
the disk drive. Given the continuing thrust to double the
areal density annually, it is just a matter of time before
these issues are resolved. The trend in the semiconductor
industry to integrate more and more functionality on a
single chip is likely to also facilitate the development and
deployment of Turbo coding methods.

5. CONCLUDING REMARKS

Digital magnetic storage has played a pivotal role
in the evolution of storage systems over the past
45 years. Thousands of terabytes of storage are consumed
annually worldwide, and the demand is exploding as new
applications emerge in computing, communications, and
entertainment systems. The underlying technologies in
digital magnetic recording continue to progress at an
exponential rate. And while some fundamental limitations
due to the decreasing bit cell are anticipated above 100
Gbits/sq. inch, researchers are busy exploring means to
overcoming those limitations. As noted in Ref. 28, no
alternative storage technologies exist on the horizon which
show promise for replacing the magnetic hard disk drive
in the next ten years.

Over the past decade, equalization and coding methods
have played a vital role in the growth of storage
capacity per disk surface. New and powerful methods of
combining equalization and coding are being developed
and deployed commercially. This trend will continue
as the digital magnetic channel itself continues to
evolve based on new head, media, and recording
technologies.
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MATCHED FILTERS IN SIGNAL
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1. INTRODUCTION

In digital communication systems, the modulator maps a
sequence of information bits into signal waveforms that
are transmitted through the communication channel. The
simplest form of digital modulation is binary modulation,
in which the information bit 0 is mapped into a signal
waveform sq(¢f) and the information bit 1 is mapped by
the modulator into the signal waveform s;(¢). Thus, if the
binary data rate into the modulator is R bits per second,
each waveform may be confined to occupy a time duration
Ty, = 1/R seconds, where T} is called the bit interval.
Then, the mapping performed by the modulator for binary
signalling may be expressed as

O—)So(t), OftSTb
1—s10), 0<t=<Ty

Higher-level modulation can be performed by mapping
multiple data bits into corresponding signal waveforms.
Specifically, the modulator may employ M = 2* different
signal waveforms to map groups of 2 bits at a time
for transmission through the communication channel. A
group of & bits is called a symbol, and, for a data rate of
R bits per second, the corresponding signal waveforms
generally may be of duration T =k/R = kT, seconds.
T is called the symbol duration, and the modulator
for M > 2 is generally said to perform M-ary signal
modulation.

For example, M =4 signal waveforms are used to
transmit pairs of data bits. The mapping performed by the
modulator for M = 4 may be expressed as (with Ty = 2T%)

00 —> so(®), 0<t<Ty
01— 1), 0<t<T;
10 — s9(t), 0<t<T;y
11 — s3(t), 0<t<T;,

The set of signal waveforms {s,,(¢),m =0,1,...,M — 1}
for M =2F k=1,2,...,, which convey the information
bits may differ either in amplitude, as in pulse
amplitude modulation (PAM), or in phase, as in phase
shift keying (PSK), or in both amplitude and phase,
as in quadrature amplitude modulation (QAM); or,
more generally, they may be multidimensional signal
waveforms constructed from different frequencies, as in
M-ary frequency shift keying (MFSK), or from pulses
transmitted in different time slots as in M-ary time shift
keying (MTSK).

In the transmission of the signal through the channel,
the signal is corrupted by additive noise. This noise
originates at the front end of the receiver and is well
modeled statistically as a Gaussian random process.
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Hence, if the transmitted signal is s,,(¢),0 <t < T, the
received signal r(¢) may be expressed as

r@) =s,)+n@), 0<t<T;

wherem =0,1,...,.M — 1.

2. SIGNAL DEMODULATION

The basic function of the demodulation process is to
recover the transmitted data by processing the received
signal r(¢). Since the noise in the received signal in any
signaling interval of duration 7 is a sample function
of a random process, the demodulation of r(¢) should be
designed to minimize the probability of a symbol error
or, equivalently, to maximize the probability of a correct
decision. The probability of error is the probability of
selecting a signal waveform s;(f) when, in fact, waveform
s;(t) was transmitted where i #j. On the basis of this
criterion, the optimum demodulator, having observed
r(¢) over the time interval 0 <¢ < T, computes the M
(posterior) probabilities

P,, = Pls,,(¢t) was transmitted | r(¢), 0 < ¢ < T]

and selects the signal waveform corresponding to the
largest probability. It is shown in basic textbooks on digital
communications [1-3] that the optimum demodulator
obtained by applying this maximum aposterior probability
(MAP) design criterion, when the transmitted signal
is corrupted by additive white Gaussian noise (AWGN),
consists of a parallel bank of M matched filters, where the
filter impulse responses are matched to the M possible
transmitted signal waveforms s,,(#),m =0,1,...,M — 1.
The outputs of these M linear filters are sampled at the end
of the signaling interval T, and the samples are passed
to the detector which selects the largest of the M samples
and performs the inverse mapping from the corresponding
waveform to the £ = log, M data bits. A block diagram of
the optimum demodulator is illustrated in Fig. 1.

3. THE MATCHED FILTER

Consider a time-limited signal waveform as shown in
Fig. 2a. A filter is said to be matched to the signal
waveform s(t) if its impulse response A (¢) is given as

ht)=s(T—-1t), 0<t<T

For the signal waveform shown in Fig. 2, the impulse
response of the matched filter is shown in Fig. 2b.

Now, suppose that the signal s(¢) is the input to the filter
whose impulse response is matched to s(¢). The output of
the matched filter is given by the convolution integral

t
y@® =/ s(mh@ —v)dr ey
0

where h(t) = s(T —t). By substituting for A(¢) in Eq. (1),
one obtains the result

y@) = f s(t)s(T —t+t)dr 2)
0

Figure 3 illustrates the filter output waveform y(¢).
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Figure 1. Signal demodulation using matched filters.

(a) s(t)

(b) h(t)=s(T-1)

A

0 T t

Figure 2. Signal s(¢) and filter matched to s(¢): (a) signal s(¢);
(b) impluse response of filter matched to s(¢).

It is observed that y(¢) has a peak at ¢t =T, whose
value is

T
y(T) = / S2@)dr =€ 3)
0

which is the signal energy £ in the signal waveform
s(t). Furthermore, y(#) is symmetric with respect to
the point ¢t =T. In fact, the form of Eq.(2) is simply
the time autocorrelation function of the signal s(¢),
which is symmetric for any arbitrary signal waveform.
Consequently, any signal waveform s(¢),0 < ¢ < T, when
passed through a filter matched to it, will result in an
output that is the time-autocorrelation of s(¢), and the
value of the output y(¢) at t = T will be the energy in the
signal s(¢), as given by equation (3).

y(t)=Iis(0) S(T-t+ 1) de

0 T 2T t

Figure 3. Output response of matched filter for the signal in
Fig. 2.

4. PROPERTIES OF THE MATCHED FILTER

A matched filter has some interesting properties. We
consider the most important property, which may be stated
as follows: If a signal s(¢) is corrupted by AWGN, the filter
with impulse response matched to s(#) maximizes the
output SNR.

To prove this property, let us assume that the received
signal r(¢) consists of the signal s(#) and AWGN n(t)
which has zero-mean and power-spectral density @, (f) =
Noy/2 W/Hz. Suppose the signal r(¢) is passed through a
filter with impulse response A (¢), 0 < ¢ < T, and its output
is sampled at time ¢ = T. The filter response to the signal
and noise components is

t
y() = / r(th(t—1)dt
° t @)
= / s(t)h(@t —1)dr +/ n(t)h(@ —1)dt
0 0



At the sampling instant ¢ =7, the signal and noise
components are

T T
y(T) = / s()h(T —1)dt + / n(t)h(T —1)dt
0 0 5)

where y;(T) represents the signal component and y, (T)
represents the noise component. The problem is to select
the filter impulse response that maximizes the output SNR

defined as
< S ) _ D ©)
N/, ER2DI

The denominator in Eq. (6) is simply the variance of the
noise term at the output of the filter. Let us evaluate
E[y2(T)]. We have

T ,pT
E[y2(D)] = / / En(@n®h(T — 1)h(T — t)dtdr
0 0
T T NO
= / / —8(t —1)R(T — (T —t)dtdr (1)
0 0 2
T
= ]ﬁf KT —t)dt
2 Jo

Note that the variance depends on the power spectral
density of the noise and the energy in the impulse
response A(t).
By substituting for y,(T) and E [y2(T)] into Eq. (6), we
obtain the expression for the output SNR as
T 2 T 2
/ s()h(T — t)dr f h(v)s(T —1)dr
(%), °
N = T = T
0 %/ RX(T —©)dt Zﬁ/ R3(T — ©)dt
2 Jo 2 Jo

(8)
Since the denominator of the SNR depends on the energy
in A(t), the maximum output SNR over A(t) is obtained
by maximizing the numerator of (S/N), subject to the
constraint that the denominator is held constant. The
maximization of the numerator is most easily performed
by use of the Cauchy—Schwarz inequality, which states,
in general, that if g;(¢) and g2 (¢) are finite-energy signals,

then
00 2 S 00
[ f gl(t)gz(t)dt] < f g @ dt / gs@)dt

00 o] 00

where equality holds when g1 (¢) = Cgs(¢) for any arbitrary
constant C. If we set g1(¢) = h(¢) and g2(t) = s(T —t), it is
clear that the (S/N)¢ is maximized when h(¢) = Cs(T — t);
thus, A(t) is matched to the signal s(¢). The scale factor C?
drops out of the expression for (S/N), since it appears in
both the numerator and the denominator.

The output (maximum) SNR obtained with the matched

filter is s r
2
0

2
-5

)
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4.1. Frequency-Domain Interpretation of the Matched
Filter

The matched filter has an interesting frequency-domain
interpretation. Since A (t) = s(T — t), the Fourier transform
of this relationship is

T
H{f) = / s(T — t)e ¥t d¢
0

= |:/Ts(r)ef2”f’dri| e 2T (10)
0

- S* (f)e—jQJZfT

We observe that the matched filter has a frequency
response that is the complex conjugate of the transmitted
signal spectrum multiplied by the phase factor e72*/T,
which represents the sampling delay of 7. In other
words, |H(f)| = |IS(f)|, so that the magnitude response of
the matched filter is identical to the transmitted signal
spectrum. On the other hand, the phase of H(f) is the
negative of the phase of S(f).

Now, if the signal s(¢), with spectrum S(f), is passed
through the matched filter, the filter output has a spectrum
Y(f) = |S(f)|?e 72T, Hence, the output waveform is

ys(t) = f "yt af
. (1D
— / |S(f)|2e—j2nf’1'e;'2nft df

o0

By sampling the output of the matched filter at ¢ = T, we
obtain

o] T
ys(T) = / IS(OI*df = / stdt=¢ (12)
—00 0

where the last step follows from Parseval’s relation.
The noise of the output of the matched filter has a
power spectral density

N
Do (f) = IH(f)|27° (13)

Hence, the total noise power at the output of the matched
filter is

Pn=/::¢’0(f)df

* N, Ny [* as
=f S HPAf =" | IS()Pdf =

&Ny
2 J o 2

The output SNR is simply the ratio of the signal power P,
given by

to the noise power P,. Hence

S P, & 2
(N)O =P, T N2 Ny (18)

which agrees with the result given by Eq. (9).
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5. CONCLUDING REMARKS

Matched filters are widely used for signal demodulation
in digital communication systems and in radar signal
receivers. In the latter, the transmitted signal usually
consists of a series of signal pulses. When the signal
pulses are reflected from an object, such as an airplane,
the received signal over the observation interval has
the form r() = st — to) + n(t), where n(t) represents the
additive noise and ¢y represents the round-trip time delay
corresponding to the signal reflected from the object.
By passing the received signal r(¢) through the filter
matched to s(¢) and determining when the matched-filter
output reaches a peak value that exceeds a predetermined
threshold, an estimate of the time delay is obtained.
From this measurement of #y, the distance (range) of
the object from the radar position is determined. If the
threshold is not exceeded during an observation interval,
a decision is made that no target or object is present at
that corresponding range.
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MAXIMUM-LIKELIHOOD ESTIMATION

SivmoN HAYKIN

McMaster University
Hamilton, Ontario, Canada

1. INTRODUCTION

Estimation theory is a branch of probability and statistics
that deals with the problem of deriving information
about properties of random variables and stochastic
processes, given a set of observed data. This problem arises
frequently in the study of communication and control
systems. Maximum likelihood is a powerful method of
parameter estimation, which was pioneered by Fisher [1].
In principle, the method of maximum likelihood may be
applied to any estimation problem, with the proviso that
we formulate the joint probability density function of the
available set of observed data. The method then yields
almost all the well-known estimates as special cases.

2. LIKELIHOOD FUNCTION

The method of maximum likelihood is based on a relatively
simple idea:

Different populations tend to generate different data samples,
where the given data sample is more likely to have come from
some population than from other populations.

Let fy(u|6) denote the conditional joint probability
density function of the random vector U represented by
the observed sample vector u with elements w1, us, ..., uy,
where 0 is a parameter vector with elements 0y, 6s, ..., k.
The method of maximum likelihood is based on the
principle that we should estimate the parameter vector
0 by its most plausible value, given the observed
sample vector u. In other words, the maximum-likelihood



estimates of 61, 05, . . ., Ok are those values of the parameter
vector for which the conditional joint probability density
function fy(u | 6) is a maximum.

The term likelihood function, denoted by /(9), is given to
the conditional joint probability density function fy(u | 9),
viewed as a function of the parameter vector 6. We
thus write

1®) =fu(u|0) ey

Although the conditional joint probability density function
and the likelihood function have exactly the same formula,
it is vital that we appreciate the physical distinction
between them. In the case of the conditional joint
probability density function, the parameter vector 6 is
fixed and the observation vector u is variable. In the case
of the likelihood function, we have the opposite situation in
that the parameter vector 6 is variable and the observation
vector u is fixed.

In many cases, it turns out to be more convenient to
work with the natural logarithm of the likelihood function
rather than with the likelihood itself. Thus, using L(#) to
denote the loglikelihood function, we write

L©®) =In[l(®)]
= In[fu(u | 0)] 2

The logarithmic function L(0) is a monotonic transforma-
tion of [(9). This means that whenever [(9) decreases, its
logarithm L(0) also decreases. Where /() is a formula for
a conditional joint probability density function, it follows
that it never becomes negative; hence there is no problem
in evaluating the logarithmic function L(#). We conclude,
therefore, that the parameter vector for which the likeli-
hood function /(9) is a maximum is exactly the same as
the parameter vector for which the loglikelihood function
L(6) is a maximum.

To obtain the ith element of the maximum-likelihood
estimate of the parameter vector 9, we differentiate the
loglikelihood function with respect to 6; and set the result
equal to zero. We thus get a set of first-order conditions:

L _ o i—12... K 3)
36;

The first derivative of the loglikelihood function with
respect to the parameter 6; is called the score for that
parameter. The vector of such parameters is known as the
scores vector (i.e., the gradient vector). The scores vector
is identically zero at the maximum-likelihood estimates of
the parameters [i.e., at the values of parameter vector 6
that result from the solutions of Eq. (3)].

To find how effective the method of maximum likelihood
is, we need to compute the bias and variance for the
estimate of each parameter. However, this is frequently
difficult to do. Thus, rather than approach the computation
directly, we may derive a lower bound on the variance of
any unbiased estimate. We say an estimate is unbiased if
the average value of the estimate equals the parameter we
are trying to estimate. Later, we show how the variance
of the maximum-likelihood estimate compares with this
lower bound.
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3. CRAMER-RAO INEQUALITY

Let U be a random vector with conditional joint probability
density function fy(u | 8), where u is the observed sample
vector with elements u1, us, ..., uy and 0 is the parameter
vector with elements 0y, 0s, ..., 0. Using the definition of
Eq. (2) for the loglikelihood function L(6) in terms of the
conditional joint probability density function fy(u | 9), we
form the K x K matrix

r 2 2 2 .
g[PL PLY [ 2L
362 961065 36106k
2 2 2
E —3 L E E ... K L
J=— 96200, 962 96200k
'2 .2 ‘2
p[PL] p[ L] . g[PL
| L36k06, 30k 06, 30z | |
4)

The matrix J is called Fisher’s information matrix.

Let I denote the inverse of Fisher’s information matrix
dJ. Let I;; denote the ith diagonal element (i.e., the element
in the ith row and ith column) of the inverse matrix
I Let 6; be any unbiased estimate of the parameter 6;,
based on the observed sample vector u. We may then
write [2]

var[g] > I;, i=1,2,....K (5)
This equation is called the Cramér—Rao inequality. It
enables us to construct a lower limit (greater than zero)
for the variance of any unbiased estimator, provided,
of course, that we know the functional form of the
loglikelihood function. The lower limit is called the
Cramér—Rao lower bound.

If we can find an unbiased estimator whose variance
equals the Cramér—Rao lower bound, then according
to Eq. (5), there is no other unbiased estimator with
a smaller variance. Such an estimator is said to be
efficient.

4. PROPERTIES OF MAXIMUM-LIKELIHOOD
ESTIMATORS

Not only is the method of maximum likelihood based
on an intuitively appealing idea (that of choosing those
parameters from which the actually observed sample
vector is most likely to have come), but the resulting
estimates also have some desirable properties. Indeed,
under quite general conditions, the following asymptotic
properties may be proved [2]:

1. Maximum-likelihood estimators are consistent; that
is, the value of 6; for which the score dL/36; is
identically zero converges in probability to the true
value of the parameter 6;, i=1,2,...,K, as the
sample size M approaches infinity.

2. Maximume-likelihood estimators are asymptotically
efficient:

. var(;m — 61 .
&1330{17;}_1’ i=12...K (6
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where 6; ,,; is the maximum-likelihood estimate of
parameter 6; and I; is the ith diagonal element of
the inverse of Fisher’s information matrix.

3. Maximum-likelihood estimators are asymptoti-
cally Gaussian.

In practice, we find that the large-sample (i.e., asymptotic)
properties of maximum-likelihood estimators hold rather
well for sample size M > 50.

5. CONDITIONAL MEAN ESTIMATOR

Another classic problem in estimation theory is the Bayes
estimation of a random parameter. There are different
answers to this problem, depending on how the Bayes
estimation is formulated [2]. A particular type of the Bayes
estimator of interest is the conditional mean estimator.
We now wish to do two things: (1) derive the formula for
the conditional mean estimator and (2) show that such
an estimator is the same as a minimum mean-square-
error estimator.

Toward those ends, consider a random parameter x. We
are given an observation y that depends on x, and the
requirement is to estimate x. Let x(y) denote an estimate
of the parameter x; the symbol X(y) emphasizes the fact
that the estimate is a function of the observation y. Let
C(x,x(y)) denote a cost function that depends on both x
and x(y). Let E denote the statistical expectation operator.
Then according to Bayes’ estimation theory, we may write
the expression

R = E[C(x,x(y))]
=/ dx/ Clx, x)fxy(x,y)dy (7

for the risk [2]. Here, fxy(x,y) is the joint probability
density function of x and y. For a specified cost function
C(x,x(y)), the Bayes estimate is defined as the estimate
X(y) that minimizes the risk R.

A cost function of particular interest is the mean-square
error, specified as the square of the estimation error,
which is itself defined as the difference between the actual
parameter value x and the estimate x(y):

e=x—x(y) (8
Correspondingly, the cost function is defined by
Cx, 2(y)) = Clx — 2(y))

or simply
Ce) =¢? 9)

Thus the cost function C(g) varies with the estimation
error ¢ in the manner indicated in Fig. 1. It is assumed
here that x and y are both real. Accordingly, we may
rewrite Eq. (7) for mean-square error as

Rms :/ dx/ [x _-&:(y)]2fX,Y(xsy) dy (10)

0

Figure 1. Mean-square error as a quadratic cost function.

where the subscripts ms in the risk R, indicate the use
of mean-square error estimation. From probability theory,
we have

fxy(@.y) = fx( | Dy ®) (11)

where fx(x|y) is the conditional probability density
function of x given y, and fy (y) is the (marginal) probability
density function of y. Hence, using Eq. (11) in Eq. (10), we
may write

R = f dyfy ) / k-2 x@yde  (12)

We now recognize that the inner integrand and the prob-
ability density function fy(y) in Eq. (12) are both nonneg-
ative. We may therefore simplify matters by minimizing
the inner integral. Let the estimate so obtained be denoted
by Xms(v). We find x,s(y) by differentiating the inner inte-
gral with respect to x(y) and then setting the result equal
to zero. To simplify the minimization procedure, let I;,er
denote the inner integral in Eq. (12). Then differentiating
Linner with respect to the estimate X (y) yields

dl; inner
dx

=—2/ xfx(xly)dx+2fc(y)/ fx(x |y)dx (13)

The second integral on the right-hand side of Eq. (13)
represents the total area under a probability density
function, which, by definition, equals unity. Hence, setting
the derivative dlinner/dX equal to zero and solving for
the minimum mean-square error estimate, denoted by,
we obtain

fms(y) = f x| y) dx (14)

The optimum solution defined by Eq. (14) is unique by
virtue of the assumed form of the cost function C(e).
For another interpretation of the estimator X.s(y), we



recognize that the integral on the right-hand side of the
equation is just the conditional mean of the parameter x,
given the observation y. On the basis of this result, we
therefore conclude that the minimum mean-square-error
estimate and the conditional mean estimator are indeed
one and the same. In other words, we have

Substituting Eq. (15) for the estimate x(y) into Eq. (12), we
find that the inner integral is just the conditional variance
of the parameter x, given y. Accordingly, the minimum
value of the risk R is just the average of this conditional
variance over all observations y.

6. EXPECTATION-MAXIMIZATION (EM) ALGORITHM

The expectation—maximization algorithm, popularly
known as the EM algorithm, is an iterative algorithm for
computing maximum-likelihood estimates when dealing
with data that have a latent structure and/or are
incomplete. Moreover, computation of the maximum-
likelihood estimate is often greatly facilitated by
formulating it as an incomplete data problem, which is
invoked because the EM algorithm is able to exploit the
reduced complexity of the maximum-likelihood estimate,
given the complete data. Applications of the EM algorithm
include hidden Markov models for speech recognition and
hierarchical mixture of experts model for the design of
neural networks.

The EM algorithm derives its name from the fact that,
at each iteration of the algorithm, there are two basic
steps [3,4]:

e Expectation step or E-step, which uses the given data
set of an incomplete data problem and the current
value of the parameter vector to manufacture data so
as to postulate an augmented or so-called complete
data set.

e Maximization step or M-step, which consists of
deriving a new estimate of the parameter vector by
maximizing the loglikelihood function of the complete
data manufactured in the E-step.

The E-step, operating in the forward direction, and the
M-step, operating in the backward direction, form a
closed loop. Thus, starting from a suitable value for the
parameter vector, the E-step and M-step are repeated on
an alternating basis until convergence occurs.

Let the vector z denote the missing or hidden data.
Let r denote the complete data vector, made up of some
observable data d and the missing data vector z. There
are therefore two data spaces R and D to be considered,
and the mapping from R to D is many-to-one. However,
instead of observing the complete data vector r, we are
actually able to observe only the complete data d = d(r) in
D. Let f.(r | ) denote the conditional probability density
function (pdf) or r, given a parameter vector 6. It follows
therefore that the conditional PDF of random variable D,
given 6, is defined by

fpd]0)= fer | 0)dr (16)
R(d)
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where R(d) is the subspace of R that is determined by d =
d(r). The EM algorithm is directed at finding a value of 6
that maximizes the incomplete data loglikelihood function

L®) =logfp(d | 6) an

This problem, however, is solved indirectly by working
iteratively with the complete data loglikelihood function

Lc(©) = logf(r | 0) (18)

which is a random variable, because the missing data
vector z is unknown.

To be more specific, let (n) denote the value of the
parameter vector 0 on iteration n of the EM algorithm. In
the E-step of this iteration, we calculate the expectation

Q(8,0(n)) = E[L.(9)] (19)

where the expectation is performed with respect to é(n). In
the M-step of this same iteration, we maximize Q(8, 8(n))
with respect to 6 over the parameter (weight) space W,
and so find the updated parameter estimate 6(n + 1), as

shown by argmax

, QO d(n)) (20)

bn+1) =
The algorithm is started with some initial value 9(0) of
the parameter vector 6. The E-step and M-step are then
alternately repeated in accordance with Eqs. (19) and (20),
respectively, until the difference between L(@(n + 1)) and
L@ (n)) drops to some arbitrary small value; at that point
the computation is terminated. Note that after an iteration
of the EM algorithm, the incomplete data loglikelihood
function is not decreased, as shown by

LOn+1) >Lin) forn=0,1,2,... (21)

Equality usually means that we are at a stationary point
of the loglikelihood function.

Under fairly general conditions, the loglikelihood
function computed by the EM algorithm converges to
stationary values. However, a cautionary note is in order.
The EM algorithm will not always lead to a local or
global maximum of the loglikelihood function. This point is
demonstrated in Chapter 3 of the book by McLachlan and
Krishnam [4]; in one of two examples presented therein,
the EM algorithm converges to a saddle point, and in the
other example the algorithm converges to a local minimum
of the loglikelihood function.

7. DISCUSSION

In this article, we presented a description of maximum-
likelihood (ML) estimation, which, in mathematical terms,
corresponds to the limiting case of maximum a posteriori
probability (MAP) estimation when the a priori knowledge
pertaining to the problem at hand approaches zero. ML
estimates have some nice asymptotic properties as the
size of the data set approaches infinity. Indeed, it is these
properties that motivate the use of ML estimates even
when there is no efficient estimate.

We also briefly described a forward—backward compu-
tation procedure known as the EM algorithm, which is
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remarkable in part because of the simplified and gener-
ality of the underlying theory, and in part because of the
wide range of applications that fall under its umbrella. The
EM algorithm applies to incomplete data problems. Prob-
lems of this kind encompass situations where naturally
there are hidden variables, and other situations where the
incompleteness of data is not at all evident or natural to
the problem of interest.
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1. INTRODUCTION

A number of communication networks use a broadcast
(or multiaccess) transmission medium, where the signal
transmitted by a node (station) is received by every other
node that is in the listening area of the transmitting
node. The most frequently occurring examples of such

networks are wired or wireless local-area networks
(LANSs), and radio networks that include, as examples,
satellite networks, wireless cellular networks, and mobile
ad hoc radio networks (also called packet radio networks).

Because of the nature of the broadcast medium and
the technological constraints of network nodes, the trans-
missions have to be controlled to ensure successful com-
munication. Examples of typical technological constraints
are (1) a node cannot both transmit and receive at the
same time; and (2) a node can receive only one transmis-
sion at a time—in case of more than one simultaneous
transmission, a collision occurs and nothing is received
successfully. The constraints vary by technology and also
by network type. The general task of the medium access
control (MAC) protocol is to organize the transmissions
such that under the given constraints successful com-
munication takes place over the broadcast transmission
medium.

The MAC protocol is fundamental to the ability to
communicate in, and the performance of, networks based
on broadcast channels. It is thus a vast and well-studied
topic because of the wide range of broadcast media and
the importance of the task. A large number of MAC
protocols have been proposed in the literature, and quite
a few of them are standardized and widely deployed
in different commercial networks. In the next section
we classify MAC protocols according to various criteria.
Then, in subsequent sections, we provide a more detailed
description of the most important protocols, categorized
according to the way they implement the multiaccess
communication.

[Remark: In point-to-point (rather than broadcast)
communication-based networks, similar protocols are used
for multiplexing several signals onto the same link. In this
article, however, we discuss only MAC protocols and do
not address multiplexing protocols.]

2. CLASSIFICATION OF MAC PROTOCOLS

MAC protocols can be classified by a number of different
criteria, which we overview below. Details of the most
important protocols are then given in the following
sections.

2.1. Classification by Physical Domain of Sharing

2.1.1. Time Domain. Here the transmissions are orga-
nized in time, using the same frequency band. The time
may be either slotted or unslotted. In slotted time, time
is discrete and packet transmission can begin only at slot
boundaries; it assumes that the nodes are synchronized,
which is itself a challenging problem in a distributed set-
ting. In unslotted or continuous time, there is no restriction
on when packet transmission can begin. The key problem is
how to organize the transmissions, such that collisions are
either avoided or resolved with repeated transmissions.

2.1.2. Frequency Domain. If different stations can use
different frequencies, then it is possible to separate the
transmissions in the frequency domain by filtering or by
tuning to a given frequency band. A traditional example
is radio broadcasting.



2.1.3. Hybrid Domains. In several networks the phys-
ical domain of sharing is a combination of time and
frequency. The most important group of hybrid techniques
is spread-spectrum communication, commonly referred to
as code-division multiple access (CDMA). Here we can
symbolically say that the “code domain” is shared. Another
example is the MAC protocol in the European digital cellu-
lar radio Global System for Mobile Communication (GSM)
standard that combines a complex slotted timeframing
hierarchy within 124 frequency channels [1].

2.2. Classification by Method of Sharing

2.2.1. Allocation-Based Protocols. In this category the
transmission rights are allocated in advance to the nodes
to avoid collisions. A typical example is time-division
maultiple access (TDMA) with a fixed assignment of time
slots to users that they can use for transmission. If there
is a change in the network topology or traffic pattern,
reallocation of the slots may take place, but the standard
operation is based on pre- or reallocated transmission
rights.

2.2.2. Contention-Based Protocols. In these protocols
the operation is fully distributed and there are no
preallocated transmission rights. The stations contend for
transmission, attempting it whenever needed. As a con-
sequence, collisions may occur that make retransmission
necessary. The key part of the protocol is how collision
resolution is done to ensure that with appropriately orga-
nized retransmissions eventually all users have acceptable
throughput and delay. A popular example is the IEEE
802.11 Wireless LAN protocol.

2.2.3. Hybrid Schemes. Many protocols exhibit both
allocation- and contention-based features. For example, in
reservation-based protocols there is a contention phase for
reserving the channel. Once the reservations are made,
the data are then transmitted as if the access were
allocation-based.

2.3. Classification by Mode of Operation

2.3.1. Centralized Protocols. These protocols require a
central entity that controls the channel access of all nodes
in a given area. For example, in a cellular network the
base station in a cell plays this role; in a satellite network
the satellite provides control in its coverage area.

2.3.2. Distributed Protocols. If no central entity is
available or desired, then the operation of the protocol
must be distributed. This is necessary, for example, in
mobile ad hoc networks and in most LANs. Contention
based protocols typically operate in a distributed fashion.

2.4. Classification by Network Characteristics

The MAC protocols that are practically applied are tailored
to the type of network in which they are used. Some typical
factors that depend on the network characteristics are
listed below.

2.4.1. Connectivity. In most wired LANs the network
is logically fully connected; that is, every transmission is
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Figure 1. Each large circle indicates the transmission range of
the node at its center.

received by all stations. On the other hand, mobile wireless
ad hoc networks have lower connectivity, which introduces
new problems such as the hidden- and exposed-terminal
problems (see Fig. 1). The hidden-terminal problem occurs
when the destination B of a transmitting node A suffers
a collision because of an interfering transmission from
another node C that is not in the range of A. In this case,
C is hidden from A. In the exposed-terminal problem, if
node B is transmitting to A, C can transmit concurrently
with B as long as its destination is not in the overlapping
transmission range of B and C (e.g., node D). However,
without additional information, node C cannot make this
determination.

2.4.2. Propagation Time. The performance of the MAC
protocol is seriously influenced by the relationship of the
propagation delay D and the packet transmission time 7'.
This is often expressed by the ratio D/T. In most LANs,
mobile ad hoc networks and cellular networks the ratio is
small, around 10~2. This implies that a collision can be
quickly detected. On the other hand, in satellite networks
the ratio can be as large as 100, so many packets may be
sent before a collision is detected.

2.4.3. Physical Link Characteristics. Wireless links
behave substantially differently from wired links. The
signal-to-noise ratio is lower, while the bit error rate and
signal attenuation are typically higher in wireless links.
This also has an influence on optimizing the MAC protocol
for a given network. An example is the near—far problem
when the stronger signal of a node nearby the destination
suppresses the weaker signal of a remote station. Instead
of a collision being detected at the receiver, the closer node
“captures” the receiver. As a result, the remote node may
not be helped out by collision resolution.

2.5. Summary

As seen above, there are a number of ways to categorize
the large number of existing MAC protocols. In the subse-
quent sections we review some of the most important MAC
protocols, according to their method of sharing the medium
(allocation- or contention-based, or a hybrid of these). We
choose this categorization for our presentation because the
most characteristic aspect of a MAC protocol is how it actu-
ally implements the sharing of the multiaccess medium.
The traditional performance measures of a MAC
protocol are its throughput and delay characteristics at
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various traffic load conditions. In this brief overview
of MAC protocols, there is no opportunity to introduce
the models and develop the mathematical foundations
for the performance analysis of each protocol. The
interested reader should consult the book by Bertsekas
and Gallager [2] for a good introduction to the analysis of
MAC protocols.

3. ALLOCATION-BASED MAC PROTOCOLS

In allocation-based MAC protocols parts of the communi-
cation resources (such as time or frequency) are assigned
in advance to the stations in a way that excludes colli-
sion, so there is no contention for transmission. Below we
discuss some of the most important allocation based MAC
protocols.

3.1. Time-Division Multiple Access (TDMA)

In TDMA protocols time is slotted and each slot can
incorporate the transmission of one packet. The key issue
is how to allocate the slots to stations, such that no collision
occurs. Typically, two constraints have to be satisfied:
(1) a node cannot both transmit and receive in the same
slot (primary conflict); and (2) no successful reception is
possible if more than one transmission reaches the node
in a slot (secondary conflict).

If the network is logically fully connected, that is, if
each transmission is received by all stations, then the
allocation is conceptually very simple —the time slots are
grouped into frames and each node has its own unique slot
in each frame. The frames are periodically repeated, so if
there are N nodes, then each one has the opportunity to
transmit once in each frame of N slots.

The above mentioned simple frame structure assumes
that we want to give all nodes an equal chance to transmit.
If, however, different nodes generate different amounts of
traffic, then they may be assigned a different number of
slots in a longer frame. The assignment is called fair if
each node is assigned a number of slots proportional to
its traffic rate, that is, the average number of packets
per unit time that the node wants to transmit. On the
other hand, if packets are generated randomly, some slots
may remain unused at certain nodes, while at others the
buffer may overflow. Thus, one may also want to assign
the slots so that the throughput, that is, the average
number of successful packet transmissions per slot, is
maximized. It is interesting that one can prove under
general modeling assumptions the maximum throughput
is achieved precisely when the assignment is fair [3].

The slot assignment problem is more complicated in
mobile ad hoc networks, where the network topology is not
fully connected and furthermore, can change over time.
In these networks it is possible that two nodes that are
more than two hops away in the network topology can
be assigned the same time slot without the danger of
any conflict. (Here, a “hop” refers to nodes within direct
transmission range of a node — since all nodes are not one
hop away from each other in a mobile ad hoc network it
is often called a mobile multihop network.) This makes it
possible to achieve spatial reuse of the available spectrum.
An example of such a conflict-free slot assignment for

Figure 2. A conflict-free slot assignment for a multihop network.

the multihop network is shown in Fig. 2. Notice that
the shorter frame lengths must inter-operate with longer
frame lengths.

A number of algorithms were proposed to find good slot
assignments for spatial reuse TDMA [4,5]. The task can
be mathematically modeled by a graph coloring problem
where nodes of the same color can transmit concurrently.
This is an algorithmically difficult (NP-complete) problem
even for the restricted graphs that can occur as mobile
ad hoc network topologies [6]. Nevertheless, acceptable
solutions can be found with simple heuristics, such as
given by a greedy algorithm.

The advantage of TDMA protocols is that they guar-
antee a certain throughput via the allocated transmission
rights. On the other hand, for low traffic loads, TDMA
introduces unnecessary delays, since a station has to wait
for its turn even if others are not transmitting.

3.2. Frequency-Division Multiple Access (FDMA)

FDMA assigns a different frequency to each station. Since
this makes it possible to separate the transmissions in
the frequency domain, they do not have to be separated
in time. In its pure form FDMA is best suited for analog
systems. It has been used for a long time in radio and
TV broadcasting. Note that broadcasting involves spatial
reuse, since beyond the coverage area of a radio station
its frequency can be reused. The way FDMA is used in
broadcasting can only serve relatively few transmitters,
as the radio spectrum is a scarce resource. FDMA is
a component in a number of MAC protocols in cellular
telephony, such as in the GSM system, which combines
TDMA with FDMA [1].

3.3. Code-Division Multiple Access (CDMA)

One basic form of CDMA is frequency hopping (FH/CDMA).
In this system there are a number of channels on different
frequencies and the transmitter quickly hops between
the different channels in a pseudo-random manner, as
illustrated in Fig. 3. In this way the signal energy is spread
over a larger frequency band, hence this technique is also
called spread-spectrum communication. The spreading
takes place according to a spreading code that specifies the
hopping schedule. If the receiver “knows” the spreading
code, then it can successfully receive the signal by following
the same hopping schedule among the channels. Without
the correct code, however, only noise is received, since the
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Figure 3. Frequency-hopping code-division multiple access
(FH/CDMA).

signal is hidden in a broad frequency band in which the
overall noise may be stronger than the useful signal that
always falls into a narrow band.

Another basic form of CDMA is direct-sequence CDMA
(DS/CDMA). Here each bit is replaced by a pseudo-
random sequence of bits, which now represents the
code (sometimes called a chip sequence). The receiver
correlates the received sequence with the known code.
If it is the same code, then the correlation is high;
otherwise it is small (in case of orthogonal codes,
it is zero). For example, assume that nodes A, B,
and C are assigned the following codes, respectively:
(+1,+1,-1,-1); (+1,+1,4+1,+1); (+1,-1,+1,-1). To
transmit a binary one (1), a node transmits its code c;
otherwise it transmits the negation of its code ¢. When
two or more nodes transmit simultaneously, their codes
add linearly. To recover the transmission of a specific
node, a receiver computes the normalized inner product
of that node’s code with the incoming signal. Since all of
code pairs are orthogonal, all signals except that from the
specific node are eliminated. For example, suppose that
node D wants to recover the transmission from node C, and
that node A transmits a zero and nodes B and C transmit
ones at the same time. Node D then computes

C-A+B+C)=C-A+C-B+C-C=0+0+1

and thus node D recovers that node C transmitted a 1.

In both CDMA systems the appropriate choice of
codes makes it possible for a receiver to lock onto a
transmission even if other transmissions are present. This
is due to the fact that, in case of orthogonal codes, the
correlation with the interfering transmissions is zero,
so they are effectively filtered out from the aggregated
received signal. The number of orthogonal codes, however,
is limited by the available spectrum. The number of
codes can be significantly increased if we do not insist
on full orthogonality. In this case the correlation with
the interfering transmission will not be zero, but can be
kept small as long as there are not too many interfering
transmissions. In any case, since the codes are allocated
in advance, CDMA is an allocation-based protocol, at least
in its basic forms.
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CDMA has several advantages. It is resistant to jam-
ming and interception, which makes it desirable for tac-
tical applications.! With appropriately designed codes, it
can work without global synchronization. A characteristic
feature is that CDMA has no hard limit on capacity, since
the increasing number of interfering packets results in
degrading signal-to-noise ratio, but not in sudden break-
down. In this way the network shows graceful degradation
in case of increasing traffic load. In CDMA cellular net-
works frequency planning is easy, since each cell uses the
same frequency band. Handoff is also easier and grace-
ful degradation is an attractive feature. On the other
hand, CDMA has some disadvantages, too. Its implemen-
tation technology is complex in addition to requiring power
control and a large contiguous frequency band.

I1S-95 CDMA is a digital cellular radio system that is
used in over 35 countries worldwide. Some CDMA systems
operate in the personal communications systems (PCS)
frequency band.

3.4. Centralized and Distributed Polling, Token Ring

A simple allocation-based MAC solution is polling, when
a master station polls each node in a round-robin manner
to see whether it has a packet to transmit. The node
that is being polled can send the packet to the master or
directly to another node. This is similar to the sharing
philosophy of TDMA in a fully connected network. The
essential difference is, however, that if a station has
nothing to send, then there is no need to wait; the master
can immediately poll the next station. The simple round-
robin polling scheme can be improved at the price of
added complexity. There are more sophisticated polling
strategies that perform a logarithmic search for a station
with a packet to send (see Ref. 2, Section 4.5.6).

Polling is a centralized protocol that is also allocation-
based; since the master station allocates the transmission
rights, no contention is involved. To create a distributed
version of polling, one can observe that it is not the master
station that is essential in the protocol. What is really
needed is the rotating transmission right that goes from
station to station in a cyclic manner, and if a node has noth-
ing to send, then the transmission right is quickly passed
to the next station. This is the core idea of the token-ring
protocol. In a token-ring network the nodes are arranged
in a ring. Conceptually, the operation can be described
such that there is a rotating token in the network that is
passed from node to node. Only the station that currently
has the token is allowed to transmit a packet, after which
point it passes the token to the next node. If the station
has no packet to transmit, then it passes the token imme-
diately. This operation achieves, conceptually, the same
effect as round-robin polling, but in a distributed way.

I Let us cite an interesting historical remark from Ref. 7, p. 168:
“Spread spectrum (using frequency hopping) was invented,
believe it or not, by Hollywood screen siren Hedy Lamarr in
1940 at the age of 26. She and a partner who later joined her
effort were granted a patent in 1942 [U.S. Patent 2,292,387;
Aug. 11, 1942]. Lamarr considered this her contribution to the
war effort and never profited from her invention.”
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Of course, an implementation of the token ring has
to pay attention to a number of practical issues, such as
what information is put in the token (a type of control
packet), how to recover from a token loss or failure, and
how to recover from a node failure. The details of the
protocol are standardized in the IEEE 802.4 (token bus)
and IEEE 802.5 (token ring) standards [8]. In the token
bus protocol, the nodes are logically arranged in a ring
using a distributed algorithm to establish and maintain
the ring. The token ring, on the other hand, is a physical
ring, although it is common to wire the nodes to a wire
center to permit the ring to remain functional in the
presence of node failures or maintenance.

A higher-performance fiberoptic token ring is Fiber
Distributed Data Interface (FDDI). The primary difference
between FDDI and IEEE 802.5 is that the token is put on
the ring immediately after the transmission of a packet
rather than after the source drains its own packet from the
ring. Thus, in FDDI, it is possible to have multiple packets
on the ring at the same time, resulting in higher through-
put in the presence of higher transmission rates and larger
distances. FDDI is used primarily in backbone networks.

IEEE 802.4, IEEE 802.5, and FDDI are all capable of
handling several priority classes of traffic with guaranteed
throughput and delay [2], something that is not possible
in contention based protocols.

4. CONTENTION-BASED MAC PROTOCOLS

While allocation-based MAC protocols have the advantage
that they can guarantee a certain throughput and,
therefore, can prevent complete breakdown of the network
due to congestion, they are not very efficient for light-
traffic-load situations. If the traffic load is light, a node,
rather than waiting for its turn, can attempt transmission
immediately when it has a packet to transmit. This is
how contention-based protocols operate. Even though this
savings in delay can cause collision, if the traffic load
is light, the probability of collision is low. In case a
collision still occurs, the protocol resolves it by resending
the packet later, possibly trying multiple times. The heart
of a contention based MAC protocol is in how it implements
collision resolution.

Another important advantage of contention-based
protocols is that they can automatically adapt to changing
network topology in ad hoc networks, as opposed to TDMA
that may need networkwide frame and slot reassignment
whenever there is a change in the topology. On the
other hand, contention protocols do not guarantee a
deterministically bounded delay. Below we review some
of the fundamental contention based MAC protocols.

4.1. ALOHA and Its Variants

ALOHA is the historically first contention-based MAC
protocol [9], an influential milestone in MAC protocol
history. It has slotted and unslotted versions, depending
on whether packet transmission can be started only at
time-slot boundaries or at any time, respectively. Let us
explain the operating principle through the slotted version
(the unslotted version is conceptually similar, only that a
packet is vulnerable to collision for longer time periods).

When a node has a packet to transmit, it simply
transmits it in the first available time slot. If the
transmission is successful (which the node may know,
e.g., from an acknowledgment sent on a separate channel
or piggybacked onto a response), then there is nothing
else to do with respect to that packet. If, however, the
transmission is not successful, such as when a collision
or transmission error occurs, then the node retransmits
the packet with a random delay, that is, after waiting a
random number of slots. In other words, the node backs
off and then tries the transmission again after a random
waiting time. Nothing excludes that the packet collides
on successive transmission attempts, but this has lower
probability, given that the network is not overloaded.
Ultimately, after a number of retransmissions the packet
has a very good chance to get through.

A important issue is to decide how to draw the random
delay, that is, what should be the backoff scheme. A simple
variant is when transmission occurs in each slot with a
given probability p. This is called p-persistent ALOHA,
and it corresponds to a geometrically distributed random
delay. Another popular scheme is binary exponential
backoff, where the next transmission slot is drawn
uniformly at random from an interval and after each
unsuccessful trial the length of the interval is doubled. In
real networks, such as Ethernet, if the interval reaches a
maximum length (1024), it remains fixed at that length.
If the transmission is still unsuccessful at the maximum
length, after some number (16) of collisions, failure is
reported to and handled by the higher-layer protocol.

The analysis of various backoff schemes has been
the subject of intense research, and it is not easy to
determine which is the best one. For example, despite its
wide usage, it is known that binary exponential backoff
results in an unstable protocol (infinitely growing queues)
under certain modeling assumptions, such as infinite user
population [10]. The existence of stable protocols in this
setting also depends on the type of feedback available from
the channel and on how the user population is modeled.
For acknowledgment-based protocols, it is known [11] that
a large class of backoff, schemes, including polynomial
backoff, is unstable in the infinite user population model
(in polynomial backoff the backoff interval grows according
to a polynomial function rather than an exponential
function). In contrast, for a finite user population, any
superlinear polynomial backoff protocol has been proved
stable, while binary exponential backoff still remains
unstable above a certain arrival rate [12].

4.2. CSMA and Its Variants, CSMA/CD and CSMA/CA

A natural improvement of ALOHA is possible if the
stations can sense before transmission whether the
channel is idle. After carrier sensing, a station starts
transmitting only if the channel is idle, since otherwise the
packet would surely collide with the ongoing transmission.
This is the basis for the Carrier Sense Multiple Access
(CSMA) protocol, which otherwise operates similarly to
ALOHA. If the network had zero propagation delay, then
collision could occur only if two nodes start transmission
of a packet at precisely the same time. This has zero
probability in continuous time. With finite propagation



delay, however, a node may sense that the channel is idle
even if another node has already started transmitting, but
due to the propagation delay, the signal has not reached
yet the first node.

Further improvement to CSMA is possible via collision
detection (CD); if a transmitting node detects collision,
then it stops transmitting, since the rest of the packet
transmission time is just wasted. CSMA/CD with binary
exponential backoffis the basis for the MAC protocol in the
IEEE 802.3 LAN standard [8]. This standard, popularly
known as Ethernet, is by far the most widely used protocol
in LANs today. Because of its widespread success, Fast
Ethernet (IEEE 802.3u) did not change the protocol;
it only made it run faster, with the faster technology.
Another variation of CSMA uses collision avoidance rather
than collision detection. CSMA/CA is commonly used in
wireless networks since collision detection is not commonly
available in wireless nodes. (Collision detection requires
that a node can both transmit and receive simultaneously.)
We discuss CSMA/CA in Section 5.1.

4.3. Splitting Algorithms

A more sophisticated collision resolution technique with
higher theoretical performance is implemented in another
class of protocols, called splitting algorithms (see Ref. 2,
Section 4.3). The basic principle is described as follows.
If in slot & a collision occurs, then the stations that are
not involved in the collision go into a waiting mode. The
involved nodes split into two roughly equally sized groups,
for example, by drawing a random bit (“flipping a coin”).
The first group attempts retransmission in slot %2+ 1,
while the second group in slot & + 2. If there is no new
collision (because only half of the nodes are involved), then
the collision has been resolved. If there is a new collision
in slot 2+ 1, then all involved nodes hear it and then
the first group starts resolving it using the same protocol
recursively for the halved group. During this time the
second group waits, since it can sense the collisions. After
the first group’s collisions have been resolved, the second
group runs the same algorithm for itself, again recursively
for a group that is half that of the original. In the worst
case, the splitting continues until the group contains only
one member, in which case no collision is guaranteed in
the next slot. This special example of splitting protocols is
called a tree algorithm.

5. HYBRID SCHEMES

Quite a few MAC protocols try to combine the advantages
of allocation and contention. In Sections 5.1 and 5.2 we
review a few interesting solutions.

5.1. Reservation and Collision Avoidance

If the network has a master station that can coordinate
the operation of the other stations, such as in satellite
and cellular networks, then a good way of getting rid
of the wasted bandwidth caused by collisions is to make
reservations with the master station. A typical solution
is to dedicate a certain time period for making the
reservation requests, and then the stations to which the
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master grants reservation can send their data without
collision in an allocated period of time. There are different
ways to make the reservations. For example, in the
Packet Demand Assignment Multiple Access (PDAMA)
scheme the stations contend for reservation minislots using
slotted ALOHA. Then the master computes a transmission
schedule and announces it to all stations [13]. This is
clearly a combination of contention and allocation, where
the contention phase is restricted to the reservation
minislots that take only a small percentage of time. Since
reservation messages are short, if the number of stations
is not too large, contention can be fully eliminated, as in
the Fixed Priority Oriented Demand Assignment (FPODA)
protocol, where each station is assigned its own reservation
minislot [13]. The reservation concept goes back to the
beginnings of MAC protocol development, as Reservation
ALOHA (R-ALOHA) was already proposed in the early
1970’s [14]. Since then, many variants have been used
in satellite and cellular systems [15]. Notice that even
spatial reuse TDMA protocols, described in Section 3.1
use a contention period to recompute TDMA schedules in
the presence of mobility.

If the network has no central master station or if it
is not fully connected, reservation is not feasible. Then
the collision avoidance (CA) technique can be applied to
reduce the chance for collision. In the CSMA/CA protocol
each station is assigned a time called an interframe
spacing (IFS), which is related to the propagation delay.
Additionally, lower-priority nodes are assigned a longer
IFS. Before a station transmits, it waits for an IFS
time. If a higher-priority station wanted to transmit
simultaneously, then the lower priority station, because of
its longer IF'S, can already sense that the channel is busy
and refrains from transmission, so collision in this case
can be avoided. After waiting an IFS time the station sets
a contention timer to a random value and starts counting
down. When the timer expires, transmission is attempted.
If during the countdown the node senses that another
node transmits a packet, then the timer is frozen until the
packet is completed and then the countdown continues.

In mobile ad hoc networks additional difficulties arise,
due to the irregular topology, such as the hidden-terminal
problem mentioned in Section 2. A possible solution
is provided by the Busy-Tone Multiple Access (BTMA)
protocol [16], where a node while receiving a packet
transmits another signal (“busy tone”) on a separate
channel, thus informing all nodes in its range that they
should refrain from transmission to prevent collision at the
receiver. This solution also found application in cellular
networks, in the Cellular Digital Packet Data (CDPD)
standard, which provides an overlay packet mode access
over circuit mode cellular networks [13].

A problem with BTMA and its variants is that a
separate frequency band is needed for the busy tone.
Radio propagation characteristics, however, depend on
frequency, so the range for data and for the busy tone
may not coincide, causing problems with protocols using
multiple channels. This problem is solved by the Multiple
Access Collision Avoidance (MACA) protocol [17] with
a handshake of control packets. In MACA, the sender
node A first sends a request-to-send (RTS) control packet
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addressed to the intended receiver B, which replies with a
clear-to-send (CTS) packet. On receiving the CTS, node A
sends the data packet. If another node, C, also wanted
to send data to B, then C, hearing the CTS of B, will
know that B is busy, so it can refrain from transmission
for the duration of the packet, which is included in the
RTS control packet and copied into the CTS. If there is a
collision of RTS packets at a destination, both senders use
binary exponential backoff.

After a number of protocols applied the RTS/CTS
concept, this line of development culminated in the IEEE
802.11 Wireless LAN standard [8]. In particular, the
distributed coordination function (DCF) of IEEE 802.11
is a CSMA/CA access method utilizing several different
IFSs. The standard also incorporates an optional access
method called a point coordination function (PCF), which
is essentially a centralized polling scheme. The DCF and
PCF can coexist by having the two methods alternate, with
a contention-free period followed by a contention period.
HIPERLAN (high-performance radio local-area network)
is a set of wireless LAN standards used primarily in
Europe [18]. There are two specifications (HIPERLAN1
and HIPERLAN2), which provide the features and
capabilities similar to those of IEEE 802.11.

5.2. Combinations of Allocation and Contention

There are a number of other creative ways of combin-
ing the advantages of allocation and contention. The
Time-Spread Multiple Access (TSMA) protocol [19] uses a
fixed slot assignment, as in TDMA, but each node is
assigned several slots in a frame. These slots are cho-
sen by means of an algebraic method (finite, or Galois,
fields), such that even if some of the transmissions may
collide, eventually each node can successfully send a mes-
sage in each frame; that is, collisions are resolved in a
deterministic way, even though the frame length is much
shorter than in TDMA. In an ad hoc network TSMA
can provide deterministically bounded delay, which does
not require rescheduling even if the network topology
changes. It assumes, however, that the maximum nodal
degree (number of neighbors of a node) remains bounded.
This constraint is relaxed with the further idea of pro-
tocol threading [20] that interleaves several transmission
schedules with different parameters.

Another combination is the ADAPT protocol [21], which
utilizes the fact that in a TDMA schedule not all assigned
slots are actually used for sending a packet, due to
the random (bursty) nature of traffic. If a node leaves
its assigned slot unused, then other nodes can sense
this and can contend for the slot using an RTS/CTS
based contention protocol. The CATA protocol [22] also
incorporates contention within a slot, and provides explicit
support for unicast, multicast, and broadcast packet
transmissions. However, it is subject to instability at high
traffic load due to the lack of a fixed frame length.

A very different type of combination is implemented
in the Meta-MAC protocol [23]. Here a master protocol
combines the “advice” of any set of MAC protocols
that run independently. The combination is based on a
weighted-majority decision with randomized rounding,
using continuously updated weights depending on the

feedback obtained from the channel. The Meta-MAC
protocol can automatically and adaptively select the best
protocol for the unknown or unpredictable conditions from
a given set of protocols. While this set may contain
different MAC protocols, it may instead consist of a single
MAC protocol with different parameter settings. In this
way Meta-MAC can be used for adaptively optimizing
the parameters of a given MAC protocol for the current
network conditions.

6. OUTLOOK

One might be tempted to think that the intensive research
and development of MAC protocols, going on for several
decades, has already produced all essential ideas in this
field, and, consequently, that substantial new development
is unlikely. This is, however, a wrong perception of this
area. The design of MAC protocols critically depends
on the technological constraints (examples of which are
mentioned in Section 1). Thus, the emergence of new
technologies and novel systems constantly poses new
challenges to MAC protocol design. Let us mention a few
examples of such emerging challenges.

Directional antennas can be used for radios, redefining
the meaning of conflicts in packet radio networks [24]
with the potential to improve spatial reuse. In sensor
networks the sensor battery is a critical resource, as its
replacement is seldom feasible. Even in more powerful
wireless nodes, in addition to energy-efficient advances
in hardware, corresponding improvements in software
(i.e., protocols) to conserve energy at all layers of the
protocol stack are required. In particular, the design
of energy-efficient MAC protocols seek to reduce the
energy wasted by nodes overhearing transmissions not
intended for them [25]. Another interesting opportunity is
to utilize the technological feasibility of more sophisticated
radio hardware that can relax some of the traditional
technological constraints. For example, it may be possible
for a radio to implement a multiple reception capability,
where more than one packet can be received successfully
in the same time slot, utilizing the fact that some of the
base technologies, such as CDMA, make it feasible [26].
In addition, new multimedia applications and services
present many new challenges and opportunities for
medium access control.
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1. INTRODUCTION

The number of radiofrequency (RF) wireless applications
and appliances is expected to explode in the first decade
of the twenty-first century because of the unabated con-
sumer demand for ubiquitous access to information [1].
The diversity of these consumers, which include both indi-
viduals and businesses, and the nature of the information
they demand, which encompasses not only voice com-
munications but also video, broadband data, messaging,
navigation, direct broadcast satellite links, and the Inter-
net, in the context of global connectivity, imposes, in turn,
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such extreme levels of functionality and sophistication on
these appliances, that doubts have been cast on the abil-
ity of conventional integrated circuit (IC) technology and
fabrication techniques to deliver the high-performance RF
functions required [1-3]. The seriousness of the matter
may be gauged from an examination of the evolution
in wireless standards (Table 1). In particular, while the
first-generation (1G) appliances provided only single-band
analog cellular connectivity capabilities, those of the sec-
ond (2G) had to provide dual-mode dual-band digital voice
plus data, and now those of the third (3G) and fourth
(4G) generations will have to provide multimode (i.e.,
analog/digital), multiband (i.e., various frequencies), and
multistandard [i.e., various standards— Global System
for Mobile Communications (GSM)— a leading digital cel-
lular system, which allows eight simultaneous calls on the
same radiofrequency, digital European Cordless Telecom-
munications (DECT)—a system for the transmission of
integrated voice and data in the range of 1.8—1.9 GHz,
cellular digital packet data (CDPD)—a data transmis-
sion technology that uses unused cellular channels to
transmit data in packets in the range of 800—-900 MHz,
General Packet Radio Service (GPRS)—a standard for
wireless communications that runs at 150 kilobits per sec-
ond (kbps), and code-division multiple access (CDMA)—a
North American standard for wireless communications
that uses spread-spectrum technology to encode each chan-
nel with a pseudorandom digital sequence] performance
capabilities. Furthermore, the desire to maintain seam-
less connectivity, on a global basis, as the user moves
through independently operated Internet Protocol (IP)
networks [4—5], such as among various countries, dictates
that these appliances be equipped for operation over a wide
variety of access and network technologies and standards,
with their accompanying processing overhead associated
with function management. This latter requirement, in
view of limited battery power, makes power consumption
minimization a prime factor in the successful implemen-
tation of these systems.

Beyond technical performance considerations, however,
commercial success is largely dependent on achieving a
cost-effective solution. Thus, as the need for interfac-
ing with off-chip components reflects adversely on the
manufacturer’s ability to meet cost constraints, its avoid-
ance provides a strong motivation for the exploration of
alternatives. Potential paths toward these alternatives
become readily manifest when the limitations of conven-
tional IC technologies for implementing RF functions are
examined. In particular, attempts produce high-quality
on-chip passive RF components, such as inductors, capac-
itors, varactors, switches, resonators, and transmission
lines [2] —the core of wireless functions —reveal that this
is a virtually impossible task because of the poor prop-
erties of silicon substrates. Against this bleak picture,
microelectromechanical systems (MEMS) technology is
emerging as the disruptive technology whose versatile
fabrication techniques might well provide the solution
to these limitations, insofar as it is poised to ren-
der virtually parasitic-free passive RF devices, side by
side with the electronics, while simultaneously reaping
the low cost property that characterizes batch fabrica-
tion processes.

In this article we review the fundamentals of MEMS
fabrication techniques, the performance of typical RF
devices exploiting them, and the RF MEMS circuits and
systems it enables.

2.  FUNDAMENTALS OF MEMS FABRICATION
TECHNIQUES

MEMS fabrication techniques enable the construction of
three-dimensional mechanical structures in the context
of the conventional process utilized in the production
of planar integrated circuits. As such, the structures
created encompass feature sizes between a few and
several hundred micrometers. To introduce the various
approaches to MEMS fabrication, we begin with a brief
review of the conventional IC fabrication process [2].

Table 1. Wireless Standards: The Evolution Blueprint

1G

2G

3G

4G

Analog cellular (single
band)

Voice telecom only

Macrocell only

Outdoor coverage

Distinct from PSTN

Business customer focus

Digital (dual-mode, dual
band)

Voice + data telecom

Macro/micro/picocell

Seamless indoor/outdoor
coverage

Complementary to fixed
PSTN

Business + consumer

Multimode, multiband
software-defined radio

New services markets
beyond traditional
telecom: higher-speed
data, improved voice,
multimedia mobility

Data networks, Internet,
VPN, WINternet

Total communications
subscriber: virtual
personal networking

Multistandard + multiband

Source: hitp: Il www .uwcce.org.
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Figure 1. Conventional IC fabrication pro-
cess using (a) positive and (b) negative pho-
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2.1. Conventional IC Fabrication Process

The conventional IC fabrication process employs a
sequence of photolithography and chemical etching steps
to transfer a layout pattern onto the surface of a wafer.
The process is illustrated by the sketch of Fig.1. A
semiconductor wafer, covered with a barrier material,
is coated with a soft light-sensitive material called
photoresist (PR). The PR may be positive or negative in
the sense that, when exposed to ultraviolet (UV) light, it
may harden or weaken, respectively. Thus, when positive
PR is exposed through a mask containing transparent and
opaque regions, representing the pattern to be transferred,
a pattern identical to that on the mask is defined on the
barrier upon subsequent chemical etching (Fig. 1a). On
the other hand, if the PR is negative, the negative image
of the pattern in the mask ends up being defined after
etching (Fig. 1b).

2.2. RF MEMS Fabrication Approaches

Two main approaches, summarized below, dominate
those employed to build three-dimensional mechanical
structures for RF MEMS, namely, surface micromachining
and bulk micromachining. Further information on these
and other RF MEMS fabrication alternatives may be found
in an earlier treatise [2].

2.2.1. Surface Micromachining. In surface microma-
chining, freestanding micromechanical structures are
formed on the surface of a wafer by depositing and pattern-
ing a sequence of thin film material layers. Those layers
that are deposited, and later removed, are called sacrificial
layers; those layers that remain freestanding are called
structural layers. Thus, the creation of every freestanding
element involves the following main steps: (1) depositing a

toresist.

sacrificial layer; (2) opening a hole on the sacrificial layer
that will permit access to the underlying wafer or struc-
tural layer; (3) deposition and patterning of the structural
layer, such that it becomes anchored in the underlying sub-
strate via a connection through the hole that was opened in
the sacrificial layer; and (4) removal of the sacrificial layer
to release the structure from it. These steps are sketched
in Fig. 2. Examples of RF MEMS applications using this
technique include switches, inductors, and varactors.

One fundamental limitation of surface micromachin-
ing [2] is the phenomenon of stiction. Stiction refers to the
propensity of microscopic structures to stick together when
they are close to each other or in a humid environment.
An example of the former may occur when they experience
van der Waals and electrostatic forces (due to random
charging), whereas an example of the latter is when the
structure is immersed in a wet etchant for dissolving the
sacrificial layer, in which case the surface tension of the
etchant may overcome the springback force that attempts
to bring the structure to its equilibrium configuration. Pop-
ular approaches to overcome stiction during the release
process involve the adoption of dry-etching chemistries,
drying of the released wafer with supercritical COg, or
freezing and then sublimating the release liquid.

2.2.2. Bulk Micromachining. In bulk micromachining,
micromechanical structures are sculpted within the con-
fines of a wafer. This is accomplished by the ingenious
exploitation of highly directional (anisotropic) and nondi-
rectional (isotropic) etchants, together with their etching
rates, in relation to the various crystallographic planes
of the wafer. Essentially, planes with a higher density of
atoms will etch more slowly. Similarly, by defining heavily
doped contour layers and pn (positive—negative) junctions,
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Figure 2. Sketch of surface micromachining
process.
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Figure 3. Sketch of bulk micromachining process.

for slowing down or totally stopping the etching process,
respectively, the technique allows the creation of deep
cavities. Figure 3 shows sketches of bulk micromachined
structures. Examples of RF MEMS applications using this
technique include transmission lines and inductors.

One fundamental limitation of bulk micromachining [2]
is that the aspect ratio of the sculpted structures, such as
the slope or verticality of the cavity walls, is a function
of the angle between crystallographic planes. To overcome
this limitation, a new technique called deep reactive-ion
etching has been introduced.

3. RF MEMS DEVICES, CIRCUITS, AND SYSTEMS

The high level of interest in RF MEMS for wireless
applications stems from the versatility of its fabrication
approaches for producing virtually ideal (parasite-free)
RF devices, in particular, in conjunction with integrated
circuits, thus enabling new levels of circuits and systems
functionality, together with the potential for achieving
overall reductions in systems’ weight/size and power, while
exploiting the economies of scale germane to ICs. Figure 4

Beam

Process sequence

RF MEMS-Electronics/Mechanical integration
Economies of scale/Novel functionality

{

3-D Micromachining
-Bulk

-Surface

-Liga

! :

High-Quality Passives Circuits/Systems

-Inductors -Oscillators
-Varactors -Mixers
-Transmission lines -Power amplifiers
-Switches -Phase shifters
-Resonators -Filtering

-Switch matrices
-Smart antennas
-Transceivers

Figure 4. RF components enabled by MEMS technology (after
Ref. 1).

captures the RF MEMS arsenal and its potential areas of
influence in wireless communications.

3.1. RF MEMS Passive Devices

Virtually all types of passive devices utilized in wireless
applications (i.e., inductors, capacitors, varactors, trans-
mission lines, switches, and resonators) have been demon-
strated via MEMS fabrication techniques. In what follows,
we describe representative examples of each of these.

3.1.1. Inductors. The performance of integrated induc-
tors, in particular, their self-resonance frequency (the
maximum frequency delimiting inductive behavior), and
quality factor, is well known to be limited by the capac-
itance and resistance of the substrate on which they are
disposed. Accordingly, a number of approaches aimed at
separating the trace structure from the substrate have
been advanced, including

1. Creating an airpit under the trace spiral via
bulk micromachining [6], (Fig. 5a), which resulted



in a self-resonance frequency enhancement from
800 MHz to 3 GHz, on substrate removal, and a
Q@ of 22 at 270 MHz on an 115-nH inductor;

2. Suspending the trace spiral a distance over the
wafer surface via a combination of bulk and surface
micromachining [8] (Fig. 5b), which resulted in a @
of 30 at 8 GHz on a 10.4-nH inductor with a self-
resonance frequency of 10.1 GHz;

3. Implementing the inductor as a solenoid via surface
micromachining [9] (Fig. 5¢), which resulted in a @
of 16.7 at 2.4 GHz on 2.67-nH inductors;

4. Using self-assembly techniques to erect the plane of
trace structure perpendicular to the substrate [10]
(Fig. 5d), which resulted in improvements in the
@ of 2nH meander inductors from 4 at 1 GHz, for
the planar realization, to 20 at 3 GHz for the self-
assembly implementation

3.1.2. Varactors. Varactors are indispensable in the
operation of voltage-controlled oscillators (VCOs). High-
quality varactors, however, are difficult to produce in the
context on an IC because of processes are usually optimized
for other devices, such as transistors [2]. Since MEMS

(b) Cu-encapsulated

Cu routing

ponsiIicon\

Silicon substrate

Cu
» Silicon nitride

{ isolation
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devices may be integrated on chip without disrupting
the process flow, specifically in a postprocessing step,
several schemes using surface micromachining have been
exploited to create potentially IC-compatible varactors.
These are predicated upon varying one of the parameters
defining capacitance, C = ¢A/d, where ¢ is the dielectric
constant, A is the area, and d is the plate separation.
Schemes that vary the plate separation employ a square
plate suspended by four beams and disposed over a bottom
plate (electrode). At zero bias, there is a maximum distance
between top and bottom plates. However, when a voltage
is applied between the plates, the force of electrostatic
attraction between them causes the gap to diminish [2],
thus varying (increasing) the capacitance [11]. In another
scheme, the capacitor structure consists of interdigitated
plates. Thus by varying the degree of engagement, namely
the effective device area, the overall capacitance is made
to vary [12]. Finally, in a more recent scheme (Fig. 6), the
effective dielectric constant of the structure is made to
vary by sliding, in a lateral fashion, a dielectric between
the parallel plates of the capacitor [13].

3.1.3. Transmission Lines. The performance of trans-
mission lines, in particular, their attenuation, is a strong

(OXN: 20, P: 84 um, W: 68 um
substrates: both Si and glass

400 Andad illo

' Xapurkd Callgs, Lasden, JV11ON, L

Figure 5. RF MEMS Inductors: (a)bulk-micromachined inductor [7]; (b) schematic of a

copper-encapsulated polysilicon inductor suspended over a copper-lined cavity beneath [8]; (¢)
SEM photograph of 20-turn, on-Si, air-core, all-copper solenoid inductor (upper—overview;
lower — magnified view) [9]; (d) 4%-turn meander inductor after self-assembly [10].
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Figure 7. Cross-sectional view of bulk-etched transmission-line structure (after Ref. 14).

function of the substrate that mechanically supports them.
Thus, silicon transmission lines tend to be lossy. To
enable low-loss interconnects in the context of a silicon
IC, Milanovic et al. [14] developed the structure shown
in Fig. 7. This is a coplanar waveguide (CPW) transmis-
sion line, in which, by opening access windows in the top
passivation, an airpit is formed underneath the center
conductor to eliminate the substrate under it and, thus,
minimize the structure’s insertion loss (IL). Improvements
in the IL of about 7 dB at 7 GHz, and 20 dB at 20 GHz,
with respect to the nonetched reference, were obtained.

3.1.4. Switches. Switches may be considered one of the
RF MEMS elements with the potential for greatest impact
in wireless communications. With such capabilities as [3]
series resistance <1 €, insertion loss at 1 GHz within
0.1 dB, Isolation at 1 GHz > 40 dB, IP3 > 66 dBm, 1 dB
compression >33 dBm, size <1 mm?2, switching speed of
the order of 1 s, control voltage between 3 and 30V,

and control current <1 pA, with no standby power
consumption, they have become the potential enabler
for many systems, in particular, phased arrays and
switch matrices [2]. Figure 8 [15] shows the structure and
operation of a state-of-the-art RF MEMS switch. The
switch consists of a metal bridge bar that is moved to
make or break contact with an underlying signal line.
Bridge motion is achieved by voltage biasing a mechanical
actuator supporting the bridge. The device covers an area
of approximately 250 x 250 um. The typical performance
included and effective capacitance of 2fF in the orr state,
for an isolation of 30 dB at 40 GHz, an effective resistance
of 1 Q, giving an insertion loss of 0.2 dB, and a return loss
of 25 dB. In addition, the actuation voltage was 85V and
the switching time about 10 ps.

3.1.5. Resonators. Resonators are essential elements
for realizing filters and oscillators [2]. Their RF MEMS
implementations take usually two main forms: a cavity,
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Figure 9. RF MEMS resonators: (a) schematic and photograph
of bulk micromachined cavity resonator at 30 GHz (length
¢ =5mm) (courtesy of Mr. M. Stickel and Prof. G. V. Eleft-
heriades, Univ. of Toronto); (b) schematic of contour-mode disk
resonator (courtesy of Mr. Hideyuki Maekoba, Coventor, Inc.).

for applications beyond 10 GHz, and a micromechanical
resonator, for applications below 1 GHz. Figure 9a shows
an example of the former, which exhibited @ > 2000
at 30 GHz, and Fig. 9b, which exhibited @ = 9200 at
156 MHz, an example of the latter.

In addition to these resonators, there is the film bulk
acoustic wave resonator (FBAR), which is based on the
formation of an acoustic cavity out of a piezoelectric
material, and which exhibits @ between 500 and >1000,
at frequencies of several GHz [16].

3.2. Circuit Applications of RF MEMS Devices

While a number of RF MEMS-based circuits, notably,
oscillators and filters, have been demonstrated [16—21],
phase shifters exploiting MEM switches may be considered
the major technology driver, as they are an enabling
component for the realization of large phased arrays.
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Figure 8. Structure of RF MEM switch (courtesy of Drs.

(Cross-section through bridge) R E. Mihailovich and J. DeNatale, Rockwell Scientific)

(from Ref. 15 © 2001 IEEE).

An example of such a phase shifter is shown in
Fig. 10 [23]. This is a line-switched true(real)-time delay
(TTD) 4-bit phase shifter implemented with the RF MEMS
switches described in Section 3.1.4. In the DC 40-GHz
frequency band the circuit exhibited delay times in the
106.9-193.9 ps range. This was accomplished with a
resolution of 5.8-ps-delay increments, which represents
a phase shift of 22.5° at 10.8 GHz produced by using
microstrip lines with a length of 600 um. The total chip

area was 6 x 5 mm?.

4. SUMMARY

In this article we have presented a brief review
of MEMS for RF/wireless applications. In particular,
we have addressed the motivations propelling the
high level of interest in this emerging technology, its
fabrication fundamentals, and the sample realizations
and performance of key devices that it enables, namely,

ROCKMELL
SCIENCE CENTER
-RM-1339

Figure 10. Photograph of 4-bit RF MEMS TTD phase shifter.
The second longest bit (bit 3) was fabricated separately to analyze
both the insertion loss and the impact of the matching section
on TTD performance. (Source: Ref. 23 © 2001 IEEE. Courtesy of
Drs. R. E. Mihailovich and J. DeNatale.)
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inductors, varactors, transmission lines, switches, and
resonators. We have also presented, perhaps, the major
RF MEMS technology driver, namely, the phase shifter
circuit, which is of great importance to large systems
applications, in particular, phased arrays.
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MICROSTRIP ANTENNAS
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1. INTRODUCTION

Microstrip antennas consist of a patch of metalization
separated from a ground plane by a dielectric substrate
(Fig. 1). The concept of the microstrip radiator was
proposed in the early 1950s by Deschamps [1]. Only
a couple of years after Deschamps’ communication, a
French patent on a similar geometry was awarded to
Gutton and Baissinot [2]. However, no reports on this
subject were published in the literature until the early
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Figure 1. The microstrip antenna.

1970s, when Byron [3] proposed the “conductive strip
radiator separated from the ground plane by a dielectric
substrate.” Since then, to the present, significant progress
has been made in the development of dielectric substrates
and computer technologies, which both contributed to the
development of numerous variations of the basic concept
proposed by Deschamps.

Since microstrip radiators are essentially planar in
nature [two-and-one-half-dimensional (2%D) structures],
they are narrowband antennas. This is true for the initial
configurations, which consisted of a single patch. Since the
late 1980s, considerable effort has been invested in devel-
oping broadband microstrip elements, which were suc-
ceeding in approaching 90% bandwidth for a VSWR < 2.

Microstrip antennas have a number of advantages in
comparison with other types of antennas:

e Light weight, low volume, and, to a certain extent,
flexibility, which allows integration on conformal
surfaces

o Allow integration with active devices

e Easily arrayable, allowing a significant freedom of
design and synthesis of various radiation patterns.

o Low fabrication cost

e All polarizations possible with relatively simple
feeding mechanisms

The limitations of microstrip antennas and arrays are

e Narrow band.

e Large arrays can exhibit low efficiency due to the
losses associated with the feeding network.

e Radiation coverage limited to one hemisphere.

e Very low sidelobe arrays are difficult to obtain
because of the radiation of the feeding network.

e Losses associated with surface waves.

e Low power handling capability.

These limitations of basic microstrip antennas and arrays
can be overcome with more sophisticated architectures,
which might make the design expensive to mass
production and sensitive to manufacturing tolerances.

In spite of their simple geometry, the design of
microstrip antennas can be a complicated and iterative
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process. This is mostly because of their high-@ nature and
the complexity of the analysis associated with the accu-
rate modeling such structures. Many approximate models
have been developed and, since the late 1980s, with the
development of fast computers, numerical methods have
been developed for accurate analysis.

The approximate methods treat the microstrip patch
antenna as a transmission line (the transmission-line
model and its derivatives) or a cavity (the cavity model)
and provide a better physical insight, which is missing
in the accurate CAD models. The formulas for the main
characteristics of the microstrip antennas given below are
based on approximate methods that are accurate enough
for the initial design iteration.

2. ELECTRICAL CHARACTERISTICS OF A RECTANGULAR
PATCH ANTENNA

2.1. Radiation Characteristics of the Rectangular
Microstrip Antenna Element

Considering its Cartesian shape, the rectangular
microstrip patch antenna is relatively easy to analyze,
so the electrical characteristics of microstrip antennas
presented below pertain to the rectangular patch. Fur-
thermore, experience shows that the rectangular patch
is much more used than any other type of patch. The
typical rectangular microstrip radiator is shown in Fig. 2.
For calculation of the radiation patterns, the rectangu-
lar patch can be seen as a line resonator, approximately
a half-wavelength long [4]. The radiation occurs mostly
from the fringing fields at the open-transmission-line ends
(Figs. 3 and 4). Including the effect of the ground plane
and substrate, the E-plane pattern is given by

—jkor
Ey©) = —jkaVoWE - sine (" sing
2nr 2
L
X COS (}% sin 9) F(6) 1)

E;=0 (2)

and the H-plane pattern is given by

~ihor koW
Ey(0) = jkoVoW® sinc( 0
2nr

sin 9) cosOFs(0) (3)

Ey©) =0 “4)

I Radiating patch

Feed

Dielectric
substrate

Ground plane

Figure 2. The rectangular, single-layer microstrip radiator.
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where

” 2cosfv/¢e, — sin’ 6 *)

L=
&, —sin’ @ — jercos O cot(kohv e, — sin® 0)
2 cos 6
Fy; = - — — (6)
cos 0 — jv/ &, — sin” O cot(koh+/ &, — sin” 6)

and

W = the width of the patch (H-plane dimension)
L = the length of the patch (E-plane dimension also
called the resonant dimension)
h = the thickness of the substrate
&, = the dielectric constant of the substrate
ko = i_zr’ where A is the wavelength
0

The half-power beamwidth can be approximated to give

Opy = 2 arccos

("N

/ 7.03
Opg = 2 arccos W (8)

2.2. Input Impedance of the Rectangular Microstrip
Antenna Element

The transmission-line model [4] does not take the position
of the feeding point along the length of the patch into
consideration. Newman and Tulyathan proposed [5] an
improved model, which solves this problem. They derived
a simple formula for the input impedance, which also
includes the reactance of the probe:

Zin=27Z1+jX1 9
1
Zy= - 1
1=y (10)
VY Zycos BLy + jZ,, sin BLy
1= 20| 7 cos BLy + jZo sin BL,
Zo cos BLgy + jZ,, sin BLo (11)
Zy, 08 BLo + jZo sin BLo
where 377 onh
X = tan ( 222 (12)
Jer Ao

is the probe reactance, Z, is the characteristic impedance
of the microstrip, and Yy = 1/Zy is the wall admittance
in the E plane as defined in the cavity model proposed by
Bahl [6]. Then

Yw = Gw +jBw 13)
Gy = 0.00836W (14)
Ao
AW
By =0.01668— —¢, (15)
h Ao

where ¢, is the dielectric effective constant, given by

4+l e —1 12k 2
5e=8;— +8T<1+W) (16)

and Al is a length correction factor given by

(60 + 0.3)(W/h + 0.264)

Al=0412h (50 — 0.258)(W/h + 0.8)

eY))

Again, the quantities defined above are approximations
required by the transmission-line model (and other
approximate models) and for the same quantities, various
expressions have been derived [6,7].

2.3. Design Procedure for Rectangular Microstrip Antennas

2.3.1. Choice of the Dielectric Substrate. The first step
in the design of microstrip antenna is the choice of
the dielectric substrate, which includes the following
considerations: dielectric constant, thickness, and losses.
As shown further, the @ factor of the antenna is strongly
dependent on the dielectric constant and substrate
thickness, as well as the efficiency associated with the
surface wave excitation.

2.3.2. The Element Width. Once the dielectric sub-
strate is chosen, the “effective dielectric constant” of the



substrate has to be calculated [Eq. (16)]. The dielectric
constant ¢, has a definite impact on the resonance fre-
quency which is determined not only by ¢, and A but also
by the length of the patch, L. The width of the patch has an
impact on the input impedance and a good approximation

for W is
c 2
W=2_frv & +1

where c¢ is the velocity of light and f, is the resonance
frequency. The width of the patch, which also controls
the radiation pattern [Eq. (7)], has to be chosen carefully
to avoid the excitation of higher-order modes. The
dependence of W on frequency for three different dielectric
constants is shown in Fig. 5 [8].

2.3.3. The Element Length. The element length (often
known as the resonant dimension of the rectangular
patch) determines the resonant frequency. Here resonant
frequency means “the frequency where the reactance of
the antenna equals zero.” In practice, the presence of
additional components, such as feeding probes and stubs,
alter the meaning of this definition, which is sometimes
changed to “the frequency where the maximum of the real
part of the input impedance occurs.”

Knowing ¢, and A; one can calculate L (the resonance
dimension of the rectangular patch):

C
L =
2f /e

Figure 6 shows L versus the resonance frequency for a
number of different substrates.

—2Al (18)

2.3.4. Radiation Patterns. Unlike other types of anten-
nas where the characteristics of the radiation patterns are
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Figure 5. Element width versus frequency for different dielectric
substrates [8].
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Figure 6. Element length versus frequency for different dielec-
tric substrates [8].

determined by parameters that do not significantly impact
the input impedances and working bandwidth, in the case
of microstrip elements, once the dielectric substrate, the
patch length, and the patch width are determined, the
characteristics of the radiation pattern are already set.
To obtain narrower beamwidths (higher directivity) using
microstrip radiators, arrays will have to be used.

2.3.5. Input Impedance. The only free parameter
left is the location of the feeding point. Using this
parameter, one can design a patch with almost any
input impedance at resonance. Because of its fundamental
current distribution, a patch fed in the center has a
zero-ohm input impedance. To avoid the excitation of cross-
polarization currents (for linear polarization), the feeding
point has to be positioned symmetrically with respect of the
width of the patch. Figure 7 shows the dependence of the
patch input impedance on the location of the feeding point.

2.3.6. Q Factor and Losses. The quality factor of the
patch is given by
QrRT

R,

Q= (19)

where @, is the quality factor associated with the radiation
resistance [10]:

c./€e
L 2

R, = o.ooonFrWQ, 21

Rd=30tan8@ 5 22)

& LW
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and
Ry =R, +R;+R. (23)

The radiation efficiency is thus

% = 1001};—; (24)

Figure 8 shows the radiation resistance Rr as a function
of frequency for different dielectric substrates, and Fig. 9
shows the efficiency, n(%) as a function of frequency for
different dielectric substrates.

2.3.7. Bandwidth. The bandwidth of the microstrip for
VSWR < VSWR,,..« is given by

_ VSWRuax — 1
" QrvVSWRx

This formula establishes two basic principles in the
design of microstrip antennas; for a certain frequency,

BW (25)
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Figure 8. Radiation resistance as a function of frequency for

different dielectric substrates [8].
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Figure 9. Efficiency as a function of frequency for different
dielectric substrates [8].
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the bandwidth of the antenna is directly proportional to
the substrate thickness and inversely proportional to the
dielectric constant of the substrate.

2.3.8. Directivity and Gain. Bahl and Bhartia [8]
showed that a good approximation for the directivity is
given by

D66 W<k (26)
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Figure 10. Gain as a function of frequency for various rectangu-

lar microstrip antennas [8].
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For any antenna, the gain is defined as G = nD. Figure 10
shows the Gain as a function of frequency for various
rectangular microstrip antennas.

2.4. The Impact of Manufacturing Tolerance on the
Electrical Characteristics of the Rectangular Patch Antenna

A number of facts have to be considered in the fabrication
of microstrip antennas:

1. Substrates with a low dielectric constant have
variation in the dielectric constant of about +1%
and +5% in thicknesses.

2. The tolerances for higher dielectric constant sub-
strates are about +2% (for dielectric constant) and
+4% for thickness.

3. A significant source for errors is in the etching
process. A proper fabrication process has to include
good control on the surface quality of the substrate,
and adequate metalization thickness.

Bahl and Bhartia [8] present formulas for the sensitivity
of some of the parameters discussed above. These formulas
are reproduced below:

1. The change in the resonance frequency as a function
of the variation of the length of the patch and the
effective dielectric constant of the substrate

9 ﬁ 2 9 ﬁ 2
Af =/ =£AL I Ne, 28
e \/<8L >+<ase 5) =
2. The change in effective dielectric constant of the
substrate as a function of the variation of the width
of the patch (W), the thickness of the substrate (h),

the dielectric constant of the substrate (¢), and the
thickness of the metalization (¢) is

<88€ AW)2 + <% Ah)2
el = | W oh (29)

4 BeeAg 2+ 886At>2
de, ot

MICROSTRIP ANTENNAS 1361

From the previous three equations we can derive the
formula for the relative change in the resonance frequency:

ALN? 705\ [/ 3e, 2 /3e, 2
A% (L) +<ee) (aWAW> +<ah“‘>
= , ) (30)
fr 389 38e
+ | —As ) +| AL
e, Jat

Figure 11 shows the variation of change in the fractional
resonant frequency of a rectangular microstrip antenna
with frequency for &, = 2.32 and given tolerances. The
complete design of a microstrip antenna has to factor
also in polarization, frequency response (wideband,
multiband), and feeding mechanism. The following
sections address these issues in a broader context and
present a large variety of geometries.

3. FEEDING METHODS FOR MICROSTRIP ANTENNAS

3.1.  Microstrip Antenna Configurations

As they are essentially printed circuits, microstrip anten-
nas can have different geometric shapes and dimensions.
Since the early 1970s, numerous configurations have been
proposed [11]. Some of these geometries are shown in
Fig. 12. The electrical characteristics of these shapes are
somewhat similar, all having a broadside beam gener-
ated by a fundamental mode. The slight difference in the
physical area occupancy or multimode (or higher-mode)
operation might make one geometry more appropriate for
certain applications. All these geometries, however, can
each be fed in similar ways.

3.2. Coaxial Feed

The coaxial feeding method is mostly appropriate for single
elements. The location of the feeding point determines

1.8
All Dimensions are in cm
1.6 ¢=232
- h=0.318
I et
w= 2
1.2+
- 2o
£ 10 72
Sl ol
0.6 —
04
0.2 / AL=0, Ah=0.016, A¢,=0
1 | 1 | 1 | 1 | 1 | 1
0.0 2.0 4.0 6.0 8.0 10.0 12.0

Resonant frequency (GHz)

Figure 11. Variation of change on the fractional resonant
frequency of a rectangular microstrip antenna with frequency
for &, = 2.32 and given tolerances [8].
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Square Disk
Rectangle Ellipse
Equilateral

triangle Ring

Figure 12. Basic microstrip patch antenna shapes commonly
used in practice [8].

the input impedance and the polarization. The input
impedance calculations of the single element will have to
include besides the patch self-impedance a serial reactance
component as shown in Eq. (12) The geometry of the
coaxial fed microstrip patch is shown in Fig. 13. The
central pin of the coaxial feed is connected to the patch
at the “feeding point,” and the shield of the coaxial feed
is connected to the ground plane. A number of various
coaxial-fed patch geometries are shown in Fig. 14.

3.3. Microstrip Line Feed

The coaxial-fed patch is not easy to array. In arrays, the
most common way to feed the radiating element is using a
microstrip line, which generally is an extension of the feed
network.

The most used types of microstrip feeds are

1. The coplanar microstrip feed (Fig. 15)

2. The proximity (electromagnetic) coupled microstrip
feed (Fig. 16)

3. The aperture coupled microstrip feed (Fig. 17)

Microstrip patch antenna
/

T - Current ribbon

l\

Dielectric substrate /Ground plane

Figure 13. The coaxial-fed microstrip patch [8].

Center fed Off-center fed Arbitrary fed
microstrip antennas  microstrip antennas  microstrip antennas

%

D
a
7

oD O>

Figure 14. Coaxial fed microstrip antennas [8].

Figure 15 shows a number of variations of the coplanar
microstrip feed: edge feed (a), gap feed (b), and inset
feed (c).

(a) (b) e—1r1—  © D —

= ) 2

Feed /
line I_:eed
line

F AN

Feed line

fe—= —+
—s—

=L — 1

\
Coupling gap

Figure 15. The coplanar microstrip feed.
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Figure 16. The proximity coupled microstrip patch.

Top

substrate

Bottom
substrate

Microstrip —"
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Figure 17. The aperture-coupled microstrip feed.

The patch impedance required to match the feed
network determines the choice of any of the three. The
patch self-impedance at the edge is typically high, and if
50 Q is required, then the inset feed will have to reach
inside the patch to a point where the patch self-impedance
is 50 Q. The coplanar microstrip feed has the advantage
that it is printed on the same substrate as the radiating
elements. In some cases, the design of such arrays might
be difficult since the patches themselves might occupy
most of the space on the substrate.

The mutual coupling between the radiating elements
and the feeding network as well as the feeding network
itself can create spurious radiation that might affect the
overall performance of the array.

In order to avoid a crowded design, two substrates can
be used, one for the radiating elements and one for the
feeding network. In this case, the patches can be fed by
a microstrip line sharing the same ground plane as the
patch but located in between the patch and the ground
plane (proximity feed). This feeding mechanism solves
the “real estate” problem on the substrate; however, it
does not address the spurious radiation problem. The
total separation between the radiation of the radiating
elements and the spurious radiation of the feeding network
is achieved by using the aperture-coupled feeding method.
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A comprehensive overview of the different type of feeding
mechanisms is given by James and Hall [11] and Garg
et al. [12].

4. POLARIZATION PROPERTIES OF MICROSTRIP
ANTENNAS

4.1. Linear Polarization

In general, any rectangular or circular microstrip antenna
fed in a symmetric way with respect to one axis will be
linearly polarized. The difference between the different
methods of feeding mentioned in the previous paragraphs
is in the cross-polarization level. The probe feeding of
a patch is symmetric in the H plane; however, it is
not symmetric in the E plane, and this results in the
excitation of cross-polarization currents. In addition, a
thicker substrate implies a longer probe that radiates,
and increases even more the cross-polarization level. The
aperture-fed patch is symmetrically fed in both planes,
and no cross-polarization currents are excited.

4.2. Circular Polarization

4.2.1. Singly Fed Circularly Polarized Microstrip Anten-
nas. Traditionally, the singly fed circularly polarized
microstrip antennas are very narrowband, both in terms
of VSWR and axial ratio. A number of different geometries
are shown in Fig. 18.

In general, circular polarization is obtained by super-
imposing two orthogonal current modes that are excited
with equal amplitude and a phase differential of 90°. This
can be achieved by introducing a perturbation segment,
which excites a specific current distribution, consisting of

i N

|
LHCP RHCP

Figure 18. Singly fed circularly polarized patches [11].
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Figure 19. Amplitude and phase diagrams for singly fed
circularly polarized microstrip antennas [11].

the two modes, resonant at slightly different frequencies.
At the central frequency, the modes self-impedance ful-
fills the condition mentioned above (Fig. 19). This effect
though, for single layered patches is very narrowband [6].
The advantage of the singly fed CP microstrip antennas is
that they are easy to array, and in terms of array topology,
they are similar to the linearly polarized version. Owing
to their narrowband characteristics, they have few appli-
cations. For stacked patched however, a wider band can be
achieved [13]. A detailed design procedure for the singly
fed circularly polarized microstrip antennas is given in
Chapter 4 of Ref. 11.

4.2.2. Dual-Fed Circularly Polarized Microstrip Anten-
nas. When a wider band of operation is required (for
VSWR and axial ratio), the dual-fed configuration is a
better choice (Fig. 20). In this case, the excitation of the
appropriate modes is done outside the radiating element.
As shown in Fig. 20, the overall size of the element (which
now includes the circuit generating the circular polariza-
tion) is considerably larger. In an array, a large element
would force a large separation between elements, resulting
in grating lobes.

An ingenious solution for the tradeoff between band-
width and element size in arrays was presented by John
Huang [14] (Fig. 21). The idea consists of creating circu-
larly polarized subarrays from linearly polarized elements.
This sequential feeding scheme allows for an excellent
circular polarization over a relatively wide frequency
bandwidth. Moreover, the array is capable of scanning
in the principal planes to relatively wide angles from

i

RHCP LHCP RHCP LHCP

|
T
Offset =|:|]
line

Figure 20. Dual-fed CP patches [11].
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Figure 21. A 2 x 2 microstrip subarray that generates CP with
LP elements [14].

its broadside direction without significant degradation to
the axial ratio. This idea was developed further using
singly fed circularly polarized instead of linearly polarized
elements [15,16].

5. BANDWIDTH CHARACTERISTICS OF MICROSTRIP
ANTENNAS

5.1. Introduction

The basic, single-layer microstrip antennas are Z%D
structures, and therefore, electrically very small. Since
the early 1970s, many variations of the elementary
patch were developed: multilayer microstrip antennas
(or stacked patches), tall patches, cluster patches, and
slotted patches. In essence, all these variations have as
a goal the realization of radiating elements, which can
be easily arrayed, with a radiation pattern similar to the
elementary patch and that, finally, have a significantly
larger bandwidth than the original microstrip patch
antenna. All the techniques mentioned above effectively
increase the electrical volume of the radiating elements,
and generate radiating elements with a lower @.

The difference between these techniques resides in the
different tradeoffs they present, such as bandwidth versus
physical volume, manufacturing cost, cross-polarization,
and radiation pattern shape.



5.2. The Single Patch

The choice of the different parameters in the design of
the single patch offers some latitude, even though quite
limited, in the bandwidth characteristics:

1. The thicker the substrate, the wider the bandwidth.

2. The lower the dielectric constant of the substrate,
the wider the bandwidth.

When the dielectric substrate is too thick, the efficiency
and the crosspolarization of the antenna can be of
concern; the surface wave dependency on the substrate
thickness is not monotonic, and an excellent study

{ -+— 1 Surface wave [
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of this phenomenon is given by Pozar [17]. However,
when the substrate is excessively thick (allowing for the
excitation of higher-order surface waves), the efficiency is
considerably affected. Figures 22 and 23 show the surface
wave efficiency as a function of the substrate thickness for
two dielectrics, ¢, = 2.55 and ¢, = 12.8, respectively.

The losses due to the dielectric heating are monotonic
and inversely proportional to the substrate thickness
(Fig. 24). In addition, for a single-layer patch resonating at
a certain frequency, by increasing the dielectric substrate,
the directivity of the antenna is reduced. This is due to the
fact that the antenna is smaller.

A special class of tall patches is the suspended patches.
Rather than printing the patch on a grounded substrate,

2 Surface waves ——»|

I
- l
I
0.8 ! !
I |
I
b I _==" |
o ! !
- 0.6 + : |
S - — - Half-wave dipole | p— :
[ b . . I L |
o 04 —— Microstrip patch | |
4 - | T
i £,=2.55 P LAy 0.31 :
i : . =70 :
I I
— -
0.2 : L :
4 ! |
: : Figure 22. Loss due to surface wave for a
0 T T T f T T | half-wave printed dipole and a microstrip
0 0.1 0.2 ) 0.4 patch versus the substrate thickness for
d/o ¢ = 2.55, with patch width 0.3% [17].
Half-wave dipole
e, =128 ———- Microstrip patch
— - = Full-wave dipole
1.0 1 Surface —»l«— 2 Surface —»|«— 3 Surface —» |———

wave | waves : waves

Efficiency e

Figure 23. Loss due to surface wave for a half-wave

printed dipole and a microstrip patch versus the
substrate thickness for ¢, = 12.8, with patch width
0.15x¢ [17].
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the patch is made of bare metal (or printed on a very
thin dielectric substrate, typically 2—5 mils) and separated
from the ground either by foam or by a supporting standoff.
The widest bandwidth (in terms of VSWR) for a suspended
patch reported in the literature is 95% [18].

The design reported in Ref.18 incorporates three
principles of bandwidth enhancement.

1. Large separation between the patch and the ground
plane

2. Low dielectric (air)
3. Multiresonant patch geometry

The geometry is shown in Fig. 25, and theoretical
prediction and measurements are compared in Fig. 26.
The shape of the patch is such that different parts of
the patch are resonant at different frequencies [19]. The
distance between the radiating element and the ground
plane is about A/4 at midband, and using a 1/4 probe
to feed the patch would allow the probe to radiate like
a monopole. This is why a 3D transition was used to

<— 49.10 —*

feed the patch. At least for 45% of the band, the cross-
polarization of the element is better than 10 dB within the
—3-dB beamwidth. On broadside, the cross-polarization is
better than 30 dB. As shown in Fig. 26, the VSWR is less
than 2 from 2.2 to 4.3 GHz. At frequencies higher than
about 3.5 GHz, the 3D transition itself is radiating, and
generates a high level of cross-polarization.

This example emphasizes the fact that the term band-
width has to be carefully defined when referring to antenna
performance; sometimes the VSWR bandwidth is different
from the cross-polarization bandwidth, directivity band-
width, axial ratio, and other parameters.

5.3. Nonresonant Methods for Bandwidth Enhancements

The simplest way to improve the frequency response of
a microstrip antenna is to use a matching network. In
Refs. 20 and 21, 10-12% bandwidths are reported for a
relatively thin patch, using a lossless matching network.
Lossless matching networks, though, have only a limited
impact, and in some cases they might occupy too much

| |~890 53.00 —>‘

A :

53.10

i

8.70 f

—=| |=—3.80

—-»(16.2 I<~ 3.20 —T

Figure 25. Dimensions (in millimeters) for the wideband microstrip single-layer patch antenna [18].
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Figure 27. Capacitive feeding of a single patch.

space on the board. In addition, if the matching network
were too complex, they would create spurious radiation.

A simple matching technique is capacitive feeding
(Fig. 27). The matching is achieved by controlling the size
of the tab and its distance from the patch.

5.4. Multiresonator Microstrip Antennas

5.4.1. The Stacked Patch. The single patch can be
considered as a resonator. By adding an additional patch
(Fig. 28), an additional resonator is created. By setting
the resonance dimensions of the driven patch and the
parasitic patch appropriately, the broadband or dual-
band effect can obtained. The physical interpretation (or
the equivalent circuit) of such a structure is extremely
difficult to generate, mainly because of the mutual coupling
between these two resonators. Therefore, only full-wave
modeling can provide a good prediction of the electrical
characteristics of this antenna [22,23]. Table 1 gives an
idea of the bandwidths that can be achieved [24].

2.0 2.5 30 3.5 4.0 4.5 5.0 5.5

6.0 Figure 26. The VSWR of a wideband microstrip sin-

gle-layer patch antenna [18].

Parasitic patch
/ Driven patch

DN

Figure 28. Bandwidth improvement using stacked patches.

The case of the stacked patches is special in the sense
that the radiating element has almost the same size (in
the substrate plane) as the single patch itself, and it
does not require additional space. The two patches have
to be very close in size to obtain the broadband effect.
The other methods for bandwidth enhancement, described
below, involve larger elements and/or some price to pay
in performance (front-to-back design, cross-polarization,
complexity of fabrication, etc.).

Intuitively, the next step would be to add more parasitic
elements. Since the excitation of the parasitic element is
by coupling, the broadband effect is lost very quickly.

5.4.2. Coplanar Parasitic Elements. A different way to
use parasitic elements is in the coplanar configuration.
Figure 29 shows the geometry of a probe-fed patch

Table 1. Experimental Results for Stacked Two Layer Antennas [21]

Beamwidth Sidelobe
Antenna Frequency Bandwidth H-Plane Gain Levels
Geometry Band (%) (Degrees) (dbi) H-Plane (dB) Polarization
Circular disk S 15 72 7.9 —22 Linear
Circular annular disk S 11.5 78 6.6 -14 Linear
Rectangular S 9 70 7.4 —25 Linear
Square S 9 72 7 —22 Linear
Circular disk S 10 72 7.5 —22 Circular
Circular disk X 15 72 7.5 —-25 Circular
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the patches has to be very small. That requires
very tight tolerances in fabrication, which might be
difficult to achieve. Bandwidths up to 25% have been
reported [25—-26] (Fig. 30); however, control over the shape

of the beams might be difficult (Fig.31). Because of
the tight tolerances required in the fabrication of edge-
coupled elements, direct coupling was proposed [27].
Figure 32 shows the proposed geometry. As shown in

Fig. 33, the experimental bandwidth is 810 MHz (24% at
f, = 3.38 GHz), which is about 7.4 times the bandwidth of
the typical rectangular patch antenna printed on the same
substrate. The radiation patterns (Fig. 34), however, vary
quite significantly across the operating frequency band,

Figure 29. A probe-fed patch, with four edge-coupled parasitic which might be unacceptable in some applications.

elements [25].

5.4.3. Aperture-Coupled Microstrip  Antennas. The

feeding four coplanar parasitic patches. In order to basic configuration of the aperture-coupled microstrip
obtain the appropriate level of coupling, the gap between antenna is shown in Fig. 17. Initially developed as a way

Figure 30. (a) Theoretical input imped-
ance locus of FEGCOMA shown in inset
and (b) experimental input impedance
locus of FEGCOMA with modified
dimensions [25].
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to separate the feeding line from the radiating element,
the aperture-coupled patch introduces an additional res-
onator: the coupling aperture. To avoid back radiation,
the coupling aperture should not be resonant; however,

its

resonance can be close to the patch resonance, so

that the antenna bandwidth is slightly increased. A num-
ber of different geometries based on the aperture-coupled
microstrip antenna were developed:

1. The aperture-coupled coplanar dipole array [28] is
shown in Figs. 35 and 36. Croq and Pozar [28]
discuss only the multiband case; however, this
geometry is conceivably appropriate for broadband
applications.

2. The aperture-coupled stacked patch antenna, which,

as reported [29,30], can achieve 50% bandwidth,
is shown in Fig. 37. When using the aperture to
feed the radiating elements, usually the tradeoff is
between bandwidth and the amount of back radia-
tion allowed. Some attempts were made to suppress
the backradiation; a shielding plane was placed
behind the antenna. While the back radiation is
reduced, the shielding plane allows for the exci-
tation of parallel-plate modes, which can seriously
degrade the efficiency of the antenna. Furthermore,
this bandwidth enhancement is done at the expense
of much greater manufacturing complexity.
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R?E 46 * 49 RTE 69 Figure 32. (a) Four edges directly coupled

RC (Radiation conductence network)
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microstrip antenna (FEDCOMA) [26]; (b) even-
mode half-section of REDCOMA; and (c¢) its seg-
mented network.
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(b)

VSWR

Figure 33. (a) Theoretical (---) and experimental 1.0

(-0-) input impedance loci and (b) experimental
VSWR variation with frequency of FEDCOMA [27].
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Figure 35. Multifrequency microstrip antenna composed of
parallel dipoles aperture-coupled to a microstrip line [28].

6. MUTUAL COUPLING

In an array, the mutual coupling between elements can
have a significant impact on the array radiation pattern
as well as the input impedance. It can be either calculated
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Figure 36. Two configurations of the multiple-resonator aper-
ture-coupled antenna: (a) MFR1 and (b) MFRZ [28].

or measured, so that the feed network design can be
modified to compensate (where possible) for its effect.
In very large scanning arrays, the mutual coupling can
create blindness, a situation in which the input reflection
coefficient is very close to 1. The blindness effect will be
discussed in Section 7.

The mutual coupling mechanism in microstrip anten-
nas consists of two components: the radiation and the
surface waves. A full-wave analysis of the mutual coupling
between rectangular microstrip antennas is presented by
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Pozar [32] (Fig. 38). When the patches are very close (less
than about 1/10), the H-plane coupling is slightly stronger
than the E-plane coupling; however for larger distances,
the E-plane coupling is significantly stronger, due to the
excitation of surface waves. The mutual coupling depends
on the substrate and the shape of the patch. A measure-
ment study is presented by Jedlicka et al. [33]. Figure 39
shows the effect of the mutual coupling on its input
impedance, and Figs. 40-42 show the mutual coupling
for the principal planes and different geometries.

7. MICROSTRIP ARRAYS

7.1. Introduction

The electrical characteristics of microstrip antenna
elements were described above. However, they are even
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Figure 38. Measured and calculated mutual coupling between
two coaxial-fed microstrip antennas for both E-plane and H-plane
coupling (W =10.57 cm, L = 6.55 cm, d = 0.1588 cm, ¢, = 2.55,
fo = 1410 MHz) [32].
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Figure 37. The wideband aperture-coupled stacked patch microstrip antenna [30].
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more attractive in the array context. Compared to other
types of arrays, microstrip arrays are relatively easy to
manufacture, and are light and conformal. Since they
essentially are printed circuits, they allow a significant
freedom of design that results in a large variety of

Distance between adjacent edges (wavelengths)

configurations: serial-fed arrays, parallel-fed arrays, and
a significant number of different combinations between
serial and parallel feeding techniques.

Array antennas in general and microstrip arrays in
particular can be designed to have a fixed beam of a certain
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Figure 42. Measured [S12|2 values at 1440 MHz for circular
patches with a 3.85-cm radius and a feed point location at 1.1 cm
radius. The substrate thickness is 0.1575 cm [33].

shape or a beam that scans (using phase shifters or time-
delay devices) or multiple beams (where the elements are
fed by a special space feed).

7.2. Linear Arrays

By definition, linear arrays consist of radiating elements
positioned at finite distances from each other along a
straight line. In terms of the feed mechanism, linear arrays
can be

1. Parallel-fed by a printed power divider
2. Serially fed with two-port radiating elements
3. Serially fed with one-port radiating elements

The parallel-fed array simply uses a power divider (usually
printed on the same substrate as the radiating elements) to
feed each radiating element (Fig. 43a). The junctions can
be symmetric (for uniform amplitude) or asymmetric (e.g.,

Aperture plane

[ I |

e

(b) Main beam X¢
Aperture plane  direction

Af

(c) Main beam \%

Aperture plane direction

| T | | T | | I | L1
Al
§*L‘<;r_l_l| | L|_'_|_l|
IN] ] I
3A/
2

Figure 43. Parallel networks (a) without beam scan; (b) with
beam scan, type 1; and (¢) with beam scan, type 2.
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for low-sidelobe design). In the case of low-sidelobe arrays,
the bandwidth is determined not only by the bandwidth of
the radiating elements but also by the bandwidth of the
feed network. An important factor is played by the power
dividers; the commonly used T junction does not have a
very good isolation, and if the whole circuit is not very well
matched, the amplitude and phase distribution generated
will have errors. To alleviate this problem, Wilkinson
power dividers could be used instead. When the electrical
distances between the input port and all the other ports
are identical, the phase distribution obtained is uniform
and the beam generated is “squintless.” The direction of
the beam is independent of frequency and also of the
spacing between elements.

A parallel feed network can be used to produce a
scanning beam by simply using delay lines (Fig. 43b).
The scanning angle is given by

. 8 Ao

6y = —— 31

o arcsm<27r d) 31)
A

8=2n—l (32)
At

where § = incremental phase difference between

consecutive elements

d = distance between consecutive
elements

Ao = wavelength in free space

A+ = wavelength in transmission line

Al = transmission line extension rate from
one element to another

As shown in Eq.(31), the squint angle varies with
frequency and the distance between elements. Another
variation of this array is shown in Fig. 43c. As in the
previous case, here, too, the phase gradient is realized
using true time-delay lines, and the difference between
the three layouts is in the implementation. Parallel feed
networks (of the type shown in Fig. 44a) are typically used
when a nonscanning (with frequency) beam is required.
However, they are relatively complex (especially if low
sidelobes are required) and therefore occupy significant
space on the board. In addition, they radiate, and their
spurious radiation can interfere with the radiation of the
radiation elements, affecting the sidelobe level and/or the
cross-polarization level of the whole array.

When the bandwidth of the array is very small
(~1-2%), serial feeds can be used. Serial feeds have
been used for decades in slotted waveguide arrays. In
the waveguide case, they are of two types: traveling-wave
arrays and resonant arrays. The resonant arrays end up
in a short, and with the radiating elements separated by

“bunnouny

Figure 44. (a) two-port serial fed array; (b) One-port serial fed
array.
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a half-guide wavelength, all elements can be fed in phase
so that a broadside beam can be obtained.

The traveling-wave arrays are fed at one end and are
terminated into a matched load. Since most of the power
is radiated through the slots, the matching load absorbs
only a small fraction of the incident wave. The spacing
between elements is not a half-guide wavelength (to avoid
reflection in phase), and the direction of the beam is never
broadside.

The main problem with waveguides is that the
characteristic impedance of the waveguide cannot be
(easily) changed. In the case of microstrip lines, this can
be done by simply changing the width of the transmission
line. This allows for a greater freedom of design and
more types of serially fed microstrip arrays concepts to
be introduced. Moreover, the serially fed microstrip array
can have any polarization, unlike the slotted waveguide,
where the polarization can be linear only.

The wide variety of serially fed microstrip arrays makes
it somewhat difficult to divide them into specific groups.
One classification would be in arrays where the microstrip
element is used as both a two-port device and a one-port
device (Fig. 44). In both cases resonant and traveling-
wave arrays can be designed. The methods of feeding can
vary: microstrip line or aperture-fed (Fig. 45). A full design
procedure based on the transmission line model of these
arrays is given in Chapter 14 of Ref. 11.

An excellent example of a shaped beam serially fed
microstrip array is shown in Fig. 46 [34]. The design is
based on the transmission-line model for the patches with
measured values for the different components. The widths
of the patches and their location are calculated so as to
produce the desired radiation pattern.

Figure 47 shows the comparison between the calculated
pattern and the measured one, while Fig. 48 shows the

change of the radiation pattern with frequency. The one-
port microstrip serially fed antennas allow for even greater
freedom of design.

Three types of arrays have been described [35]:

1. The first array uses a standard standing-wave feed
design. As in Ref. 34, the patch width is varied
in order to obtain the desired amplitude taper
(Fig. 49a). The transmission line connecting the
patch to the main feeder is A,/2 long, so it transforms
the input impedance of each patch directly to the
main feeder. The characteristic impedance of the
main feeder is constant for its entire length.

2. The second design also uses patches of varying
widths, but the main feedline is matched at each
patch tap point (Fig. 49b).

3. The third array uses a center-fed feed network
with each half designed as a traveling-wave array
with a main beam angle slightly off broadside. The
combination of both halves will yield a broadside
beam, which does not scan with frequency, but whose
shape will slightly vary with frequency (Fig. 49c¢).

Three 16-element arrays with a 22-dB sidelobe level for
each of the designs described above were designed and
tested (see Table 2 [36]).

In addition to the two classes described above, other
types of serially fed microstrip arrays can be mentioned:

1. Linear array with capacitively coupled microstrip
patches (Fig. 50)

2. Comb-Line array with microstrip stubs (Fig. 51)
7.3. Planar Arrays

When a narrow pencil beam is required in both planes,
planar arrays (rather than linear arrays) have to be used.

(b)

::
h
|
|

(a)
s s s -
Figure 45. Two-port serial fed microstrip arrays:

==
(a) microstrip fed and (b) aperture-coupled fed.

IS S U = IS (= | N o
(Courtesy of Prof. D.M. Pozar, Univ. of Mas- Z, Zs Zs Zs Z, Z,
sachusetts at Amherst).

\ \

Patches

Figure 46. A serial fed microstrip array with a

cosec? pattern [34]. Termination
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Figure 47. Comparison of measured and calculated amplitude
patterns of the cosec? patch array [34].

0.0 -
-10.0
5.09 GH;
5.06 GH;
dB
5.05 GH;
-20.0 -
I I I |

-8.0 0.0 8.0 16.0 24.0

Degrees

Figure 48. Effect on pattern of a 1% change in frequency [34].

Many configurations have been proposed for planar arrays,
in which serial feed and/or parallel feed subarrays can be
combined.

The main difficulty in planar arrays is the limited space
within the unit cell. To avoid grating lobes, the unit cell
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has to be no larger than about 0.5-0.8 wavelength, while
the typical patch printed on a low dielectric substrate
is about 0.3—0.4 wavelength. Therefore, except for arrays
with uniform amplitude and phase distribution (where the
parallel feed is relatively simple to implement; see Fig. 52),
the parallel feed network could be very complex. Such
a feed network would couple to the radiating elements,
resulting in significant degradation of array performance.
In some cases, the degradation of the sidelobe level can be
up to 10 dB [41]. To alleviate this problem, a combination
between a corporate feed and a parallel feed can be used.
Some examples are shown in Fig. 53.

In Fig. 53a square patches are used to yield the same
resonance frequency for the two polarizations. For each
polarization, four serially fed subarrays are combined by
means of a parallel feeding network.

An interesting method to control the sidelobe level
has been proposed [40] (Fig. 53b). The power tapering
is achieved by connecting the equally wide patches
diagonally. Changing the slope of the connecting feeding
lines controls the beamwidth. Figure 53¢ shows a 9 x
9-element array. Here the serial feed is used in both
planes. This is an example of the planar form comb array.
The taper required for sidelobes is obtained by simply
assigning the appropriate width to the microstrip stubs.
An example of interlaced networks is shown Fig. 53d. The
antenna consists of two arrays: one operating at 2.45 GHz
and the other at 5.8 GHz. The 2.45-GHz radiating element
is a rectangular stacked patch with a high aspect ratio.
The input impedance of this element is 200 2, so a 3D
linear transformer was required to reduce the impedance
to 100 Q. Note that the transformer does not change
in width but in height above the ground plane. The
length of the transformer was determined to match
the bandwidth requirements. The 5.8-GHz elements are
suspended square patches. In this design, the interlaced
architecture is possible only because of the use of serially
fed arrays.

7.4. Scanning Arrays

The array’s scanning capability is frequently used in many
military as well as commercial applications. This can
be done electronically to achieve continuous coverage at
very high scan rates. Unlike the situation in mechanical
scanning, where the whole antenna is rotated, in electronic
scanning, the radiating aperture is fed the appropriate
phase distribution, which controls the direction of the main
beam. The direction of the main beam is given by Eq. (31).

By scanning the beam of an array, besides the
direction of the main beam axis, most of the array

EEREE I T

i i aeeEEEE NN

Figure 49. Series fed array designs: (a) stand-
ing-wave array with element spacing of Ag;
(b) traveling-wave array using matched feed-
lines and an element spacing of Aig; and

“HEEEEEENENNNNENNNN

(¢) traveling-wave array with element spacing
less than A, [35].
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Table 2. Summarized Performance of Three Arrays

Phase-Compensated

Array Type/ Standing-Wave  Matched Traveling- Traveling-Wave
Parameter Array Wave Array Array
Impedance BW (calculated) 1.8% 2.0% 4.0%
Impedance BW (measured) 1.7% 1.3% 4.2%
Directivity (calculated) 18.9 dB 18.9 dB 17.9 dB
Gain (calculated) 17.8 dB 17.8 dB 17.3 dB
Gain (measured) 17.4 dB 16.9 dB 16.5 dB
Efficiency (calculated) 77% 78% 88%
Sidelobe level (design) 22 dB 22 dB 20 dB
Sidelobe level (measured) 21 dB 22 dB 21 dB
Pattern BW? (measured) 2.3% 2.3% 12%

“For sidelobe level remaining below 13 dB.

Source: Courtesy of Prof. David Pozar, University of Massachusetts at Amherst.

Figure 50. Linear array with capacitively coupled
microstrip patches.

Figure 51. Comb-line array with microstrip stubs.
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Figure 52. Typical parallel fed microstrip array [38].

characteristics change: beamwidth, radiation pattern, and
input impedance. This is because the input impedance
and the radiation pattern of each individual element in
the array change, as well as the mutual coupling between

elements. The active-element pattern of an element in an
array is defined as the radiation pattern of the array when
only that element is driven and all other elements are
terminated in matched loads. In the absence of grating
lobes, it can be shown that the active-element pattern is
given by

F©,$)=(1—|R®,¢)|*) cosb (33)

where
Zin(, ¢) — Zin(0, 0)

Zon (0, 8) + Zn(0,0) 84)

R@©.¢) =

and |R (0, ¢)| is the active reflection coefficient. The term,
Zin(0,0) is the input impedance when the beam is at
broadside and the array is assumed to be matched for
maximum array gain.

Depending on the array geometry and its physical
implementation, for some scanning angles, the active
reflection coefficient might be close to unity. In this case,
no power is radiated by the array. This phenomenon is
generally known as scan-blindness. It was initially studied
for the infinite array case; however, the same theory is
applicable for finite arrays [43, 47]

The following example deals with a 9 x 9 array of
rectangular patches printed on a 0.061, thick substrate
with a relative dielectric constant ¢, = 12.8 [45]. The
calculations of the different infinite array parameters
are compared to the infinite array case. Figure 54 shows
the geometry of the array, and Fig. 55 summarizes
the results.
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Connector

Figure 53. Examples of microstrip planar arrays: (a) a dual-polarized 4 x 4-element microstrip
array (port 1 is for horizontal polarization; port 2 is for vertical polarization [39]); (b) a Cross-fed
array [40]; (c¢) J-band planar array of nine linear arrays with nine cophase stubs [41]; and (d) a

dual-band (2.45/5.7-GHz) planar array [42].
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Figure 54. Geometry of the finite array of rectangular microstrip
patches [45].
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MICROSTRIP PATCH ARRAYS
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1. INTRODUCTION

Microstrip patch antennas have long been touted as one
of the most versatile radiating structures. These printed
radiating elements have several well-known advantages
over conventionally styled antennas based on wires and
metallic apertures including their low profile, low cost,
robustness, and ease of integration with other components.
Since 1980 or so this once considered problematic
antenna has matured into one of the most commonly
used interfaces for free-space/wireless communications.
Most mobile communication base stations and handset
terminals as well as spaceborne communication systems
incorporate this form of radiator.

As a single radiating element, the microstrip patch
antenna is generally classified as a low—moderate-gain
antenna with gains in the order of 5-8 dBi in its
conventional form. One critical advantage of the microstrip
patch over its counterparts, which is related to some of
the features mentioned before, is the relative ease in
which these structures can be integrated or combined to
form an array of antennas. By doing so greatly increases
the flexibility in shaping the radiation pattern and other
features of the antenna, which is consistent with arraying
wire, metallic and other forms of radiators. However the
distinct advantages of arraying microstrip elements are
the ease in fabricating the entire structure, the simplicity
of the array layout as well as the low cost of production.
The fabrication of these antennas is based on printed
circuit board (PCB) etching processes that has minimal
labor costs.

In this article we review the development of arrays
based on microstrip patch technology. Firstly we discuss
the fundamental styles of linear arrays that can be
developed using microstrip patches, namely, series feed,
corporate feed and a combination feed technique. For each
of these methods advantages, issues and design cases are
given. The scanning performance (or radiation control) of
a linear array is discussed and a design case is once again
given. The concepts introduced for linear arrays are then
expanded on to investigate planar arrays and methods
on how these radiating structures can be developed
are presented. Some printed antenna alternatives are
summarized that can yield high-gain solutions, with
minimal complexity. These printed antennas can overcome
the feed loss problems associated with very large planar



arrays. Finally the scanning performance of large planar
arrays of microstrip patch antennas is examined and
once again the parameters affecting the control of the
radiation distribution as well as the limiting performance
are discussed.

2. LINEAR ARRAYS

Examining linear arrays of any antenna is probably the
easiest means to see how the radiation performance can be
controlled in a particular direction or dimension. Of course,
the concepts developed or derived from a linear array can
be readily expanded to a planar, or a two-dimensional
solution. There are numerous books and articles on array
theory and the reader should consult these to understand
the fundamental properties of arrays [e.g., 1]. There are
three types of microstrip patch linear arrays: the series-fed
configuration, the corporate (or parallel)-fed geometry, and
the combination technique. These methods are examined
herein.

2.1. Series-Fed Arrays

One of the first realizations of a microstrip patch array
was the series-fed array [e.g., 2]. Here each element of
the array is connected in series via an arrangement of
transmission lines. Figure 1 shows a schematic diagram
of an 8-element series-fed array consisting of edge-fed
patches. The array is fed from the left and is classified
as a standing-wave array. Series-fed arrays have been
developed in waveguide realizations for decades; however,
microstrip forms have much more flexibility. This is due
mainly to the fact that it is easy to change the impedance
of the microstrip feedlines between the radiating elements
to give the desired amplitude taper [3]. The patch width
can also be varied to give this same effect.

The advantages of microstrip patch arrays utilizing a
series feed configuration over other forms (to be discussed
later) include it having a simple, more compact feed
network, as evident from Fig. 1, and lower feedline loss.
However, this form of microstrip patch array does suffer
from several drawbacks. The most fundamental issue is

Figure 1. Schematic diagram of 8-element series-fed linear array
of microstrip patches.
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the narrow radiation bandwidth of the array, which is
typically much narrower than the inherent impedance
bandwidth of the individual microstrip elements. There
are only several reported cases of series-fed microstrip
arrays in the literature, and these have bandwidths
typically only fractions of a percent. As microstrip patches
in their original form have a high @ value, placing them
in series means that each will have a direct impact on the
other, and therefore if there are any errors in fabrication
or factors not taken into consideration with the design
(such as mutual coupling), the overall array performance
will be degraded. Because the power to be supplied to
each element must by transferred from the previous
element (see Fig. 1), the rapid impedance variation of
the conventional microstrip patch inherently hinders the
delivery of the power to the other elements. Although there
have been several techniques over the years to increase the
impedance bandwidth of individual microstrip patches,
such as a proximity coupled or aperture-coupled patch,
incorporating a series feed array solution of these radiators
removes the open- or short-circuited tuning stub, reducing
the number of degrees of freedom of these non-contact-
excitation methods and hence their flexibility.

Figure 2 shows a 4-element edge-fed series microstrip
array. The parameters for the four elements are shown
in Fig. 2. The length of elements and distance between
them were varied to achieve maximum gain near
broadside using a full-wave simulator. The feedlines
between the elements are 100-Q transmission lines, so
the disturbance in the field of radiators can be minimized.
The overall antenna is matched to 50 Q by a quarter-
wave transformer. The widths of antenna elements were
varied to reduce the sidelobe levels. The return loss
response and the E-plane radiation performance of the
array across the 10-dB return loss bandwidth of 1% is
shown in Fig. 3a,b, respectively. As can be seen from
Fig. 3b, the radiation pattern remains generally constant
across the matched impedance bandwidth, unlike some
of the early cases of series-fed microstrip patch arrays.
There is a slight asymmetry in the radiation pattern
that is due to the presence of the feed network. The
H-plane pattern is similar to a conventional edge-fed
microstrip patch [e.g., 1]. The cross-polarization level in
both principal planes (£ and H planes) was less than 40 dB
below the copolar fields. The relatively constant radiation
performance of the antenna can be attributed to using
a full-wave simulator to synthesize the antenna, software
tools that were not available in the early days of microstrip
patch technology development or were simply too slow for

!

Figure 2. Schematic diagram of 4-element series-fed
linear array of microstrip patches.
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Figure 3. Characteristics of 4-element series fed array: (a) return loss; (b) radiation patterns.

design purposes. Utilizing such tools as well as enhanced
bandwidth elements (such as stacked patches) should see
an improvement in the performance of series-fed arrays,
but probably not to the same degree as corporate (or
parallel) fed microstrip arrays.

2.2. Parallel Fed Arrays

Parallel or corporate fed microstrip patch arrays are
the most common type of array using microstrip patch
technology. Here, unlike the series-fed array, each element
has its own excitation transmission line, which can be
made independent of the feedlines of the other elements
as well as the other elements of the array. Figure 4 shows
a schematic diagram of an 8-element corporate feed array
of edge-fed microstrip patches. As can be seen from the
figure, each element has its own excitation transmission
line. Each of these transmission lines is then connected
together via a series of two-way power combiners, although
three-way dividers are commonly used if an odd number
of elements are used in the array. The power combiners
can either be reactive, such as shown in Fig. 4, or based on
Wilkinson dividers. The Wilkinson divider gives broader
band isolation between the elements at the expense of
increased complexity and also loss. It should be noted
that most microstrip patches have impedance bandwidths
smaller than that of a reactive power divider.

Figure 4. Schematic diagram of an 8-element corporate fed
linear array of microstrip patches.

Of all the array formats, parallel configurations have
the broadest bandwidths, in some cases even greater than
that of the individual elements of the array. This effect can
be attributed to the cancellation of unwanted reflections of
power within the feed network. The good isolation between
the individual feedlines allows the ready incorporation of
phase shifters to allow scanning of the radiation beam
of the array (referred to later in this section) as well
as amplitude tapers to reduce the sidelobe level. An
excellent paper outlining how to do this and the possible
source of error is available [4]. The good isolation of the
parallel feed allows the designer to separately address
the issues related to the individual microstrip patch (the
basis of the array) and then the feed network. Such an
approach significantly reduces the computational power
required to successfully design the array. Because of all
these features, corporate fed microstrip patch arrays are
utilized in many applications such as mobile base-station
antennas.

Figure 5 shows a schematic diagram of an 8-element
corporate array of aperture-coupled microstrip patches.
For details on the design of aperture-coupled patches

Patches
[0 7777
v/
Ground-plane -l wh ol ol ol oL Reactive
7—/ ?—/ power divider

|74

Figure 5. Schematic diagram of 8-element corporate fed linear
array of aperture coupled microstrip patches.
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Figure 6. Characteristics of 8 element corporate fed array of aperture coupled patches:
(a) measured return loss; (b) H-plane radiation pattern.

please refer to the article by Targonski and Pozar [5].
The array utilizes seven reactive power dividers to feed
the elements. As mentioned before, reactive power dividers
are more efficient than their counterparts. The array was
designed for fiber radio applications at millimeter-wave
frequencies [6]. The measured return loss of the array is
given in Fig. 6a, and the 10-dB return loss bandwidth is
approximately 30%. A sample of the H-plane radiation
pattern is shown in Fig. 6b. The E-plane pattern, not
shown here, is similar to a conventional microstrip patch
element. The array has a gain of 15 dBi across the entire
10-dB return loss bandwidth, and the cross-polarization
levels were less than 20 dB below the copolar fields in both
principal planes.

2.3. Combination Feed Arrays

There is a third class of microstrip array, which is a
combination of the series and parallel feed methods.
Here a common feedline is used for the entire array
and each element taps power off this feedline. To ensure
that the bandwidth is greater than the conventional
series-fed array, each tap and section of the common
feedline is impedance matched. Thus the whole design
of the array simplifies itself to uncomplicated impedance
matching to ensure good impedance bandwidth as well
as the appropriate distribution of power. Figure 7 shows
a schematic diagram of how an 8-element version of
this array can be realized. First, the array is split into
two symmetrical parts, one of which is shown in Fig. 7.
Here each element is designed for an input impedance
at resonance of 200 . Doing so allows for a relatively
straightforward impedance-matching design to ensure
that equal power is distributed to each microstrip patch.
The feedlines connected to each element are also made
to have a characteristic impedance of 200 2 and a length
of Ag/2, where A, is the guided wavelength in microstrip.
Doing this minimizes the effects of error in the design
of the microstrip patch, which will further impact the

performance of the array. It is also difficult to fabricate
200-Q transmission lines on some material, so the i,/2
length transforms the input impedance of the patch to the
central feedline (refer to Fig. 7).

An 8-element combination array was designed and
developed centered at 9 GHz. A photograph of the array is
shown in Fig. 8 (see also Fig. 9). The impedance bandwidth
was measured as 5%. An example of the radiation patterns
in the H and E planes of the antenna are shown in
Fig. 9a,b, respectively. The H-plane pattern shows the
expected focusing of the beam in the plane of the array
(note that the slight off-broadside pattern is due to
alignment errors in the measurement setup). A small

200 Q 200 Q 200 Q

/ 200 Q

Z;, (patch) =200 Q

Zin
50 Q <_|

Figure 7. Schematic diagram outlining design of combination
feed linear array.

100 Q 67 Q

Figure 8. Photograph of 8-element combination feed linear
array.
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Figure 9. Radiation performance of 8-element combination feed linear array: (a) H plane; (b) E plane.

scalping of the pattern is evident in the E plane. This is
due to the radiation from the feed network. The gain of
the array was measured as 15 dBi across the impedance
bandwidth. The overall performance of a combination
feed array lies somewhere between that of the series-fed
array and the parallel array. Its impedance and radiation
bandwidth (3 dB gain) is greater than the series array
but less than that of the corporate array. Its efficiency is
greater than the parallel configuration, although less than
the series method.

2.4. Scanned Linear Arrays

The linear array designs considered above are fixed-beam
examples, with the main beam directed toward broadside.
It is relatively straightforward to point this beam at a
fixed angle off broadside by simply inserting a constant
phase between the elements. There are many applications.
For example, satellite communications, which require a
beam that can be scanned or continually steered to ensure
contact between a moving object (say, an aircraft) and
a stationary or a moving object (say, a constellation
of satellites) can be maintained at all times. Because
microstrip patches can readily be formed into arrays and
easily connected to phase shifting circuitry, these radiators
are prime candidates for most phased-array applications.
Microstrip elements have broad radiation patterns, which
means that arrays of these elements should be able to be
scanned to large angles, approaching endfire. This issue
will be discussed in Section 3.

Of the three configurations presented, corporate feed
arrays are the easiest to control the phasing to its
elements. Figure 10 shows a photograph of a linear
phased-array based on a corporate feed arrangement
mounted on a test jig. The 6.4 GHz 8-element array is
located at the top of the photograph, with the radome (a

8-element Hi-Lo array antenna
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Figure 10. Photograph of linear 8-element phased array of
microstrip patches.

layer of Duroid 5880) that covers the top patches evident
in the photograph (the white-grayish rectangular region).
The size of the ground plane of the array is 22 x 10 cm.
The array consists of edge-fed stacked patches fed by a
90° branchline coupler to produce circular polarization,
a common requirement for satellite communications and
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easily achievable using microstrip technology. Feeding
the left-hand-side port while terminating the right-hand-
side port with matched loads results in right-hand
circular polarization (RHCP) generation. Reversing the
feed and terminated port results in left-hand circular
polarization (LHCP) generation. For the experiments
conducted here, only the RHCP was investigated.

Eight phase-matched cables are used to connect the
stacked patch array to a bank of 5-bit switched-line phase
shifters. As the losses of the phase shifters vary at different
phase settings, a bank of 3-bit digital attenuators is
included to achieve amplitude balance. In this experiment,
the maximum phase error is +8° and the maximum
amplitude error is +0.7 dB.

Figure 11 shows the measured active reflection coeffi-
cient [7] of each element in the array at broadside with
the other elements of the array terminated with matched
loads. This is a common measurement procedure to ascer-
tain the performance of the array. The worst-case mea-
sured 10 dB return loss for each element was 28.6%, cen-
tered at 6.3 GHz. The significantly increased impedance
bandwidth, compared to the predicted individual stacked
patch case of 20% can be attributed to the feed network.
Such feed-networks typically cancel unwanted reflections
as mentioned previously. It is interesting to note that
most of the active reflection coefficients for the 8 elements
have similar responses between 5.3 and 7.5 GHz, with the
exception of elements 4 and 5. Although these elements
still satisfy the 10-dB return loss criteria over the same
bandwidth as the other elements, their active reflection
coefficients are marginally higher. This may be due to a sol-
dering problem where the microstrip lines are connected
to the appropriate SMA-style connectors.

The radiation patterns and axial ratio of the scannable
printed array were measured at a variety of frequencies
and scan angles. A sample of the results is presented in
Fig. 12. The array can be readily scanned to +45° while
maintaining an axial ratio of less than 3 dB. The gain
across the scanned range of angles and frequencies is

7.5 8

Figure 11. Active reflection coefficient of 8-ele-
ment linear phased array.
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Figure 12. Sample of radiation performance of linear phased
array.

approximately 3 dB lower than the expected or predicted
values due to the insertion loss of the phasing module.

3. PLANAR ARRAYS

Having outlined the fundamental structures for linear
arrays in the previous section, it is relatively straight-
forward to extend these configurations into planar, or
two-dimensional arrays. Thus you can effectively have
a planar series-fed, corporate fed or a combination feed
array. However, it is probably easier to categorize planar
arrays in two styles: fixed-beam or scanned. Fixed-beam
can consist of any of the three linear arrays introduced.
Scanned arrays tend to always consist of corporate style
feeding, simply because it is the easiest to achieve inde-
pendent phase (and amplitude) control of the elements of
the array. In this section we examine fixed and scanned
beam planar arrays.
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3.1. Fixed-Beam Planar Arrays

Looking through the literature, to the authors’ knowledge
there does not appear to be any case of planar series-fed
arrays. This is intuitive, for as the length of the array
increases, or in the planar case, the area, the elements at
the end of the array are less likely to receive any power
from the source. Thus these elements in a series feed array
are redundant. It is perhaps possible to develop small (say,
8-element) two-dimensional arrays of series-fed microstrip
patch elements; however, the shortcomings highlighted
previously for the series-fed linear array would still hold
for this case. There is reported in the literature a case of
several linear series arrays connected in parallel, using the
impedance-matching procedure summarized earlier [8].

It is possible to create a planar version of the
combination feed array. Figure 13 shows a photograph
of a 32-element array. The microstrip array consists of
combining four of the 8-element linear arrays considered in

Figure 13. Photograph of 32-element planar combination array.
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the previous section. Once again, to combine these arrays
requires the use of impedance matching and quarter-wave
transformers. The radiation patterns of the array in both
the E and H planes are shown in Fig. 14. The focusing of
the radiation toward broadside is evident in this figure.
The gain of this array was measured as 21 dBi and the
impedance bandwidth as 5%. In Fig. 13 the 1, /2 lines that
feed the elements of each linear array have been folded
on themselves to ensure that the array spacing in the E
plane is not too large. The array spacing in each plane is
0.8 )¢ to ensure maximum directivity [1].

By far the most common type of fixed-beam microstrip
patch array is based on the corporate feed [9]. These planar
arrays are utilized in applications such as millimeter wave
collision avoidance radar for vehicles, local multipoint
distribution services and imaging. A schematic diagram
of a 256-element corporate fed patch array is shown in
Fig. 15 [10]. The design of these arrays can be somewhat
complicated, not so much in terms of the antenna element
design, but because of the feed network layout. A good rule
of thumb to minimize spurious radiation from feedlines is
to keep the structure as symmetric as possible, which
tends to minimize cross-polarization levels and to use
thin transmission lines. Levine et al. have contributed an
excellent paper on the effect of the feed network on the
overall performance of a corporate fed microstrip patch
array [10]. In this paper, it was shown that as the array
gets larger, the loss associated with the feed network
gets more and more until it can be substantial. For a
32 x 32-element array, the loss was more than 7.5 dB.
Table 1 shows a comparison of planar arrays of microstrip
patches versus reflectors with efficiencies of 50% [10].
The table highlights the issues related to large patch
arrays. We can see from this table that although the
directivity increases as the number of elements increase
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Figure 14. Radiation performance of 32-element combination array: (a) H plane; (b) E plane.
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Figure 15. Schematic diagram of planar corporate fed array.
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and microstrip technology can yield gains similar to those
of a reflector for array sizes less than about 1000 elements,
the feed-related losses (radiation, dielectric and ohmic)
become significant.

There are printed alternatives to large arrays of patches
to produce high-gain antennas for point-to-point applica-
tions. These include lens coupled printed antennas [e.g.,
11] and reflectarrays [12]. Lens coupled microstrip patches
remove the feed-associated losses as there is only one
radiating element. These antennas can yield gains in
excess of 30 dBi and importantly bandwidths (both radi-
ation and impedance) as broad as the feed element [13].
Figure 16 shows a photograph of an aperture stacked
patch lens coupled antenna, with a bandwidth that covers
the entire Ka band (26—40 GHz). Printed reflectarrays are
another promising alternative to large arrays of microstrip
patches. These antennas can yield gains greater than
50 dBi, although the bandwidths are typically small, to
date a couple of percent. Figure 17 shows a photograph
of a millimeter wave reflectarray [14]. Of course, these
printed antennas have many of the features of microstrip
patch arrays; however, the conformal nature of the entire
antenna is no longer a feature.

3.2. Scanning/Phased Planar Arrays

As mentioned previously, microstrip patch antennas can
readily be integrated with active microwave devices.
This is one of the key reasons as to why microstrip

Table 1. Planar Arrays of Microstrip Patches Versus
Reflectors

Number of

Elements 16 64 256 1024 4096

Directivity without 209 270 330 392 451
network

Radiation loss 08 1.0 1.3 1.9 2.6

Surface wave loss 03 03 02 0.2 0.1

Dielectric loss 01 03 05 1.0 2.1

Ohmic loss 01 03 0.6 1.2 2.4

Calculated gain 19.5 25 30 345 375

Gain of reflector 18 24 30 36 42
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Figure 16. Photograph of millimeter wave lens-coupled proxim-
ity-coupled microstrip patch antenna.

Figure 17. Photograph of millimeter wave reflectarray antenna.

patch antennas are so advantageous when considering
a scanning array, in particular a planar phased array.
A planar phased array allows for pattern control in both
dimensions and in doing so provides a very flexible or
smart antenna.

There is one issue related to microstrip patch antenna
technology that wasn’t mentioned before in this article:
surface wave excitation. Surface waves (sometime referred
to as “leaky” waves) are “trapped” waves excited by the
presence of the substrate or dielectric layers associated
with the microstrip antenna. Because the energy is
generally trapped within the material and not radiated,
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surface waves are classified as a loss mechanism. The
presence of a surface wave can cause increases in cross-
polarization levels due to the trapped wave refracting
off the finite edges of the ground plane of the antenna.
Surface waves can also cause unwanted coupling between
the antenna and any active devices.

For a single-layer microstrip patch antenna, the thicker
the material used, the larger the power lost to the sur-
face wave. Also the higher the dielectric constant, the less
efficient the antenna becomes as a result of surface wave
excitation. For large arrays of microstrip patches, the res-
onance of modes associated with these surface waves can
severely limit the scan performance of the array by induc-
ing a phenomenon known as a scan blindness. For a scan
blindness, all (or at least most) of the power is coupled back
to the source and subsequently is not radiated. A common
means of examining the scanning potential of a large array
of microstrip patches is to consider the theoretical active
reflection coefficient of the array, which is defined as the
reflection coefficient of an element in the array as a func-
tion of scan angle [15]. Figure 18 shows the active reflec-
tion coefficient of a large array of probe-fed patches when
scanning in the E, H and D planes. As can be seen here, in
the E plane, the active reflection becomes larger as the scan
angle increases as a result of mutual coupling until a point
where it levels off and then increases to unity at endfire.
The scan angle where it is becomes large (approximately
75°)is the scan blindness. Note that the degree of blindness
depends on what element is used. For example, if aperture-
coupled patches were used in this array, the active reflec-
tion coefficient at the scan blindness would approach one.
The magnitude at the scan blindness is dependent on the
level of spurious radiation from the antenna.

The scan position of the blindness is very dependent
on the element spacing of the array. Figure 19 shows
the active reflection coefficient for an array of microstrip
patches at three frequencies, at the lower edge of the 10-dB
return loss bandwidth, the center frequency, and the upper
frequency of the 10-dB return loss bandwidth. The element
spacing of the array was 0.5 Ay at the center frequency.
As can be seen from Fig. 19, the array has very limited
scanning ability at the higher-frequency edge because of
the impedance mismatch associated with the surface wave.
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Figure 18. Scan active reflection coefficient of infinite array of
probe-fed microstrip patches.
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Figure 19. Frequency dependence of scan active reflection
coefficient of infinite array of microstrip patches.

The sudden drop in reflection coefficient after the scan
blindness is due to the presence of a grating lobe. Although
the active reflection coefficient looks reasonable after this
scan angle, the radiation efficiency of the array is low,
due to power being dumped into the grating lobe [16,17].
Thus it would appear that microstrip patches would have
very limited use for large scanning arrays because of the
excitation of surface waves and the fact that to increase the
bandwidth of a conventional patch the material thickness
must be increased and therefore the surface wave content
would also increase. However fortunately there are ways
to alleviate this problem.

The previously mentioned scanning and/or material
trends apply only to single-layer geometries and do not
hold for more complicated patch configurations consisting
of multiple layers. For example, an aperture stacked
patch [18] can have a surface wave efficiency greater than
85% even when the overall thickness of the materials used
is greater than 0.1, (which is very thick for microstrip
patches). Such a printed antenna can have an impedance
bandwidth of over an octave. Also a stacked patch using
high-dielectric-constant material for the lower layer can
have an efficiency greater than 90%, even though a
single-layer patch using the same high-dielectric-constant
material has a surface wave efficiency of only <65% [19].
The 10-dB return loss bandwidth for this antenna can
be greater than 30%. Both of these patch elements can
also be used in large scanning arrays. It has since been
was shown that a large array of aperture stacked patches
can have a 10-dB return loss bandwidth in excess of an
octave while being able to be scanned to angles greater
than +45° in the principal planes [20]. To design such
arrays requires careful consideration of the impedance
response of the array and its spiders (how the impedance
changes as a function of scan angle [20]). It is imperative
to try to minimize the impedance variation (as a function
of frequency and scan angle) as much as possible for the
array to ensure optimum performance.

Other techniques have been developed over the years
that can improve the scanning performance of the
conventional microstrip patch phased array, albeit at the
expense of complexity. These include using cavity-backed



structures [21] and shorting pins [22]. These methods
could be applied to the broadband solutions of Refs. 20
and 23 to give perhaps the ultimate microstrip patch
phased arrays.

4. CONCLUSIONS

In this article, an overview of microstrip patch array
technology has been presented. Various forms of linear
arrays were discussed. Case studies were given and
a comparison of the advantages and issues associated
with each type of array were presented. Corporate fed
arrays are probably the most versatile with the largest
bandwidth, although these arrays suffer from higher feed
loss than do series and combination arrays. Combination
arrays can provide a relatively simple design procedure
and also good radiation and bandwidth results. A linear
phased array was also presented, and its scanning
performance is summarized.

Planar fixed-beam and scanned arrays utilizing
microstrip patches were also investigated. Once again,
corporate feeding is probably the easiest means of forming
a planar array, especially if scanning the beam is required.
Surface waves associated with the dielectric materials can
have detrimental effects on the scanning performance of
a large array of patches, although several methods have
been established to overcome this inherent problem. Also,
the scan/materials trends for single-layer geometries do
not necessarily hold for more complicated, broader band-
width printed structures, which is very fortuitous. Finally,
high-gain printed antenna alternatives to large arrays
was briefly examined. These antennas are very suited to
point-to-point applications.

From the arrays and trends presented, it should be
apparent that microstrip patches will continue to be one
of the preferred options when choosing an antenna for a
communication system.
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1. INTRODUCTION

A waveguide is used to guide electromagnetic waves
at microwave frequency regions, and an open-ended
waveguide to radiate them; which one is used depends on
the application. A waveguide usually consists of a hollow
metal pipe whose cross section is rectangular or circular. In
most applications the open-ended waveguide is used as a
feed element for a large reflector antenna or as an antenna
element in active or passive phased-array antennas.
Waveguide antennas provide optimum RF performance,
that is, high aperture efficiency, high polarization purity,
and low VSWR. Apart from inherent wide-bandwidth
characteristics, they have the unique feature of a highpass
filter behavior. In general the waveguide antenna protects
the receiver system from unwanted electromagnetic
interference (EMI) at frequencies lower than the cutoff
frequencies of the waveguide modes. The reasons for its
popularity are:

e Robustness

e Wide bandwidth

e High polarization purity

e Easy to mount on surfaces of spacecraft or aircraft
for space applications

e Standard for calibrating other antennas

e Element for protecting the fields of larger transmit
antenna

e Easy to manufacture

Energy transport in a waveguide can be achieved through
propagation of so-called electromagnetic wave modes.
These modes are solutions of the Maxwell equations and
satisfy the boundary conditions. Such a hollow waveguide
has characteristic cutoff frequencies connected with the
propagation modes. The propagation of these modes
depends on the operational frequency. If the frequency
of the signal entering the waveguide is higher than the
cutoff frequency of a given mode, then the electromagnetic
mode energy can be transported through the waveguide
with minimum attenuation because of the conduction
losses in the waveguide walls. If the frequency of the
incoming signal is lower than the cutoff frequency of
a given mode, then the electromagnetic mode field is
attenuated to a very low value within a short distance.
It is convenient to design the waveguide such that the
electromagnetic energy can be guided through the mode
with only the lowest cutoff frequency. This mode is called
the fundamental or dominant mode.

2. WAVEGUIDE APPLICATIONS

The waveguide is a low-loss transmission line that can
handle high power signals. Since losses increase with
frequency, waveguide applications can be found in the
microwave and millimeter-wave region. In telecommuni-
cation and radar systems where losses may give major
problems waveguide components are attractive. In other
applications such as those in satellite communications,
ground stations, and radar, where high power is a neces-
sary requirement, waveguide solutions become attractive
because they satisfy high power-handling capabilities.
The shape of the waveguide and its inner structure
can be reconfigured in order to realize passive microwave
components such as filters, couplers, phase shifters or
active components such as oscillators and amplifiers [1].
The design and measurement results of a multichannel
waveguide power divider based on H-plane or E-plane
geometry have been discussed [2]. A corrugated waveguide
has been used [3] to realize a phase shifter as part of
a high-power dual reflector array antenna. Yoneyama
developed a transmit/receive system at 35 GHz based
on the NRDW (nonradiative dielectric waveguide) [4]. In
NRDW the millimeter-wave field is concentrated inside
the dielectric and it propagates similar as in a metal
waveguide, meaning that minimum “leakage” takes place.
The waveguide is extensively used in medical applica-
tions (e.g., cancer therapy) where electromagnetic energy
is coupled into the human body [5]. For this purpose the
waveguide is loaded with a lossless dielectric material



Figure 1. APAR open-ended waveguide array antenna under
construction. (Courtesy of THALES.)

with a permittivity equal to that of the muscle tissue. This
approach provides good impedance matching and results
into a concentrated energy transfer.

The waveguide is often applied as an antenna element
in large or phased-array antennas. For example, the active
phased array antenna (APAR) from THALES uses open-
ended waveguides as antenna elements [6,7]. APAR has
four antenna-array panels; each panel consists of more
than 4096 waveguide radiators (Fig. 1). Each waveguide
radiator is connected to a T/R element, which comprises
a sum channel and a combined transmit/delta elevation
channel for monopulse tracking radar. The antennas are
designed to have a wide angular scan range (up to 70°
from the antenna broadside) for full 360° coverage, fast
electronic beam steering to support search functions, and
simultaneous tracking of hundreds of targets [8]. The

TR-modules )
Column combiners

um, elevation / Tx
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APAR waveguide array uses a dielectric sheet for wide-
angle impedance matching (WAIM sheet). Figure 2 shows
an artist’s impression of an antenna array panel integrated
with the T/R modules and combiner networks.

It is possible to realize a linear array by using so-called
slotted waveguides: narrow openings in the waveguide
surface. A proper design of the slotted waveguide array
may result in antennas with high efficiency, ultralow
sidelobes and can sustain high peak power in the order of
kilowatts. Figure 3 shows an example of a planar slotted
waveguide array in X band.

The Earth Observation Satellites (ERS-1 and ERS-2)
use a slotted waveguide array. The satellites were
launched by the European Space Agency in 1991 and
1995, respectively. The ERS-1 antenna system under test
can be seen in Fig. 4.

Figure 3. Slotted waveguide array. (Courtesy of ELTA Electron-
ics Industries.)

Row combiners
L TX, elevation,
azimuth & sum

—» Receiver

Waveguide
face

Figure 2. Artist impression of antenna RF net-
work of APAR. (Courtesy of THALES.)
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Figure 4. Slotted waveguide array antenna of the European
remote-sensing satellite ERS-1 during planar near-field mea-
surements. (Courtesy of Ericsson-ESA.)

Several applications of waveguide antennas in earth
stations for satellite communication can be found in the
literature. Bird et al. designed and measured [9] a compact
high-power S-band dual frequency and dual polarized
waveguide feed system with high power capability
(handling 2 kW continuous RF) [9]. A second example
is given by Bird and Sprey [10], who designed and
measured a circularly polarized X-band feed system
with high transmit/receive isolation for a dual-shaped
Cassegrain reflector. A dual-mode waveguide filter and a
2-step waveguide E-plane filter has also been designed
and measured [11,12].

The opening of the waveguide with different cross
sections is tapered (flared) to a larger opening to form
a so-called horn antenna. Such antennas are widely used
as feed elements for large-sized radioastronomy, satellite

Figure 5. Waveguide horn antennas for space
applications. (Courtesy of Astrium.)

Figure 6. Multifeed waveguide systems for
space applications. (Courtesy of Astrium.)

TV-SAT (K-band)

DFH-3 (C-band)

and communication dishes. In the following an overview
of different configurations with specific examples is given.

2.1. Single-Feed Systems

Figure 5 shows a selection of waveguide horn antennas for
space applications.

2.1.1. TV-SAT Horn Antennas. The elliptical corru-
gated horn radiator is used in the TV-SAT feeding system
in a reflector. The pattern has a high-gain elliptical
beam (3-dB beamwidths 0.72° x 1.62°). The operational
frequency is 11.7—12.1 GHz. It is circularly polarized and
has low cross polarization (decoupling >35 dB).

2.1.2. IntelSAT 8 and Nahuel Horn Antennas. These
conical corrugated horn antennas are part of the feed
system of a dual-reflector Gregorian and a shaped reflector
antenna in the frequency range of 10.95—14.5 GHz. They
are linearly polarized and combine the transmit/receive
function for both polarizations with low cross-polar
coupling (decoupling >40 dB). The antennas can handle
12 high-power carriers up to 120 W per polarization.

2.2. Multifeed Systems

Figure 6 shows some multifeed antenna systems.

2.2.1. DFH-3 Feed. The seven-element diagonal-wave-
guide horn-antenna cluster combines a transmit (4 GHz)
and receive (6 GHz) diplexer with a three-layer coaxial
beamforming network (BFN).

2.2.2. AMOS 8 Feed. This three-element conical cor-
rugated horn antenna cluster is part of an offset reflector
antenna in the frequency range of 10.95-14.5 GHz.

2.2.3. IntelSAT 8 Feed Array. This 96-element conical
corrugated horn antenna cluster as a feed system of a
multibeam antenna provides eight beams with stringent

Intelsat-8 (K-band) Nahuel (K-band)

Amos (K-band)

Intelsat-8 (C-band)
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Figure 7. Reflector antenna with multiple contoured beams
using the combined multifeed concept applied in Intelsat-8
(C band, transmitter and receiver) and in Intelsat-9 (C band,
transmitter and receiver). (Courtesy of Astrium.)

interbeam isolations (better than 27 dB) in order to
support multifold frequency reuse. A three-layer coaxial
beamforming network (BFN) generates eight individual
beams: two left-hand circularly polarized hemispherical
beams and six right-hand polarized “zone” beams. The
power capability is 1.5 kW RF. Figure 7 illustrates the
concept of generating multiple contoured beams. The same
figure also shows the complete antenna system during the
measurement phase.

Figure 8 shows a compact 8 x 8 dual-polarized waveg-
uide array for application in a direct radiating antenna
array. It was developed for space-based high-resolution
polarimetric synthetic aperture radar (SAR) antennas in
the X band. The height of the element including the dual
polarized feed section is less than 0.31. A balun-type feed
is used to excite the orthogonal fundamental modes with
a polarization purity better than 40 dB over a bandwidth
greater than 5%. This technique allows tight packaging
in the array configuration and supports low-loss distribu-
tion/combiner networks.

In near-field antenna measurement techniques the
waveguide antenna is used as a probe antenna to
measure the radiation characteristics of the antenna under
test (AUT). Since its characteristics are well measured and
documented, correcting the probe to determine the far field
accurately is more straightforward.

3. RECTANGULAR WAVEGUIDE

Figure 9 shows the cross section of a rectangular
waveguide with a width and height of @ and b respectively.
It is assumed that the waveguide is filled with air and
is infinite in length. There are a number of transverse
electric- and magnetic modes (TE*, TM*, TE?, TM”, TE?,
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a > Coverage area
BFNL- : using spot beam

—— DaimlerBenz Aerospace

Figure 8. Open-waveguide planar array for space-based syn-
thetic aperture radar (SAR) applications. (Courtesy of Astrium.)

TM?) that satisfy the boundary conditions and are a
solution to the Maxwell equations. The desired mode can
be generated by the feed structure in the waveguide. This
will be explained later in this article. However, without
loss of generality in this part only TE? is considered.
Note that since the TEM mode does not satisfy the
boundary conditions in the waveguide, it cannot be used
to transport electromagnetic energy through this mode in
the waveguide [11].

3.1. Transverse Electric (TE?)

Transverse electric modes are field configurations whose
electric-field components lie in a plane that is transverse
to the direction of the wave propagation. For example TE*
implies that E, = 0. The other field components may or
may not exist.

Figure 9. The rectangular waveguide with its dimensions and
coordinates.
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To derive the field expressions in a rectangular
coordinate system that are TE to given direction, one
needs only to let the magnetic vector potential F have
only one component in that direction. Other components
of electric vector potential A, and F are set equal to zero.
This corresponds to the following condition

A=0
F=a,F,(xy,2) (€Y

where F, is the scalar potential function and it represent
the z component of vector potential F. In the source-free
region for the transverse electric modes, the components
of the electric and magnetic fields satisfy the following
equations [11]

_ 10F, .1 d’F,
T e oy T Ja);waxaz
1 0F, .1 9%F,

y == Hy=—-j— 2
e ox wpe dy 0z
1 /92

EZZO Hz:_.— _+ﬁ2 Fz

wpe \ 022

where ¢ and p are the permittivity in F/m and the
permeability in H/m of the medium, respectively; o is
the frequency of the impressed signal; and B is the free-
space wavenumber. The scalar potential F, satisfies the
scalar wave or Helmholtz equation

V?F, + B°F. =0 ®3)
In rectangular coordinates, this equation becomes

3°F, 93°F, 9°F,
0x2 dy? 022

+p*F. =0 (4)

The solution to Egs. (3) and (4) is a well-known problem in
the literature. The solution is based on the separation of
variables and has the form of

F. =y @e®»i(2) (5)

The variation in the z direction represents the propagating
waves such that ¢(z) has the following form

¢(2) = Are %% 4 Bre Vi (6)

where + represents the waves traveling in the + and —z
direction, respectively. It is assumed that the source in the
waveguide is located such that only the waves in the +z
direction exist. In this case B; is zero.

The variation in the x and y directions represent
the standing waves since the guide is bounded in these
directions. The most appropriate solution is

¥ (x) = Az cos(B.x) + By sin(B,x)
@(y) = Az cos(B,y) + B3 sin(B,y)

("N

where Ay, Aq, By, Az, Bs and B,, B,, B. are constants that
need to be evaluated using the boundary conditions.

B, By, B- are the wavenumbers in the x, y, and z directions,
respectively, and they are related to the free-space
wavenumber § in rad/m as follows:

Bl + B+ B =B = o’pe ®)
Substituting (6) and (7) in (5) with B; = 0 leads to

F.(x,y,2) = [Az cos(Bx) + B sin(B.x)]
* [A3 cos(B,y) + By sin(By)] x Aie ¥ (9)

Equation (9) applies for +z traveling waves. Note that here
for simplicity the sign + is omitted. Since the waveguide
walls are good conductors, the tangential components of
the electric field will vanish on the waveguide walls. For
Fig. 9, the following boundary conditions exist for the left
and right sidewalls:

E,x=00<y<b,2)=E,(x=0,0<y<b,2)=0

(10
E.(x=00<y<b,2)=E,(x=a,0<y<b,2)=0
and for the top and bottom walls
E.0<x<a,y=0,2)=E,0<x<a,y=b,2)=0
(1

E.0<x<a,y=0,2=E,0<x<a,y=0b,2)=0

Equations (2), (10), and (11) are used to determine
the constants in Eq. (9). Substituting (9) in (2), the y
component of the electric field can be written as
Eyx,y,2)= %[—Az sin(Byx) + Bg cos(Bx)]
# [A3 cos(Byy) + B sin(By)] x Are 7% (12)

Applying the boundary condition given by Eq. (11) on the
left wall for the E, component to Eq. (12) gives

E,w=00<y=bz =",
 [As cos(Byy) + Bz sin(8,y)]
xAje VP =0 (13)

Equation (13) can be satisfied if and only if By is
equal to zero. Applying the boundary condition of the right
wall to Eq. (12) leads to

Ew=0,0<y<b2="1Asnga)

* [A3 cos(B,y) + B3 sin(f,y)]
xAje 7% =0 (14)

Equation (14) can be satisfied for a nontrivial solution if
and only if
sin(B,a) =0, pBa=mn m=0,1,2,... (15a)
_mn

Br=— m=0,1,2,... (15b)
a



Usually Egs. (15a) and (15b) are called the eigenfunction
and eigenvalue. It is straightforward to show that the
following relations exists, using the same procedure

By=0
=" n=012.. (16)

Substituting Egs. (16) and (15) in (9) and letting A1AA3 =
A leads to

F,(x,y,2) = Acos (%x) cos (%y) i a7

Substituting (17) in (2) leads to the complete solution of
TE: , modes

E, = Aﬁg—y cos(B.x) sin(B,y)e 7+

E, = A% sin(B.x) cos(B,y)e 7+

E.=0

H, = Aﬂxﬂz sin(B.x) cos(Byy)e /¥ (18)

H, = A% cos(B.x) sin(B,y)e /¥

52 ﬂ2

H, = cos(B.x) cos(Byy)e /¥

where B, and B, are the wavenumbers (eigenvalues) in the
x and y directions, respectively. They are related to the
wavelengths of the wave inside the waveguide in the x and
y directions and the wave number in the z direction 8, and
B as follows:

nr 2w
= =5 n=012..
ﬁx:ﬂ:i—” m=0,12,...
’ ) 2 2 19
2_ a2 o p2, a2y _ a2 | (MT nr
- =p - (") + ()]
_27t
P=5

The values of 8, depend on the waveguide cutoff frequency
and its value determines the propagating waves, standing
waves, and evanescent waves. The cutoff frequency and
cutoff wavenumber in turn are determined by letting
B. = 0in Eq. (8) or (19)

Bl =B = w’pe = olue = (B + p)) = [(%)2 (7Y
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which leads to

w= [

”>Z+<’%ﬂ

mﬂ ni\2
N (fc)mn = 27_[\/— |: 7 (?) i|
S R LR

21

Since it is assumed that the z direction is the propagation
axis, the integers m and n denote the number of half-
waves of electric or magnetic field intensity in the x and y
directions. Depending on the value of the cutoff frequency,
the propagation constant B, can take different values.
Three different cases are distinguished and they are given
here as follows:

BEBIAB =P~

where

+/B2—pZ=%p/1- ('z)z

f
for f > f. propagating waves
B:=170 for f = f. standing waves (22)
ih@?—ﬁ2=iMJ<?> -1

for f < f, evanescent waves

The evanescent waves are the fields that decay exponen-
tially. Equation (22) also shows that the waveguide has
highpass filter behavior. If the operational frequency is
higher than the cutoff frequency, the fields propagate; if
not, they attenuate. The ratio of suitable electric to mag-
netic field components has the same dimension as the
impedance. Using (18) the following relation exists:

E, E
Zéﬁ:_#:a;—“sz (23)
y x z

Inserting Eq. (22) in (23) leads to the following expression
for the waveguide impedance

7 - for f > f. resistive
-
f
Z =100 for f =f. open circuit (24)
J T for f < f. inductive
1) -
-1
(7

where 7 is the free-space impedance. The waveguide
impedance behaves inductively for frequencies lower than
the cutoff frequency, and resistively for frequencies higher
than the cutoff frequency. Figure 10 shows the waveguide
impedance as function of the normalized frequency.
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Figure 10. The wave impedance of a rectangular waveguide.

The expression for the wavenumber 8, along the z axis
can be used to define the wavelength along the guide axis
and is given as

A == )LA - forf > f.
USRS
Ay=1 00 forf=f (25
(RN A
\/Fc ! \/1‘ »

Figure 11 shows the waveguide, wavelength, and
wavenumber along the guide axis as function of the nor-
malized frequency. Note that depending on the value of
the signal and cutoff frequency, the waves are propa-
gating or attenuating. The expression for the waveguide
impedance for the TM mode is not given in this article. A
procedure similar to TE can be used to derive the related
parameters [11].

Example 1. The waveguide in Fig. 9 has inner dimen-
sions of a = 2 cm, b = 1 cm, is filled with air and operates
in the TE;( mode.

I I I I I I

Attenuating
waves

BB ——
PRy —

Propagating -
waves

———————

O = MW AN ®O O
I
|

0 05 1 156 2 25 3 35 4

Figure 11. The normalized wavelength and propagation con-
stant.

a. Determine the cutoff frequency.
b. Determine the propagation constant at 9.5 GHz.

c. Determine the waveguide impedance at 7.0 and
9.5 GHz.

Now the waveguide is filled with material. The dielectric
constant of the material equals 5.

d. Find the cutoff frequency.

e. Determine the new waveguide dimensions to obtain
the same cutoff frequency as derived in part a.

Solution

c 3 x 108
a (fon=g = X2X102—7.5GHZ

_ 9 _122.12 rad/
3><108 (95) radim

9.5 x 10°
c. For 7.0 GHz:

120
Z—j 1 —j T

(=)

= 7980  (inductive)

For 9.5 GHz:
7 n _ 1207
2 2
1-(f 1_ (15
f 9.5
= 614 Q (resistive)
c 3x 108
d. (f)w = = = 3354 GHz
(oo 205  2x2x102/5
c 3 x 108
e. (f.)io = = =175x10° a = 8.94 mm
(1o 24~ 2xavE

In the second part of Example 1 a miniaturization aspect
of waveguides is introduced. In Section 4 the theory and
practice of miniaturization and matching of a dielectric-
filled waveguide will be discussed.

3.2. Power in Rectangular Waveguide

The power transport is associated with the fields
propagating in the waveguide. The total power in the
waveguide is the summation of the power of the TE,,, and
TM,,, modes and is given as

Potar = Y ZPTE + Z ZP (26)

In this section the expression for P'E is derived. A
similar procedure can be used to derive PTM. The power is
calculated by integrating the power density related to the



electromagnetic fields over the cross-sectional area of the
waveguide and is given by

Pmn=//Wmn~dS=//Wmn~ﬁds
So So

= %f/ RelE x H*],,, - nds (27)
So

where W, is the power density related to mn™ mode
and dS = dxdy is the infinitesimal area of the waveguide
cross section and m=n, is the unit vector normal
to the waveguide cross section. The power density is
given by

Wi = 3RelE x H'],y, = 3Rel(A.Ex + 1yE,)
x (MHy + nyHy)*] (28)
= 37.RelE.H; — E,H;]
Inserting the given field components given by Eq. (18) in

(28) and using (27) leads to the following expression for
the power:

1 a b
Pmn = E / / szRe[ExH; —EyH:;]mn : ﬁz dxdy
0o Jo

a b
_ 1 / / RelEH: — E,H"] dxdy
2 0 0 Y

1 B
:—142
2| lwuez

+ ,Bf cos? (Byy) sin? (Bx)] dxdy (29)

a b
| [ 182 cos g sin )
0 0

Performing the integration and inserting the expression
for the B, given by Eq. (22) in the propagating case leads
to the final expression for the power transport by the TE
mode as

L (L) (2
P Sae Lt i (£) ()
2 | o (30)
_ L, pPh B (i) (3) - <ﬂ)2
) wpe? 8m ) \n f
where L heo
o= {2 k#0 @D

Example 2. The waveguide in Fig. 9 has inner dimen-
sions @ = 2 cm, b = 1 cm, is filled with air and operates in
the TE;y mode. The frequency is 9.5 GHz. The peak value
of the electric field is 40 kV/m. Calculate the transport
power in the waveguide.

Solution Since the waveguide operates in TE;q mode,
the field components can be found using Egs. (18) and (19)
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with m = 1 and n = 0. They are given by
E. =0

E = A% sin <§x) e ez

E, =0
. 32
H, _ Al gy (zx) e P 52
wjLe a

H =0

2| g2
H, = —jAu cos (zx)

wpe a

The peak value of the electric field intensity can be
obtained from the maximum electric field value by using
equation (32) and is given by

A E
IEy|max = uﬁx = mz =40 kV/m (33)
&0 & a

The cutoff frequency of the TE;y mode is

f—i— 3 x 108 _3><1010

20 2x2x 102 Y 75GHz  (34)

Inserting Eqgs. (33) and (34) into Eq. (30) leads to the
maximum power

P () @) - ()

40 x 103122 x 1072 1 x 1072 5\2
_ |40 x 10°]* 2 x 10 x 10 1_(75) (35)

Po="5"73m 2 1 9
Py~ 117.30 W

3.3. Excitations of Modes in a Rectangular Waveguide

The analysis given in the previous sections focused on the
wave propagation and power transport in the waveguide.
However, the electric and magnetic fields first need to be
generated in the waveguide. In general this can be done
by an infinitesimal electric or magnetic dipole element
(probe) [12], which in turn is connected to a generator. In
order to achieve the optimal interface, it is necessary
to match the impedance of the feed element to the
waveguide impedance. This means that the return loss
should be minimized. It is also desired that the dielectric
losses, and losses caused by sharp bends are as low as
possible.

The position, dimensions, and depth of the probe play
a major role in coupling the energy from the feedline into
the waveguide. The reflection caused by the waveguide
walls and the generated field at the antenna probe need
to be in phase in order to reinforce each other and to
allow the waves to propagate in the aperture direction.
In most cases the distance between the probe and the
short-circuited end wall of the waveguide is in the order
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Figure 12. Methods used to excite various modes in a rectangu-
lar waveguide.

R
L r
D

Figure 13. Configuration of coax-to-rectangular waveguide tran-
sition.

of half a wavelength. In this way the generated fields
and reflected fields coming from the backside of the end
wall are in phase. Figure 12 shows various methods to
excite different modes in the waveguide. Figure 13 shows
the geometry of a coaxial cable-to-waveguide transition. It
consists of a coaxial line with its inner conductor extending
over a distance d into the waveguide. To create a probe
that radiates into one direction, a short is placed at a
distance of / from the probe. By choosing / and d properly
one can couple the power optimally from the coaxial line
to the waveguide. r is the radius of the inner conductor of
the probe.

The input impedance is inductive. Tian et al. [14]
show that to obtain an optimal transition from coax to
waveguide, one needs to introduce a capacitance between
the coax end and the waveguide wall. When designing
a coaxial feed, the major design problem is to find the
optimal location and dimensions of the probe to achieve the
best impedance matching. Equation (36) suggests that by
properly choosing the probe length d and the short-circuit
end position /, the radiation resistance Ry can be made
equal to the characteristic impedance Z, of the coaxial
line. In turn X can cancel the input reactance caused by
the higher-order modes. The diameter of the coaxial feed

is determined experimentally. The input impedance of the
coaxial line is derived using the mode matching technique
and is given by [13]

Ziw=R+jX

2Z, . d
abﬁl‘;ﬁ sin?(B1ol) tan2 <ﬂ§>

Zo tan? (ﬂé>
abpiop 2
22
1n2_a n 0.05188%a
nr w2

+ 27 in@Bul)
Broa

10 =

X 2r = sin’ (mTJZd>
-2 (1 ) -282) |1

m=1 sin® (%)

Ky (k)
3
= () -

where a and b are the width and height of the waveguide,
Zy is the free-space impedance, Kj is the Bessel function of
the second kind, and B9 = /B2 — (r/a)? is the propagation
constant of the fundamental mode. Figure 14 shows the
values of [ and d for tuning the input impedance of
the probe for an X-band waveguide. The dimensions of
the waveguide are a = 2.286 cm and b = 1.016 cm. The
values make the inductive part of the input impedance
equal to zero and force the resistive part to different
characteristic impedances.

Figure 15 shows the optimum matching and measured
input reflection of the coax transition of a dielectric filled
waveguide in the L-band for ¢ = 83 mm and 4 = 10 mm
with a central frequency of 1.6 GHz. Since the height of
the waveguide is very low, the waveguide behaves more

3.5 T T T T T T
R = ZC = 50 Q ...................
3 \; R=Z,=70Q ==—m=—m- /o
p R=Z2,=100Q — ===~ ,ﬁf
-k'\ X=0 JE
K\ Vi
25+ -_\\_ A —
BN JI:
ko d N\, §7
./'//,-"
s —
/7 K
o / K
R //,
_=
—_——" // . —
I/ .
1 I I I I I I
0 0.5 1 1.5 2 2.5 3 3.5

Bio !

Figure 14. The design contour for matching the input impedance
of the probe feed. (Source: R. E. Collin, Field Theory of Guided
Waves.)
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Figure 15. L-band coax-to-waveguide transition: (a) geometry of optimized capacitive coupling;
(b,c) higher-order modes for a cone-shaped probe and monoprobe; (d) reflection matching of the
coaxial waveguide transition, where I'yp and I'coax are the aperture and the input reflection at the

coaxial interface.

or less as a cavity resonator. The probe feed needs to
be tapered to a disk-cone form in order to increase the
capacitive coupling and radiation resistance [14].

In many microwave and millimeter-wave planar circuit
applications, such as active phased arrays or front ends
in radar and radiocommunication systems, it is often
necessary to use a microstrip line to excite the waveguide
antenna [15]. Care is needed to couple the field generated
at the source via the feed structure into the waveguide.
The transition between the coaxial or microstrip feed
is complex and needs to be analyzed, designed and
experimentally verified.

There are several possible alternative transitions
from microstrip to waveguide: microstrip E-plane
probe (MEPP), finline transition, microstrip end launcher
(MEL), ridged-waveguide transition, radiating-slot transi-
tion, and tapered-microstrip transition.

3.3.1. Microstrip E-Plane Probe (MEPP). Figure 16
shows the configuration of the MEPP. The probe behaves
like a monopole antenna, which excites the waveguide.
The reflector is used to reflect the excited waves in the
desired direction.

A theoretical model has been developed [16] for
calculating the input impedance. The model is based
on an assumed current distribution in the probe, and
a variational expression to calculate the input impedance.

Experimental results show that the MEPP has a
—20dB bandwidth of about 30% in the Ka band
(26.5—-40 GHz).

Probe Waveguide

=" X

Reflector

Substrate <— Microstrip

Figure 16. Microstrip E-plane probe (MEPP).

An advantage of MEPP is obviously its wide bandwidth,;
a disadvantage, however, is its non-planar construction.
In the MEPP configuration, the microstrip T/R module
would lie transversely to the waveguide, which is
not very practical for miniature phased-array systems.
Nevertheless, MEPP is one of the most widely used
microstrip-to-waveguide transitions because of its simple
configuration and its wide bandwidth.

3.3.2. Finline Transition. Figure 17 illustrates the fin-
line transition where tapered antipodal fins are used to
rotate the dominant TE;o mode of the waveguide into the
TEM mode of the microstrip line. This transition does
not require a reflector, since the bifurcation of the waveg-
uide due to the microstrip ground plane serves as an
imaginary reflector.

In Ref. 17 experimental results show a —20 dB band-
width of 25% in the band 18—26 GHz. Unfortunately, this
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Figure 17. The geometry of finline transition.

paper does not present a theoretical model for analyzing
such a transition. In Ref. 18 an empirical model based on a
T matrix of a uniform finline section is given. The tapered
finline is divided into a large number of uniform finlines.
The total T matrix of the transition is calculated by taking
the product of the T matrices of the individual uniform
sections. In Ref. 19 an empirical expression for the reso-
nance frequencies that may occur in this type of transition
is given. By using this expression, one can place the reso-
nance frequencies outside the operational frequency band
in the design stage.

Advantages of this transition are the wide bandwidth
and its configuration, which is suitable for miniature array
systems. Disadvantages are its long complex structure and
its empirical design.

3.3.3. Microstrip End Launcher (MEL). The MEL uses a
loop antenna (launcher) to excite the waveguide (Fig. 18).
A reflector is needed to reflect the excited waves into the
desired direction.

In Ref. 20 a theoretical model has been derived to
calculate the input impedance of the MEL. The model is
based on an assumed current distribution in the launcher,
and a variational expression for the input impedance.
The experimental results of the MEL show a —20dB
bandwidth of 10% in the Ka band. The advantage of
the MEL is its simple longitudinal configuration, which is
suitable for miniature arrays. The disadvantage is that the
model requires a rather narrow current strip (0.185 mm
in the Ka band) of the launcher, and as a result only thin
microstrip substrates can be used.

3.3.4. Ridged Waveguide Transition. Figure 19 shows
the configuration of the ridged waveguide transition where
a tapered or stepped ridge in a waveguide is used to convert
the dominant TE;o mode of the waveguide into the TEM
mode of the microstrip line.

In Ref. 21 the experimental result of such a transition
was presented and it shows —20-dB difference over 25%
bandwidth in the Ka band. Because of the complex
structure of this transition, the final design was found

Launcher Waveguide

ooy !

Reflector

Substrate

Figure 18. The microstrip end launcher.

Ridge .
Microstrip o Waveguide
R o
Substrate Ground plane

Figure 19. The ridged waveguide transition.

empirically. A possibility to analyze this transition
is to use the T-matrix concept of a uniform ridged
waveguide section. The advantages and disadvantages
of the ridged waveguide transition are similar to those of
the finline transition.

3.3.5. Radiating Slot Transition. The radiating slot
transition is shown in Fig. 20. A slot in the ground plane
of the microstrip is used to excite the waveguide.

In Ref. 22 a theoretical model of the input impedance
of the radiating slot transition is given. The model is
based on an assumed E-field distribution in the slot
and charge distribution on the microstrip. The input
impedance is calculated by using the complex power flow
through the slot, and the modal voltage discontinuity in
the microstrip. Unfortunately, the author does not give
experimental results to verify the mathematical models.
Nevertheless, simulation results show —20 dB bandwidth
over 2% in the X band. Advantages of the transition are
its simple structure and the use of the stub as a matching
network. Disadvantages are its narrow bandwidth and
perpendicular configuration, which is less suitable for
miniature arrays.

3.3.6. Tapered Microstrip Transition. Figure 21 shows
two views of the tapered microstrip transition, where the
tapered-microstrip conductor and the ground plane are
connected with the upper and lower waveguide walls,
respectively. The waveguide is excited via a slot between
the microstrip and the waveguide. Figure 22 shows the
field patterns of a microstrip and a waveguide [23]. The
microstrip has an E-field distribution that is almost

Waveguide

T g

Slot

Stub\

Microstrip«—

Substrate — Ground plane
4
Figure 20. Radiating slot transition.
Microstrip G dol .
round plane - Waveguide
Substrate

Figure 21. The tapered microstrip transition.
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uniform between the strip conductor and the ground
plane, while the waveguide has a cosinusoidal E-field
distribution. In addition, the H-field of the microstrip
circle around the strip conductor, while the H-field lines of
the waveguide circle around its E-field. It is obvious that
a direct transition between these transmission lines will
cause severe reflections. Another problem concerning this
transition is that the waveguide height must be about the
same as the microstrip height (usually less than 1 mm). An
advantage of this transition is its longitudinal structure.

3.3.7. Analysis of the MEL. In this section the
microstrip end launcher of Fig. 23 is analyzed. It shows
a dielectric filled waveguide (DFW) transition where a
printed circuit board is placed inside the waveguide. In
order to avoid discontinuity effects such as LSM and LSE
modes, the waveguide is filled with a dielectric material
constant ¢,., which is the same as the dielectric constant of
the DFW and the substrate of the microstrip line.

The current loop is divided into two different sections:
the z-directed current section, which extends from the
plane z=0 to z =2z;; and the x-directed section, from
x = 0 to x = x;. The current is assumed to be continuous
at the connecting point x =x; and z =z;. The perfect
ground planes, which are formed by the waveguide walls,
are located at x =0andx=a,y=0andy =b,andz =0
(the reflector). The current strip in the plane y =y; is
assumed to be infinitely thin. The width 2w is sufficiently
narrow so that the current distribution does not vary
considerably in the transverse direction. In addition, for
simplicity of the analysis, the effects due to the aperture in
the reflector are neglected. The efficiency of the transition
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E lines —
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Figure 22. Field patterns of waveguide (at
t = T'/4) and microstrip [23].

is characterized by the analysis of the input reflection
coefficients.

3.3.8. Reflection Coefficient. The input reflection is
given by
Zin—2Zo _
Zin+2Zy

S12801TL

[in = (37

where Z, and Z; are the characteristic and input
impedance of the microstrip line and the transition,
respectively and I'y is the reflection coefficient of the
load. When the load is not matched, the input reflection

can be calculated by using the scattering coefficients
(Slla SZL SlZ, Sgg) of the transition.

3.3.9. Input Impedance. The input impedance seen by
the microstrip line satisfies the expression

EZ . Jz Ex ° Jx

where E, and E, are the electric fields inside the
waveguide due to the current density components </, and
J, respectively. The current distribution is described as

J, =Iycoslk(zi +x1 —2)18(y — y1)
(39)
. = Iy cos(kx1)8(y —y1)

where I is the amplitude of the input current. The current
densities J, and J, are valid for the region 0 <z <z;
and (x;1 —w) <x < (x; +w), and the region 0 < x < x; and

Y=y Reflector z=0
z=2z
Launcher 2
Substrate \ f
Microstrip i b
/|| |
= z1
Aperture
X
z=0 Y=¥
| =]
4y ‘
2w i b
ot T - '
|<T>| Figure 23. Microstrip line end launch-

er in a DFW.
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(z1 —w) <z < (z1 + w). The total input current I;, at the
reference plane z = 0 becomes

Iy, = 2wl coslk(z1 + x1)] (40)

where w is the strip width. Since there is a reflector at
the plane z = 0, the excited field is caused by the current
distribution given by Eq. (35) and by its image

J. =Iycoslk(zy +x1 +2)18(y —y1)
41
Jy = —Iycos(kx1)8(y — y1)

which is valid for the regions —z; <z <0 and (x; —w) <
x < (x;1 +w), and the region 0 <x <x; and —(z1.w) <
z < (—z1 + w), respectively. Figure 24 shows the current
distribution, its image and the integration domains V
and V.

Figure 25 shows the steps necessary to calculate the
input impedance for further analysis. The electric fields
are related to the magnetic potentials via [24]

1 (04,
= — Az
Jwe <822 Tk )

1 [0A “2)
= — = L R%A,
Jws (8x2 + )
The magnetic vector potentials are defined as
A = / G ( xyz) ey 2)dV’
v Xy, z
43)

A, = / G.. ( ’f’y,’z,> @y, 2)dV'
v’ x,y,z

The primed coordinates x', y’, 2z’ represent the source point,
while the unprimed coordinates represent the field points.

Domain V*
Yoy | Image + Domain V !
=Y | —
' X=Xq
— p— D
l AR || B
z=-z z=0 Z=2

Figure 24. Current distribution and its image of the microstrip
end launcher.

The Green function is given by [20]
xX,y,z X\ . (mmy
Gxx A -
(222) - 23 g eon (M5 sin (")
X COS <nnx ) sin (—nﬂy ) g ymnlz=Z
b a

Gz (;i*;’/i/) il i 2abym,, (nbﬂ> sin <?>

=1
ny’
X COS e Ymnlz—Z|
a

(44)
where
Sy oy oy
Ymn = + (%)2 <k
Y ()] oo
(45)

Substituting (40) in (39), using (37) and performing the
integration over V’ leads to the following expressions:

A= 30y o (M) i ()

a b / /
/ cos (nﬂx ) cos(kx') sin (nny )
0 0 b a

X x 8y —y1)dx' dy’

0 z1
_ . _ o
<_/ e Ymnlz—2'| _j’_/ e Ymnlz 2|> dZ/
—21 0
o0

2 2abymn cos (?) sin (?)

r a b / /
/ / cos (nnx ) cos(kx') sin (nny )
o Jo b a
X 8@y —y1)dx' dy’
0
x - / e k=2 coslk(z1 + x1 + 2)]

21

e

1

3
Il

21 , d /
+/ e coslk(er + 21 +2))) |
0

(46)
The integration is performed in the paper by Ho and
Shin [20] and is not included here. Inserting the results in
(38) leads to the expressions for E, and E,. Substituting

Assume the current
distributions J, and

Determine the dyadic Calculate the magnetic
Jp Green’s function potentials A, and A,

Calculate the input reflection

Figure 25. Steps for calculating the using equation (33)

input reflection.

Calculate the input impedance Calculate the electric

using equation (34) fields E,and E,




E. and E, in (34) gives the result for the Z;, [20]. It can be
shown that

Ez'Jz
— j 12

. (nrrw> . z(mﬂy1> . z(nnxl)
x sin ( —— ) sin” ( —— ) sin” ( ——
b a b
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X e rmn21(y, . cos(kxy) + k sin(kx))
k* + v,
- x ksin(k(z1 + x1))
+ Ymn co8(kx1) SID A (Yimnz1)
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The microstrip end launcher may be used to excite a
DFW with two E-plane steps. This kind of waveguide will
be discussed in Section 6. The waveguide with E-plane
steps (Fig. 26) is filled with a dielectric material with a
dielectric constant ¢, = 2.53. The airgap matching network
is discussed in Section 5.

The effect of different parameters such as x1, y1, and
21 (see Fig. 23) on the behavior of the input impedance in
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the X and Ka bands has been studied by Ho and Shih [20]
and Lam et al. [25], respectively. An optimization routine
has been developed in order to obtain the optimal values
for the different parameters. Since the purpose is to
realize a miniature antenna with a large bandwidth, a two
A/4 matching network is employed. Figure 27 illustrates
this concept. The design parameters x1, y1, 21, Zor and
[ are optimized. Several parameters were kept constant
throughout the analysis, such as the physical dimensions
of the width w and the height A& of the microstrip, and
the width of the DFW with steps. The values of w, a and
bs were chosen to be 0.185, 14, and 5 mm, respectively. A
substrate 0.25 mm thick with a dielectric constant of 2.53
is used as a dielectric slab. The end launcher is matched to
a microstrip line with a characteristic impedance of 75 .
Figure 28 shows the optimized calculated input reflec-
tion with and without a 1 /4 section. It is observed that the
A/4 section has a remarkable effect on the bandwidth. The
—20 dB bandwidth increases by almost 15%. The differ-
ence is due to the fact that the A/4 section decreases the
frequency sensitivity of the multiple reflections [23].

3.3.10. Design of the Microstrip End Launcher. Figure
29 shows the geometry of the end launcher with two
A/4 sections and its integration into the DFW. The thin
substrate consists of the microstrip line with zy;. Two 1/4
sections, z¢; and 2o, and the current loop launcher were
inserted into the DFW.

In order to obtain a sufficiently narrow loop microstrip,
a thin microstrip substrate with a dielectric constant of
& = 2.53 and h = 0.25 mm is chosen. This thickness was
chosen because the dielectric constant of the substrate is
not exactly the same as the dielectric constant of DFW.
Furthermore, a thin substrate would cause fewer LSM
and LSE mode effects.

The 1/4 section with zg; is chosen to have the same
width as the end launcher loop. The width of the 1/4
section with zg, has been optimized, w; = 0.32 mm. The

Air-gap matching

Iy b

Iy P
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Reference plane

T Metal

Figure 26. Two-plane step DFW.

Microstrip . Qutput
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Input microstrip
8 Q) O
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Figure 27. Optimization of match-
ing network.
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Figure 28. Calculated input reflection of the microstrip end launcher with and without 2 /4 section.
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Figure 29. Microstrip end launcher transition T0 50
at 10 GHz and its integration to DFW. (Courtesy €2
of IRCTR.)

corresponding microstrip width is wy = 0.37 mm at the
design frequency of 10 GHz. The characteristic impedance
of the input microstrip line Zy; is chosen to be 75 Q2 and
has the same length as the 1/4 section. The current in the
loop is assumed to be continuous. Therefore, a bend having
a radius of r = 4w is used to minimize the reflections [23]
(not shown in Fig. 29).

Figure 30 shows the optimized design parameters
corresponding to those in Fig. 29. Figure 31 shows the
calculated input reflection as a function of frequency at
different reference planes of the microstrip end launcher.
The reference planes are z = z9, z =0, and z = —1/2 (see
Fig. 29). These planes indicate the input reflection of the
DFW [26], the transition of the microstrip end launcher
with DFW, and the total input reflection of the microstrip
end launcher with the DFW and the two 1/4 sections.

The input reflection of the DFW has a —20dB
bandwidth over a 15% frequency band. There are two dips
at 9.1 and 10.3 GHz. The input reflection of MEL with

Z=-A2

| z
' Z=0 2

d=i l’d=/1/4 | d=n
|

| 2,

Xy bs

a 14  mm

bs 5 mm

En=¢&n 2.33

h 0.25 mm

X1 3.9 mm

Y1 9.48 mm

Z4 6.06 mm

2> 50 mm

Zoj 75 ohm w 0.185 mm
Zok 55  ohm Wi 0.32 mm
Zo1 50 ohm wa 0.37 _mm

Figure 30. Optimal design parameters.

DFW has a —20 dB bandwidth over 5% at the frequency
band. In addition, the dips at 9.1, 9.8, and 10.6 GHz can
be distinguished.

A piece of the dielectric material inside the waveguide
was removed in order to place the launcher section
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Figure 31. Input reflections as function of frequency at different
reference planes of MEL.

of the microstrip circuit inside the waveguide. Then,
an electrical connection between the launcher and the
lower waveguide wall was made. A reflector was placed
to close the waveguide, and practically all waves are
reflected in the desired direction. To prevent a short
circuit, a small aperture was made in the reflector wall.
Since the theoretical model does not take the aperture
effect into account, the dimensions of the aperture were
chosen experimentally. A conducting post was used for the
electrical connection between the end launcher and the
waveguide wall [25].

The coax-to-microstrip transition has been realized
empirically by tapering the pin of the SMA connector.
The half-circle of the mounting plate with radius D is
used to compensate the reactance of the coax-to-microstrip
transition empirically [25,27]. Measurement results can
be seen in Fig. 32.

Measured input reflection of DFW
Simulated input reflection of MEL with DFW —————

0 | | | |
-10
Input —20
reflection in
dB

-30

~ | | | |
508.5 9 9.5 10 10.5 11

Frequency in GHz

Figure 32. Measured and simulated results of input reflection of
MEL as a function of frequency.
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4. ATTENUATION

Although the waveguide has low losses, the electromag-
netic waves still suffer from attenuation. Since the waveg-
uide metal is not a perfect conductor, there are some ohmic
(conduction) losses. If the waveguide is filled with dielec-
tric material, an extra factor, called the dielectric losses,
which contributes to the total losses, needs to be taken
into the consideration. They are denoted with a. and oy,
respectively, and are given by the following expression [11]

__ = b (£’
o 6 b |1 <]%>2 {<6m+6na> (f)

2 2 2
+2[1_<fc>i|mab+(na) } 48)

f (ma)? 4 (na)?
where
R, = o for o > we
20
(49)
5 = 2 m=0
"7 l1 m#£0
and
" A'
g = 8.68 (8—> il (—g> dB/m (50)
e, ) A\ A

Figure 33 shows the TE;o conduction losses as a function
of frequency for three different dielectric materials.

5. MINIATURIZATION TECHNIQUE

Large array antennas can benefit significantly from
miniaturization. Since the propagation of the fundamental
mode in the rectangular waveguide is independent of the
height, the miniaturization can be achieved by lowering
the height. Filling the waveguide with dielectric material
can also contribute to miniaturization. When a dielectric

0.6 T T | |
- £=28g (@) ————— _
05 : le=2.53¢, (Rexolite)
le =5¢q (HYD-cast) «weeeeeeeeenen
04 ‘ |
Conduction !
losses 0.3 \ -
(dB/m) “
02 R\ U i
0.1 S |
0 | | | |
0 5 10 15 20 25

Frequency (GHz)

Figure 33. The conduction losses as function of frequency for
different materials. (Source: C. A. Balanis, Advanced Engineering
Electromagnetics, Wiley, 1989.)
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is used, th