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1.1 INTRODUCTION

Automobile history begins after the development of important scientific discoveries in the
fields of electricity, mechanics, thermodynamics, and materials.

Somehow, it could be considered as automobile antecedents: the discovery of static
electricity by Thales of Miletus in 600 B.C., the inventions of Otto Von Guerick (1672),
Andreas Gordon (1742), Franklin Youngest child (1747), and Nicholas Cugnot, who
constructed in France the first automobile made of wood. However, the first important
landmark in the history of the automobile can be placed in 1908 with the starting of the
manufacture line of the Ford Model T.

That was the moment when the foundations of the later-named Second Industrial
Revolution appeared, which allowed several million people to access a low-cost way of
transport. In fact, since then transportation has constituted one of the strategic axes of
the industrial development. Proof of the automobile’s impact in society is that, at the
moment, many of the main world industrial companies center their activity in automobile
manufacturing.

1.2 EVOLUTION OF THE DISTRIBUTION ELECTRICAL SYSTEM

The automobile’s electrical consumption has grown year by year. From the beginning until
the end of the 1950s the growth was smooth. Later on, coinciding with the establishment
of the 12 V battery as a supply standard in order to satisfy the increasing exigencies of
comfort and security, growth was bigger.
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An aspect to consider in the historical evolution of the automobile is the minimal
penetration of power electronics in the automobile field until a few years ago. However,
in the immediate future a massive presence of power electronics in the automobile is
expected, mainly due to the new architectures of the automobile supply systems.

Nowadays the technical committees of the main societies that group the different
industries of the automobile sector have already defined the outline of the services and
systems that will gradually be included in automobiles during the next 15 years.

One of the axes of change is to increase electrical consumption to be able to elevate
the level of comfort and security. Another vector of improvement is the diminution of fuel
consumption per kilometer.

It is clear that, to be able to integrate both aspects, it must use an electrical supply
system that fulfills these three general requirements:

1. It makes an optimal transformation of the mechanical energy into electrical
energy.

2. It distributes the electrical energy with minimum losses.

3. It supplies the required services (loads) with maximum efficiency.

These facts start to force several future situations:

e Only the alternator will have a mechanical connection with the internal com-
bustion engine. All the other motors, from the conditioned air compressor to
the refrigeration water pump, will be electrically driven.

» High-efficiency lamps like the HID ones will increasingly substitute the con-
ventional high-beam lights. Moreover, neon lamps or LEDs will be used for
signaling and fluorescent lights for interior illumination.

*  Wherever it becomes possible, the use of AC motors, with or without regulation,
will be attempted.

Table 1.1 shows a prediction of the peak-power and the average-power consumption
for automobiles commercialized between 2005 and 2010 [1].

In the 12 VDC conventional supply system (Figure 1.1) the load is connected directly
to the battery by means of manual switches, or by means of relays for those loads that
need more power or that are placed far from the control panel. All circuits pass through
one or more fuse boxes. This system involves complex and heavy wire harnesses. To get
an idea, a standard car contains around 2 km of cable, whose weight can be bigger than
30 kg. Furthermore, this system usually implies a huge assembly time, reliability problems,
and lack of space to route the wire harnesses.

Another inherent problem of the conventional system is that the battery voltage can
vary between 8 V and 16 V, and the loads connected to this battery must accept this
operation range. Consequently, these loads prepared to work with such a wide input voltage
range increase their price.

Due to the evidence that the conventional systems will not be able to satisfy the
future needs of the modern automobiles, the automobile industry is considering different
alternatives, which are basically focused on three directions: control strategy and wiring
topology, power bus topology, and components.
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Table 1.1 Prediction of the Power Consumption
in the Near Future

Type of Load W (peak) W (average)
Electromechanical valves 2400 800
Water pump 300 300
Engine-cooling fan 800 300
Power steering 1000 100
Heated windshield 2500 250
Catalytic converter 3000 60
Active suspension 12,000 360
Communications 100 100
TOTAL 2220

Adapted from J. Kassakian, H.C. Wolf, J.M. Miller, C.J. Hurton.
Automotive electrical systems circa 2005. IEEE Spectrum:
22-27, 1996.

Power bus

Communication

| 100
12V — ——| 14V Loads
I —/

Figure 1.1 12 V conventional electrical system.

1.2.1 ConTtroL STRATEGY AND WIRING ToPOLOGY

An alternative that some car manufacturers are already implementing is the use of a single
multiplexed twisted-pair cable to control multiple loads, either with a star topology or
with a ring topology. A future improvement will involve the use of the power distribution
line for the transmission of the load control orders.

1.2.2 Power Bus ToroLoGY

Inside the DC supply options, any increase of the supply voltage involves the reduction
of the section of wires and improves the efficiency of certain loads, as it happens with
DC motors. Obviously, this voltage has limits due to electrical safety regulations and the
increment of the isolation cost of the whole system. Another considerable alternative
involves the electrical distribution by means of an AC bus, which at first brings an
interesting flexibility to supply different loads with their required voltages. This is possible
mainly due to the possibility to connect these loads to the power bus using transformers.
The use of this type of bus requires a careful selection not only of the root mean square
(rms) voltage, but also of the frequency, which will have an important repercussion both
in the technology of the supply system and in the electromagnetic interference.
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1.2.3 COMPONENTS

Another aspect, which can be modified to obtain an improvement in the services and
systems of immediate future cars, is to replace many of the components currently used in
the automobiles with others of better characteristics. An example could be the substitution
of the conventionally used permanent magnet DC motors by brushless DC motors, by
induction motors, or by variable reluctance motors. Another example could be the substitu-
tion of the incandescent and halogen lamps by High Intensity Discharge (HID) lamps, as
well as the solid state relays that soon will start to replace the present electromechanical
relays.

1.3 THE CONVENTIONAL SYSTEM OF ELECTRICAL
DISTRIBUTION IN AUTOMOBILES

An electrical distribution system groups electric generators, electrical loads, their inter-
connection elements, and the management and protection systems of this interconnection.
This system has the primary responsibility to generate electrical energy from the
mechanical energy coming from the rotational shaft of the explosion motor. Second, it has
the responsibility to distribute this energy to those loads that demand it and to store the rest.
As Figure 1.1 shows, three main subsystems can be identified in a conventional
distribution system of any car.

1.3.1 BATTERY AND ITs CHARGING SYSTEM

The battery is an electrical storage device whose function is to store the energy, usually
thanks to an electrochemical process, that is generated by the generator device and is not
consumed by the loads. Moreover, it allows the supply of the loads even when the motor
is stopped and provides the peak of energy demanded when the motor starts. The charging
system, usually composed by an alternator, a rectifier, and a voltage regulator, keeps the
optimal level of charge of the battery to supply the loads.

1.3.2 MoTOR STARTER SYSTEM

Nowadays a small DC motor, with less than 3 kW of power, forces the crank of the
explosion motor until the appearance of ignition of the air-fuel mixture in the cylinders.
The ignition usually appears after a few seconds, and during the first hundreds of milli-
seconds the consumed current can exceed 500 A.

1.3.3 MANAGEMENT SYSTEM

Today automobiles have a very complex management system. One part has the responsi-
bility of the interconnection and the protection of the loads: body electrical systems,
lighting systems, in-car entertainment, and so on. Another part controls and defines the
optimal parameters for a correct behavior of the motor. Finally, the chassis control system
looks after the brake management, the suspension, and, in general, the active security
systems of the automobile.
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1.4 WIRING SYSTEM

Figure 1.3 A typical signal connector (courtesy of ETC-Lear Corp., Tarragona, Spain).

The wiring in a vehicle is responsible for making the electrical connection among the
different elements of the vehicle electrical architecture. It is made of wires, terminations,
clamping elements, protections, anti-moisture and anti-dirt elements, and vibration absorbers.

Wiring can be classified basically by the car zone in which it is installed, by its
function, and by its critical level. These are some examples of the classification criteria:

» By the vehicle zone: passenger compartment, engine compartment, boot, mobile
parts

* By its function: cockpit, airbag, ABS, engine, injection, doors, lighting

* By its critical level: comfort, safety, communications, drive train

Figures 1.2 and 1.3 show a power connector and a signal connector, respectively.
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Figure 1.4 An integrated harness (courtesy of ETC-Lear Corp., Tarragona, Spain).

Figure 1.5 A junction box (courtesy of ETC-Lear Corp., Tarragona, Spain).

Today cable harnesses are as short as possible and are divided into small sections
connecting junction boxes and integrated modules. One advantage of dividing the wiring
in sections is its ease of repairing in case of malfunction. Figure 1.4 shows an example
of this kind of wiring system.

Most automotive manufacturers use compact modules called junction boxes to cen-
tralize by zones the control of the load connection. Printed circuit boards (PCBs) with
cooper thickness among 70 wm and 400 um are commonly used for the junction boxes.
This technology makes these modules very reliable. A current tendency is to increase the
management capabilities of these modules by adding to them smart-FETs and microcon-
trollers. A modern car has several junction (or service) boxes; usually one is located in
the engine compartment, another in the passenger compartment, and another in the rear
of the car. Figure 1.5 presents a junction box with a large integration of electronic devices.
The communications bus nodes are usually also placed into the junction boxes. They will
be discussed later.
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Figure 1.6 I-t curves of two different types of fuses.

1.4.1 Fuses

A fuse is a device usually used as a protection method that prevents the damage of these
circuits connected to a power source. That is why the fuse must be always placed between
the power source and the protected load. An accurate election of the fuse is a very important
decision that affects not only the security, but also the reliability and the efficiency of an
electric system. Conventional fuses are activated by the temperature that the fuse reaches
in an excessive current situation and can be subdivided in two groups: blow-out fuses and
those constructed with materials with a positive temperature coefficient. In both cases, the
fusion of the device is caused by the calorific power generated by the power dissipation.

A fuse is designed to correctly dissipate the heat generated by a current under normal
conditions, reaching a stationary temperature quite below the melting temperature; when
the equilibrium disappears and the temperature exceeds the fuse melting temperature, the
fuse melts.

It is well known that the heat generated in the fuse needs time to be transferred to
the environment and that the dissipated power is I’R;,.. It can be deduced from this that
the activation energy needed by a concrete fuse at a particular room-temperature is always
the product It.

According to this, it is normal that the I-t curves look like the ones depicted in
Figure 1.6, where curve (II) represents a slow blow-out fuse and curve (III) represents a
faster one.

Conventional fuses are destroyed when any working point of the I-t curve is reached.
To come back to a normal operational situation, after the disappearance of the problem
that caused the overcurrent, a new fuse must be put in place. This requirement represents
a big problem that new electric systems try to overcome.

At the moment, two different circuit-protection devices that offer reusability are
being developed: the Polymeric Positive Temperature Coefficient (PPTC) fuse and the
Smart Power Switch (SPS).

14.1.1 Polymeric Positive Temperature Coefficient Devices

The PPTC circuit-protection devices are made of a composite of semi-crystalline polymer
and conductive particles. At normal temperatures, the conductive particles form low-
resistance networks in the polymer. However, if the temperature rises above the device
switching temperature (Tg, ), either from high current through the part or from an increase
in the ambient temperature, the crystals in the polymer melt and become amorphous. The
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Figure 1.7 Typical resistance curve of a PPTC fuse.

increase in volume during the amorphous phase causes a separation of the conductive
particles and results in a large nonlinear device resistance.

The resistance typically increases by three or more orders of magnitude, as shown
in Figure 1.7. This increased resistance protects the equipment in the circuit by reducing
the amount of current that can flow under the fault condition to a low steady-state level.
The device will remain in its latched (high-resistance) position until the fault is cleared
and the power to the circuit is removed; then the conductive composite cools and re-
crystallizes, restoring the PPTC to a low-resistance state and the circuit and the affected
equipment to normal operating conditions.

Some of the critical parameters to consider when designing PPTC devices into a
circuit include device hold current and trip current, the effect of ambient conditions on
device performance, device reset time, leakage current in the tripped state, and automatic
or manual reset conditions.

Figure 1.8 illustrates the hold- and trip-current behavior of PPTC devices as a
function of temperature. Region A shows the combinations of current and temperature at
which the PPTC device will trip and protect the circuit. Region B shows the combinations
of current and temperature at which the device will allow normal operation of the circuit.
In region C, it is possible for the device to either trip or to remain in the low-resistance
state, depending on the individual device resistance and its environment.

Because PPTC devices can be thermally activated, any change in the temperature
around the device could affect the performance of the device. As the temperature around
a PPTC device increases, less energy is required to trip the device, and thus its hold current
(Iyorp) decreases. Ceramic as well as polymeric PTC manufacturers provide thermal
derating curves and I, p-vs.-temperature tables to help designers in selecting devices
with the appropriate rating.

The heat-transfer environment of the device can significantly affect device perfor-
mance. In general, by increasing the heat transfer of the device, there is a corresponding
increase in power dissipation, time-to-trip, and hold current. The opposite occurs if the
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Figure 1.8 Hold and trip behavior of PPTC fuse (adapted from L. Jones, K. Kinsman, A. Cilluffo.
PPTC design considerations for automotive circuits. www.ce-mag.com/archive/02/07/Jones.html).

heat transfer from the device is decreased. Furthermore, changing the thermal mass around
the device changes the time-to-trip of the device.

The time-to-trip of a PPTC device is defined as the time needed, from the onset of
a fault current, to trip the device. Time-to-trip depends on the size of the fault current and
the ambient temperature.

If the heat generated is greater than the heat transferred to the environment, the
device will increase in temperature, resulting in a trip event. The rate of temperature rise
and the total energy required to make a device trip depends on the fault current and heat-
transfer environment.

14.1.2 Smart Power Switches

The SPSs are semiconductor devices that in addition to certain sensing and protection
functions have a power metal oxide semiconductor field effect transistor (MOSFET) that
acts as a switch. Figure 1.9 presents the basic structure of a high-side SPS from Infineon
(PROFET). The majority of available SPS have switching control and additional features.

The switching control allows the load connection and disconnection like a mechan-
ical switch; this is the main reason why the SPS will soon replace them.

Additional features include short-circuit protection, overcurrent protection of loads,
overvoltage protection, current sense, load state diagnosis, and overtemperature protection,
among others.

The possibility of some SPS to sense the flowing current allows the implementation
of a circuit protection system without the placement of conventional fuses. This system
includes a comparator that opens the switch when the sensed current would overcomes a
reference. However, only the SPS behavior as a direct protector against short-circuits will
be discussed next.

Generally, the SPS protection modes rely on the internal temperature and the current
limitation. In the temperature limitation mode, when the semiconductor temperature
exceeds a limit (usually around 175°C), the SPS shuts down after 100 ps. After this, some
SPS reconnect themselves when the temperature falls down below a critic level. This is
the case of the BTS640 (Infineon); Figure 1.10 shows the BTS640 reconnection attempts

© 2005 by Taylor & Francis Group, LLC



1 5 w5 |'—‘
—_ Sense % § h ¥ Out
o 9% :
o
O
Status g
\ S —
Profet
= = GND —
Figure 1.9 Basic structure of a PROFET (Infineon).
0+
Tek pres pr |
: ; T A: 84.0 mV
: : : @: -4.00 mV
it A 520 s
; ; : @:4.75ms
I3 U S 4
N : : . Ch1 Max
:a,. — 204 mV
> P I Ch2 Min
e v i1 170V

5.

srnmrhrnnardy

et b ] 126V

T
i
1

¥

[200mV Q] Ch2[5.00 V] P[1.00 ms]A[Ch2-10.0V]

o

Figure 1.10 14 V-GND short-circuit of Infineon’s BTS640. Channel 2 (top): voltage in the 14
V bus (5 V/div.). Channel 1 (bottom): current in the battery (100 A/div.).

in a short-circuit between the 14 V bus and GND. Other SPS need an external reconnection
signal (latching mode).

The current limitation mode becomes active when the voltage V4 overcomes a
certain voltage value, from which the MOSFET goes into a current limitation state that
is maintained independently of the V¢ value [3].

1.4.2 BeHAvioR COMPARISON AMONG THE DIFFERENT
ProTeECTION DEVICES

Figure 1.11 shows the It curves of a blow-out fuse, a PPTC, and a SPS. It can be observed
that the blow-out fuse is the fastest device. For high currents, the SPS becomes also a fast
device but the PPTC remains as the slowest.

The SPS curve at high currents presents a remarkable edge due to the appearance
of a current limitation effect. This is a specific characteristic of SPS that allows the
protection of both device and load.
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Figure 1.11 1-t curves of a blow-out fuse, a PPTC fuse, and an SPS (SFET).

Figure 1.12 presents approximately the time behavior of the three types of fuses at a
high current condition. It can be seen that the blow-out fuse is the fastest device, but it is also
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Figure 1.12 Approximate temporal behavior of the three types of fuses (adapted from A. Graf, H.
Estl. HL Application Note. Fuse function with PROFET High Side Power Switches, 1999 and Figure
1.10).

the one that allows more current to pass before opening the circuit. The second fastest device
is the SPS; furthermore, it is the one that presents a major limitation to the flowing current.
Finally, the PPTC is the slowest device and, before shutting down, it allows almost as much
current as the blow-out fuse. This is the reason why the PPTC, not considering its capability
of reuse, is at the moment the least recommended device among them all.
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1.5 LOAD CONTROL: AUTOMOTIVE CONTROL
NETWORK PROTOCOLS

The concept of remote load switching using a multiplexed communications bus has been
evolving for several years as a promising approach to significantly reduce the wiring harness
complexity. Although multiplexed networks are already beginning to appear in production
vehicles, wide implementation of this approach has been hindered by the high cost of the
smart semiconductor switches that are crucial to performing the load switching functions.

The power bus is distributed around the vehicle, and the electrical loads are connected
directly to this bus at the load points. Smart switches are used to control load switching.
Load switches and smart switches are integrated in-load control modules.

Table 1.2 Classification of Automotive Networks

Network

Classification Speed Application
Class A < 10 kbit/s Convenience features
Class B 10-125 kbit/s General information
Class C 125 kbit/s—1 Mbit/s  Real-time control
Class D > 1 Mbit/s Multimedia applications

A code is sent on the control bus to switch a particular load on or off. The interface
circuit in the desired load control module responds to this code and controls the switch
to turn the load on or off as commanded. A code is sent by the load control module to
the central control unit of the vehicle to indicate the action that takes place at the load.

In the U.S. the Society of Automotive Engineers (SAE) has published a series of
documents describing recommended practices for vehicle networking. The SAE has also
formally classified vehicle networks based on their bit transfer rates [4] [5]. Table 1.2
illustrates the SAE classification categories.

There is a wide range of automotive networks reflecting defined functional and
economic niches. High-bandwidth networks are used for vehicle multimedia applications,
where cost is not excessively critical. When data must be exchanged at a much faster rate,
as is the case with the power-train control, class B or C bus systems must be used. Comfort
electronics, systems such as power windows, and some instrumentation modules require
only modest response time, which only just surpass human perception time.

Next, some of the most used buses inside an automobile will be described.

1.5.1 ControLLER AREA NETWORK (CAN)

The CAN is the most used bus in Europe. It was developed by Robert Bosch in 1987 as
a class C vehicle inner controller. The world’s main semiconductor companies have
integrated CAN controllers in their microprocessors and microcontrollers. There are two
basic versions: CAN 1.0 and CAN 2.0. Both present a two-wire communication system.
CAN has a great flexibility, allowing the inclusion of a new node very easily, only affecting
the lower priority nodes.
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Bus efficiency depends on its own communication charge, so it is recommended not
to overcome 70% in order to avoid the bus saturation. Bus speed varies between 10 kbit/s
and 100 kbit/s in simple operations of control and connection related with comfort.
Between 100 kbit/s and 1 Mbit/s the bus is devoted to critical real-time functions, such
as engine management, antilock brakes, and cruise control.

CAN is a robust bus with good features as a general control bus. However, it is not
recommended for more specialized functions such as the x-by wire.

1.5.2 LocaL INTERconNNECT NETWORK (LIN)

LIN is a class A protocol that allows a data transfer speed of 20 kbit/s. It was developed
by Audi, BMW, Daimler-Chrysler, Motorola, Volcano, Volvo, and Volkswagen. The bus
includes only one transmission line that allows point-to-point communication between a
lonely master node and several slave nodes. This avoids collisions.

When a new slave node must be connected there is no insertion problem due to the
simplicity of the bus. There can be up to 16 slave nodes.

The data frame is character-based, allowing an easy implementation with just a
simple microcontroller and a virtual UART (via software). The bus is really efficient for
simple applications, such as car seats, door locks, sunroofs, rain sensors, and door mirrors.

1.5.3 BYTEFLIGHT

Byteflight is a flexible time-division multiple-access (TDMA) protocol for safety-related
applications developed by BMW, ELMOS, Infineon, Motorola, and Tyco EC.

It reserves a fixed cycle time for the synchronous transmissions (the first 250 ws),
and the rest of the time is for the asynchronous transmissions.

It has a high-speed data transfer rate, but because the protocol is not fault-tolerant
it is not recommended for critical functions.

1.5.4 Tive TrRicGERED ProTocoL (TTP/C)

TTP uses the TDMA and is designed for real-time fault-tolerant distributed systems. The bus
presents a cyclic behavior, and access is determined with a table that each bus node possesses.
A maximum of 64 nodes is allowed and it can achieve transference rates up to 25 Mbit/s.

One of its drawbacks appears in those systems that have not planned their expansion;
when a new node has to be included, the rest must be updated. Moreover, the bus speed
is fixed by the speed of the slowest microcontroller of the system. These disadvantages
are probably the reasons why this bus is not often used.

1.6 NEW ARCHITECTURES

Due to the inability of the conventional supply systems to cover all the electrical needs
of the modern vehicles, the automobile industry is developing several solutions.

Some options involve an elevation of the voltage in a DC supply system. As men-
tioned previously, this would mean a diameter reduction of the wires and also an improve-
ment of the efficiency of some loads. However, there is a voltage limit imposed by the
electric security normative and the costs of the isolation.

In 1988, the SAE’s Electric System Group recommended to the automobile industry
the use of a dual-voltage system or a conventional system with higher voltage. A few
years later, the main automobile companies signed the agreement.
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All the different alternatives that the automobile manufacturers are conceiving for
the new supply systems share the common characteristic of an elevation of the supply
voltage.

1.6.1 ELECTRIC SECURITY

The main security considerations taken into account in the automobile electric supply
systems are the wire fire risks due to overcurrent, sparks, and electric discharges. The
most restrictive aspect is determined by the effect of the supply voltage on the human
body. The electric discharge on a human body can be indirect (the reaction to the sensation
of suffering an electric discharge) or direct (the effect of current passing through human
tissues).

It must be remarked that the effects of the contact of a human body with a voltage
power supply depend on:

e Current path through the human body

e Humidity level of the surface in contact

» Contact area

* Impedance of the element that comes into contact with the power supply
* Current flow duration through the human body

The most complete reference about the AC and DC voltage effects on a human body
appears in the IEC 479-1:1984. In 1991, these references inspired a SAE recommendation
[6], where the DC and 50 Hz AC voltage limits were defined as 65 V and 50 V, respectively.
Moreover, for the high frequencies, a 75 V limit (25 kHz) and an 87.5 V limit (30 kHz)
were also established.

1.6.2 VoLTtaGeE EFFecT ON THE COMPONENTS

There is an indirect effect of the voltage level on the volume, weight, and price of the
wiring system.

It has been estimated that with a 24 V power supply the weight reduction could be
between 42% and 58%, and with 42 V (36 V battery) the weight reduction could be between
47% and 67% [7].

The increment of the voltage level would have a pernicious effect on the electro-
mechanical relays due to an increase in the erosion of the terminals. However, with the
use of solid-state relays this problem would disappear, especially in the 24 V system.

Brush-type DC motors would take a great benefit from the voltage level increment,
increasing its efficiency.

With regard to the illumination systems, the tendency is to substitute the conventional
incandescent and halogen lamps by HID lamps, which benefit from the voltage level
increment.

Another aspect to consider is that each power supply system generates voltage peaks
during the battery charging process (alternator + rectifier). These voltage peaks are pro-
portional to the nominal supply voltage, which implies that a higher supply voltage requires
components with higher breakdown voltage.
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1.7 ALTERNATIVE ARCHITECTURES

1.7.1 HicH Freauency AC Bus SysTEm

In 1994 the main companies related with the automobile sector founded a work team that,
under the coordination of the Massachusetts Institute of Technology (MIT), elaborated the
guidelines for a future (before 2015) automobile power supply standard.

The proposal of this committee [1] can be summarized in the following points: 12 V
battery, 48 V., — 25 kHz AC bus, and loads supplied by the bus through a ferrite core
transformer.

The main advantage of this system is the facility to obtain the load required voltages
just using high frequency transformers. For those cases that would require a DC voltage,
a rectifier and a filter should be used.

This system means a radical change with respect to DC buses, so it can be assumed
that its introduction to automobiles will take a long time.

1.7.2 DuaL-VoLtace DC Bus

Some of the most interesting alternatives that the automotive companies are actually
developing are the DC dual-voltage systems.

This generic name groups several solutions that have in common the availability of
two DC voltage levels in the supply system. Usually one level is the conventional 12 V,
while the other is 24 V or 36 V [8]. These systems keep several of the 12 V services
included in present cars and allow the connection of higher power loads at a higher supply
voltage, taking profit of a reduction of the wire diameter. It should be stated also that
some loads, such as brush-type DC motors, improve their efficiency with a higher supply
voltage.

The dual-voltage system, because it allows a smooth transition from conventional
architectures to higher voltage ones, has become the main power supply alternative system.
Among many of the dual-voltage DC bus topologies that have been developed, Figure 1.13
shows an accepted architecture that can be implemented soon.

The system of Figure 1.13 has two batteries. The 36 V battery is connected directly
to the alternator and supplies the starting motor and the high power loads. The remaining
loads are supplied from a 12 V battery, which is recharged by a DC/DC converter.

Eventually, the 12 V battery can help the 36 V battery in transient situations of high
current demand, as in the starting of the explosion motor. To allow this situation, it is
obvious that the DC/DC converter must be bidirectional.

A second dual-voltage architecture is shown in Figure 1.14. This concept uses a
more complicated alternator with two sets of stator windings to deliver power separately
to the 42 V and 14 V buses.

The comparison between the architectures in Figures 1.13 and 1.14 reveals some
important cost-performance tradeoffs. The Figure 1.13 architecture, incorporating the
DC/DC converter, offers greater energy controllability compared to the architecture of
Figure 1.14. However, the cost of the DC/DC converter is expected to be considerably
higher than that of the simpler phase-controlled converter depicted in Figure 1.14.

In dual-voltage architectures, automotive industries have proposed to achieve a
feasible, reliable, low-cost, and efficient power distribution system. In this way, we can
summarize some important challenges opened by automotive industries and power elec-
tronics research laboratories.
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One of those challenges consists of integrating the starting motor and the alternator
in only one device. To reduce fuel consumption, this device has an automatic option
consisting of starting-stopping the car engine according to the car motion-standstill cycles.

Dual-voltage architectures also have some drawbacks that must be solved. Among
them, the increased possibility of short-circuits is especially important. In present-day
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Figure 1.13 Dual-voltage architecture with two batteries and DC/DC converter.
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Figure 1.14 Dual-voltage architecture supplied by an alternator with two stators.

14 V-systems, only the short-circuits between the 14 V line and ground are possible. In
dual systems, short-circuits can happen between each of the two supply lines (14 V and
42 V) and ground, but also between the two lines directly. The last case is especially
dangerous for the 14 V loads because they have to support severe overvoltages until the
protection mechanisms start to react.

Adapting the car lighting system to the new dual-voltage standards represents another
subject of special interest. The car-lights power consumption can reach 600 W. Assuming
a zero-power increment in the lighting system, the increase in the voltage supply means a
current reduction that leads to a decrease in the halogen lamps filament section to ensure
a good performance. Under such circumstances, the average life span of the lamps is
appreciably reduced due to the increment of the filament fatigue by vibration, and conse-
quently using halogen lamps for 42 V is inadvisable.

Different alternatives for the lighting system are now under research: to introduce
new kinds of lamps (LEDs arrays, HID lamps), to supply the conventional 14 V halogen
lamps by means of switching DC/DC converters (expensive today), and finally, to supply
the lamps with a 14 Vi, PWM signal having an amplitude of 42 V and an appropriate
duty ratio. This is a less expensive solution but it can increase electromagnetic interference
(EMI) levels.
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An increase in the voltage of the power distribution system affects the entire vehicle

configuration, and also the design of components and devices. As a result, new specifica-
tions for the system and components are required.

The situation today shows no clear consensus in automotive industries about which

(if any) is the best architecture for the new electric power distribution system. Nevertheless,
is quite clear that the power distribution system must be changed to fit all the new
specifications and loads. Vehicle manufacturers and subsystem providers might work
together to reach an optimum solution satisfying both the new power requirements and
their legitimate interests.
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2

Hybrid Electric Vehicles

John M. Miller
J-N-J Miller Design Services, Cedar, Michigan

The automotive industry has entered the 21st century with far more power train diversity
than when it entered the 20th century, a time when the newly invented internal combustion
engine (ICE) competed with steam engines, battery electric drives, and horse-drawn
carriages. Now, the internal combustion engine may have new competition in the form of
hydrogen fuel cells, but successors to those early power plants persist even to this day.
Steam engines, the original external combustion engine, are still around in the form of
Stirling engines. Battery electric power trains are still here, but in decline, for much the
same reasons as a century ago. A trip to Mackinaw Island, MI, and several other notable
historical sites will convince the visitor that horse-drawn carriages may not just be a
transportation mode of the past, but a viable option for getting places, particularly where
internal combustion engines are banned. And, of course, there is always the bicycle.

With the 21st century still in its infancy we are at a period in personal transportation
history when the automobile and light truck consume some 40 to 46% of the total petroleum
supply in North America. This is because the transportation sector gets more than 97%
of its energy for car and truck power plants from petroleum, and half of the supply is from
off-shore. Add to this the fact that air quality concerns are high over ground-level smog
and carbon monoxide (CO). In total, highway vehicles are responsible for 27% of all
hydrocarbons (HCs), environmentally threatening volatile organic compound emissions.
Internal combustion engines also emit some 32% of nitrogen oxides released into the
atmosphere annually, not to mention nearly two thirds of all the CO.

Against this backdrop of tightening liquid fossil fuel supply, a high reliance on off-
shore oil, and the global concerns over transportation sector emissions, it is clear that new
solutions to personal transportation power plants are demanded. The push for a hydrogen
economy is one promising alternative that has potential to free the transportation industry
from its reliance on petroleum, but the problem persists in how to produce hydrogen from
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Table 2.1 Internal Combustion Engine Attributes

Hydrogen Hydrogen  Gasoline  Diesel

Attribute Units Fuel Cell* ICE ICE ICE

Power density—volumetric kW71 0.5 + 55 45

Power density—gravimetric kW/kg 0.5 + 0.63

Stack/engine thermal efficiency % 60 58 < 60++ 60

FC/engine brake system P 48 38 30 45
efficiency

Emissions < Tier2 SULEV SULEV ULEV

Cost $/kW $300 mature, ? $35 $30+++

$35 target

* DOE 2004 target

+ 35% lower than conventional ICE due to fuel pre-ignition (knock limited combustion)
++ Ultimate limit with innovations (see Table 2.2)

+++ PNGV stated goal for 2004

natural gas within the confines of the automobile. In 2003, a Mercedes-Benz A-class
vehicle using a Ballard fuel cell was delivered to UPS for use as a delivery vehicle in the
Ann Arbor, MI, area. In 2004 Daimler-Chrysler put into service the first medium-duty
fuel cell commercial vehicle, along with a fueling infrastructure to support them. But fuel
cells are not the only alternative to our reliance on petroleum and the need to reduce
emissions. Ford Motor Co. has already unveiled its Model U, successor to the Model T
of a century ago, which burns hydrogen instead of gasoline or diesel fuel in its modified
internal combustion engine. Because hydrogen does not have the energy density of gasoline
(3000 times more volume at STP) the Model U relies on a hybrid power train that uses
battery storage to augment the vehicle’s internal combustion engine when peak perfor-
mance is demanded. General Motors Corporation has updated its earlier introduction of
anew vehicle platform, the Autonomy, that used a fuel cell power plant by adding complete
x-by-wire functionality. The resulting Hy-wire platform essentially “re-invents the auto-
mobile around fuel cells and drive by-wire technologies,” according to GM.

Costs of fuel cell power plants are still very high. Preproduction 50 kW fuel cell
power plants may cost more than $100,000 each. Today’s gasoline-fueled internal com-
bustion engines average only $35/kW. The U.S. Department of Energy has set a near-term
target of $150/kW for fuel cell power plants. Table 2.1 illustrates the present goals or
realized targets for internal combustion engine attributes [1,2,3]. In Table 2.1 it is inter-
esting to note that, regardless of fuel cell, hydrogen-fueled ICE, or advanced gasoline/diesel
ICE, 60% represents a practical upper bound to thermal efficiency. Higher thermal effi-
ciencies are reported, but at much higher compression ratios than can be achieved in mass-
produced engines. Homogeneous charge compression ignition (HCCI), for example, shows
promise of very high efficiency, but such combustion technologies that rely on activated
radicals for ignition are difficult to control.

Conventional gasoline- and diesel-fueled internal combustion engines will remain
practical over the long term, especially with anticipated enhancements and future innova-
tions in combustion processes and engine system ancillaries such as valve trains, combustion
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Table 2.2 Internal Combustion Engine Innovations

Engine Engine System
Variable compression ratio Camless (electronic or hydraulic) valve
trains

Variable cylinder displacement Variable valve timing and lift (VVTL)

Direct Injection (DISI) — stoichiometric or stratified Intake — variable valve timing (VVT)
charge

Homogeneous charge compression ignition (HCCI) Variable intake phasing

Common rail injection Exhaust — variable valve timing

Supercharging Dual equal VVT

Turbocharging — motor boosted or variable geometry ~ Dual-independent VVT

chamber geometry, fuel injection, and induction air treatments. Table 2.2 summarizes some
of the more notable innovations now being worked on or already in limited production.

Until the fuel cell power plant costs come down from their present $3000/kW to
even a mature cost of $300/kW as noted in Table 2.1, there will not be a huge demand
for such technology. There are also many secondary technical issues to be resolved before
fuel cell power plants are commercially viable: (1) hydrogen storage technology, (2) natural
gas reformers, (3) water treatment, and (4) electrical energy storage systems. Compressed
hydrogen at 3600 to 5000 psi in fiber-reinforced tanks is the most practical system today.
Storage in metal hydrides is heavy and inefficient in terms of mass of hydrogen storage
to storage tank mass (~ 6%). Liquified hydrogen yields higher fuel density but cryogenic
systems, hydrogen evaporation, and stand time are major developmental issues. Natural
gas reformers as a means to generate hydrogen on-board are highly sought after and
represent the ultimate in fuel storage system efficiency. A reformer is essentially a chemical
processing plant on-board. Water treatment is a perplexing issue and one that must be
solved for fuel cell vehicles to operate in northern climates year round. A by-product of
combustion, water vapor is present in the fuel cell stack membrane electrode assembly
(MEA) and must be condensed and stored. Water is needed in the hydrogen humidifier,
and this requires special treatment for the same reasons. At the present state of fuel cell
technology this power plant has relatively slow dynamics compared to a gasoline ICE.
Target ramp-up rates for power (10 to 90%) are now 10 sec with near-term goals of 3 sec
and a long-term goal of 1 sec. Not only this, but fuel cell stack start-up in cold climates
is presently at 3 min or more. During the fuel cell warm-up period, as well as during
transient operation, some means of electrical energy storage is necessary. Batteries are
used to supply power during warm-up and during vehicle launch.

Regardless of which type of power plant is used, fuel cell stack or internal combus-
tion engine, the next generation of personal transportation vehicles will rely on hybrid-
ization to realize gains in fuel efficiency and reduced emissions. Burning less fuel produces
lower emissions. Hybrid-electric power trains are becoming well-accepted near-term solu-
tions to the global concerns over CO,. This means that a paradigm shift is now in progress
within the global automotive industry. It will no longer be possible to survive as a company
without shifting vehicle powerplants from conventional gasoline- or diesel-fueled engines
to much more thermally efficient ICEs either through innovations or through burning
hydrogen in the ICE. The compression ignited direct injected (CIDI) engine (or “diesel”
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engine, as it is commonly known) offers the highest thermal efficiency of all internal
combustion engine technologies. This is not contrary to Table 2.1.

It should be pointed out that a hydrogen ICE is in reality a CIDI engine, because
hydrogen fuel has such extreme flammability and an extremely low ignition point
(< 0.05 mJ compared to 0.25 mJ for 50% probability of ignition for gasoline). Homoge-
neous charge compression ignition combustion processes are in reality a precursor to CIDI.
Once started, HCCI functions as a diesel engine operating at compression ratios exceeding
20:1 and with equivalence ratios that are typically 0.35.* It is noteworthy that the hydrogen
ICE operates with equivalence ratios of 0.12 to 0.4 with idling operation near the upper
end of this range.

Even with all of the innovations discussed above it will not be possible to reach
emissions regulated targets without further improvements to fuel economy. The hybrid
electric power train is now accepted as the lowest cost near-term solution. Hybridization
provides the following power train features:

» Idle stop
» Torque augmentation
* Regenerative braking

Idle stop and its extensions, early fuel shut off (EFSO) and decel fuel shut off
(DSFO), conserve fuel by not burning it for nonpropulsion events. Fuel conservation is
obtained by shutting off the engine fuel supply during decelerations and by simultaneously
regulating the power train-mounted electric motor-generator (M/G) so that vehicle decel-
eration does not exceed some prescribed limit, such as 0.05 g, as the vehicle speed
decreases.** Early fuel shut off can be semantically confused with DSFO but it refers
more to a prescribed engine speed below which fuel to the engine is inhibited. For example,
ESFO could be enabled should the engine speed drop below 1200 rpm (coasting on a
downhill grade, for instance).

Torque augmentation is one of the major performance enhancers offered by hybrid-
ization. Since one or more electric motor-generators are present in the power train, it is
only a matter of scheduling the M/G torque to coincide with certain driveline events such
as transmission shifting, vehicle launch, lane changing, and passing maneuvers. M/G
torque response, particularly under field-oriented control, is far faster than ICE response
and faster still than fuel cell system response. During gear shifting the M/G can add torque
to the driveline, thus filling in for lack of engine-supplied torque. During vehicle launch
the M/G can augment the engine torque, particularly since downsized engines are virtually
a prerequisite of hybridization, and provide the customer with expected acceleration or,
better still, improved performance. The Honda Civic hybrid does exactly this. The engine
is far too undersized to deliver the performance drivers expected, so the M/G is sized to
augment the driveline over the entire engine operating speed range.

Regenerative braking, or energy recuperation, is the principal means through which
kinetic energy of the vehicle is returned to electric energy storage rather than burned off
as heat in the brake pads. But there are practical limits to how much and how fast
regenerative braking can be applied. Smooth and seamless brake feel is the result of a fine

* Equivalence ratio, ¢, is defined as actual fuel/air divided by stoichiometric fuel/air.
** Where g = acceleration due to gravity.
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Table 2.3 Electric Machines and Power Electronics
Goals (PNGV)

Units Target

Electric Machines

Peak specific power kW/kg 1.6
Volumetric power density kW/1 5.0
Specific cost $/kW 4
Part load efficiency (@ 20% peak torque) % 96
Power Electronics

Peak specific power kVA/kg 5
Volumetric power density kW11 12
Specific cost $/kVA 7
Part load efficiency (@ 20% current) % 97-98

balance between M/G energy recuperation and the vehicle’s foundation brakes. The best
brake system for a hybrid is what is known as series regenerative braking system (RBS).
With series RBS the M/G extracts braking energy without application of the service brakes,
then when higher braking forces are required, or if the brake pedal is depressed faster than
a prescribed threshold, the service brakes are engaged so that total braking effort is
delivered. A less costly and less efficient approach is parallel RBS. With parallel RBS the
vehicle’s service brakes and M/G retarding torque are managed simultaneously to deliver
the desired total braking effort. Parallel RBS can be envisioned as M/G braking the front
axle and foundation brakes on the rear axle. The vehicle’s antilock brake system (ABS)
controller then manages the distribution of front-rear braking efforts so that vehicle lon-
gitudinal stability is not lost.

Hybrid electric power trains require a large investment in M/G and power electronics
technology. Package space is extremely restricted so that even with a ground-up design
for a hybrid there is precious little space to put 20 to 100 kW electric machines and the
power electronics to drive them. Such machines must not only have the highest power
density but they must also be robust and efficient. Packaging an M/G into the vehicle
driveline means that repair and replacement would entail significant tear-down if a failed
M/G was packaged inside the transmission. The power electronics must be of the highest
power density both gravimetrically and volumetrically. Design targets for hybrid vehicle
electric machines (i.e., M/Gs) and their associated power electronics are summarized in
Table 2.3 and derived from the U.S. DOE’s Partnership for a New Generation of Vehicles
(PNGV)* program.

To put these numbers in some perspective, consider the following examples. A high-
volume Lundel alternator rated 120 A continuous at 14.2 VDC has a specific power of
0.24 kW/kg vs. the hybrid vehicle target of 1.6 kW/kg. In the case of power electronics
a volumetric target of 12 kW/1 is still very aggressive but highly dependent on bus capacitor
content, since such components typically consume up to 60% of the power electronics

* Partnership for a New Generation of Vehicles, 1993 through 2002, when it was replaced with the
Freedom Car fuel cell vehicle initiative.
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volume. Looking at this from another vantage point, DC/DC converters for point of load
bus regulation typically deliver from 50 to 100 W/in? (3 kW/I to 6 kW/1). Consider Vicor
Corporation’s new V-1 Chip, a small brick for 48 to 12 V conversion capable of 200 W
continuous output at 95% efficiency in a package that measures 1.25" W x 0.85" D X
0.25" H (0.265 in?). This is a new benchmark in power converter volumetric power density
of 753 W/in?® or 46 kW/I! The Vicor converter consists of a pair of resonant converters
each operating at 1.75 MHz interleaved to yield an output ripple frequency of 3.5 MHz.
This converter achieves nearly 4 times the volumetric power density as the hybrid vehicle
targets. Unfortunately, such feats are only possible at relatively low powers. When switch-
ing hundreds of amperes it is not feasible to operate at megahertz frequencies, so realizing
12 kW/1 remains a challenging target that demands considerable innovation in power
packaging.

The remainder of this chapter explains various hybrid vehicle power train architec-
tures and their relative merits for passenger sedans and light trucks. Typical passenger
sedans are defined as four- to five-occupant vehicles having a curb mass of 1200 to 1500 kg.
Light trucks, on the other hand, are vehicles such as minivans, sport utility vehicles, and
pick-ups in the category of 1400 to 2400 kg.

2.1 PARALLEL CONFIGURATION

The most common hybrid propulsion system configuration is the parallel architecture
shown schematically in Figure 2.1. In this configuration an M/G is added to the existing
power train in either a side-mounted or in-line package. Side-mounted M/G configurations
are known as belt-ISGs, for integrated starter generators. This is the most economical and
least intrusive of the hybridization approaches. With a belt-ISG the functionality of idle
stop, torque augmentation, and energy recuperation are available, but to a limited degree
owing to its relatively low power levels. The belt and pulley system provides a degree of
gearing between the M/G and engine crankshaft. Toyota’s Crown mild hybrid is an example
of a production belt-ISG system designed for 42 V operation at power levels of < 10 kW.

In-line hybrid configurations in the parallel architecture as shown in Figure 2.1
have the M/G integrated into the vehicle’s transmission in a direct drive fashion. Depending
on power level, such implementations range from 10 kW ISG to > 30 kW full hybrids
operating off of a 300 V battery. Table 2.4 summarizes the benefits and ratings of this
architecture for internal combustion engines (gasoline- or diesel-fueled from 60 through
200 kW output) and typical fuel economy gains on the U.S. metro-highway drive cycle.
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Figure 2.1 Parallel hybrid architecture.
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Table 2.4 M/G Ratings for Various Hybrid Architectures

System Typical Power Electric Relative Fuel
Architecture Voltage Requirement (kW) Fraction (%) Economy Gain (%)
Parallel 14V, 42V, 3-40 5-20 5-40
144V, 300 V
Series (engine- 216V, 274V, > 50 100 > 75
generator, or 300V,350V,
fuel cell) 550 V, 900 V
Combination 216 'V, 274V, 15-35 and 35-65 50 > 75
(power split) 300 V,400V,
550 V
Grid connected 300 V, 550 V 40-80 25-65 > 100

Electric fraction, a metric used to characterize what proportion of the total peak
driveline power is supplied via the electric M/G, is defined as the ratio of M/G peak power
to the sum of M/G peak power plus ICE peak power. For example, a parallel hybrid having
a 60 kW ICE and a 40 kW M/G has an electric fraction of E; = 40%. Fuel economy gains
are incremental over the base vehicle fuel economy for the same drive cycle. Generally
speaking, engine downsizing becomes possible when the electric fraction exceeds approx-
imately 20%. Total vehicle performance must be maintained with a downsized engine,
and this is only possible if sufficient electrical energy storage is present to sustain peak
electrical demands during vehicle acceleration. The amount of electrical power that must
be processed in order to meet vehicle acceleration targets is dependent on the M/G peak
power rating and the ability of the energy storage system to deliver the needed power.
Traction system bus voltage and energy storage system capacity dictate what current
magnitudes must be processed by the inverter power semiconductors. Figure 2.2 is a
schematic for the hybrid vehicle electrical power processor.

Three-phase, fully controlled bridge configurations are the most prevalent power
processing architecture because, for the same total power, it takes fewer cables and
connectors. The actual mass of copper used, for example, in a two-phase or four-phase
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Figure 2.2 Power electronics for hybrid traction drive system.
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Table 2.5 m-Phase System Cable Currents Relative to Three-Phase System

Total System Total System Cable Current,

# Phases, m= # Cables Power, phase = Power, Line-Line L/,

1 2 =1x V], = 1.0x V], 3

2 4 =2x V], 1.5

3 3 =3x V], = 1732 x V, ], 1.0

4 6 =4 x V], 0.75

5 5 =5 % V], =2.629 X V, 1, 0.60

m =m X VI, 3/m

system is the same as in three-phase, but in either of those cases it requires four cables
and connectors, rather than only three. This is the principal reason that utility power
transmission is performed as a three-phase network rather than two-phase or some higher
phase order. Table 2.5 is a comparison of the number of cables and the cable currents
relative to a three-phase power distribution system. It can be seen that high phase order
systems, for the same phase voltage, have correspondingly lower phase currents. Therefore,
cable size is smaller, but total cable mass (neglecting insulation) is the same. The real
benefit is that three-phase systems outperform lower phase order systems in terms of
number of cables and cable size. A two-phase system, for example, will generate a rotating
magnetic field in an electric machine, but delivering the power to the machine requires one
more cable and 50% higher currents in the cables than if a three-phase system were used.

In Table 2.5 a four-phase system is shown to require six cables. This is because in
four phases the individual phase voltages (and currents) of adjacent phases are 90° out of
phase, but every other pair of phases are exactly 180° out of phase. This means that split-
phase winding can be used for each pair of phases, the center tap being common between
a pair. The Scott-T transformer was used in the past to convert a two-phase system into a
three-phase system (albeit, not completely balanced).

All of the hybrid propulsion system power processors (i.e., inverters) in this chapter
will therefore be assumed to be three-phase systems. As can be seen in Figure 2.5 the
power from an on-board electrical energy storage system is delivered to the input of the
inverter. Inverter switch modulation then synthesizes balanced three-phase voltages relative
to the machine neutral point. Note that inverter voltages are switched relative to the negative
power bus, but with a modulation envelope that, although not unique, results in balanced
line-to-line voltages. The power switching devices are required to handle 150% of peak
phase current amplitude so that short-term overdrive is possible. The traction drive capa-
bility curve is therefore limited by the ability to generate a maximum line-to-line voltage,
and by the current rating of the power switches. The inverter line-to-line voltage limit is
set by the storage system and by the type of modulation used. The inverter currents are
dictated by the M/G power rating and by the available line-to-line voltage. Inverter
switching device current rating is then specified by the calculation of peak current required
by the M/G.

As shown in Figure 2.1 there are several contributors to power processor and hybrid
propulsion system inefficiency. Energy storage systems have inherent internal resistance
that results from terminations, current collectors in each cell (regardless of electrochemical
cell, fuel cell, or ultracapacitor cell), and losses in the electrolyte. This cumulative resistance

© 2005 by Taylor & Francis Group, LLC



effect is shown schematically as R,. Transporting power from the energy storage system
to the power processor is a task performed by the electrical distribution network, in this
case, a pair of high-current cables. The resistance of these cables is shown schematically
as R,. The combined effect of R; and R; is that inverter input voltage, U,, is decreased
from its open circuit value, U, by approximately 32%. This means that under full load
conditions, inverter input voltage will drop to approximately 68% of its unloaded value.
Inverter modulation, particularly in terms of bus voltage utilization, must take this into
consideration. Compensation for bus voltage variation is performed by measurement of
the bus voltage.

The inverter itself has losses in terms of conduction and switching loss of each
semiconductor component, whether active or passive. The active, or controlled, devices
such as transistors and thyristors have conduction losses resulting from non-ideal behavior
of on-state voltage drop and switching loss due to the time it takes the device to clear any
stored charge and to recover forward voltage blocking capability. Uncontrolled switching
devices such as diodes have similar conduction and switching loss. Passive components
such as the bus ripple capacitors, device snubbers (if used), and line inductors all possess
series resistance and hence contribute to overall losses. Hybrid vehicle traction inverters
will commonly have efficiencies ranging from 95 to 97%, depending on voltage and power
rating.

The M/G has inherent losses in terms of copper loss in the windings, rotor loss in
armature bars (if an induction machine), core losses due to both eddy currents and
hysteresis in the core materials, and proximity losses in the copper due to an uneven
distribution leakage flux across conductor bundles within slots in the machines stator. All
of these factors result in machine losses, so that typical M/G efficiency ranges from 88
to 92% for induction machines and from 93 to 95% for permanent magnet synchronous
machines.

The mechanical transmission incurs losses due to the meshing of gear teeth, viscous
and coulomb losses in the sliding surfaces of bearings, and churning losses in air and oil.
A useful approximation is that each gear mesh contributes approximately 2% of loss.
Mechanical transmissions also generate audible noise due to gear meshing and structural
resonances. Great care has been taken by the automotive industry to minimize gear box
noise so that modern transmissions are very quiet, even at peak loading.

Beyond the mechanical transmission there are further losses associated with the
propeller shaft to the final drive and then through the drive shafts to the driven wheels.
In front-wheel-drive vehicles having a transverse-mounted engine, the final drive is inte-
grated into the transmission along with the hybrid M/G. The final drive contributes
additional gear meshing and, hence, loss. Depending on transmission construction and
vehicle driveline architecture, the propeller shaft may or may not be used. Front-wheel-
drive vehicles, for example, use either a gear set or a chain drive to connect the transmission
to the final drive (also known as a differential).

The parallel hybrid architecture is widely used because the vehicle propulsion
architecture is not that different from a conventional vehicle. It is as if the hybrid system
were an overlay. Unfortunately, integrating an M/G into the vehicle’s transmission requires
considerable redesign, cost, and time.

2.2 SERIES CONFIGURATION

The series hybrid architecture has yet to catch on in gasoline or diesel electric power
plants. Certainly, the fuel cell hybrid is a series hybrid architecture, but for now we focus
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Figure 2.3 Series hybrid architecture.

on the more conventional vehicles. Series architecture means that power from the heat
engine is delivered via an electric-only transmission path to the driven wheels. In the
parallel architecture there are two paths of power flow to the driven wheels, one mechanical
from the heat engine, and one electrical from the electrical energy storage system.

Figure 2.3 depicts the series hybrid architecture. In this configuration the ICE is
used to spin a dedicated generator, or starter-alternator (SA), that generates electrical power
in much the same fashion as a utility plant. If the transmission path is DC, as it most
generally is when electrical energy storage is present, the generator output is rectified and
fed to the traction inverter for synthesis into variable voltage and variable frequency
(VVVF) power as demanded by the traction M/G.

The transmission path is not required to be DC. There have been and continue to
be investigators looking into the prospects of series hybrid propulsion using an AC
distribution link from generator to traction inverter [4]. In Reference 4 the authors describe
a series hybrid architecture consisting of an engine-driven, doubly fed induction machine
(DFIG) with an AC link to the induction machine traction inverter. With this architecture
the DFIG functions as a variable voltage and variable frequency power source to directly
supply the induction machine traction motor. With inverter control the VVVF source is
capable of delivering the necessary V/f control to the load induction machine even with
the ICE prime mover operating at constant speed.

Nowadays, the most common series hybrid architecture is the fuel cell vehicle. A
fuel cell power plant provides direct conversion of fuel to electricity; hence the power
path from engine to driven wheels is electric only. Figure 2.4 shows the essential compo-
nents of a fuel cell hybrid.

In this architecture the fuel cell is buffered from the DC distribution power path by
a DC/DC converter. This converter serves two primary roles: (1) to prevent the DC network
from back feeding the fuel cell stack when the vehicle is regenerating into its energy

Y /] A
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. lconverter Fuel Cell |
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Figure 2.4 Fuel cell hybrid architecture.
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storage system, and (2) as a means to regulate the DC bus as the fuel cell is being loaded.
Fuel cell stacks are soft voltage sources, with an output of 1.2 V open circuit decreasing
to approximately 0.7 V/cell when loaded. This cell potential behavior is very similar to
that of nickel-metal hydride (NiMH) cells, only with a fuel cell the available current is a
function of input reactant flow rates.

It is this dependency of fuel cell output on reactant supply and flow rate that limits
the fuel cell’s ability to respond quickly to load transients. Today’s fuel cell stack has
transient response of roughly 10 to 20 seconds. Near-term targets are to decrease this to
2 seconds under normal ambient conditions of temperature, pressure, and humidity and
to further decrease the response time to 1 second eventually. In cold climates the fuel cell
warm-up time may be 5 to 10 minutes, so that auxiliary electrical power must be supplied
to sustain the fuel cell reactant flows and also to propel the vehicle. This latter point is
the reason for the battery and ultracapacitor energy storage systems shown in Figure 2.4.

The high-voltage battery is necessary to not only operate the fuel cell ancillaries
such as air compressor, humidifier, and fuel valves, but also to supply the traction motor
during launch until the fuel cell stack can ramp up its output power. In the case of rapid
unloading of the fuel cell, the excess electrical power is routed to the ultracapacitor
transient energy storage system along with energy recuperated during regenerative braking.
The combination of battery and ultracapacitor for such applications takes advantage of
the strengths of each technology. The battery is necessary for its high energy density
necessary to sustain prolonged discharge during fuel cell warm-up and vehicle operations.
The ultracapacitor is needed for its extremely high power-to-energy ratio so that fast power
pulses can be absorbed without incurring bus overvoltage transients. The DC/DC converter
to the ultracapacitor is needed if maximum utilization is to be made of this energy storage
medium [5]. In this work the authors note that with the proper sizing of battery and
ultracapacitor banks, substantial weight and volume reductions were achieved (40% weight
and 21% volume reductions).

The series hybrid propulsion system has yet to find acceptance in gasoline and diesel
electric passenger sedans and light trucks. Part of the reason may be the fact that this
architecture is heavier and more costly than its parallel and combination architecture
alternatives. However, in large vehicles such as locomotives, where weight is less of an
issue, the series architecture is used extensively. For the near term, the fuel cell hybrid
will be the primary application for the series architecture.

2.3 COMBINATION ARCHITECTURES

The combination of parallel and series hybrid architectures into a single package is quickly
becoming the de jure standard in passenger vehicle hybridization. As the name implies,
the combination hybrid architecture is neither fully parallel nor fully series. Figure 2.5
captures the essentials of the combination architecture.

In Figure 2.5 a pair of M/Gs are integrated into the vehicle power train. M/G1
performs the function of ICE starter-alternator and M/G?2 acts as the primary traction motor
for vehicle propulsion. To understand the combination architecture it is necessary to
envision the action of an epicyclic gear set (i.e., a planetary gear). In this gear arrangement
a central sun gear has three or four pinion gears revolving about it attached to a carrier,
hence the name carrier gears. Lastly, the pinions attached to the carrier are also designed
to mesh with the outside gear, or ring gear. Figure 2.6 illustrates how the planetary gear
set is applied in the combination architecture along with a schematic of its working
principles.
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In Figure 2.6 on the right-hand side is shown the arrangement of the sun, carrier,
and ring gears. Inputs and outputs between the sun and ring are always counter-revolving
regardless of what state the carrier is in (i.e., grounded or with speed input). In the
combination architecture the ICE crankshaft is typically connected to the carrier and an
electric machine, M/G1, at its sun gear. The M/GI1 takes on the function of ICE starting
and generating; hence, it will be referred to as the starter-alternator, S/A. The ring gear
will be tied to the vehicle’s driven wheels via a chain drive to the final drive and from
there via half-shafts to the wheels.

The Toyota Prius is a prime example of the combination architecture. In the Toyota
Hybrid System used in the Prius a single planetary gear serves as the speed summing
junction in a hybrid drive train that has no clutches. Because there are no clutches a means
must be found to isolate the ICE from the torque-speed status of the driven wheels.
Referring to the left-hand side of Figure 2.6, a “stick” diagram illustrates how the speeds
of the sun, carrier, and ring gears interact for various driving conditions. These will now
be reviewed by taking its operation apart one stick at a time and focusing on the ring gear
speed (i.e., M/G2).

* Engine cranking. The driven wheels in contact with the road are stationary.
Hence, the driveline is not revolving and the ring gear is at 0 speed. M/G2
cannot be used to crank the engine because it is not free to rotate. Therefore,
M/G1, the S/A, is used to crank the engine by reacting against the stationary
ring gear. With a power split architecture, the engine does not need to run to
launch the vehicle as described next.
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* Vehicle launch. Assume the engine is off, that is, the carrier gear is grounded
(i.e., at O speed). In this mode the M/G2 can act alone to launch the vehicle on
level terrain or on a grade. The S/A speed is revolving counter to the ring gear
direction of speed. The engine can also be started at any point during launch,
typically when the vehicle speed exceeds 18 kph.

e Cruise. During cruise the engine delivers mechanical power directly to the
wheels in much the same manner as a parallel hybrid. Engine power is also
delivered to the S/A, which now functions as a generator, delivering its electrical
output to M/G1 for power summing.

* Acceleration. A design goal of power split is to minimize the operating speed
range of the ICE to thereby confine it to a more fuel-efficient set of torque-
speed points. Power split accomplishes this by having the S/A spin faster in
generating mode so that its output, when delivered to M/G2 along with engine
output, is sufficient to match the vehicle’s road load.

An advantage of a combination hybrid architecture is the relative simplicity of its
transmission; that is, there are no shift points, no clutches to engage and disengage, only
a fixed gear ratio between the ICE and wheels. A second advantage is that the engine
speed can be confined to a narrow operating range through control of the M/G1 attached
to the planetary set sun gear. M/G1 must have low inertia in order to execute the wide
speed range and direction shifts necessary to match road load to the engine. A third
advantage is that the engine can be further downsized because there are now two electric
M/Gs to assist in propulsion, although M/G2 performs the bulk of electric assist.

A disadvantage of a combination architecture is the relatively high complexity of
having two AC drive systems integrated into one transmission, along with their dedicated
inverters and controllers. This represents twice the power electronics content of a parallel
hybrid, and nearly twice the electronics content of a series hybrid. However, the smooth
and seamless operation of a power split transmission to deliver the performance and feel
that appeal to customers makes this complexity worth it, but not necessarily affordable.
Manufacturers of the power split hybrid architecture continue to search for ways to further
minimize the electric machine content and the power electronics content. The electric
machines need to have high power density (kW/kg) and wide constant power speed range
(CPSR). The interior permanent magnet machine (IPM) and the variable reluctance
machine (VRM) are two machine types that can satisfy high specific power and wide
CPSR of > 5:1.

Downsizing the power electronics in a power split hybrid architecture continues to
receive much attention. There is little spare package volume within a hybrid vehicle’s
engine compartment for any power electronics boxes, let alone a pair of boxes. Innovative
packaging and thermal management schemes are sought that will minimize the volume
taken by this pair of inverter modules.

In passing, it should be noted that the combination architecture, because of its fixed
ratio transmission, has no provision for a reverse gear. Reverse in the power split driveline
is accomplished completely by reverse rotation of M/G2 in motoring mode.

2.4 GRID CONNECTED HYBRIDS

The last category of hybrids to discuss is the class of vehicles referred to as grid connected
hybrids. All the previous hybrid architectures could be grouped within a classification of
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charge sustaining. That is, the energy storage system in these vehicles is designed to remain
within a fairly confined region of state of charge (SOC). The hybrid propulsion algorithm
is designed so that on average, the SOC of the energy storage system will more or less
return to its initial condition after a drive cycle. Grid connected hybrids, on the other hand,
are designed as charge depleting. This in effect means that part of the “fuel” consumed
during a drive is delivered by the utility. Fuel efficiency is then calculated based on actual
fuel consumed by the ICE and its gasoline equivalent of the kWh of energy delivered by
the utility during recharge.

The fact that grid connected hybrids must be recharged has some connotation of
inconvenience, but surprisingly, many potential customers surveyed by the North American
Electric Power Research Institute (EPRI) found that this would not be a deterrent, con-
sidering the fuel savings potential of such vehicles. Others have pointed out that a large
population of such grid connected vehicles would have the potential to act as highly
distributed co-generation, in effect, acting as peaking units on the utility during morning
and evening peak demand conditions. The company AC Propulsion Inc. has coined the
terminology V2G for vehicle-to-grid to describe the connected car. The concept is sound,
particularly when the vehicle in question is a hydrogen-fueled hybrid. In this case the
vehicle would consume hydrogen during peak utility loading times and deliver from 25 to
50 kW or more of electricity to the grid on demand. Investigators have also developed a
novel hydrogen infrastructure so that such vehicles in a parking lot would be supplied
with hydrogen as they were being tapped as co-generators. In this era of short supply,
rotating brownouts, and potential blackouts, the concept of V2G seems appealing. Unfor-
tunately, it would take tens of thousands of such vehicles delivering full output to match
the output of a single utility generator of even moderate rating. But the concept is sound.

Figure 2.7 shows the overall structure of a fuel cell vehicle having provision to be
connected to the utility. In this scenario, both a hydrogen supply to the vehicle’s fuel stack
(injection point downstream of the reformer shown) and electrical connection to the
traction inverter output via an EMI common mode and transverse mode filter bank (could
be part of the infrastructure) would be necessary.

Figure 2.7 illustrates the high power electronics content of such a vehicle. As already
discussed, the fuel cell would be interfaced and buffered from the traction system by a
dedicated converter, and the ultracapacitor bank has another dedicated converter to opti-
mize the energy throughput. There is, of course, an inverter needed at the traction motor
to synthesize VVVF for the drive motor (or to match the utility). In addition, there are
other ancillary power electronics units necessary to run the adjustable speed air compressor
for the fuel cell stack and a DC/DC converter rated 3 to 5 kW at high voltage (300 to
550 V) to down-convert to either 14 or 42 V regulated.

Figure 2.7 also highlights fuel cell supporting components for water management,
air humidification, and stack thermal management.

Before closing this chapter on hybrids it is instructive to observe from Figure 2.7
that the concept of interfacing the vehicle power plant to the electric traction system via
a DC/DC converter has considerable merit. Consider the Toyota Motor Corporation Hybrid
Synergy Drive (HSD), first unveiled at the 2003 Detroit International Auto Show for initial
release on its RX400H in 2005 as their second generation power split hybrid technology,
the THS-II. This is pointed out because the Hybrid Synergy Drive retains the 274 V NiMH
battery pack but has a traction inverter that operates off of a 500 V bus. An interface
DC/DC buck/boost converter processes the full traction system power. The HSD vehicle
is claimed to achieve 52 mpg on the U.S. metro-highway drive cycle, compared to 48 mpg
for its predecessor. The 8% increase is due entirely to operating at higher voltage. A similar
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Figure 2.7 Grid connected hybrid architecture.

strategy could be applied to any of the other hybrid propulsion architectures. Operating
at higher voltage is not new. Many investigators have proposed operating the traction
system at upwards of 900 V to even 5 kV. The issue of exceeding 600 V lies in the manner
in which cabling and switch gear must be treated, as well as personal safety in the presence
of high voltage (not to mention cost).

Hybrid propulsion architectures that do not require the battery to be designed at
voltages above 300 V have benefits in that reliability can be maintained at present levels
or increased because additional terminations and cell balancing hardware along with
monitoring hardware would not be increased. Instead, the battery would interface to the
DC bus through a high-power DC/DC converter (i.e., DC transformer), thereby reducing
the size and cost of the semiconductor switching devices and inverter package.
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Hybrid Drivetrains

M. Ehsani and Yimin Gao

Texas A&M University, College Station, Texas

Taking advantage of the high energy density of petroleum fuels, the conventional internal
combustion engine (ICE) vehicles provide good performance and long operating range.
However, they also have the disadvantages of poor fuel economy and environmental
pollution. The main reasons for the poor fuel economy of conventional ICE vehicles are
due to (1) mismatched engine fuel efficiency characteristics with the vehicle operation
requirements, (2) significant amount of energy dissipation in braking, especially while
operating in urban areas, and (3) low efficiency of hydraulic transmission in these auto-
mobiles in stop-go driving pattern. Battery-powered electric vehicles, on the other hand,
possess some advantages over conventional ICE vehicles, like high energy efficiency and
zero environmental pollution. But the performance, especially the operating range per
battery charge, is far less than the ICE vehicles, due to the lower energy content of batteries
vs. the energy content of gasoline. Hybrid electric vehicles (HEVs), which use two power
sources, primary power source and secondary power source, have both of the advantages
of ICE vehicles and electric vehicles and can overcome their disadvantages [1, 2]. This
chapter discusses the basic concept and operation principles of the HEV powertrain

3.1 CONCEPT OF HYBRID VEHICLE DRIVETRAIN

Any vehicle powertrain is basically required to (1) develop sufficient power to meet the
demands of vehicle performance, (2) carry sufficient energy on-board to support vehicle
driving in the given range, (3) demonstrate high efficiency, and (4) emit less environmental
pollutants. Broadly, a vehicle may have more than one energy source and energy converter
(power source), such as gasoline (diesel)-IC engine system, hydrogen-fuel cell-electric
motor system, and chemical battery-electric motor system. A hybrid vehicle drivetrain
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Figure 3.1 Classification of HEV.

consists of two power sources. One is the primary power source and the other is secondary
power. For the purpose of recapturing part of the braking energy, hybrid drivetrain has at
least one bidirectional energy source, typically chemical battery-electric motor system. At
present, IC engines are the first selection for the primary power source, and perhaps fuel
cells in the future.

Architecture of a hybrid vehicle is loosely defined as the connection between the
components that define the energy flow routes and control ports. Traditionally, HEVs were
classified into two basic types: series and parallel. It is interesting to note that, in 2000,
some newly introduced HEVs could not be classified into these kinds [5]; hereby, HEVs
are newly classified into four kinds: series hybrid, parallel hybrid, series-parallel hybrid,
and complex hybrid, which are functionally shown in Figure 3.1 [4]. In Figure 3.1, a fuel
tank-IC engine and a battery-electric motor are taken as the examples of the primary power
source (steady power source) and secondary power source (dynamic power source), respec-
tively. Of course, the IC engine can be replaced by other types of power sources, such as
fuel cells. Similarly, the batteries can be replaced by ultracapacitors, flywheels, or their
combinations.

3.2 SERIES HYBRID DRIVETRAIN

A series hybrid drivetrain is a drivetrain in which two power sources feed a single
powerplant (electric motor) that propels the vehicle, as shown in Figure 3.2. The typical
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primary power source is IC engine coupled to an electric generator. The output of the
electric generator is connected to an electric power bus through an electronic converter
(rectifier). The secondary power source is a battery pack, which is connected to the bus
by means of a power electronics converter (DC/DC converter). The electric power bus is
connected to the controller of the electric traction motor. The traction motor can be
controlled either as a motor or a generator, and either in forward or reverse motion. This
drivetrain may need a battery charger to charge the batteries by wall plug-in from the
power network.
Series hybrid electric drivetrain potentially has the following operation modes:

1. Pure electric mode: The engine is turned off and the vehicle is propelled only
from the batteries.

2. Pure engine mode: The vehicle traction power only comes from the engine-
generator, while the batteries neither supply nor draw any power from the
drivetrain. The electric machines serve as an electric transmission from the
engine to the driven wheels.

3. Hybrid mode: The traction power is drawn from both the engine-generator and
the batteries.

4. Engine traction and battery charging mode: The engine-generator supplies
power to charge the batteries and to propel the vehicle.

5. Regenerative braking mode: The engine-generator is turned off and the traction
motor is operated as a generator. The power generated is used to charge the
batteries.

6. Battery charging mode: The traction motor receives no power and the engine-
generator charges the batteries.

7. Hybrid battery charging mode: Both the engine-generator and the traction motor
operate as generators to charge the batteries.

Series hybrid drivetrains offer several advantages:
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1. The engine is fully mechanical decoupled from the driven wheels. Thus, it can
be operated at any point on its speed-torque characteristic map. Therefore, it
can be potentially operated solely within its maximum efficiency region as
shown in Figure 3.4. The efficiency and emissions of the engine can be further
improved by optimal design and control in this narrow region, which is much
easier and allows greater improvements than an optimization across the entire
range. Furthermore, the mechanical decoupling of the engine from the driven
wheels allows the use of a high-speed engine. This makes it difficult to directly
power the wheels through a mechanical link, such as gas turbines or powerplants
with slow dynamics like the Stirling engine.

2. Because electric motors have near-ideal torque-speed characteristics, they do
not need multigear transmissions [7]. Therefore, the construction is greatly
simplified and the cost is reduced. Furthermore, instead of using one motor and
a differential gear, two motors may be used, each powering a single wheel. This
provides the speed decoupling between the two wheels like a differential but
also acts as a limited slip differential for traction control purposes. The ultimate
refinement would use four motors, thus making the vehicle an all-wheel-drive
without the expense and complexity of differentials and drive shafts running
through the frame.

3. Simple control strategies may be used as a result from the mechanical decou-
pling provided by the electrical transmission.

However, series hybrid electric drivetrains suffer some disadvantages:

1. The energy from the engine is converted twice (mechanical to electrical in the
generator and electrical to mechanical in the traction motor). The inefficiencies
of the generator and traction motor add up and the losses may be significant.

2. The generator adds additional weight and cost.

3. The traction motor must be sized for maximum requirement since it is the only
powerplant propelling the vehicle.

3.3 PARALLEL HYBRID DRIVETRAINS

Series hybrid drivetrain couples primary and secondary power sources together electrically.
However, a parallel hybrid drivetrain couples them together mechanically, in which the
engine supplies its power mechanically to the wheels like in a conventional IC engine-
powered vehicle. It is assisted by an electric motor that is mechanically coupled to the
transmission. The powers of the engine and electric motor are coupled together by mechan-
ical coupling, as shown in Figure 3.3. The mechanical coupling of the engine and electric
motor power leaves room for several different configurations.

3.3.1  ParALLEL HyBRID DRIVETRAINS WITH TORQUE COUPLING
3.3.1.1 Torque Coupler

The mechanical coupling in Figure 3.3 may be torque or speed coupling. In the torque-
coupling configuration, the torques of the engine and electric motor are added together in
a mechanical torque coupler. Figure 3.4 conceptually shows a mechanical torque coupler,
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which has two inputs (one is from the engine, one is from the electric motor) and one
output to a mechanical transmission.
If loss is ignored, the output torque and speed can be described by:

T‘(}ut = k17—;'nl + k271in2 ’ (31)
and
(Dinl (’OinZ
O, A = == 3.2
out kl k2 ( )

where k, and k, are the constants determined by the parameters of torque-coupling device.
Figure 3.5 lists some typically used mechanical torque-coupling devices.

3.3.1.2 Drivetrain Configuration and Operating Characteristics

There are several configurations in torque-coupling hybrid drivetrains. These are mainly
classified into two-shaft and one-shaft designs. In each category, the transmission can be
placed in different positions and designed with different gears, resulting in different tractive
characteristics. An optimum design will depend mostly on the tractive requirements, engine
size and engine characteristics, motor size and motor characteristics, and so on.
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Figure 3.6 shows a two-shaft configuration design, in which two transmissions are
used; one is placed between the engine and torque coupling and other between the motor
and torque coupling. Both transmissions may be single or multigears. Figure 3.7 shows
the speed-tractive effort profiles with different transmission parameters. It is clear that the
design with two multigear transmissions results in rich speed-tractive effort profiles. The
performance and overall efficiency of the drivetrain is certainly superior to other designs,
because two multigear transmissions provide more opportunities for both the engine and
electric traction system (electric machine and batteries) to operate in their optimum region.
This design also provides great flexibility in the design the of engine and electric motor
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Figure 3.7 Tractive effort along with vehicle speed with different transmission schemes.

characteristics. However, two multigear transmissions will significantly complicate the
drivetrain.

In Figure 3.6, a multigear transmission 1 and a single-gear transmission 2 may be
employed. The speed-tractive effort profiles are shown in Figure 3.7(b). Employing a
single-gear transmission inherently takes the advantage of the high torque characteristic
of electric machine at low speeds. The multigear transmission 2 is used to overcome the
disadvantages of the IC engine speed-torque characteristics (flat torque output along
speed). The multispeed transmission 1 also tends to improve the efficiency of the engine
and reduces the speed range of the vehicle, in which an electric machine must alone propel
the vehicle, consequently reducing the battery discharging energy.

In contrast to the above design, Figure 3.7(c) shows the speed-tractive effort profiles
of the drivetrain, which has a single transmission 1 for the engine and a multispeed
transmission 2 for the electric motor. This configuration is considered to be an unfavorable
design, because it does not use the advantages of both powerplants.

Figure 3.7(d) shows the speed-tractive effort profile of the drivetrain, which has two
single-gear transmissions. This arrangement results in a simple configuration and control.
The limitation to the application of this drivetrain is the requirement of the maximum
tractive effort. When powers of the engine, electric motor, batteries, and transmission
parameters are properly designed, this drivetrain would serve the vehicle with satisfactory
performance and efficiency.

Another configuration of the two-shaft parallel hybrid drivetrain is shown in Figure 3.8,
in which the transmission is located between the torque coupler and drive shaft. The
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transmission functions to enhance the torques of both engine and electric motor with the
same scale. Design of constant k, and k, in the torque coupling allows the electric motor
to have a different speed range than the engine; therefore, a high speed motor can be used.
This configuration would be suitable in the case when a relative small engine and electric
motor are used, where a multigear transmission is needed to enhance the tractive effort at
low speeds.

The simple and compact architecture of the torque-coupling parallel hybrid drive-
train may be the single-shaft configuration, where the rotor of the electric motor functions
as the torque coupler (k, = I and k, = 1 in Equation (3.1) and Equation (3.2)), as shown
in Figures 3.9 and 3.10. A transmission may be placed between either the electric motor
and drive shaft, or the engine and the electric motor. The former configuration is referred
to as a “pre-transmission” (the motor is in ahead of the transmission, Figure 3.9), and the
latter is referred to as “post-transmission” (the motor is in behind the transmission, Figure
3.10).
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Figure 3.9 Pretransmission single-shaft torque combination parallel hybrid drivetrain.
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Figure 3.10 Post-transmission single-shaft torque combination parallel hybrid drivetrain.

In the pre-transmission configuration, both the engine torque and motor torque are
modified by the transmission. The engine and motor must have the same speed range.
This configuration is usually used in the case with a small motor, referred to as a mild
hybrid drivetrain, in which the electric motor functions as an engine starter, electrical
generator, engine power assistant, and regenerative braking.

However, in the post-transmission configuration as shown Figure 3.10, the transmis-
sion only modifies the engine torque while the motor torque is directly delivered to the
driven wheels. This configuration may be used in the drivetrain where a large electric
motor with a long constant power region is employed. The transmission is only used to
change the engine operating points to improve the vehicle performance and engine oper-
ating efficiency. It should be noted that the batteries cannot be charged from the engine
by running the electric motor as a generator when the vehicle is on standstill because the
motor is rigidly connected to the driven wheels.

Another torque-coupling parallel hybrid drivetrain is the separated axle architecture,
in which one axle is powered by the engine and another powered by the electric motor
(Figure 3.11). The tractive efforts from the two powertrains are added through the vehicle
chassis and the road. The operating principle is similar to the two-shaft configuration
shown in Figure 3.6. Both transmissions for the engine and electric motor may be single-
gear or multigear. This configuration has similar tractive effort characteristics as shown
in Figure 3.7.
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Figure 3.11 Separated axle torque combination parallel hybrid drivetrain.
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The separated axle architecture offers some of the advantages of a conventional
vehicle. It keeps the original engine and transmission unaltered and adds an electrical
traction system on the other axle. It also is four-wheel-drive, which optimizes traction on
slippery roads and reduces the tractive effort on a single tire.

However, the electric machines and the eventual differential gear system occupy a
lot of space and may reduce the available passenger and luggage space. This problem may
be solved if the motor transmission is single-gear and the electric motor is replaced by
two small-size electric motors that can be placed within two driven wheels. It should be
noted that the batteries cannot be charged from the engine when the vehicle is at standstill.

3.3.2 PaRaLLEL HyBRID DRIVETRAIN WITH SPEED COUPLING
3.3.2.1 Speed Coupler

The power from two powerplants may be coupled together by coupling their speeds, as
shown in Figure 3.12. The characteristics of a speed coupling can be described by:

('ouut = klwinl + kZminZ ’ (33)
and
T, T,
out = o] = LZ’ (34)
ko k

where k, and k, are constants associated with the actual design.
Figure 3.13 shows two typical speed couplers: One is a planetary gear unit and the
other is an electric motor with a floating stator (called transmotor in this book). A planetary

Tinl’ By
—_—
speed Tout’ Wyt
Tinos @y coupler
—_—
Figure 3.12 Speed coupling.
Planetary gear unit Electric motor with float stator
N 0, T, (transmotor)
-
3
1
R, X R, 0, =0, + @,
Wy =——W,+——w, ky=—+
2R, 2R, 2Ry T =T
r s
T, :&Tl :ﬁTz kzzzl% w,, is the relative speed of the rotor
R, R, 3 to the stator

Figure 3.13 Typical speed coupling devices.
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gear unit is a three-port unit consisting of the sun gear, the ring gear, and the carrier,
labeled 1, 2, and 3, respectively. The speed and torque relationship between the three ports
indicates that this unit is a speed-coupling device, in which the speeds of the sun gear and
of the ring gear are added together and output through the carrier. The constants k, and
k, depend only on the radius of each gear or the number of teeth of each gear.

Another interesting device in speed coupling is an electric motor (called transmotor
in this book), in which the stator, generally fixed to a stationary frame, is released as a
power-input port. The other two ports are the rotor and the airgap, through which the
electric energy is converted into mechanical energy. The motor speed, in common terms,
is the relative speed of the rotor to the stator. Because of action and reaction effects, the
torque action on the stator and rotor is always the same and results in the constants k, = 1
and k, = 1.

3.3.2.2 Drivetrain Configurations and Operating Characteristics

Similar to t, the speed-coupling units can be used to constitute various hybrid drivetrains.
Figure 3.14 and Figure 3.15 show two examples of hybrid drivetrains with speed coupling
of the planetary gear unit and an electric transmotor. In Figure 3.14, the engine supplies
its power to the sun gear through a clutch and transmission. The transmission is used to
modify the speed-torque characteristics of the engine so as to match the traction require-
ments. The electric motor supplies its power to the ring gear through a pair of gears.
Lock 1 and lock 2 are used to lock the sun gear and ring gear to the standstill frame of
the vehicle in order to satisfy the different operation mode requirements. The following
operation modes can be satisfied:

1. Hybrid traction: When lock 1 and lock 2 are released (the sun gear and ring
gear can rotate) and both the engine and electric machine supply positive speed
and torque (positive power) to the driven wheels.

2. Engine alone traction: When lock 2 locks the ring gear to the vehicle frame and
lock 1 is released. Only the engine supplies power the driven wheels.

3. Motor alone traction: When lock 1 locks the sun gear to the vehicle frame
(engine is shut off or clutch is disengaged) and lock 2 is released. Only the
electric motor supplies its power to the driven wheels.

Lock 2 \A— ( )

Clutch Lock 1 _\
[ Engine Trans:
b mission
[
Motor (

controller

Figure 3.14 Hybrid drivetrain with speed coupling of planetary gear unit.
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Figure 3.15 Hybrid drivetrain with speed coupling of electric transmotor.

4. Regenerative braking: Lock 1 is set in locking state, the engine is shut off or
clutch is disengaged, and the electric machine is controlled in regenerating
operation (negative torque). The kinetic or potential energy of the vehicle can
be absorbed by the electric system.

5. Battery charging from the engine: When the controller sets a negative speed for
the electric machine, the electric machine absorbs energy from the engine.

The drivetrain, consisting of the transmotor as shown in Figure 3.15, has a similar
structure to that in Figure 3.14. Lock 1 and lock 2 are used to lock the stator to the vehicle
frame and the stator to the rotor, respectively. This drivetrain can fulfill all the operation
modes mentioned above. The operating modes analysis is left to the readers.

The main advantage of the hybrid drivetrain with speed coupling is that the speeds
of the two powerplants are decoupled; therefore, the speed of both the powerplants can
be chosen freely. This advantage is important to the powerplants such as the Stirling engine
and the gas turbine engine, in which their efficiencies are sensitive to speed and less
sensitive to torque.

3.4 DRIVETRAINS WITH SELECTABLE TORQUE COUPLING
AND SPEED COUPLING

By combining torque and speed coupling together, one may constitute a hybrid drivetrain
in which torque- and speed-coupling states can be alternatively chosen. Figure 3.16 [9]
shows such an example. When the torque-coupling operation mode is chosen as the current
mode, lock 2 locks the ring gear of the planetary unit to the vehicle frame while clutch 1
and 3 are engaged and clutch 2 is disengaged. The powers of the engine and the electric
motor are added together by adding their torques together [refer to Equation (3.1)], and
then delivered to the driven wheels. In this case, the engine torque and the electric motor
are decoupled, but their speeds have a fixed relationship as described by Equation (3.2).
When the speed-coupling mode is chosen as the current operating mode, clutch 1 is set
engaged, whereas clutch 2 and 3 are disengaged, and lock 1 and 2 release the sun gear
and the ring gear. The speed of the yoke, connected to the drive wheels, is the combination
of engine speed and motor speed [refer to Equation (3.3)]. But the engine torque, the
electric motor torque, and the torque on the driven wheels are kept in a fixed relationship
as described by Equation (3.4).
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Figure 3.16 Alternative torque and speed hybrid drivetrain with a planetary gear unit.

==l
()
N4

4

L

=7

m
il

With the option to choose between the torque coupling and speed coupling, the
powerplants have more opportunities to determine their operation manner and operation
region so as to optimize their performance. For instance, when vehicle speed is lower than
a certain speed, V,,, below which the engine cannot operate steady with torque coupling,
speed-coupling mode may be used. In this case, the electric motor operates as a generator
with a negative speed and converts part of the engine power into electric power and stores
it into batteries. When the vehicle speed is higher than this speed, V,, and lower than a
speed, V,, torque-coupling operation mode would be suitable for high acceleration or hill
climbing. However, when the vehicle speed is higher than the speed V,, the speed-coupling
mode would be used to prevent high engine speeds which cause high fuel consumption.
In this case, the electric motor operates with a positive speed and delivers its power to the
drivetrain.

The planetary gear unit traction motor in Figure 3.16 can be replaced by a transmotor
to constitute a similar drivetrain as shown in Figure 3.17. When clutch 1 is engaged to
couple the engine shaft to the rotor shaft of the transmotor, clutch 2 is disengaged to
release the engine shaft from the rotor of the transmotor and the lock is activated to set
the stator of the transmotor to the vehicle frame. The drivetrain then works in the torque-
coupling mode. On the other hand, when clutch 1 is disengaged and clutch 2 is engaged
and the lock is released, the drivetrain works in the speed-coupling mode.
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Figure 3.17 Alternative torque and speed coupling hybrid drivetrain with transmotor.
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Figure 3.18 Integrated speed and torque coupling hybrid drivetrain (Toyota Prius).

3.5 PARALLEL-SERIES HYBRID DRIVETRAIN WITH TORQUE
COUPLING AND SPEED COUPLING

Another good example that uses both torque coupling and speed coupling on a drivetrain
is the one developed and implemented in Toyota Prius by Toyota Motor Company [9].
This drivetrain is schematically illustrated in Figure 3.18. A small motor or generator (few
kilowatts) is connected through a planetary gear unit (speed coupling). The planetary gear
unit splits the engine speed into two speeds [refer to Equation (3.3)]; one is output to the
small motor through its sun gear and the other to the driven wheels through its ring gear
and an axle-fixed gear unit (torque coupling). A big traction motor (few tens of kilowatts)
is also connected to this gear unit to constitute a torque-coupling parallel driveline. At
low vehicle speeds, the small motor runs with a positive speed and absorbs part of the
engine power. As the vehicle speed increases and the engine speed is fixed to a given
value, the motor speed decreases to 0. This is called synchronous speed. At this speed,
the lock will be activated to lock the rotor and stator together. Then, the drivetrain is a
parallel drivetrain. When the vehicle has a high speed, in order to avoid too high of an
engine speed, which usually leads to high fuel consumption, the small motor can be
operated with a negative speed and delivers power to the drivetrain. High fuel economy
can be achieved when the planetary gear and the small motor are used to adjust the engine
speed in order to operate at the optimum speed range.

The small motor and the planetary gear unit in Figure 3.18 can be replaced by an
individual transmotor, as shown in Figure 3.19 [11]. This drivetrain has similar characteristics
as the drivetrain in Figure 3.18. It will do well for the reader to analyze its operating mode.

3.6 FUEL CELL-POWERED HYBRID DRIVETRAIN

Fuel cells are considered to be the most promising power source for transportation appli-
cation. Compared with internal combustion engine vehicle, fuel cells have the advantages
of high energy efficiency and much lower emissions, due to the direct conversion from
free energy in the fuel into electrical energy without undergoing combustions. However,
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Figure 3.19 Integrated speed and torque coupling hybrid drivetrain with a transmotor.
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Figure 3.20 Typical operating characteristics of a fuel cell system.

vehicles powered by fuel cells alone bear some disadvantages, such as heavy and bulky
power unit caused by the low power density of the fuel cell system, long start-up time,
and slow power response. Furthermore, both extremely large power output of the fuel cell
system in sharp acceleration and extremely low power output in low-speed driving will
lead to a low efficiency, as shown in Figure 3.20.

Hybridization of fuel cell system with a peaking power source (PPS) (battery,
ultracapacitor, flywheel, and so on) is the effective technology to overcome the disadvan-
tages of vehicles powered by fuel cells alone. The fuel cell-powered hybrid drivetrain is
more like a series hybrid drivetrain by replacing the engine/generator system by a fuel
cell system, as shown in Figure 3.21. The battery pack in Figure 3.21 may be replaced
by any other type of peaking power source, such as ultracapacitor and flywheel system.

The drivetrain shown in Figure 3.21 can operate with the modes for traction as:

* Fuel cell alone traction: If the load power is less than the minimum power of
the optimal operating power range of the fuel cell system as shown in Figure 3.20
and the peaking power source and the peaking power source (battery) is already
fully charged, the fuel cell system alone powers the vehicle.

» Hybrid traction: When the load power is larger than the maximum power of the
optimal operating power range of the fuel cell system as shown in Figure 3.20,
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Figure 3.21 Configuration of the fuel cell power hybrid drivetrain.

the fuel cell system is set to operate at this maximum power and peaking power
source supply an extra power to meet the load power demand.

» Charging of the peaking power source: When the peaking power source is not
fully charged and the load power is smaller than the maximum power of the
optimal operating power range, the fuel cell system is set to operate at this
maximum power. One part of the fuel cell power propels the vehicle and another
part charges the peaking power source.

When the vehicle is experiencing braking, the fuel cell system is set at idle, and the
traction motor is operated as a generator to fulfill regenerative braking.

Due to the presence of peaking power source, the fuel cell system is not required to
deliver large power to meet the peak load power, thus the power rating of fuel cell system
can be reduced. Furthermore, the peaking power source will prevent the fuel cell system from
operating with both very high and very low power output. Thus the operating efficiency
of fuel cell system can be improved.
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4.1 INTRODUCTION

An electric vehicle (EV) is a vehicle powered by an electric motor, instead of an internal
combustion engine (ICE), and the motor is run using the power stored in the batteries.
The batteries have to be charged frequently by plugging into any main (120 V or 240 V)
supply. EV has a much longer history than most people realize. EVs were seen soon after
Joseph Henry introduced the first DC-powered motor in 1830. The first known electric
car was a small model built by Professor Stratingh in the Dutch town of Groningen in
1835. The first EV was built by in 1834 by Thomas Davenport in the U.S., followed by
Moses Farmer, who built the first two-passenger EV in 1847. There were no rechargeable
electric cells (batteries) at that time. An EV did not become a viable option until the
Frenchmen Gaston Plante and Camille Faure respectively invented (1865) and improved
(1881) the storage battery.

EVs are known as zero emissions vehicles (ZEVs) and are much environment
friendly than gasoline- or LPG-powered vehicles. As EVs have fewer moving parts,
maintenance is also minimal. With no engine there are no oil changes, tune-ups, or timing
and there is no exhaust. EVs are also far more energy efficient than gasoline engines and
they are very quiet in operation.

EVs have been in continual use since the 1900s in various applications. Today these
quiet vehicles with no tailpipe emissions are no longer limited to golf carts. New advances
in battery technology, system integration, aerodynamics, and research and development
by major vehicle manufacturers has led to the producing of electric vehicles that will play
a practical role on city streets. EVs don’t have ICEs in them. Instead, electrical energy is
stored in a storage battery or ultracapacitor, converted from chemical energy in a fuel cell,
or converted from mechanical energy in a flywheel. This electrical energy is used to power
an electric motor, which then turns the wheels and provides propulsion. Since no fuel is
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burned in an EV, they don’t produce the pollution that ICE vehicles do. EVs are not new:
The first automobiles to be built were all EVs, using energy stored in rudimentary lead-
acid batteries to drive DC electric motors. Only in the 1910s did gasoline-powered vehicles
begin to make serious inroads in the automobile market.

Unfortunately, EVs have a serious disadvantage that played a large role in the
takeover by ICE vehicles: limited range. By limited range we mean that EVs could only
travel on the order of 50 miles or so on a single charge, and that only under good conditions
(lead-acid batteries lose energy capacity when they become cold, so in cold weather the
range of a vehicle could be reduced by as much as 50% or even more). Also, recharging
takes hours. ICE vehicles can go much farther on a tankful of gas and could be quickly
refueled.

Now, urban air quality issues, coupled with a rising awareness of the problems
associated with the world’s (and particularly America’s) appetite for oil, have created
interest in EVs. Power electronics have revolutionized motor drives, bringing within the
realm of possibility electric drivetrains with extremely high performance, and the motors
themselves have been improved, offering higher reliability and better performance with
reduced cost. Unfortunately, the weak link in the chain remains — electrochemical bat-
teries. There are some new battery chemistries floating around that offer good promise in
terms of range, but none has the desired combination of three features: fast charging/dis-
charging (high power density), large storage capacity (high energy density), and low cost.
Traditional lead-acid batteries have been improved some over the years, but their energy
and power densities remain disappointingly low, particularly when compared with gasoline.

This chapter contains two sections. The first section briefly discusses EVs, solar
cars, and fuel cell cars. The chapter briefly outlines hybrid vehicles and presents main
components, instrumentation, and main auxiliaries of EV. Various types of power storage
used in EVs (e.g., batteries, flywheels, and ultracapacitors) are briefly discussed in the
first section. The second section presents a bibliographical survey on electric vehicles.

4.2 HYBRID ELECTRIC VEHICLES

There is another alternative to EVs: hybrid electric vehicles (HEVs). There are many
different potential HEV configurations, but in general, an HEV has an electric drivetrain
like an EV, plus a fuel-burning engine of some type that can recharge the batteries
periodically. The advantage of an HEV is that the fuel-burning engine, in general, is most
efficient in only a small range of operating conditions (speed and load). Also, at this most
efficient operating point, the fuel-burning engine usually produces its lowest levels of
emissions. Unfortunately, while driving, the engine in the car has to run under a wide
range of speeds and loads, and thus it is far less efficient and produces much greater
emissions than it would if it could run at its most efficient point all the time. Electric
drivetrains are also most efficient at only one point, but the reduction in efficiency for
other speeds and loads is far less. Therefore, an HEV can run the fuel-burning engine at
its most efficient point for battery charging and can use the electric drivetrain to take up
all the slack under other conditions. In this way, emissions are much less than for the fuel-
burning engine driving the car by itself, and fuel economy can be significantly improved.
Hybrid technologies extend the usable range of EVs beyond what an all-electric vehicle
can achieve with batteries only. Being a hybrid would allow the vehicle to operate on only
batteries within an urban/polluted area, and then switch to its engine outside the urban
area. There are two types of hybrids: parallel hybrids and series hybrids.

© 2005 by Taylor & Francis Group, LLC



PaRrALLEL HYBRIDS

Parallel hybrids, also known as power assist, have a direct mechanical connection between
the hybrid power unit (HPU) and the wheels as in a conventional vehicle, but there is an
electric motor driving the wheels as well. For example, a parallel vehicle could use the
power created from an ICE for highway driving and the power from the electric motor
for accelerating. Some benefits of a parallel configuration vs. a series configuration are
the vehicle has more power (because both the engine and the motor supply power simul-
taneously), most parallel vehicles do not need a generator, and the power is directly coupled
to the road, thus, it can be more efficient.

SeriEs HyBRIDS

Series hybrids, also known as range extenders, use the heat engine with a generator to
supply electricity for the battery pack and electric motor. Series HEV's have no mechanical
connection between the HPU and the wheels; therefore, all motive power is transferred
electrically to an electric motor that drives the wheels. One of the benefits of a series
configuration over a parallel configuration is the engine never runs idle, which reduces
vehicle emissions. The engine drives a generator to run at optimum performance, which
allows a variety of options when mounting the engine and vehicle components. Some
series hybrids do not even need a transmission.

4.3 MAIN COMPONENTS OF AN EV

4.3.1 Mortonrs

The motor is the main component of an EV. It is very important to select proper type of
motor with suitable rating. For example, it is not accurate to simply refer to a 10 hp motor
or a 15 hp motor, because horsepower varies with volts and amps, and peak horsepower
is much higher than the continuous rating. It is also confusing to compare electric motors
to gas engines, since electric motors are given a continuous rating under load, and gas
engines are rated at their peak horsepower under unloaded condition. For accurate iden-
tification, a motor should be identified by name or model number. Following are the
commonly used motors in EVs:

Series Wound Brushed DC Motors

Series wound brushed DC motors (the field winding and armature are connected in series)
are the best for the road-going EVs today, as they have a high torque, are cheap compared to
other types, have wide availability, and require simple controllers as compared to other types.

AC Motors

AC motors operate at high rpm that have to be stepped down, are expensive, and require
a complex speed control mechanism.

Brushless DC Motors

Brushless DC motors require expensive controllers, but need very little maintenance.
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Permanent Magnet Motors

Permanent magnet motors are very efficient, but only in a very narrow rpm band,
and quickly lose their efficiency in the varying speeds of normal driving.

Shunt Wound DC Motors

Shunt and compound motors are more expensive to build and have poorer acceleration
than series motors.

SpPeep CONTROLLER

The speed controller is crucial to the efficiency and smooth operation of the electric car.
Speed controllers are rated according to the voltage and amperage ranges. Pulse width
modulation (PWM) DC motor controllers work by “pulsing” the current delivered to the
motor. Just like a piston water pump, the individual pulses are smoothed to produce a
continuous flow. They are usually air-cooled or water-cooled.

DC/DC CoNVERTER

An electric car normally uses a 12 V auxiliary battery to power all of the original 12 V
accessories: lights, horn, and so on. However, unlike a gas car, there is no alternator to
keep this battery charged. One option is to use deep-cycle 12 V batteries, as heavy duty
as possible. This is not adequate if night driving is intended. As the battery drains in use,
the headlights will grow dimmer and the turn signals flash more slowly. It can also affect
the running of the car if some of the drive system components do not get the signal they
require from the auxiliary battery. Another option is to tap 12 V from two of the main
pack batteries, but it causes the pack to discharge unevenly, affecting performance and
battery life. The better option may be a DC/DC converter. This taps the full battery pack
voltage and cuts it down to a regulated 13.5 V output, similar to an alternator. By tapping
the full pack, there is no uneven discharge. Current requirement is so low that there is
little effect on range. This also eliminates the need for a separate 12 V charging circuit
for the auxiliary battery.

It is not recommended to eliminate the auxiliary battery entirely, for safety reasons.
If the DC/DC converter fails at night, or the battery pack falls below the low voltage shut-off
of the converter, the auxiliary battery will have enough charge to bring the car home. Since
the battery is not being asked to start a gas engine, however, a much smaller starting-type
battery than the original can be substituted.

4.4 MAIN SAFETY COMPONENTS IN AN EV

Circuir BREAKERS

A circuit breaker provides a fail-safe manual interruption of the battery power in event of
a drive system malfunction. It also provides a convenient way to shut off battery power
during routine servicing of the system. It must be installed in a location where it can be
operated by the driver. It allows the driver to manually isolate the power train components
from the battery pack in an emergency or while working on the car, even if the ignition
switch fails. In addition, the circuit breaker will trip automatically in case of a malfunction
creating a high current surge, and can be easily reset when the malfunction is corrected.
AC and DC breakers have different characteristics, because it is more difficult to break
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direct current than to break alternating current and it must also be designed to withstand
the rigors of an automotive environment.

IaNimon Key MaiN CoNTACTOR

Contactors are used to switch high currents remotely by means of a low-level control
voltage. In EVs high voltages, inductive loads, and extremely high current loads are
encountered. To switch a current under these conditions requires specifically designed
equipments. Contactors have continuous duty coils, silver-cadmium-oxide contacts to
prevent welding, and magnetic blowouts, which extinguish electrical arcing. A diode
protects other components from current spikes when the field is collapsed. There are many
types of contactors such as main contactors, single/double pole contactors, and reversing
contactors. The main contactor is an easy way to manually isolate the power train com-
ponents from the battery pack in an emergency, during charging, or while working on the
car.

PoTtBOX

The potbox is the interface between the throttle pedal and the speed controller. It sends a
variable resistance signal to the controller to specify the amount of electricity to be released
to the motor. It interfaces directly with any vehicle’s existing throttle control cable or
linkage. It comes with many safety features, such as deadman switches for emergency
disconnect and high pedal lockout to prevent unintentional acceleration.

FusiBLE LiNk

A fusible link should be inserted in the traction battery circuit in each pack in the vehicle.
It will break the circuit in case of a short circuit.

4.5 INSTRUMENTATION

Gauges

Gauges allow monitoring of an EV’s performance. The primary requirements of gauges
are reliability, accuracy, and readability. Many display formats do not live up to these
criteria. Panel meters are not designed to be used in vehicles. They cannot function reliably
for extended periods in the conditions of vibration, jostling, dust, and heat that are normal
in a car. Light emitting diode (LED) gauges are difficult to read in the sunshine. In addition,
digital gauges are harder to interpret at a glance than needle gauges. Any gauge that is
not backlit will be useless at night. The following are the types of gauges normally used
in an electric car.

Ammeter

The ammeter gives a continuous reading of current usage. When an EV is coasting or
sitting still, it will read zero. During full acceleration, it will peg at the top of the scale,
then gradually fall off as the motor achieves its optimum rpm level. In reality, the ammeter
is a mill voltmeter. This makes it possible to wire the gauge with lightweight wire instead
of 2/0 cable. The shunt is calibrated to put out a specific voltage in mill volts for a specific
amperage input. It is usually mounted near the controller.
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State-of-Charge Gauge

This gauge measures the voltage in the battery pack and reads in percentages from full to
empty. Under acceleration, it will draw down to a lower voltage, so it should be read when
foot is off the throttle. This gauge is more accurate than a segmented bar scale display or
a sampling meter, which may tend to read too low.

High-Voltage Meter

This gauge measures battery pack voltage and displays it in volts, to give a running
performance display.

Low-Voltage Meter

This gauge allows monitoring the charge level of auxiliary battery. It is normally required
for cars with DC/DC converters.

4.6 MAIN AUXILIARIES IN AN EV

Chargers

A good charger is crucial to EV performance. Early crude chargers simply slugged voltage
into the batteries until the charger was turned off. This caused the batteries to gas heavily
toward the end of the charge, and it shortened battery life. Later chargers used timers to
taper the charge down and shut off. These are better, but still did not fully synchronize
with the needs of the batteries. Modern chargers can sense the level of charge in the battery
pack, and taper the charging current accordingly. The final, low-current part of the charge
cycle serves to equalize the charge in all the batteries.

There are differences between 220 V and 110 V input chargers. A 220 V will charge
the pack faster, but it is bulkier and heavier, not really suitable for on-board mounting. A
110 V charger will charge more slowly, but it is small and light enough to be mounted on-
board so the driver can take advantage of opportunity charging anywhere there is 110 V power.

Relays

When installing high-voltage heaters, air conditioners, power steering pumps, and so on
in an EV, the appropriate relay is required to switch these devices on and off with a 12 V
DC control voltage. Since these loads are highly inductive, a relay with magnetic blowouts
and adequate spacing is required to interrupt the current without creating the contacts weld
from the arcs. There are many types of relays such as switching relay and charger interlock
relay. A double-pole, double-throw relay is used to disable the vehicle during charging,
so that it can’t be driven away while still plugged in. When activated by AC input, this
relay breaks the circuit between the ignition key and the potbox microswitch. It is normally
available with 12 V DC or 120 V AC pull-down coils.

Terminal Blocks

Terminal blocks are often used when there are multiple connections feeding to a common
power source or ground. There are two types: Small gauge is suitable for low current
16 ga. wiring; large gauge is a single stud suitable for connection to 2/0 cable by a lug.
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Fuse Block

A fuse block serves the same purpose as a terminal block, with the added feature of fusing
each connection.

Cables

It is important that the proper cable and lugs are employed when interwiring high-current
circuits such as batteries, motors, and controllers. It is also important that lugs are crimped
properly onto cable ends to ensure a good mechanical bond. If a lug is soldered on and
becomes loose, the heat generated under high currents can cause solder melt. Using an
improper cable size can melt the battery terminals and wires or cause fire or even explosion.
The high-current connections in an EV need to be made with 2/0 cable. However, not all
2/0 cable is created equal. Some of it will have dozens of strands of copper, each about
as thick as a mechanical pencil lead. This is suitable for stationary wiring in a building,
but hard to work with in a vehicle, because it is too stiff. The cables used in EVs have
several thousand copper strands the thickness of hairs. Both types of cable have the same
amount of copper in them, but the fine strand version is very flexible for bending into
tight places. It also has a durable insulation protecting it.

Cable Grommets

As cables or wires are passed through a hole in sheet metal, a grommet should be used
to protect the wires. These grommets fit closely around the cables, eliminating movement
and providing a weatherproof opening.

Connectors

There are some places in an EV where a secure connection is needed and which can also
be easily separated. One such example is the wiring to an on-board charger. Hardwiring
the charger into the car is awkward and makes it difficult to remove for repairs or modifi-
cations. The solution is the connector. This is a heavy-duty plastic case that snaps two
connections together securely and separates easily. The case is indexed so that it cannot be
snapped together with mismatched polarity. These connectors are an industry standard.

Belleville Washers

Proper battery connections are essential. Loose connections may lead to heat generated
damage, melted terminals, or fire. However, since lead is so soft, it is difficult to maintain
a snug connection without simply deforming the lead. Split ring washers exert too much
pressure for this application, and the pressure is unevenly distributed. Belleville washers
are precision constant-pressure devices. They have a slightly concave shape, which flattens
when tightened into place. With proper use of these washers, loose connections are avoided,
and battery maintenance is reduced.

Heat Shrink Tube

All connections between cables and lugs should be weatherproofed and insulated. Some-
times it is also useful to insulate other, smaller connections and terminals as well. The
tubing, slipped over the connection, can be quickly shrunk to a tight fit with a heat gun
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or hand-held propane torch. It is available in sizes 1/4”, 1/2”, and 3/4” diameters, which
indicate the finished diameter after shrinking.

Flexguard

Wires gathered into proper looms not only look better, they are also better protected from
snagging or abrasion. This enhances the vehicle’s reliability. Flexguard provides an easy-
to-use loom sheath. It is a corrugated flexible tube with a slit down the length. Wires can
be slipped into it, and individual wires can be routed out again at any point along the
length. It is easy to add or remove wires at any time, or to work on wiring at any point
on the loom. It can be tie-wrapped to the chassis at intervals. Flexguard caps snap around
the ends to finish the loom.

Noalox

Corrosion is the enemy of an EV. Noalox anticorrosion compound protects connections.
If a lug is half-filled with Noalox before being crimped to the cable, then the connection
is covered with heat shrink tube, the connection will remain corrosion-free for years.
Noalox is also handy to coat on battery terminals before bolting on lugs.

Heat SiNk GREASE

Controllers heat sink through their bases and are intended to be mounted on a flat piece
of aluminum for this purpose. A layer of heat sink grease between the controller and the
plate is essential for good contact and thermal transfer.

ADAPTORS

The adaptor plate mounts the electric motor to the original manual transmission and clutch.
The electro-automotive adaptors are precision machined. The adaptor comes in four
parts. The transmission profile plate is machined from aluminum and mimics the original
engine-mounting surface. The motor spacer ring is also aluminum. It mounts to the profile
plate, and recreates the original spacing between the flywheel and transmission.

TaPer Lock Hus

The crucial hub is machined from steel. It is a taper lock fit, the industrial standard for
high-rpm, high-torque applications. The hub mounts to the flywheel. Its inner surface is
tapered and cone-shaped. This slides over a matching tapered bushing around the motor
shaft. The bushing has a split in it, and is a slightly larger diameter than the inside of the
hub. As the bushing is drawn into the hub by six bolts, it is compressed around the motor
shaft, squeezing closed the split. Once in place, it can be removed only with a proper
pulling tool.

Vacuum Power BRAKE SYSTEM

On most small cars, the brakes are designed with a large safety margin and will easily
handle the extra weight added by the conversion. However, disc brakes need a power
assist, even in conventional cars. The power assist relies on vacuum from the engine
manifold. This vacuum source is lost in the conversion, and needs to be replaced. This
can be accomplished with a vacuum pump, reservoir, and switch connected to the car’s
original power brake unit.
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4.7 TYPES OF POWER STORAGE USED IN EVS

471 BATTERIES

The largest hurdle holding back battery-powered electric vehicle commercialization is the
battery. Batteries typically account for one third or more of vehicle weight and one fourth
or more of the life-cycle cost of an electric vehicle. Major improvements in batteries are
expected because, until recently, little effort has been put into designing and building
batteries of the size needed for vehicles.

The list of electric vehicle battery candidates includes batteries with solid, liquid,
and gaseous electrolytes; high and ambient temperatures; replaceable metals; and replace-
able liquids. At least 20 distinct battery types have been suggested as candidates. But what
looks promising in a small cell often falls short when scaled up for a vehicle. The reality
is that the underlying science of battery technology is highly complex and not well
understood, rendering the engineering of large batteries difficult.

Many research efforts are under way to develop and commercialize advanced bat-
teries. The most prominent is the United States Advanced Battery Consortium (U.S. ABC).
Launched in 1991, U.S. ABC seeks to increase the energy and power capability, extend
the life, and reduce costs of batteries as they are scaled up to sizes suitable to electric
vehicles. Improved versions of today’s lead-acid batteries dominated through the late
1990s, because this type is relatively inexpensive and relatively reliable. In Europe, the
nickel-cadmium battery and the high-temperature (250-320°C) sodium-nickel-chloride
battery are also being used initially. Beyond lead-acid batteries, there is no consensus as
to which batteries will prove superior for electric vehicles, though it is widely believed
that nickel-metal hydride (NiMH) batteries will predominate over much of the next decade,
and lithium-based batteries will dominate thereafter. This section discussed a few of the
important terms related with battery technology and various types of batteries in use or
under development.

Which Battery to Use

This depends on the purpose of use of the EV built. The higher the voltage, the better the
acceleration, and a higher top speed can be achieved. Of course, it also depends on the type
of motor and the controller used. For example, a normal-sized EV using a voltage system
of around 96 to 120 V with 6 V deep-cycle batteries will give more amp hours and weigh
more. Therefore, it will have a fairly high range but poor performance. The same car using
a voltage system of 96 to 120 V with 12 V batteries will give high performance, but lower
range. That is because the battery pack will be lighter and in turn the car will be lighter.

How Many Volts

Deep-cycle batteries are normally available in three voltage sizes: 6, 8, and 12 V. For
range, 6 V batteries are used because their specific energy is higher. For performance,
12 V batteries are used. 12 V batteries are very popular with the newer components being
used in cars with 144 V systems. The 8 V battery packs offer a good balance between the
range of the 6 V and the acceleration capabilities of the 12 V.

How Much Energy

The energy in a battery pack (wired in series) is the amp hour rating times the pack voltage.
The amp hour rating is how many amps a battery can supply over a given time. Most batteries
are measured over a 20-hour period. This is a standard that is used to compare batteries and
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can be found in the specifications on most batteries. The 20 A hour rating has to be
adjusted for EV use. The faster one draws current from a battery, the lesser will be the
capacity.

Effect on Batteries when Temperature Changes

Temperature has a direct effect on the performance of a lead-acid battery. The concentration
of sulfuric acid inside the battery increases and decreases with temperature. A battery being
used in 32°F weather will only operate at 70% of its capacity. Likewise, a battery being
used in 110°F weather will operate at 110% of its capacity. The most efficient temperature
that battery manufacturers recommend is 78°F. Because the temperature factor is important
in colder climates, insulated battery boxes or thermal management systems are used.

Maintenance of Batteries

Maintaining deep-cycle batteries is very simple and requires little time. Each battery has
three flooded cells, or six, which require watering with distilled water once a month. In
addition, the batteries need to be cleaned once every month with a solution of distilled
water and baking soda to prevent ion tracking. Ion tracking is a condition in which dirt
or moisture on top of the battery forms a conductive path from the terminal to another
terminal or to metal such as a battery rack. This can cause the ground-fault interrupter to
trip on some battery chargers when the car is charging. Ion tracking is more prominent
when the batteries are not stored in a protective enclosure or battery box.

Some Technical Terms Related to Batteries

Several terms are used while discussing the characteristics of batteries. These are important
in determining which battery should be used for a particular application. Below is a short
description of these characteristics.

Specific Energy. Specific energy is an important factor in determining range.
Specific energy is the total amount of energy in watt-hours (Wh) that the battery can store
per kilogram of its mass for a specified rate of discharge.

Energy Density. Energy density refers to the amount of energy a battery has in
relation to its size. Energy density is the total amount of energy (in Wh) a battery can
store per liter of its volume for a specified rate of discharge. Batteries that have high
energy density are smaller in size.

Specific Power or Power Density. Specific power or power density is an impor-
tant factor for determining acceleration. Specific power is the maximum number of watts
per kilogram (W/kg) a battery delivers at a specified depth of discharge. Specific power is
highest when the battery is fully charged. As the battery is discharged, the specific power
decreases and acceleration also decreases. Specific power is usually measured at 80%
depth of discharge.

Cycle Life. Cycle life is the measure of the total number of times a battery can
be discharged and charged during its life. When the battery can no longer hold a charge
over 80%, its cycle life is considered to be finished.

Battery Cost. Cost is expressed in currency units, per kilowatt-hour (kWh).

4.7.2 Types oF BATTERIES AVAILABLE TODAY
Deep-Cycle Lead-Acid

Most EVs today are fitted with deep-cycle lead-acid batteries The most common makes
are Trojan, U.S. Battery, Alco, Deka, Exide, and GNB. Deep-cycle batteries have tall lead
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plates and are designed for deep discharge cycles. They have a life span of 400 to 800
cycles. Normal batteries, like those used in ICE vehicles, are not suitable for EV use and
they will quickly wear out after 30 cycles.

Horizon Lead-Acid

In recent tests the Horizon lead-acid battery from Electrosource in Austin, TX, powered
a car 110 miles on a charge. To develop this battery, Electrosource invented a patented
process to extrude lead onto fiber-glass filaments that are woven into grids in the battery’s
electrode plates. The results are greater power capacity, longer life cycle, deep discharge
without degeneration, rapid recharge, and high specific energy. These batteries are sealed
and maintenance free.

Nickel Cadmium/Nickel Iron

Another type of battery is the nickel cadmium (Ni-Cd) and nickel iron (Ni-Fe). Ni-Cds
are already in use in some Japanese and European companies producing EVs. They are
more expensive than lead-acid batteries because nickel is costly. Ni-Cd advantages are
higher energy density and a cycle life of 1000 charges. Although they can be recharged
very quickly, they have a tendency to overheat. Cadmium is highly toxic, so recycling
efforts have to be managed very carefully. Although cadmium supplies are not very high
it can be produced from sources such as copper, lead, zinc, and cadmium recycling. Ni-Fe
batteries have high energy density and are capable of over 1000 deep-discharge cycles
before recharging. They need to be 11% overcharged to be charged. The result of the
overcharging is water loss and a build-up of hydrogen, which is a safety concern.

Nickel-Metal Hydride

A nickel-metal hydride battery is composed of nontoxic recyclable materials and is envi-
ronmentally friendly. The NiMH has twice the range and cycle life of today’s lead-acid
batteries. It is composed of nickel hydroxide and a multicomponent, engineered alloy
consisting of vanadium, titanium, nickel, and other metals. It is sealed, is maintenance free,
and can be charged as quickly as 15 minutes. It can withstand overcharging and overdis-
charge abuse. Ovonic Battery of Troy, M, is currently manufacturing the NiMH battery.

Sodium Sulfur

Sodium sulfur (NaS) batteries are still under development by Ford Motor Company. Ford
Ecostars are fitted with these batteries and have a range up to 150 miles per charge. The
NaS battery uses a ceramic beta-alumina electrolyte tube with sodium negative electrodes
and molten sulfur positive electrodes within a sealed insulated container. To keep the sulfur
in a molten state the battery must be kept at a temperature of 300 to 350°C. The batteries
have built-in heaters to keep the sodium and sulfur from solidifying. Presently, the battery
costs 7 times more than lead-acid batteries, but their price is expected to drop during high-
volume production because the materials to build the battery are plentiful and cheap. The
main disadvantage of the NaS battery is the high temperature, which has raised safety
hazards. Also, the battery must be charged every 24 hours to keep the sodium and sulfur
from solidifying.
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Sodium Nickel Chloride

Sodium nickel chloride (NaNiCl,) batteries are under development by AEG Anglo Batteries
GmbH (Ulm, Germany). The battery operates at a temperature of 300°C and is claimed
by its manufacturer to be safe in accidents and will operate even if one of its cells fails.
The battery can be cooled down and reheated without damage; however, no current can
be drawn from the battery if the temperature is below 270°C. Costs to produce the battery
are very high. BMW and Mercedes Benz are testing EVs with NaNiCl, batteries.

Lithium-Iron

The lithium-ion battery was predicted to be a long-term battery. The battery is being
developed for Nissan by Sony Corporation. The promising aspects of the battery are its
low memory effect, high specific energy of 100 Wh/kg, high specific power of 300 W/kg,
and a battery life of 1000 cycles. The battery is 28.8 V and consists of eight metal cylindrical
cells encased in a resin module. Each battery has a built-in cell controller to ensure that
each cell is operating within a specified voltage range of 2.5 to 4.2 V during charging and
discharging. The cell controller communicates with the vehicle’s battery controller to
optimize power and energy usage. The disadvantages of the lithium-ion battery are its very
high cost and the ventilation system required to keep the batteries cool. The manufacturing
costs are high because the battery uses an oxidized cobalt material for the anode, a highly
purified organic material for the electrolyte, and a complex cell control system.

Lithium Metal Sulfide

The lithium metal sulfide battery is an elevated-temperature battery based on a lithium
alloy/molten salt/metal-sulfide electrochemical system. This system provides high specific
power for better acceleration. Other advantages include its small size, low weight, and
low cost per kilowatt hour. The battery is composed of iron disulfide and a lithium-
aluminum alloy that is completely recyclable. SAFT America, Cockeysville is currently
researching this type of battery.

Lithium-Polymer

The lithium-polymer battery is based on thin film technology. The battery is expected to
cost 20% more than lead-acid but deliver twice the energy, with a life span of 50,000
miles. It has an operating temperature between 65 and 120°C. It can be fast charged in
less than 90 minutes but can be damaged by overcharging. The major challenge confronting
this technology is scaling up its size to properly power an EV.

OTHER BATTERY TECHNOLOGIES

Zinc-Air. The zinc-air battery developed by the Israeli firm Electric Fuel, Inc. is
being used to power 40 test vans. After the battery pack or cassette is discharged it is
taken out of the vehicle and replaced with another cassette. The cassette replacement is
done in a matter of minutes with highly automated equipment set up at various geographical
locations. The discharged cassette has its electrodes replaced with fresh ones, and the
cassette is used for another vehicle. The spent electrodes are recycled and used to make
new electrodes. The battery has an energy density 10 times that of lead-acid.

Aluminum-Air. Aluminum-air is a battery that has aluminum plates added every
200 miles to replace the used aluminum. The aluminum plates react with oxygen in a
sodium hydroxide electrolyte solution to form sodium aluminate. The sodium aluminate
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produces a by-product of aluminum, aluminum trihydroxide, which is removed and
replaced with fresh aluminum. Aluminum-air batteries will probably be used by larger
vehicles because of their size.

Nickel-Hydrogen. The nickel-hydrogen battery is currently under development
by Johnson Controls, Milwaukee, WI. It is very expensive but has a long life and is safe
to operate. It is currently being used in spacecraft and deep-water vehicles.

Nickel-Zinc. The nickel-zinc battery has more power than lead-acid batteries but
has a shorter discharge cycle, making it only useful for short commutes.

Zinc-Chloride. The zinc-chloride battery has high energy but must have a complex
system to recapture the chlorine released during recharging.

Zinc-Bromide. The zinc-bromide battery was developed by Johnson Controls. The
battery stores electricity by plating zinc onto a surface and then unplating it. A bromide
electrolyte solution, which is 80% water, is pumped through the battery to cause the plating
and unplating reactions. Pure bromide is extremely toxic. Safety issues were raised about
the battery in a 1992 EV race when it was involved in an accident. A hose that carries the
bromide electrolyte became unconnected from the battery and leaked onto the race track,
releasing irritating fumes.

4.7.3 FLYWHEELS

The concept of using flywheels to store energy has been around for many years. Although
building a flywheel system to power a car has been challenging, the principle behind the
idea is fairly straightforward. A typical flywheel system uses a small motor to begin rotating
the wheel. After the flywheel gains momentum, it spins freely on its own up to 100,000 rpm,
or 1,666 revolutions per second! Magnets on the flywheel’s axle speed past wire coils on
the flywheel to produce electricity that powers motors attached to the vehicle’s wheels.
Each flywheel stores about 4 kilowatt-hours of electricity and produces about 25 horse-
power. A typical car will require several flywheels to be comparable in range and perfor-
mance to today’s gasoline-powered car.

To keep the flywheel spinning in a frictionless environment, each flywheel spins on
an axle with magnetic bearings in a vacuum-sealed aluminum box. The whole unit can
weigh up to 90 pounds. The flywheels are about 12 inches in diameter, 3 inches wide,
and made with carbon fiber. The challenge facing scientists has been keeping the wheel
together at phenomenal speeds, since the gravitational force of the wheel can pull the resin
and fibers apart. However, great strides have been made, and U.S. Flywheel Systems of
Newbury Park, CA, will unveil its first prototype flywheel-powered vehicle. American
Flywheel Systems, Seattle, WA and SatCon Technology, Burlington are also building
prototype flywheel systems for EVs and hybrid vehicles.

4.7.4 ULTRACAPACITORS

Ultracapacitors behave like very high-power, low-capacity batteries but store electric
energy by accumulating and separating unlike-charges physically, as opposed to batteries,
which store energy chemically in reversible chemical reactions. Power densities of 2000 to
4000 W/kg have been demonstrated by ultracapacitors in the laboratory. The fact that
ultracapacitors can provide high power for accelerations and can accept high power during
regenerative braking makes them ideally suited for the load leveling required in a hybrid
electric vehicle.
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As with chemical batteries and flywheels, ultracapacitors depend on improvements
in materials to achieve performance targets. There are five distinct material combinations
mainly to be developed: carbon/metal fiber composites, foamed (aerogel) carbon, carbon
particulate with a binder, doped conducting polymer films on carbon cloth, and mixed
metal oxide coatings on metal foil. Current trends indicate that higher energy densities
will be achievable with a carbon composite electrode using an organic electrolyte, rather
than with carbon/metal fiber composite electrode devices with an aqueous electrolyte.

One key aspect of ultracapacitors is that they have excellent cycle life. When fully
developed for vehicles, they could be expected to last as long as the car. This is because
it is possible to cycle ultracapacitors very quickly and deeply without seeing the large
decrease in cycle life that most chemical batteries experience. They also have a high cycle
efficiency compared with chemical batteries. The primary obstacle with ultracapacitors at
this point is their low specific energy, which is in the range of 5-10 Wh/kg. Ultracapacitors
also have the unique feature that their voltage is directly proportional to their state of
charge (the measure of how much energy is left in them). Therefore, either their operating
range must be limited to high state-of-charge regions, or control electronics must be used
to compensate for the widely varying voltage. One of the keys to successfully developing
ultracapacitors for vehicle applications is the development of interface electronics to allow
the ultracapacitor to optimally load-level the batteries.

4.8 EMISSIONS PERFORMANCE

The amount of pollution created by EVs depends mostly on the source of the electricity
used to charge them. This makes it difficult to determine if electric vehicles pollute less
than internal combustion engine vehicles without considering where they are to be
deployed and by what sources of electricity they are to be powered. An EV that is charged
with energy from a clean source, like hydroelectric power, will produce very little pollution,
while one charged with energy from an unclean source, like coal or oil, may produce more
pollution than an internal combustion engine vehicle. The sources of energy for most
regions fall somewhere between these two extremes. While not ready to be used every-
where, electric vehicles have the potential to pollute much less than internal combustion
engine vehicles.

A battery electric vehicle (BEV) produces zero vehicular emissions. However, emis-
sions are produced at the generation site when the source fuel is converted into electrical
power. The emissions of electric cars therefore depend on the emissions profile of regional
generating plants.

Some researchers conclude that, in regions serviced by coal-fired plants, a switch
to EVs may actually increase emissions of sulfur oxides (SOx) and particulate matter
(PM), and perhaps increase emissions of carbon dioxide (CO,). Conclusions, however, are
usually based on the existing mix of coal-fired plants, and often they do not consider the
effect of newer and cleaner plant designs. Studies generally conclude that emissions of
SOx, PM, and CO, are reduced in regions that rely on natural gas, and virtually eliminated
in regions supplied by hydroelectric and nuclear power. According to Electric Power
Research Institute (EPRI), substituting EV's for conventional vehicles (CVs) would reduce
urban emissions of nonmethane organic gases (NMOG) by 98%, lower nitrogen oxide
(NOx) emissions by 92%, and cut carbon monoxide (CO) emissions by 99%. In addition,
EPRI estimates that, on a nationwide basis, EVs in the U.S. will produce only half the
CO, of conventional vehicles. In another study of four U.S. cities, BEVs reduced hydro-
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carbon (HC) and CO emissions by approximately 97%, regardless of the regional source
fuels mix. In comparison to large generating plants, conventional cars produce large
amounts of HC and CO emissions, mainly because of cold starts and short trips that do
not allow vehicles to become fully warmed up.

The environmental benefits of an HEV depend on the design of the hybrid power
system. Designs using a combustion engine for on-board electrical generation and an
operating schedule that is heavily biased toward the engine/generator system (genset)
produce the greatest amount of harmful emissions. But even in this worst-case scenario,
emission levels are lower than those of a typical CV. This is due to the fact that a hybrid
vehicle genset is either switched off, and therefore producing zero emissions, or it is
operating at a predetermined output where it produces the fewest emissions and achieves
the best fuel economy per unit of output. Typically, a hybrid genset is not throttled for
variable output, as is the engine in a conventional vehicle. This leads to more effective
emission controls because it is technically easier to control combustion-engine emissions
when the engine runs continuously and at a constant output. When the hybrid-operating
schedule is biased more toward the energy storage system (relies more on the battery,
rather than the genset), emission levels become more like those of a BEV, and with fuel-
cell hybrids, vehicular emissions are virtually eliminated.

4.9 SOLAR CARS

Solar-powered vehicles (SPVs), such as cars, boats, bicycles, and even airplanes, use solar
energy to either power an electric motor directly or charge a battery, which powers the
motor. They use an array of solar photovoltaic (PV) cells (or modules made of cells) that
convert sunlight into electricity. The electricity either goes directly to an electric motor
powering the vehicle or to a special storage battery. The PV array can be built (integrated)
onto the vehicle body itself, or fixed on a building or a vehicle shelter to charge an electric
vehicle battery when it is parked.

A solar car is basically a type of EV, but the main difference from an EV is that the
batteries are charged using solar panels fitted on the surface of the car. We probably won’t
be able to harness the sun’s rays to power our regular vehicles because current photovoltaic
cells are too inefficient and it would need a large area of cells to create even a small
amount of electricity.

SPVs that have a built-on PV array differ from conventional vehicles (and most
EVs) in size, weight, maximum speed, and cost. The practicality of these types of SPVs
is limited because solar cells only produce electricity when the sun is shining. Even then,
a vehicle completely covered with solar cells receives only a small amount of solar energy
each day, and converts an even smaller amount of that to useful energy only about 1500 to
2000 watts of electricity. Even state-of-the-art PV cells only get up to around 24%
efficiency. At present, most SPVs with built-on PV arrays are only used as research,
development, and educational tools, or to participate in the various SPV races held around
the world.
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4.10 FUEL CELL CARS

4.10.1 INTRODUCTION

The need for clean, efficient vehicle power systems that operate on nonpetroleum-based
fuels has been spurred by the continuing dependence on foreign oil and the deterioration
of air quality in our urban areas. Shortly after the OPEC oil embargo in the early 1970s,
the U.S. government embarked on a program to introduce electric and alternatively fueled
vehicles. Currently, the transportation sector accounts for over 63% of the petroleum used
in the nation. Early electric vehicle attempts relied upon the storage battery for the vehicle
power and energy. While the battery is excellent at producing power, it suffers in the areas
of total amount of energy that can be stored and the length of time to recharge. Thus,
present battery-powered electric vehicles can’t go far enough and take too long to recharge.
The fuel cell has emerged as a strong candidate to circumvent the limitations of storage
batteries.

This technology has proven to be an excellent producer of electrical power in a
variety of applications and can derive its energy in the same way that a diesel or gasoline
engine does, from a refillable liquid fuel tank. The fuel cell powerplant for transportation
can operate on nonpetroleum liquid fuels, which could significantly reduce this nation’s
dependence on oil imports. Additionally, it has emission levels well below any projected
clean air standards. The fuel cell is quiet, clean, and more efficient than internal combustion
engines, and requires much less maintenance.

A fuel cell produces electricity by reacting hydrogen and oxygen with a catalyst to
form water. The chemical energy is converted to electrical energy with high efficiency,
negligible pollution, and little noise. Essentially, it is the reverse of water electrolysis. All
fuel cells are based upon the hydrogen—oxygen reaction. Hydrogen is fed to the anode of
the fuel cell, and oxygen (usually from ambient air) to the cathode. Although the electro-
chemical reaction varies by fuel cell type, that reaction drives a flow of electrons from
the anode to cathode through an external electric circuit. The fuel cell concept was first
demonstrated over 150 years ago; however, it was only in the last 30 years that useful
applications were developed.

The hydrogen fuel cell is often referred to as the reverse battery. The battery unites
hydrogen and oxygen to form water while producing electricity. The main draw back of
the fuel cell is its size. However, the battery is clean, can be recharged in a matter of
minutes, and has a range comparable to that of a gasoline-powered car. Other fuel cells
include phosphoric acid, alkaline (which is used by the space shuttle), solid oxide, and
proton exchange membrane. Other types of alternative fuels are ethanol-powered flexible
fuel vehicles (FFVs), methanol powered flexible fuel vehicles, natural gas-powered vehi-
cles (NGVs), LPG-powered vehicles (LPG), hydrogen/hythane, reformulated gasoline, and
biofuels: biodiesel and soy diesel.

Following are the limitations of hydrogen as a fuel cell to be used in cars:

1. Fuel-cell cars need to have adequate number of new or retrofitted hydrogen
filling stations. While hydrogen can be refined from water, no facilities have
the capacity to fuel America’s 200 million-plus vehicle fleet. Other running
prototype fuel cell cars thus far have used gaseous or liquid hydrogen, or an
on-board chemical factory (a “reformer”) to produce hydrogen. All these tech-
nologies have their limitations.
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2. Hydrogen gas has to be stored in giant, cylindrical, pressurized tanks that take
up the space of at least two seats and most of the cargo area in a typical minivan,
which is much larger than other storage forms.

3. Liquid hydrogen contains many more molecules in a smaller tank and so could
give a hydrogen vehicle the range of a gas-powered car. But it evaporates into
a gas at only a few degrees above absolute zero. So the smaller fuel tank needs
rampart-thick insulation: more wasted space.

4. Reformers, which produce hydrogen from hydrogen-rich methane or common
gasoline, may solve many distribution problems. But the reformers produce
pollution much like today’s engines (though less of it), and so negate a key
advantage of hydrogen. They take up almost as much room in the car as a
gaseous hydrogen tank, produce infernal heat, and take up to 30 minutes to
warm up.

5. Fuel cells can also use hydrogen extracted chemically from natural gas, alcohols,
naphtha (coal tar), and other hydrocarbons. This is normally done by a reformer
between the fuel tank and the fuel cell that produces hydrogen-rich gas from
the fuel, which is then used in the fuel cell. Several car manufacturers seem to
be opting to use methanol or gasoline as fuel for the fuel cells because of a lack
of a hydrogen supply infrastructure. In the meantime, neither methanol nor
gasoline will produce hydrogen without also producing emissions. The reformer
will demand a lot of energy, require a long start-up time, and give poorer energy
output than the use of pure hydrogen. In addition, methanol is also extremely
poisonous.

4.10.2 FueL CeLL Cars

Hydrogen-based fuel cell cars are the only known alternative that can combine zero-
emissions with the comfort and driving distance we are accustomed to with today’s cars.
Fuel cells generate electricity by converting oxygen and hydrogen into water without
combustion. Fuel cells are superior to combustion engines because of their dependability,
energy efficiency, and environmental friendliness.

The modern fuel cell’s beginnings started with the Apollo space program, when
NASA needed a reliable and simple electrical supply on-board the space capsules. They
continued development of the fuel cell, which at that time was looked upon as a curious
invention from 1839. On the Apollo lunar mission, the energy supply on-board the space
capsule was based on fuel cells with hydrogen, and the “waste product” (water) was drunk
by the crew. Fuel cells are quite common in space travel today. After the successful voyage
to the moon, in-depth research into the fuel cell was initiated to develop the fuel cell for
use in vehicles. But the cells were quite expensive, especially because of the large amount
of platinum needed as a catalyst, and gas prices were also low at the time. But because
of increasing environmental awareness and breakthroughs in a technique that reduced the
need for platinum, research into development of fuels cells has increased in the last decade.

There are several types of fuel cells with different characteristics and applications.
Fuel cells are usually classified by the electrolytes they use. Fuel cell technology is now
the latest modern technology. Daimler Chrysler, GM and Toyota, Ford, and Honda have
indicated that they will introduce mass-produced fuel-cell cars in 2005. The Canadian
company Ballard Power Systems has been a leading company in the development of the
proton exchange membrane (PEM) fuel cells and has perhaps come furthest with this type
of fuel cell. Other researchers include DeNora, Energy Partners, International Fuel Cells,
Toyota, and Panasonic.
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There are two main ways to use fuel cells in a car: fuel cells alone, and a hybrid
solution. When only fuel cells are used, a powerful fuel-cell system is needed. In addition,
it is advantageous to use ultracondensators to store braking power for later use in accel-
eration. Daimler Chrysler’s and Ford’s prototypes use this method, which indicates that
they foresee the fuel cell becoming economically feasible.

The other method is to use fuel cells in combination with batteries. In this case the
fuel cells act as battery chargers, while the batteries take the heavy loads and let the fuel
cells operate more smoothly. Toyota’s prototype car operates on this principle. Even though
this is the most inexpensive solution today, it is by no means the only solution for the
future. This solution also has a definite advantage: Most people drive less than 30 km a
day, which is a distance batteries alone can cover. In this way, a car can be used as a
regular electric car for everyday use and only need be topped off with hydrogen when
going on longer trips.

As a natural result of competition with fuel-cell cars, more effective combustion engines
will also be developed: Regardless of this, fuel cells will outperform combustion engines
because people are moving more and more to urban areas where traffic often goes slowly
or at a standstill. When a fuel cell car stands still, just as an electric car, it does not use
energy, and even at low speeds it is fuel efficient. A car with a combustion engine is most
efficient at 80-90 km/h, but is extremely inefficient at low speeds. On the average, a new
medium-sized car with a combustion engine has a fuel efficiency of 12%. A typical PEM
fuel cell car with hydrogen may have a system efficiency of over 40%, even at low speeds.

BIBLIOGRAPHICAL SURVEY ON ELECTRIC VEHICLES

Electric vehicles, encompassing electric motors, batteries, and power electronics, have
important advantages over today’s gasoline-powered internal combustion engines. They
are quieter, virtually nonpolluting, and more energy efficient, reliable, and durable. Major
advances have been made in various electric drive technology components since the late
1980s. For example, advances in power electronics have resulted in small, lightweight
DC/AC inverters that, in turn, make possible AC drives that are cheaper, more compact,
more reliable, easier to maintain, more efficient, and more adaptable to regenerative
braking than the DC systems used in virtually all electric vehicles through the early 1990s.
The electric vehicle motor-controller combination is now smaller and lighter than a com-
parable internal combustion engine, as well as cheaper to manufacture and maintain. A
large number of papers have appeared on EVs during past 15 years. This chapter presents
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an extensive bibliography on EVs. Papers have been arranged chronologically in descend-
ing order. References can be broadly classified in the following categories:
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1. Battery
2. Control of EV
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5.1 INTRODUCTION

With the increase in electrical/electronic content in vehicles, the on-board electric power
requirement is likely to increase from 1 kW to 5 kW for non-propulsion loads and to
100 kW or more for propulsion loads in the near future. This is based on the trend observed
during the past decade, and this dramatic increase in power demand is mainly due to the
emergence of various electric and hybrid drivetrains. However, other emerging automotive
technologies for internal combustion engine (ICE) vehicles, such as variable engine valve,
active suspension, x-by-wire (e.g., steering-by-wire and brake-by-wire), and heated cata-
Iytic converter, have also made considerable contributions to this trend. Table 5.1 lists the
peak and average power requirements of various electrical loads that current or future
automotive power systems are required to meet.

As indicated, such a large amount of power makes the issue of appropriate power
management and distribution a much more complicated and difficult matter compared to
the management of the existing low-electrical-power vehicles. In a conventional ICE
vehicle, electric power is simply managed through the control of alternator and voltage
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Table 5.1 An Example of Automotive Electric Power Requirements

Electric Loads Peak Power (kW) Average Power (kW)
Electric vehicle hybrid electric vehicle propulsion 30-100 10-30
Fuel-cell electric vehicle air compressor 12 8
Active suspension 12 0.36
Integrated starter generator 4-8 2-4
Electric AC compressor 4 1
Variable engine valve 32 1
Heated catalytic converter 3 0.1
Heated windshield 2.5 0.25
Electric power steering 1.5 0.1
Engine cooling fan (ICE) 0.8 0.4
Engine coolant pump (ICE) 0.5 0.4

regulator. Early electric and hybrid vehicles included the control of battery state of charge
as an important component of the on-board power management strategy. Nevertheless, the
overall power management scheme for these vehicles remains fairly simple and straight-
forward. However, with the increasing power level and system complexity, this can no
longer be the case. Hence, optimal power and energy management strategy is becoming
increasingly necessary.

The primary function of automotive electric power management is to prioritize real-
time power requests from the loads and allocate power resources available from the
generation and storage devices in an optimized manner for maximum vehicle efficiency
and performance. The use of energy storage devices in vehicles, such as batteries, ultra-
capacitors, and flywheels, has essentially mandated the extension of the power manage-
ment concept into one that covers both power and energy (i.e., time integral of power)
perspectives. Good power and energy management strategies can help reduce the weight,
size, and cost; improve the performance of the vehicle and improve system reliability
during limited resource availability.

This chapter introduces a generic power/energy management and distribution archi-
tecture and an optimization-based integrated power management/distribution system
approach, which are applicable to a wide variety of vehicles including conventional ICE-
powered, electric, hybrid, and fuel cell vehicles. As an example of this approach, a game-
theoretic optimal hybrid vehicle management strategy is also presented. The function of
all major components or subsystems such as power generators, storage devices, power
buses, power control units (PCUs), central power management controllers (PMCs), and
electrical loads are discussed and integrated system approaches are presented, aiming to
achieve maximum energy efficiency, high performance, and low emissions. The proposed
power management strategy features optimal allocation and prioritization of power
resources to meet the demand of various loads, uninterruptible power availability, high
power quality and system stability, and fault diagnosis and prognosis. In addition, the
power management strategy must take into consideration practical component constraints
such as limited battery cycle life, variable power output, and efficiency of primary power
sources and generators.
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Figure 5.1 Generic automotive power/energy management and distribution system.

5.2 AUTOMOTIVE POWER/ENERGY MANAGEMENT
AND DISTRIBUTION ARCHITECTURE

An automotive electrical power/energy management and distribution system architecture
is conceptually depicted in Figure 5. 1.

This generic architecture is applicable to ICE, electric, fuel-cell, or any hybrid-type
vehicles. For a particular vehicle configuration, not all components or subsystems pre-
sented in Figure 5.1 are necessary, and some minor changes in the system topology may
be required. The power management system can be divided into the following subsystems:

Power generation
Energy storage

¢ Power bus

¢ Electrical load

* Power electronics
e PMC

5.2.1 Power GENERATION

The main function of the electric power generation subsystem is to convert chemical,
electrochemical, mechanical, and other forms of energy into electrical energy. Examples
of primary power sources include, but are not limited to, ICEs (petrol, diesel, hydrogen,
other alternative fuels), other types of engines (Stirling and turbine), and fuel cells. Figure 5.1
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shows an auxiliary power generation unit (APU), which can provide temporary power
when the primary power generator is not in operation or can supplement the primary power
generator during normal operation. In military vehicular applications, the APU is also
used to provide power during silent watch, when the vehicle may be using its computers
and other peripherals with the engine shut down.

Fuel-cell devices convert electrochemical energy directly into electrical energy, while
all engine types of power sources have to rely on various electric machines to generate
electrical energy. It should be pointed out that all power sources and generators have their
own optimal operating ranges in terms of power output and efficiency. Operation outside
the desirable ranges may result in low system performance and efficiency. Therefore, it
is a major task for the power management system to control and coordinate the operation
of the power generation subsystem to achieve maximum system efficiency.

5.2.2 ENERGY STORAGE

The main function of the energy storage subsystem is to provide readily available electric
power/energy when the primary power sources have no or insufficient power output, and
store surplus electric energy generated by the primary power sources or recovered by
regenerative braking. The most common energy storage devices are the various types of
batteries, ranging from lead-acid, metal-hydride to lithium-ion types. The key consider-
ation for battery selection is specific power (power/weight), specific energy
(energy/weight), cost, and cycle lifetime. Other energy storage devices, such as ultra-
capacitors, flywheels, and hydraulic/pneumatic accumulators, are normally used along
with batteries to compensate for the limited battery power capability. While these devices
typically have a limited energy capability, they can greatly improve the system power
capability to respond to a burst-mode (high power but short duration) power request.
Evidently, the proper control of the energy storage subsystem presents both a challenge
and opportunity for the power and energy management system.

5.2.3 Power Bus

Two direct current (DC) power buses are illustrated in Figure 5.1. One is designated as
the high-voltage power bus, the other as the low-voltage power bus. Both loads and power
supplies are connected to these power buses through various PCUs and power converters.
This is significantly different from the point-to-point or direct connection between the
source and load in traditional ICE vehicles. Usually, the high-voltage power bus provides
electrical energy to propulsion motors and other high-power loads, while the low-voltage
bus supplies energy to low power accessory type of loads such as lamps, small motors,
and microcontroller units.

The use of two or more power buses at different voltages in a vehicle can simulta-
neously address power and safety requirements. It should be pointed out that the “high”
and “low” voltages are in relative terms and largely depend on the vehicle configuration,
For example, an electric vehicle may have a high-voltage bus at 300 V and a low-voltage
bus at 42 V. Yet another ICE vehicle may have a high-voltage bus at 42 V and a low-
voltage bus at 14 V. There are one or more DC/DC converters linking the two power buses
to transfer energy back and forth. In addition, an alternating current (AC) power bus (110 or
220 V) is sometimes included to provide power access for external plug-in appliances or
machine tools.
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5.2.4 ELEcTRICAL LoAD

Automotive electrical loads can be divided into two classes: propulsion and nonpropulsion
loads. The propulsion loads usually include one or more electric machines such as induc-
tion or synchronous machines to serve as the traction motor or generator. The propulsion
load demands the highest power level in a vehicle, ranging from < 10 kW (mild hybrid)
to 100 kW (full electric) or more. Nonpropulsion loads include all other electric loads in
a vehicle, such as lamps, heaters, solenoids, and small motors for fans and pumps. Some
nonpropulsion loads, such as power steering and special heaters indicated in Table 5.1,
actually demand a large amount of electric power. In general, automotive loads, such as
starter motors and cold lamps (for example, gas discharge lamps), tend to have a peak
power several times higher than its average power consumption. It is important for the
power management system to ensure that the power request from all loads are met in a
timely manner. In the meantime, it is impractical and cost prohibitive to offer a continuous
power capacity many times higher than the average power demand, just to meet momentary
peaks in power needs. Thus, how to prioritize load-power requests and allocate limited
power resources becomes a major task for the power and energy management system.

5.2.5 Power ELEcTRONICS

Power electronic components include all power converters and PCUs. These power con-
verters and PCUs control the power flows between the power sources, loads, and power
buses, following the commands of the central PMC. For example, a bidirectional DC/AC
converter (inverter) is used to control the motor/generator machine, which is mechanically
linked to the engine. Depending on the control signal received, the DC/AC converter can
run the electric machine as a generator and serves as either a “rectifier” to output DC
current or an “inverter” to convert the DC bus voltage into three-phase voltage to drive
the machine as a motor or starter. The PCUs are usually power semiconductor load
switches, which can communicate with the central PMC via a data network such as
controller area network (CAN). One PCU can control one or more loads as shown in
Figure 5.1.

5.2.6 PMC

The PMC serves as the central control unit for the power/energy management and distri-
bution system to command, control, and coordinate various components. The PMC com-
municates with all power converters and PCUs by sending control commands to, and
receiving sensor signals and status reports from, these units. It also communicates with
the vehicle system controller to interact with other systems of the vehicle. The overall
power and energy management algorithm is implemented in the PMC. Even though only
one PMC is shown in Figure 5.1, a secondary backup PMC might be necessary for some
systems.

5.3 OPTIMIZATION-BASED POWER MANAGEMENT
SYSTEM STRATEGY

An optimization-based, integrated system approach for automotive electrical power and
energy management and distribution systems is presented in this section. This approach
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Figure 5.2 Automotive electrical power and energy management: an integrated systems approach.

intends to achieve optimal performance of the overall vehicle system rather than that of
each individual subsystem. It is imperative to carefully study all power subsystems includ-
ing power sources, energy storage devices, and various electric loads, and develop a well-
defined problem statement. Important factors to be considered include determining appro-
priate objectives, constraints, and inter-relationships between these subsystems. Figure 5.2
depicts such a system approach.

Three fundamental objectives have been identified for automotive electrical power
and energy management and distribution systems:

* Achieving maximum energy efficiency
* Providing a high level of vehicle performance
* Maintaining a low emission level

The ultimate goal of system optimization is to achieve maximum energy efficiency
(for a predefined or chosen performance and emission level), that is, the efficiency of
converting chemical (petrol, hydrogen, and other fuels) or electrochemical (battery) energy
into mechanical motion of a vehicle. In conventional ICE or hybrid vehicles, this is defined
as fuel economy (miles per gallon). Maximum energy efficiency needs to be achieved
without compromising vehicle performance aspects, such as driving range, acceleration
and comfort/convenience features, and emission levels.

The optimization of a power and energy management system can be formulated into
a mathematical model, and the operation of each power subsystem or component can be
controlled by a set of decision variables. The appropriate measure of system performance
can be expressed as a mathematical function of these decision variables, which is called
the “objective function.” The objective function for a particular vehicle power system can
be developed by combining all three previously mentioned objectives, with each carrying
a certain weight. Any restrictions on the values that can be assigned to the decision
variables are called “constraints.” The essence of the optimization problem is then to choose
the values of the decision variables so as to maximize (or minimize, as the case may be)
the objective function, subject to the specific constraints.

© 2005 by Taylor & Francis Group, LLC



The constraints in automotive electric power management systems are imposed by
several key factors, including the following (see Figure 5.2):

* Dynamic resource allocation requirement

* Practical component constraints

* Uninterruptible power availability requirement
* Power quality requirement

* System stability requirement

* Fault diagnosis and prognosis requirement

5.3.1 Dynamic RESOURCE ALLOCATION

The peak and average power demands differ considerably for various types of electric
loads in a vehicle, as previously discussed. It is impractical to design a power system that
can simultaneously meet the peak power demands of all electric loads. Automotive power
and energy management systems should not only optimize the available sources on-board,
but also match them properly with the loads. It prioritizes and schedules the load request
and allocates power/energy dynamically based on need and criticality.

5.3.2 PracTicaL CoNnSTRAINTS OF VEHICLE COMPONENTS

Components in vehicle power systems usually have practical limitations and impose
constraints to the optimization of power and energy management algorithms. Battery —
the most common energy storage device in vehicles — has a limited power and energy
capacity and, more importantly, cycle life and sensitivity to temperature. Electric machines
are used in vehicle drivetrains both as motors and generators. The power output and
efficiency of these electric machines are not fixed but are functions of machine speed,
torque, and temperature. These limitations and constraints have a direct impact on the
optimization of the power management system.

5.3.3  UNINTERRUPTIBLE POWER AVAILABILITY

Some on-board electric loads in a vehicle are mission- and safety-critical. They mandate
uninterruptible power availability at all times. Examples include steer-by-wire, brake-by-
wire, “Identification Friend or Foe” systems (particularly in military systems), and safety
restraint subsystems. It is advantageous to have one or more backup batteries in the
automotive power system to meet the power demand for these mission-critical loads for
at least a short time period in case of a primary power source interruption. The backup
or secondary battery usually has a limited energy and power capacity to minimize its
weight and cost. The charging and discharging cycles of the backup battery should be
minimized to maintain a long operational life. It should also be disconnected via a PCU
when not needed to maintain its state of charge. The on-board power and energy manage-
ment system needs to meet these requirements.

5.3.4 Power QuaALITY

It is important to maintain the power quality of automotive power buses to guarantee the
safety and proper operation of all electric loads and PCUs. Automotive environments are
extremely noisy and subject to various types of transients caused by switching large
currents through inductive loads. A worst-case scenario is the so-called “load-dump event,”
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where the battery is inadvertently disconnected while still undergoing a charging process
by an alternator or generator. Load dump can also occur when a large load is suddenly
disconnected either purposely or inadvertently, leading to voltage spikes. If not suppressed,
a high-voltage spike would appear on the power bus for a certain time period and potentially
endanger all electronic modules connected on the power bus. The bus voltage can also
decrease below a desirable range possibly due to the low-voltage battery level at low
temperatures (or due to sudden overload). The on-board power and energy management
system needs to address these issues.

5.3.5 SySTEm STABILITY

DC power systems that employ multiple switch-mode power converters are known to be
prone to instability because of the high degree of sensitivity to parameter and load variation.
In particular, automotive power systems may be susceptible to large signal stability concerns.
Large signal stability refers to the ability of the system to transit from one steady-state
operating point to another following a disturbance, such as change in power demand, loss
of power sources, short circuits, and open circuits. In addition, the power system dynamic
is affected by interconnection between its components.

The stability of automotive power systems depends on several factors, such as switch-
ing off power electronic converters, nonlinearities of magnetic components, self-protection
operation of power electronic circuits, and temperature variations. A well-designed auto-
motive power management system can maintain system stability by managing the loads
properly according to the operating conditions of power sources and distribution systems,
and ensure that the system always operates around its nominal power.

5.3.6 FauLT DiagNosis AND PRoGNoOSIS

With the increasing complexity of electrical/electronic architectures, it is desirable to
provide fault diagnosis and prognosis to the automotive electric power management and
distribution system. These features allow detection of fault conditions, such as short circuits
and open circuits, and graceful degradation of the system performance to avoid hard, fail-
stop behaviors. Overall fault detection or tolerance can be accomplished by the automotive
power management and distribution system, which monitors and isolates a fault condition,
and possibly reconfiguring the system to minimize the impact of the fault condition. In a
more sophisticated scheme, historical data on the behaviors of various components can
be recorded and analyzed. This information can be used to predict the state or condition
of these components or subsystems and can provide early warnings for the components
or modules that are degrading but have not yet failed catastrophically.

5.4 CASESTUDY: GAME-THEORETIC OPTIMAL HYBRID ELECTRIC
VEHICLE MANAGEMENT AND CONTROL STRATEGY

Interests in hybrid electric vehicles originate from the general concerns about emission
pollution and fuel efficiency that are associated with the conventional gasoline- or diesel-
powered vehicles. Hybrid electric vehicles are powered by at least two energy sources.
Typically, these sources are an electric motor (EM) and an internal combustion engine. In
this section, a control and management strategy is proposed for parallel HEVs, based on
the ideas from game-theoretic optimization approach [3, 9, 10]. This strategy has a
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Figure 5.3 A single-shaft parallel arrangement.

pronounced effect on the performance of the vehicle powertrain, in terms of fuel con-
sumption and torque delivery. To further narrow the scope, a parallel, single-shaft power-
train shall be assumed. It is argued that the strategies introduced could generally be applied
to other powertrain arrangements, making appropriate amendments. In this control strategy,
the game “players” would be the individual power sources, such as EM and ICE, and the
“strategies” of players would be their alternating states. The objective of the players is to
maximize their payoff, where the payoff is a function of the powertrain efficiency.

5.41 System Dynamics

We focus on a parallel single-shaft arrangement, as shown in Figure 5.3.

The components in this powertrain operate concurrently and are to be controlled by
a core control system. Before the control strategy can be explored, it is necessary to define
the governing mechanical relationships that are present in this system. To completely
define the operating point of the powertrain in question, we require the value of three
variables [7]:

T,: Torque from electric motor
T...: Torque from IC engine

k: gear ratio

In fact, using Equations 5.1 and 5.2, it can be seen that only two of the three variables
are independent when defining system states, as the third one can be calculated using the
other two.

_ou(r) _ o)
o, (f)= R(¥) = R(k)p 5.1
T, (1) =R (K)(Te (1) + P, (1)) (5.2)
where
t = sample time (s)
®,, = speed of the wheel (revolution/s)
,,, = speed of ICE
, = speed of EM

R(k) = reduction ratio in terms of k (gear ratio)
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T, = Torque at the wheels (N - m)
T,, = Torque of ICE

ice

T, = Torque of EM

n,, = efficiency of gearbox
7, = efficiency of EM reductor (coupling)
p = constant reduction ratio at EM reductor

It must be noted that is a constant ratio calculated such that both engine and motor
achieve their maximum speed simultaneously. Additionally, the gear number, at any given
time, is taking values from an admissible set, typically (1, 2, 3,4, 5, ...). During simulation,
,(?) can be given by a “driving cycle,” and then 7, (¢) can be calculated using the vehicle’s
software model. Matlab/Simulink models can mimic the mechanical behavior we have
described for varying system specifications. In addition to the mechanical system, the
battery is another dynamic system that requires accurate modeling. The battery’s charg-
ing/discharging rates and other parameters will have an important effect on the capabilities
and the control of the powertrain as a whole. The state of charge (SOC) x(¢) of a battery
can be expressed in the following equation [7]:

x(t+1)=x(r)+P, (coe (1).7. (t))Aa. (x(z), T, (t))A (5.3)

where
t = sample time (s)
x(1) = SOC
P, = power at battery level (W)
A, = battery charge acceptance rate
A = sampling period (s)

5.4.2 STRATEGY DESIGN

The interaction between discrete and continuous components can cause difficulties in
controller design. A discrete controller issuing commands that are incompatible with the
state of the continuous system could cause catastrophic results [9]. Our solution is to
generate continuous controllers and consistent discrete abstractions for the closed loop
system. We are proposing to use a hierarchical structure that utilizes a centralized infor-
mation sharing system (Figure 5.4). This structure avoids myopic decisions [3]. The top

Throttle Brake

Sensor
Information
Powertrain System Controller
Engine Supervisor
Control BCC Executor
Command
(ECC) TCC EMCC
[IC Engine| | Transmission | | Electric Motor/
Generator
1]

Figure 5.4 Hierarchical structure of powertrain control system.
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level of this hierarchy is management/supervision, while assuming conventional all lower
level controllers. Therefore, we divide the controller structure into only two levels: super-
vision and execution.

Dealing with the supervising controller level, the dynamics of the system are best
described by discrete-event equations. For example, we could define the control algorithm
as a simple thermostat on/off strategy: If the battery SOC is greater than a certain level,
use battery (motor) only, otherwise use engine only. Obviously such a strategy is very
simplistic and makes no effort to maximize the global system efficiency. However, treating
the system states as a series of discrete events, or “flags,” is a useful tool that we can exploit.

As the first step, the following sub-optimal yet practical strategy is set:

1. We shall divide the system trajectory (set of state variables as functions of time f)
into small sections in time such that each section has a corresponding sampling
period.

2. Optimization shall occur over each sampling period to maximize the payoff
function (or minimize a cost function). It is important to note that we are now
optimizing over a time period rather than over the entire “trip.” The control
solution may not, as a result, be absolutely optimal over the entire process.
However, such a strategy is practical, as in reality it is rare to have a completely
predefined drive cycle.

5.4.3 GAME-THEORETIC APPROACH

Game theory is a distinct approach to study human behaviors. Although it was originally
used for economic and behavior applications, it has recently been a subject of research in
engineering applications ranging from network traffic optimization to shop floor control.
In terms of applying the game-theoretic approach, the following questions, associated with
the HEV control problem, have to be addressed [10]:

1.  What does it mean to choose strategies “rationally”” when outcomes depend on
the strategies chosen by others and when information is incomplete?

2. In “games” that allow mutual gain (or mutual loss), is it “rational” to cooperate
to realize the mutual gain (or avoid the mutual loss) or is it “rational” to act
aggressively in seeking individual gain regardless of mutual gain or loss?

3. Ifthe answer to 2 is “sometimes,” in what circumstances is “aggression” rational
and in what circumstances is “cooperation” rational?

4. Do ongoing relationships differ from on/off encounters in this connection?

A cooperative game can be characterized by a tuple (X, u,, J;: i € X), where X is the

set of players, u; and J(u,, u,, ..., u,) are the corresponding strategy and cost functional
of the ith player. The cooperative game optimization problem is then defined as find a set
of optimal strategies (u;,i = 1, 2, ..., n) such that:

Ji(ul,u SU Uy 5 Uyl ,un)ZJi(ul,u Ju; ,un),

Vuj #u;, j#iLi=120 ,n,

In proposing a game theoretic solution to the powertrain management problem, it
is necessary to apply the outlined issues directly to defining the “game.” Since we know
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a great deal about the dynamic system that we are controlling, it is possible to dismiss
many game classes as being not applicable.

The strategy is privy to all relevant sensor and executor level information, so the
powertrain control problem can be treated as a cooperative game. To define the game, a
payoff matrix is created for “players” (the powertrain elements). As a simplification, we
treat the powertrain control system as a finite state machine. The possible strategies of the
control system are as follows:

—_—

Provide tractive power with the ICE only

2. Provide tractive power with the EM only

3. Use some ICE power to drive the EM as a generator to charge the battery, and
use the remaining ICE power to provide tractive power

4. Slow the vehicle (providing no tractive power), and let the wheels drive the EM
as a generator to charge the battery

5. Provide tractive power with both the ICE and EM

We consider strategies 1-4 to be single value states while strategy 5 takes a finite
set of values. For example, it could take only three values: 75/25, 50/50, and 25/75 splits
between ICE and EM powers, stated as a percentage of the total torque demand. Each
value serves as a strategy for both “players” and will have various “payoffs” for different
inputs. The control strategy will determine the equilibrium for the relevant time period
and dictate the system response.

The powertrain control “game” is then represented as a tuple of the form (X, S,, P,
i € X), where X is the set of players, S, is the set of strategies, and P; is a function that
describes the payoff for each player in playing the strategies. Efficiency maps have been
used to determine optimal power distribution through the powertrain system as shown in
Figure 5.5 [14].

In the powertrain control game, the two players (ICE and EM) share common goals
while still having their own payoff criteria:

Shared Payoff: brake and throttle pedals must act accurately and seamlessly to
maximize efficiency of the entire powertrain

Electric Motor Agenda: keep SOC as steady as possible within a given range

Internal Combustion Engine Agenda: minimize consumption of fuel and reduce
emission pollutants

The payoff function for powertrain control can be defined as follows:

ice > Tice ice>

Prp = By (KT, )+ X (Tiegr @i )+ Ao (V) (5.4)

P =E,(kT,)+Ax+2,(v) (5.5)

where
P,., = payoff function for ICE “player”
P, = payoff function for EM “player”
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Figure 5.5 Typical efficiency map for EM.

E,., = efficiency function (based on efficiency map) for ICE
E, = efficiency function (based on efficiency map) for EM
X = predicted emissions cost for next ICE state + operating point

A = multiplicative constant to account for importance of SOC to EM payoff
function

x = state of charge of battery
A, = state-to-state transition function for ICE
A, = state-to-state transition function for EM
v = current state of the system

Therefore, the payoff is a function of the current system state, the SOC, and the
current system operating point. It is important to distinguish between the current state and
the current operating point. The current state is the previous decision of the control. The
current operating point consists of the current speeds of the different axles and the
associated torques as well as the gear number. The accuracy of the operating point
(discretization error) is an issue; however, it is postulated to have little effect as long as
reasonable precision is used. A sample payoff matrix is shown in Table 5.2.

Table 5.2 Payoff Matrix

Hybrid Hybrid Hybrid
ICE Only EM Only Change w/ICE Regen. break 25/75 50/50 75/25

77,82 86,78 86,40 10,8 91,84 85,83 88,84
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Figure 5.6 Stateflow machine used for HEV parallel powertrain control.

It is important to note that the entries in this matrix are of the form P,,, P, and that
this matrix is only valid for a given SOC, current state, and operating point, and that the
values within the matrix are actually dependent on these. The far right entry in the table
would suggest that the ICE supplies 75% of the total requested torque while the EM
supplies 25%.

Inspecting Table 5.2 qualitatively, it is important to note that we choose a state where
the battery is at full SOC, and traveling at a speed such that the efficiency of the ICE and
EM have a comparable waveform.

Using the proposed design, a Simulink model of the control system for HEV is
generated using Stateflow for a generic model of the entire powertrain, as illustrated in
Figure 5.6.

The designed control module is inserted into a parallel HEV powertrain laid out in
Simulink for off-line simulation. The payoff functions described in Equations 5.4 and 5.5
are used as criteria for the event-based state transitions. The design includes several
constants that are not defined with numerical values. Using this implementation strategy,
a parametric analysis was performed to determine legitimate values for these multiplicative
constants A and X.

5.4.4 SmmuLaTioN RESuULTS

Off-line simulations are performed using the design proposed in Section 5.3. The Simulink
models return relevant numerical data for comparison of vehicle powertrain specifications
such as NOx emissions and fuel consumption information. Table 5.3 highlights some of
these findings. Results for a conventional ICE vehicle of similar dimensions are also shown
as a reference.

The drive cycles used for the sample data are displayed in Figure 5.7. Figure 5.8
displays several waveforms obtained after running a generic, comparable HEV model
using our game-theoretic control algorithm. The default control strategy included in
ADVISOR [5] is used as our benchmark for comparison.
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Table 5.3 Performance Results from Simulation

Fuel Economy

Control (Drive Cycle) HC (6{0) NOx
Game-Theoretic 44.6 (Urban) 0.425 2.050 0.444
27.6 (Bus) 1.815 3.742  0.372
77.1 (45 mph) 1.73 6.15 0.85
ADVISOR HEV 40.4 0.52 2468  0.407
(Parallel Powertrain) 21.9 1.779 8.63 0.845
70.2 2.884 11.07 1.09
Conventional ICE 35.5 0.588 2517 0415
194 1.931 8.641 0.994
55.6 3.641 13474 2.137
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Figure 5.7 Drive cycles used for off-line simulation.
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Figure 5.8 Matlab plots for given drive cycle and battery state of charge.

In comparing performance results for each control case, vehicle parameters such as
weight and engine size were kept constant between cases wherever possible. This is to
promote a fair comparison of the powertrain control methods.

5.5 SUMMARY

In this chapter, we have discussed power management and distribution strategies in auto-
motive systems. It is argued that, due to the complexity of various power devices in
vehicles, high power or low power, optimal management and control is needed for opti-
mizing power usage. Such a strategy is very important for both vehicle efficiency and
emission reduction. To echo our arguments, a game-theoretic optimal HEV power man-
agement and control strategy is presented and the simulation results show that, with the
optimal cooperation between the internal combustion engine and the electric motor, both
fuel efficiency and emission reduction can be satisfactorily achieved.
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Automotive Power Semiconductor Devices
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6.1 INTRODUCTION

Power electronics plays an increasingly important role in improving vehicle performance,
fuel economy, emission, safety, and comfort. Power semiconductor devices are widely
used in automotive power electronic systems, and often dictate the efficiency, cost, and
size of these systems. Active power semiconductor switches such as MOSFETSs and IGBTs
serve as load drivers for motors (ranging from 75 kW AC traction motors to 1W DC
motors), solenoids, ignition coils, relays, heaters, lamps, and other automotive loads.
Diodes are used in automotive systems to rectify AC current generated by the alternator,
provide freewheeling current path for IGBTs or MOSFETSs in DC/AC inverters and DC/DC
converters, and suppress voltage transients. An average vehicle nowadays has over 50
actuators, which are often controlled by power MOSFETs or other power semiconductor
devices. It was estimated that the power semiconductor content was around $100 to $200
in a mid-range conventional passenger vehicle in 2000. The power semiconductor contents
may increase by three- to fivefold in an electric or hybrid vehicle.

Despite the wide variety of applications, the use of power semiconductor devices in
automotive systems can be classified into three basic configurations: the low-side switch-
ing, the high-side switching, and the half-bridge switching, as shown in Figure 6.1. In the
low-side switching configuration, the power switch is located between the load and the
negative terminal of the battery and controls energy flow by opening or closing the power
return path. Note that the negative terminal of the battery, usually connected to the vehicle
chassis, forms the ground for automotive electrical systems. The control of the power
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Figure 6.1 Basic automotive load switching configurations: low-side, high-side, and half-bridge
switching.

switch is simple and straightforward, since the control terminal is in reference to ground.
In the high-side switching configuration, the power switch is located between the load
and the positive terminal of the battery and controls energy flow by opening or closing
the power supply path. The high-side switching configuration offers a unique advantage
of protecting against inadvertent load short events in which the load may be short-circuited
to ground (i.e., vehicle chassis). Because the power switch is located upstream, a load
short does not cause a catastrophic battery short as in the case of the low-side switching
configuration. However, the control of the power switch in the high-side configuration is
more complicated and costly than the low-side configuration, since now the control
terminal of the power switch is in reference to the load instead of the ground. A control
voltage higher than the battery voltage is generally needed to turn on and off the power
switch. As a result, some type of charge pump or level shifting circuitry is needed. An
alternative solution is to use a complementary type of power switch such as a P-channel
MOSFET. In either case, there will be an increase in component cost. Half-bridge con-
figuration is used to form H-bridge or three-phase bridge circuits. H-bridge circuits are
typically used in bidirectional DC motor control and single-phase DC/AC inverter appli-
cations. Three-phase bridge inverters are used in electric drivetrain and electric power
steering motor control applications.
An ideal power semiconductor switch should have the following characteristics:

* Block large forward and reverse voltages in off mode

* Conduct large currents in on mode

» Switch between on and off instantaneously without incurring switching losses
» Ease of control

* Rugged and reliable

* Low EMI during switching

* Low cost

However, no single semiconductor device possesses all these ideal properties in
reality. Depending on actual applications, there may be one or more types of devices
available that offer performance sufficiently close to these ideal device properties within
the specified voltage, current, and switching frequency ranges. However, it is the deviations
of these practical devices from the ideal power switch, or the nonideal properties, that
essentially dictate the performance and cost-effectiveness of power electronic systems.
The operation of all practical power semiconductors is limited by a series of ratings that
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Table 6.1 Automotive Power Systems and Voltage Ratings of Power Semiconductor Devices

Automotive Battery  Nominal Op. Max. Op. Max. Dynamic = Power Device
Power Systems  Voltage Voltage Voltage Over-voltage  Voltage Ratings
14V 12V 14V 24V — 30-60 V

Car/light truck (Jump start)
28V 24V 28V 34V — 75V
Heavy truck (Regulator
failure)
42 V Powernet 36V 42V 50V 58V 75-100 V
(Load Dump)
Hybrid vehicle 150200V~ 150-200V ~ — — 600 V
Electric or fuel 300400V 300400V  — — 600 V

cell vehicle

define the operating boundaries of the device. These ratings include limits on the maximum
forward and reverse voltages, maximum peak and continuous currents, maximum power
dissipation, and maximum device junction temperature.

The voltage rating of a power device is primarily related to the maximum forward
or reverse voltage that the device can sustain in the automotive power electronic circuit.
Internal combustion engine (ICE) based conventional passenger vehicles typically use a
12 V lead-acid battery to supply electric power to all on-board electrical/electronic com-
ponents. The DC bus voltage is actually close to 14 V, and commonly referred to as the
14 V system. The maximum operating voltage for 14 V systems is specified at 24 V,
representing a double battery jump-start condition. For some heavy trucks, a 28 V power
bus is used in which the battery voltage is 24 V. The maximum operating voltage for 28 V
systems is 34 V, simulating the condition when the voltage regulator inside the alternator
fails. Recently, the 42 V electrical system (with a 36 V battery), or the 42 V PowerNet,
has been developed to meet the ever-increasing on-board electrical power demand. The
maximum operating voltage for 42 V systems to be supplied by the generator is specified
as 50 V (including ripples). Hybrid electric vehicles typically operate on a DC bus of
150 to 200 V, while pure electric or fuel cell vehicles use a 300400 V DC bus. The typical
voltage ratings of power devices in various automotive power systems are summarized in
Table 6.1.

Note that the voltage ratings of power semiconductor devices are considerably higher
than the specified maximum operating voltage or battery voltage of the power systems.
This is because the voltage rating of automotive power electronics is mainly determined
by the survivability of these devices to the commonly encountered overvoltage transients
in the automotive environment, instead of just the maximum operating voltages. The
transients on the automobile power supply range from the severe, high energy transients
generated by the alternator/regulator subsystem to the low-level noise generated by the
switching of inductive loads such as ignition coils, relays, solenoids, and DC motors. A
typical automotive electrical system has all of these elements necessary to generate unde-
sirable transients. It is critical that automotive power semiconductor devices have sufficient
voltage ratings to sustain these electrical transients. (Later on we will discuss another
device attribute, the avalanche capability, to sustain relatively low energy transients.)
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The current ratings of a power semiconductor are mainly related to the energy
dissipation and the junction temperature in the device. The maximum continuous current
is usually defined as the current that the device is capable of conducting continuously
without exceeding the maximum junction temperature. A maximum pulsed current is often
specified for the allowable peak current the device can safely handle under a 10 ps pulsed
condition, which is significantly higher than the continuous current rating. With the
advancement of silicon processing and device technologies, the continuous and pulsed
current ratings of power devices are sometimes limited not by the junction temperature,
but rather by the device package (mainly the current-carrying capability of wire bonds).

The maximum power dissipation specifies the power dissipation limit that takes the
junction temperature to its maximum rating while the ambient temperature is being held
at 25°C. The maximum junction temperature represents the maximum allowable junction
temperature of the device under normal operation. It is based on long-term reliability data.
Exceeding this value will shorten the device’s long-term operating life. Currently 150°C
is specified as the maximum junction temperature for most power semiconductor devices.
However, there are a limited number of automotive power devices on the market from
several semiconductor manufacturers that are rated at 175°C or even 200°C.

Commercially available power semiconductor devices can be categorized into several
basic types such as diodes, thyristors, bipolar junction transistors (BJT), power metal oxide
semiconductor field effect transistors (MOSFET), insulated gate bipolar transistors
(IGBT), and gate turn-off thyristors (GTO). In addition, there are power integrated circuits
(ICs) and smart power devices that monolithically integrate power switching devices with
logic/analog control, diagnostic, and protective functions. In this chapter, we will focus
our discussion on the three most commonly used devices in automotive power electronics:
diodes, low-voltage power MOSFETS, and high-voltage IGBTs. In addition, we will briefly
discuss power ICs and smart power devices as well as two emerging device technologies:
the silicon superjunction power devices and SiC power devices.

6.2 DIODES: THE RECTIFICATION, FREEWHEELING,
AND CLAMPING DEVICES

Diodes are the simplest semiconductor device, comprising of a PN or Schottky junction
with two external terminals. Diodes are used in applications that require current to flow
in one direction only. In automotive applications, diodes are mainly used to perform the
following functions:

» Rectify AC current from the alternator to DC current that charges the battery.

* Allow load current freewheeling as the anti-parallel diodes for IGBTs or
MOSFETs in inverter or converter applications. A freewheeling diode provides
an alternative path for the inductive load current when the main IGBT or
MOSFET turns off, and prevents high Ldi/dt voltage spikes from damaging the
main switching devices.

» Suppress voltage transients when being reverse biased (Zener diodes).

In attempts to improve its static and dynamic performance, numerous diode types

have been developed. Appropriate selection of diode types is required for different auto-
motive applications.
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6.2.1 RecTIFIER DioDES

The first type of automotive application of diodes is rectification. Figure 6.2 shows a
simplified automotive rectifier circuit that converts the AC current generated by the auto-
motive alternator (a three-phase AC generator) into DC current to charge the battery and
provide electric power to on-board electronic modules. For avalanche alternator rectifier
applications, the basic parameters characterizing the diodes are the maximum average
forward rectified current, peak forward surge current, maximum blocking voltage, forward
voltage drop at the rated current, and reverse avalanche energy capability for load dump
protection. The high temperature derating of the maximum output rectifier current also
deserves special consideration. Avalanche alternator rectifiers are a very mature semicon-
ductor product with good reliability and durability.

6.2.2 FReewHEELING DioDEs

The second type of automotive application of diodes is freewheeling. For freewheeling
applications, fast-recovery rectifiers are used in conjunction with active power switches
such as IGBTs or MOSFETs in various types of power converters. In addition to the
voltage rating, current rating, and forward voltage drop, the recovery characteristics of
freewheeling diodes dictate the selection of rectifiers for fast switching power circuits. A
power diode requires a finite time to switch from off-state (reverse bias) to on-state
(forward bias) and vice versa. Both the recovery times and the shapes of the waveforms
are affected by the intrinsic properties of the diode and by the external circuit.

Figure 6.3 shows a power diode switching from a blocking state to on-state and then
subsequently switching back to the blocking state. The switching properties are often
provided in the manufacturer’s data sheet for diode current with a specified time rate of
change di/dt, which is determined by the testing setup. Figure 6.4 illustrates a typical
testing circuit for characterizing diode recovery properties. Since the time constant I/R is
much longer than the transient recovery times of the diode under test, the load current can
be considered as constant during the testing time window. An active switch (usually a
power MOSFET) is used to pre-charge the load current and force the diode into forward
and reverse recovery processes. A source inductor Lg along with its own freewheeling
diode is used to define the rate of change of the diode current di/dt. This testing circuit
reproduces the operating condition for a freewheeling diode in DC/DC buck converters
or full-bridge and three-phase inverters.
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Figure 6.4 Diode forward and reverse recovery test circuit.

The recovery process from off- to on-state is termed “forward recovery,” during
which a visible voltage overshoot V., is observed across the diode, as shown in Figure 6.3.
This voltage overshoot is typically several tens of volts, large enough to adversely impose
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higher electric stress and turn-off switching losses on the main power switching device.
During forward recovery testing, the switch is closed for the time ¢ < 0. The load current
steadily ramps up and the diode D is reverse biased at —V, (off-state). At ¢ = 0, the switch
is opened. The diode becomes forward biased, providing a path for the load current in R
and L. The diode current i, rises to the peak load current I, after a short time #, (rise time),
and the diode voltage drop falls to its steady state value V,, after another time ¢, (fall time).
The diode forward recovery time #; = f; + 1, is the time needed for the charge in the diode
to change from one equilibrium state (off) to the other (on), during which the depletion
layer of the diode is first discharged and then the diode is forward biased. Conductivity
modulation then takes place due to the growth of excessive carriers in the diode, accom-
panied by a reduction of series resistance. The voltage overshoot V., which is mainly due
to the large series resistance of the diode prior to full conductivity modulation, will
gradually drop to the steady state diode forward voltage drop V,,.

The recovery process from on to off is termed “reverse recovery.” During reverse
recovery testing, the switch is closed for some time to charge the load. The load current
steadily ramps up and the diode D is reverse biased. Next the switch is opened, and the
diode D provides a freewheeling path for the load current. After the diode reaches a steady
state with a low voltage drop, the switch is closed again. This is the onset of the reverse
recovery process of the diode. The diode current i, will gradually decrease while the
current from the voltage source i gradually increases. The rate of change of the diode
current di,/dt with respect to time (opposite to that of the source current di,/dt) is mainly
determined by the source inductance Lg. During time interval #;, excess carriers stored in
the drift region are reduced in number by recombination with the decreasing forward
current. However, even when the diode current i, becomes zero, there are still excess
carriers remaining in the drift region and the diode still shows a low forward voltage drop.
During time interval #,, the excess carriers are completely removed and the diode becomes
unbiased. Note that a significant reverse recovery current i, is developed during this
process. This reverse recovery current continues to sweep charges out of the PN junction
and form a depletion region during time interval #;. The depletion layer is needed to support
the reverse voltage across the diode when it is in off-state. During this time period, the
reverse diode current demanded by the stray inductance of the external circuit cannot be
supported by the excess carrier distribution because too few carriers are left. The diode
current simply ceases its growth in the negative direction and quickly falls to zero. The
reverse current reaches its maximum value /,, at the end of the interval ¢,.

The time interval ¢,, = t, + t; shown in Figure 6.3 is often termed the reverse recovery
time of the diode. The total time integral of the reverse current i,, during ¢,, is termed the
total reverse charge Q,,, and is often estimated by Q,, = I,,¢,./2. Diode data sheets often
give detailed information on ¢,,, Q,,, and I,,. These parameters are important in almost all
power electronic circuits where freewheeling diodes are used. For example, the reverse
recovery current of freewheeling diodes in a three-phase inverter is added to the load
current that the active IGBTs or MOSFETs in the same leg have to conduct during turn-
on process. In many cases, it is the reverse recovery characteristic of the freewheeling
diodes that determines the turn-on loss of the active switch and, to a large extent, the total
power loss of an inverter power module.

In addition, a “soft factor” parameter S (S = #5/t,) is often defined as the ratio between
ts and #,, as indicated in Figure 6.3. S is a good indicator of how soft or snappy the diode’s
switching behavior is. A soft diode is always desired to minimize electromagnetic inter-
ference (EMI) generated by the power electronic circuit. Note that all these reverse
recovery parameters and other device parameters such as breakdown voltage and on-state
voltage drop are interrelated to each other and often present conflicting requirements for
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Table 6.2 Major Device Parameters of a Fast-Recovery Diode

Parameters Values  Units Conditions

Iav) Max. average forward current 20 A @T=97°C, half sine waves
Vrrm Max. reverse voltage 600 A\

V. Forward voltage drop 1.2 \Y @20 A, T, = 25°C

t. Reverse recovery time 160 ns I @20 A

I, Reverse recovery current 10 A @100 A/ps

Q,, Reverse recovery charge 1.25 uC @25°C

S Snap Factor 0.6 —

device design and fabrication. Various types of fast-recovery diodes with different tradeoffs
among these device parameters are available on the market. Table 6.2 summarizes the
major parameters of a commercial fast-recovery diode as an example. Circuit designers
need to carefully select the most suitable diodes for their application.

6.2.3 Zener DioDes

The third type of automotive application of diodes is to suppress voltage transients and
clamp bus voltages in electronic modules. Diodes for this type of application operate in
a reverse avalanche mode and are often called Zener diodes. As previously mentioned, it
is important to protect automotive electronic equipment from the severe, high-energy
transients generated by the alternator/regulator subsystem and the low-level noise gener-
ated by the switching of inductive loads such as ignition coils, relays, solenoids, and DC
motors. The most severe transient encountered in the automotive environment is the so-
called load dump transient. Load dump typically generates an exponentially decaying
voltage that occurs in the event of a battery disconnect while the alternator is still generating
charging current. The amplitude of load dump voltage depends on the alternator speed
and the level of the alternator field excitation at the moment of battery disconnection. A
voltage spike of 25 to 125 V can be easily generated in a 14 V system. The time duration
of load dump transient ranges from several to several hundred milliseconds, depending
on the configuration of the power generation and regulation system. A Zener diode central
suppressor can serve as the principal transient suppression device for the entire vehicle.
In this case, the Zener diode is connected directly across the main power supply and
ground. It must absorb the entire available load dump energy and withstand the maximum
operating voltage. Another approach is the so-called distributed transient suppression
scheme, in which one or more Zener diodes is used in each of the electronic modules
connected to the power bus. Locally generated transients can also be suppressed with this
approach.

For clamping and transient suppression applications, the basic diode parameters
include the breakdown voltages at different current levels (e.g., 100 mA and 90 A),
repetitive peak reverse surge current, and reverse avalanche energy capability. Figure 6.5
shows a simplified load dump test setup and a typical load dump pulse current. In addition,
the temperature dependence of the device parameters should be taken into consideration
since automotive applications, especially the underhood applications, mandate an operating
ambient temperature range of —40 to 125°C.
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Figure 6.5 Load dump test circuit and typical load dump current waveform (courtesy of ON
Semiconductor, Phoenix, AZ).

6.2.4 ScHotTkYy DiobE

As an alternative to PN diodes, Schottky diodes may present a viable solution for some
automotive applications. Schottky diodes have several distinctive advantages over conven-
tional PN diodes: low forward voltage drop (0.3-0.6 V vs. 0.7-1 V for PN diodes) and
the absence of reverse recovery charge. However, silicon Schottky diodes suffer from low
breakdown voltage (typically less than 200 V) and high leakage current, especially at high
temperatures. Nevertheless, Schottky diodes may find applications in on-board switching
mode power supplies, reverse battery protection circuits, and other low-voltage automotive
applications. High-voltage Schottky diodes, possibly made from nonsilicon materials, are
very desirable for freewheeling applications in high power inverter modules to reduce
switching losses.

6.3 POWER MOSFETS: THE LOW-VOLTAGE LOAD DRIVERS

For power electronic applications with a voltage rating below 200 V, power MOSFETSs
are the device of choice. Power MOSFETSs have replaced traditional power bipolar junction
transistors (BJTs) as the load switch in many applications including automotive systems,
because of their low on-state resistance, high switching speed, ease of control, and superior
safe operating area (SOA) and device ruggedness. In addition, MOSFETs are preferred
even for 200-600 V applications, which may require a high switching speed but only a
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Figure 6.6 Power MOSFETs in a low-side and H-bridge DC motor drive circuit.

moderate power level. Figure 6.6 shows a low-side and an H-bridge DC motor drive circuit
using power MOSFETs as the load drivers.
MOSFETsS can be found in a wide variety of automotive subsystems including the

following:

* Powertrain subsystems

Fuel injection solenoid driver

Electronic throttle control

Transmission gearshift solenoid driver

Cruise control

Electric radiator fan motor control

Integrated starter generator (ISG) motor control
Variable timing engine valve control

Glow plug current switch for diesel engines

* Chassis and safety subsystems

Electric power steering (EPS) and steer-by-wire motor control

Anti-lock braking system (ABS) and traction control system (TCS) solenoid
drivers

Brake-by-wire motor control

Airbag activation switches

Active suspension motor control

* Body/comfort/convenience subsystems

Climate control motor and solenoid drivers

Light control switches

High intensity discharge (HID) lamp control circuits
Power door/window motor control

Power seat motor control

Windshield wiper control

Windshield and mirror heater drivers
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* Electric power generation and distribution subsystems
» Switching mode voltage regulator
* Multiplex wiring and smart junction boxes (SJBs)
* DC/DC converters between different bus voltages
* Power suppliers for on-board logic and analog electronics

Automotive MOSFETs cover a wide range of voltage and current ratings. For
conventional 14 V automotive systems, 30 and 40 V MOSFETs are usually used in half-
and full-bridge circuits, while 55 and 60 V MOSFETs are typically used in single-ended,
high- or low-side load control circuits. For 24 V battery systems (heavy-duty trucks) or
the new 42 V PowerNet, 75 V devices are the top choice. For applications requiring higher
boost voltages or shorter inductive load recovery times, 100 to 150 V MOSFETs can be
used. MOSFETs with a breakdown voltage greater than 400V can be found in engine
driver trains, HID headlight control circuitry, and some DC/DC converters. The current
rating of automotive MOSFETs ranges from a few hundred mA to well over 100 A.
Switching frequencies are typically in the 10-100 kHz range.

6.3.1 MOSFET Basics

A power MOSFET is a three-terminal device where the gate (i.e., the control terminal)
controls the main current flow between the two output terminals: the drain and source.
The source terminal is usually common to the gate and drain terminals. Power MOSFET
output characteristics, that is, the drain current i,, as a function of drain-to-source voltage
vps With gate-to-source voltage V¢ as a parameter, are shown in Figure 6.7. In power
electronic applications, the MOSFET is used to switch back and forth between the cutoff
region (off-state) and the Ohmic region (on-state). The MOSFET is in off-state when the
gate-source voltage V; is less than the threshold voltage V., which is typically a few
volts. The device is an open circuit and must have sufficiently high breakdown voltage
BV, to sustain the bus voltage applied to the circuit as well as voltage transients

i

r+— (Vs — Vasqn) = Vps)
Ohmic /
I Vass

Active

Vasa

Vess > Vg

Vass

Cutoff
Vas2

v Vas < Vasqn
Gst

AN

Vps
BVpss

Figure 6.7 Output characteristics of Power MOSFET.
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Figure 6.8 Circuit symbols of N-channel and P-channel power MOSFETsS.

experienced in the harsh automotive environment. When the MOSFET is driven by a large
Vs it is driven into the Ohmic region and behaves like a resistor. The on-state resistance
of the MOSFET, usually referred to as the Ry, is generally considered the most
important device parameter for the MOSFET. R, basically determines the conduction
power loss and the maximum current and power ratings of the MOSFET.

There are two major types of MOSFETs: the N-channel and P-channel MOSFETs.
N-channel MOSFETs, due to their smaller chip size and lower cost, dominate nearly all
automotive applications. P-channel MOSFETs, which are simple to control for high-side
switching circuits, can be found in some applications such as dashboard instrument and
transmission control modules. Their circuit symbols are shown in Figure 6.8. The arrows
indicate the direction of current flow if the body-source PN junction were forward biased.
An N-channel MOSFET has the arrow pointing into the MOS channel, while the arrow
of a P-channel MOSFET points outwardly. A diode is also included in a MOSFET symbol,
which represents an integral part of a power MOSFET and is commonly referred to as
the body diode.

Low-voltage power MOSFETs can be fabricated with either planar or trench tech-
nology. Figure 6.9 illustrates the cross-sectional views of a planar and trench MOSFET.

Planar MOSFET Trench MOSFET

SOURCE SOURCE
| \ ]

P+ ~ N+ Nt P+ P+ \UN+ - N+ P+
P P / P GATE P

N-EPI N-EPI

N+ SUBSTRATE N+ SUBSTRATE]
DRAIN DRAIN

Figure 6.9 Cross sections of planar and trench power MOSFETs.
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In the planar MOSFET, the drain electrode is formed on the back side (bottom side) of
the silicon die, while the source and gate electrodes are formed on the top surface. The
MOS channels are formed between the P-body and N+ source diffusions under the planar
poly-silicon gate. Planar MOSFET technology is a mature technology with an inherently
wide SOA, excellent device ruggedness, and high avalanche energy rating. However, the
on-resistance per unit silicon area, or the specific on-resistance, of planar MOSFET is
generally higher than that of the trench MOSFET. In a trench MOSFET, the poly-silicon
gate is located inside a vertical trench, and the MOS channels are formed along the
sidewalls of the trench. This constitutes the main structural difference between the two
technologies. The trench MOSFET technology offers higher cell density, low specific on-
resistance, and consequently smaller chip size and lower cost than the planar MOSFET
technology. Trench MOSFETs used to suffer from reduced SOA and device ruggedness.
However, tremendous improvement has been made in these areas, and now trench MOSFETs
are gaining considerable popularity in automotive applications.

6.3.2 MOSFET Characteristics

Next, we will examine the data sheet of a commercial power MOSFET, International
Rectifier’s IRF2804, to gain familiarity with characteristics of power MOSFETs. IRF2804
is an automotive MOSFET rated at 40 V and 75 A. It can be packaged into an industry-
standard leaded TO-220, surface mount D?PAK, or TO-262 package. Other commonly
used packages for automotive applications include TO-247, DPAK, Micro-8, and SOT-223
to accommodate various silicon die sizes.

Table 6.3 lists the absolute maximum ratings of IRF2804. Among these parameters,
the maximum continuous drain current I is rated at 75 A at a case temperature of 25°C,
which is limited by the wire bonds of the package instead of the silicon junction temper-
ature. All power transistors have a specified maximum peak current rating. This is con-
servatively set at a level that guarantees reliable operation and it should not be exceeded.
It is often overlooked that, in a practical circuit, peak transient currents can be well in
excess of the expected normal operating current. For example, high in-rush currents can
be generated during the start-up of a motor or the turn-on of a cold incandescent lamp.
High transient current can also be experienced by the MOSFET during the turn-on process,
as a result of the reverse recovery of the companion freewheeling diode.

Maximum gate-to-source voltage is rated at +20 V. Voltages above this limit may
damage the gate oxide and permanently destroy the MOSFET. Caution should be exercised
when handling MOSFET products during testing and assembly processes to avoid elec-
trostatic discharge (ESD) damage. ESD transients can be as high as several thousands
volts. Power MOSFET parts should be left in their anti-static shipping bags or conductive
foam, or they should be placed in metal containers or conductive tote bins, until required
for testing or connection into a circuit. The person handling the device should ideally be
grounded through a suitable wrist strap. Devices should be handled by the package, not
by the leads. Work stations and testing equipment should be placed on electrically grounded
table and floor mats.

The single pulse avalanche energy E,¢ and repetitive avalanche energy E,, indicate
the survivability of the MOSEFT under transient overvoltage stress commonly encountered
in the automotive environment. The avalanche energy capability, also referred to as the
unclamped inductive switching (UIS) capability, is another important device parameter
for automotive applications (arguably the second most important device parameter, right
after the on-state resistance Rpq,,))-
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Table 6.3 Absolute Maximum Ratings of IRF2804

Parameter Max. Units

I, @ T, =25°C Continuous drain current, Vo @ 10V 280 A
(silicon limited)

I, @ T, =100°C  Continuous drain current, Vgg @ 10V 200
(see Figure 6.9)

I, @ T, =25°C Continuous drain current, Vo @ 10V 75
(package limited)

Tpm Pulsed drain current (1) 1080
P, @ T, =25°C  Maximum power dissipation 330 w
Linear derating factor 22 W/eC
Vas Gate-to-source voltage +20 v
E,s Single pulse avalanche energy 670 m]
(thermallly limited) 2)
E,g (tested) Single pulse avalanche energy tested 1160
value (2)
Lir Avalanche current (1) See Figures 6.12a,b, A
6.15, 6.16
Ear Repetitive avalanche energy (2) m]
T, Operating junction and -55to +175 °C
Tsrg storage temprature range
Soldering temperature, for 10 sec 300 (1.6 mm from case)
Mounting torque, 6-32 or M3 screw 10 1bf-in (1.1 N-m)

Source: International Rectifier data sheets and application notes: http://www.irf.com/.

Figure 6.10 shows the UIS testing circuit to specify £, and E,, which also resembles
a practical low-side load switching circuit with an inductive load such as a solenoid or
DC motor. Also shown in Figure 6.11 are the typical UIS waveforms of drain-to-source
current and voltage of the device under test (DUT) MOSFET. A 0.24 mH load inductor L.
and a 25 gate resistor Ry are used in this UIS testing circuit.

A pulsed voltage signal is sent to the gate of the DUT MOSFET and subsequently
turns it on. A power supply Vp, then starts to charge the inductor L through a driver
MOSFET, which is already in on-state. Once the load current /,, reaches a certain level,
the driver MOSFET first turns off to isolate the power supply from the DUT. Note that
the load current /,; does not change instantaneously because the freewheeling diode
provides an alternative current path. Immediately after the turn-off of the driver MOSFET,
the DUT MOSFET is turned off. The electromagnetic energy stored in the inductor tends
to maintain the current flow and forces the drain voltage V) to rise rapidly to exceed the
breakdown voltage Vg5 of the DUT MOSFET. The inductor will be fully discharged
through the avalanched MOSFET, or more accurately, the avalanched body diode of the
MOSFET. Increasing the gate pulse width ¢, will raise the peak load current I, and the
total amount of electromagnetic energy E,g stored in the inductor, which is given by:

1
E =5L><Ij5

© 2005 by Taylor & Francis Group, LLC



15V

V(BR)DSS

las —

Figure 6.10 Circuit setup and typical waveforms of MOSFET UIS test (courtesy of International
Rectifier, El Segundo, CA).
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Figure 6.11 Avalanche energy E,g as a function of the starting junction temperature for three
different load currents (courtesy of International Rectifier, El Segundo, CA).
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Note that this energy is completely dissipated in the avalanched MOSFET, resulting
in an increase in its junction temperature. The avalanche energy rating E,; of the MOSFET
is the amount of energy allowed to increase the device junction temperature to the max-
imum junction temperature rating 7.y, Which is 175°C for this device. Repetitively
exceeding T,y may cause concerns on the long-term reliability of the semiconductor
device, but not necessarily instantaneous device failures. This is why the tested value of
single pulse avalanche energy rating Ej ., is much higher than the thermally limited
E ;. However, once the junction temperature of the MOSFET increases to a range of 330 to
380°C, several internal device failure mechanisms may be triggered to cause the collapse
of the device breakdown voltage and eventually the catastrophic failure of the device. One
of the failure mechanisms is the activation of a parasitic BJT as an integral part of the
MOSFET structure, as shown in Figure 6.9. The NPN parasitic bipolar transistor is formed
among the N+ source (“emitter”), the P-body (“base”), and the N-type drain (“collector”).
During normal operation of the MOSFET, this BJT is inactive since its base and emitter
are shorted by the source metal of the MOSFET. However, when the body diode between
the drain and P-body of the MOSFET is in avalanche mode, a large avalanche current will
flow through the P-body and induce a voltage drop across the P-body resistance (“base
resistance”). If this voltage drop exceeds 0.7 V, the emitter-base PN junction will be
forward biased at certain locations and initiate the BJT activation process. Once activated,
the BJT will demonstrate a snapback negative resistance characteristic, resulting in the
collapse of the MOSFET breakdown voltage. It may subsequently lead to current crowding
in localized areas and molten silicon or metal interconnects in these “hot spots.”

Another failure mechanism is that the body PN diode simply loses its voltage
blocking capability if the intrinsic carrier concentrations approach these of the P and N
doping regions when the junction temperature rises to the 360 to 380°C range. The
thermally generated carriers will generate an extremely high leakage current and lead to
voltage snapback, localized current crowding, and catastrophic device failure, similar to
the case of parasitic BJT activation.

Heat is generated during the avalanche process, but at the same time removed from
the semiconductor junction by a thermal conduction mechanism in the silicon and package.
These two competing processes eventually determine the actual junction temperature rise.
When the avalanche energy pulse is short (high power pulse), there may not be enough
time for the heat removal process to make a difference since it typically has a much larger
time constant. Depending on the load inductance, load current, breakdown voltage, and
starting junction temperature (the junction temperature at the beginning of UIS test), the
MOSFET may sustain significantly different amounts of avalanche energy. Therefore, it
is not enough to simply quote UIS energy without specifying the test conditions.
Figure 6.11 shows IRF2804°s single pulse avalanche energy E, as a function of the starting
junction temperature for three different load currents.

In practical power electronic circuits, self-inflicted overvoltage transients can be
produced when a power MOSFET is switched off, similar to the aforementioned UIS
testing condition. Figure 6.12 shows how a voltage spike is produced when switching the
device off, as a result of inductance in the circuit. The faster the device is switched, the
higher the overvoltage will be.

Usually, the main inductive component of the load is clamped by a freewheeling
diode, as shown in Figure 6.13. However, the power MOSFET is still subject to overvoltage
transients produced by stray circuit inductance. Furthermore, the freewheeling diode may
not provide an instantaneous clamping action, due to its forward recovery characteristic.

Automotive power MOSFETs have an avalanche energy rating that allows them to
withstand these inductive spikes, assuming that the data sheet limits for energy and
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Figure 6.12 Drain-source overvoltage transient when turning off a MOSFET with unclamped
inductive load (courtesy of International Rectifier, El Segundo, CA).

temperature are not exceeded. However, it is still desirable to reduce the voltage transients
by minimizing stray circuit inductance with careful printed circuit board layout design.

Table 6.4 lists the electrical specifications of IRF2804. Among these parameters, the
drain-to-source breakdown voltage V| gp pgs is rated at a minimum of 40 V at a leakage
current of 250 pA, a current level used to specify the breakdown voltage for most power
devices regardless of their actual device size. V gz s has a positive temperature coefficient.
The typical drain-to-source on-resistance Ry, is at 1.8 m€2, measured at a gate voltage
Vs of 10 V and a drain current I, of 75 A.

Power MOSFETs, like any other majority-carrier devices, have a tradeoff relation-
ship between the breakdown voltage and on-resistance. This is because the low doping
concentration of the N-epi region needed to provide a high breakdown voltage for the
body PN diode also adds a high series resistance to the total on-resistance of the MOSFET,
as shown in Figure 6.9. On-resistance increases dramatically with increasing voltage rating,
as shown in Figure 6.14. A simple equation is often used to describe this tradeoff: Ry, o<
Visrpss™’- For this reason, power MOSFETs are limited to low-voltage or high-voltage
but low-power applications. This is also why the IGBT, a minority-carrier power device,
dominates the high-voltage, high-power applications, as we will discuss in the next section.
Vesuy 18 the gate-to-source voltage at which the magnitude of drain current has been
increased to a typical 250 pA. This parameter has a negative temperature coefficient.

A power MOSFET has three internal parasitic capacitances from terminal to termi-
nal, as shown in Figure 6.15. C,, is the dielectric capacitance between the polysilicon gate
electrode and the source metal electrode. C,, is the feedback capacitance between the
polysilicon gate electrode and the drain electrode, which is often referred to as the Miller
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Figure 6.13 Drain-source overvoltage transient when turning off a MOSFET with an inductive
load clamped by a freewheeling diode (courtesy of International Rectifier, El Segundo, CA).

capacitance. C is the capacitance of the body diode between the drain and the P-body.
However, MOSFET data sheets usually specify the input capacitance C,,,, output capaci-
tance C,, and reverse transfer capacitance C, instead of C,, C,;, and C,. Cy is the
capacitance between the gate and source terminals, with the drain terminal short-circuited
to the source terminal for AC current. C,, is the capacitance between the drain and source
terminals, with the gate terminal short-circuited to the source terminal for AC current. C,,
is the capacitance between the drain and gate terminals, with the source terminal connected
to the guard terminal of a three-terminal capacitor bridge. C,,, C,,,, and C, are related to

C,s» Cyy» and Cy by the following equations:

Ci:s = Cgs + ng
Crss = C gd

Coss = Cds + ng

Note that all MOSFET capacitances are voltage dependent rather than of constant
values. Figure 6.16 shows C,,, C,,,, and C,, as a function of drain-to-source voltage V.
The capacitances are measured with a 1 MHz capacitance bridge.

The turn-on or turn-off switching of a power MOSFET is essentially a charging or
discharging process of the internal capacitors. MOSFET data sheets usually specify a turn-
on delay time t,,,, rise time ¢,, turn-off delay time ¢,,, and fall time #,, for a resistive
load switching circuit, as shown in Figure 6.17. The definitions of these time parameters

are given by the waveforms shown in Figure 6.18.
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Table 6.4 Electrical Specifications of IRF2804

Parameter Min. Typ. Max.  Units Conditions
V grypss Drain-to-source breakdown voltage 40 — — A% Vgs =0V, I, =250 pA
ABV /AT, Breakdown voltage temp. coefficient — 0.031 — V/°C  Reference to 25°C, I, = 1 mA
Rps(ony SMD Static drain-to-source on-resistance — 1.5 20 mQ Ve =10V, I, =75A (3
Rps(on TO-220 Static drain-to-source on-resistance — 1.8 2.3 Ve =10V, I, =75A (3
Vs Gate threshold voltage 2.0 — 40 V Vs = Vg Ip = 250 pA
gfs Forward transconductance 130 — — S Vps =10V, I, =75 A
Ipss Drain-to-source leakage current — — 20 HA Vps =40V, V=0V

— — 250 Vps =40V, V5 =0V, Ty = 125°C
Igss Gate-to-source forward leakage — — 200 nA Vgs =20V
Gate-to-source reverse leakage — — -200 Vgs =20V

Q, Total gate charge — 160 240 nc I,=75A
Qs Gate-to-source charge — 41 62 Vps =32V
Qui Gate-to-drain (“Miller”) charge — 66 99 Vgs =10V @
Caon) Turn-on delay time — 13 — ns Vpp =20V
t, Rise time — 120 — I,b=75A
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Table 6.4 (continued) Electrical Specifications of IRF2804

Parameter Min. Typ. Max.  Units Conditions

Caofry Turn-off delay time — 130 — R;=25Q

t; Fall time — 130 — Ves =10V @

Ly Internal drain inductance — 4.5 — nH Between lead, D

Lg Internal source inductance — 7.5 — 6 mm (0.25 in.) //l_k
from package GIJL
and center of die contact i

Cis Input capacitance — 6450 — pF Vgs =0V

Cose Output capacitance — 1690 — Vps =25V

Cis Reverse transfer capacitance — 840 — f=1.0 MHz, see Figure 6.5

Coss Output capacitance — 5350 — Vs =0V, V=10V, f=1.0 MHz

Cose Output capacitance — 1520 — Vags =0V, V=32V, f=1.0MHz

C, eff. Effective output capacitance — 2210 — Vgs=0V,Vps=0Vt032V

Note: Statis @ T; = 25°C (unless otherwise specified).

Source: International Rectifier data sheets and application notes: http:/www.irf.com/.
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Figure 6.14 Tradeoff relationship between on-resistance and breakdown voltage of MOSFET.
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Figure 6.15 An equivalent circuit of power MOSFET showing parasitic capacitances and a
parasitic NPN transistor.

However, these switching time parameters are difficult to use in designing actual
drive circuitry for the MOSFET. Gate charge provides a better indication of the switching
capability of power MOSFETs.This is why the data sheet shown in Table 6.4 also specifies
a total gate charge Q,, gate-source charge Q,, and gate-drain charge Q. O, is defined as
the total gate charge required to charge the MOSFET’s input capacitance C; to the applied

AN

gate voltage. O, is defined as the gate charge required to charge the MOSFET’s input
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Figure 6.17 Resistive load switching circuit to characterize MOSFET switching times (courtesy
of International Rectifier, El Segundo, CA).

capacitance C,, to a gate voltage sufficiently large to conduct a specified drain current.
Q,, 18 defined as the gate charge required to charge C,, to the same voltage of C,,. Figure
6.19 and Figure 6.20 show the gate charge test circuit and the gate charge waveform,
respectively.

In addition, MOSFET data sheets usually include characteristics of the body diode,
similar to what we have discussed in Section 6.2. This is because the body diode sometimes
serves as the companion freewheeling diode for the MOSFET in certain applications.
However, for many applications, an external freewheeling diode is used instead, since the
reverse recovery characteristics of the “free” body diode are usually not satisfactory. There
have been efforts in the past to improve the performance of the body diode to make it
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Figure 6.18 Definition of MOSFET switching times.
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Figure 6.19 Power MOSFET gate charge test circuit (courtesy of International Rectifier, El
Segundo, CA).

more “usable.” Furthermore, thermal resistance and transient thermal impedance informa-
tion is also provided by the data sheet, which we will discuss in Section 6.7 shortly.

6.4 IGBTs: THE HIGH-VOLTAGE POWER SWITCHES

IGBTs are the device of choice for high-voltage (400-1200 V) and medium- to high-
current (10-1000 A) automotive power switching applications because of their superior
current conduction capability over high-voltage power MOSFETs. 600-900 V IGBT
inverter power modules are exclusively used in electric and hybrid propulsion systems
with a power rating greater than 20 kW. Figure 6.21 shows a three-phase IGBT inverter
driving an AC motor. 400-600 V discrete IGBTSs are also widely used as the ignition coil
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Figure 6.21 Three-phase IGBT inverter driving an AC motor.

driver in conventional vehicles powered by internal combustion engines. In the future,
IGBTSs may also find applications in inter-bus DC/DC converters and nonpropulsion motor
drives in electric, hybrid, and fuel cell vehicles.

The IGBT is a switching transistor controlled by voltage applied to the gate terminal.
Device operation and structure are similar to that of a power MOSFET. The principal
difference is that the IGBT relies on conductivity modulation to reduce on-state conduction
losses. The IGBT has high input impedance and fast turn-on speed like a MOSFET, but
exhibits an on-state voltage drop and current-carrying capability comparable to that of a
bipolar transistor while switching much faster. IGBTs have a clear advantage over
MOSFETs in high-voltage applications where conduction losses must be kept low.
Although turn-on speeds are very fast, turn-off of the IGBT is slower than a MOSFET.
The IGBT exhibits a current fall time or “tailing.” The tailing restricts the IGBT to
operating at moderate frequencies (less than 50 kHz) in conventional PWM switching
applications. Since most automotive motor drive applications operate within this frequency
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range, IGBTs easily outperform high-voltage MOSFETSs and offer a 2-3 times reduction
in silicon area and cost.

6.4.1 IGBT Basics

The structure of an IGBT is similar to that of a power MOSFET. One difference between
a MOSFET and an IGBT is the substrate of the wafer material. An N-channel IGBT is
fabricated on a P-type substrate, while an N-channel MOSFET is made on an N-type
substrate, as shown in Figure 6.22. In both devices, an N-epi layer of high resistivity is
needed to support the required high breakdown voltage. It is this highly resistive epi-region
that is responsible for the high on-state resistance of the MOSFET. However, the N-epi
region is placed on the P+ substrate in the IGBT to form a PN junction. When forward
biased, this PN junction injects a large number of holes into the N-epi region, which is
flooded with excess electrons and holes. The conductivity of the N-epi region is therefore
increased by orders of magnitude. This is referred to as conductivity modulation, the reason
why IGBTSs offer much higher current conducting capability than their MOSFET counterparts.

Figure 6.23 shows the circuit symbol and equivalent circuit of an IGBT. Notice that
the IGBT has a gate like a MOSFET but has an emitter and a collector like a BJT. The
operation of the IGBT is best understood by referring to the cross section of the device
and its equivalent circuit. Current flowing from collector to emitter must pass through the
PN junction between the P+ substrate and N-epi region. The voltage drop across this PN
junction is similar to that of a typical diode and results in an offset voltage in the output
characteristic. It is this offset voltage that makes IGBTs not as cost effective as power
MOSFETs for low-voltage applications (i.e., less than 100 V). When the gate voltage goes
above a threshold voltage, a MOS channel is formed. The internal PNP transistor, formed
by the P+ substrate (emitter), N-epi region (base), and P-body (collector), will turn on.
The PNP transistor is in a Darlington configuration with the internal MOSEFT, with the
PNP base current being supplied by the MOS channel current. The base region is con-
ductivity modulated, and the forward voltage drop V,,, of the IGBT is close to that of
the collector-to-emitter voltage drop of the PNP transistor. For power switching applica-
tions, Vg, is a critical parameter, as it determines the conduction loss. For a voltage
rating of 600 V, the Vg, of an IGBT is roughly one third the V), of a MOSFET,
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Figure 6.22 Comparison of MOSFET and IGBT device structures (courtesy of Semikron Inter-
national, Germany).
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Figure 6.23 Circuit symbol and simplified equivalent circuit of IGBT.
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Figure 6.24 IGBT output characteristics (courtesy of Powerex Inc., Youngwood, PA).

assuming both devices conduct a current density of 100 A/cm?. Vg, of an IGBT is a
function of collector current, gate-to-emitter voltage, and junction temperature. Figure 6.24
shows typical output characteristics of an IGBT at various gate voltages. Figure 6.25 shows
Vegiony Of the IGBT as a function of collector current at a junction temperature of 25°C
and 125°C, respectively. Note that the temperature coefficient of V., is negative at low
collector currents but becomes positive at high collector currents.

When the gate voltage goes below the threshold voltage, the MOS channel disappears
and the base current supply of the PNP transistor is cut off. With the PNP transistor being
turned off, the excess electrons and holes in the N-epi region are either swept out of the
region or recombined. The IGBT is subsequently in off-state, and the reverse voltage is
blocked by the PN diode formed between the P-body and the N-epi region. The turn-off
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Figure 6.25 V.4, of the IGBT as a function of collector current at a junction temperature of
25°C and 125°C (courtesy of Powerex Inc., Youngwood, PA).

time of an IGBT is slow because many minority carriers are stored in the N-epi region.
When the gate is initially brought below the threshold voltage, the N-epi contains a very
large concentration of electrons, and there is a significant injection of electrons and holes
across the junction between the P+ substrate and N-epi region. As the electron concentra-
tion in the N-epi region decreases, the injection current decreases, leaving the rest of the
electrons to recombine with the holes. Therefore, the turn-off of an IGBT has two phases:
an injection phase where the collector current falls very quickly, and a recombination
phase in which the collector current decreases more slowly (or “tailing”). This tailing time
can be reduced by carrier lifetime control techniques such as electron irradiation. Switching
fall times of 100-300 ns can be achieved. Figure 6.26 depicts a half-bridge inductive
switching test circuit used to characterize the switching characteristics of the lower IGBT
working along with the upper freewheeling diode. Figure 6.27 shows typical turn-on and
turn-off waveforms of collector current i.(t) and collector voltage v.(t) of the IGBT.
The IGBT energy loss during turn-on E,, per switching cycle can be determined by
integration of the power dissipation p(f) = i (#)v - (#) during turn-on transition time window.
The turn-on energy comprises the effects of the reverse recovery current of the freewheeling
diode. The IGBT energy loss during turn-off E,; per switching cycle can be determined
by integration of the instantaneous power dissipation p(f) = i(f)vg(¢) during turn-off
transition time window. The turn-off energy E,; is determined to a large extent by the
tailing current of the IGBT. The typical values of E,, and E,;of an IGBT are often provided
by the data sheet as a function of the collector current, collector voltage, gate series
resistance, and junction temperature, as shown in Figure 6.28. Average switching power
dissipation can be calculated by multiplication of the switching frequency with £, and E ;..
For hard switching applications such as motor control inverters, the SOA (safe
operating area) of IGBT is a very important factor in protecting IGBTs against overvoltage
or overcurrent transients. The SOA is defined as the loci of points defining the maximum
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Vae Ve
|
Vear 7177 90%
|
b /10%
T
|
|
|

|

|

|

T

|

|

|

|

|

| . .
| idealized wave
|

|

|

|

|

|

|

|

|

90% I

10% I,%
L

taiomm 1
1'd(off) 'f 1
el

(R

Turn-on Turn-off

Figure 6.27 IGBT inductive switching waveforms.

allowable simultaneous occurrence of collector current and collector-to-emitter voltage
during switching operation. The switching operation for a typical inverter bridge circuit

will generate the current and voltage loci shown in Figure 6.29. The turn-on current
overshoot is due to the reverse recovery of the freewheeling diode, while the turn-off
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Figure 6.29 IGBT current and voltage loci during an inductive switching.

voltage overshoot is mainly caused by the parasitic lead inductance of the IGBT. IGBTs
typically offer a square SOA of the rated voltage and 1-2 times rated current. However,
due to the parasitic PNPN thyristor structure, the IGBT demonstrates less avalanche energy
capability than the MOSFET and needs to be clamped well below the rated breakdown
voltage. Short-circuit SOA (SCSOA) is yet another important device ruggedness parameter.
During fault conditions such as a shorted load, the IGBT must survive a limited amount
of time until the protection circuitry detects and shuts down the system. The standard
specification for SCSOA is surviving for 10 ps at a starting junction temperature of 125°C.
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Figure 6.30 Cross-section and photo of an IGBT module (courtesy of Powerex Inc., Youngwood,
PA).

6.4.2 IGBT Power MobuLEs

For electric propulsion applications, IGBT power modules with a voltage rating of
600-1200V and a current rating of 50-1000 A are commonly used. IGBT modules consist
of multiple IGBT and freewheeling diode chips and are typically in half-bridge or three-
phase bridge configuration. Figure 6.30 shows the cross section and photo of a half-bridge
IGBT module. Both IGBT and diode chips are soldered to the metal surface of an isolated
substrate, which is subsequently soldered on a heat-sinking copper base plate. The insulated
substrate electrically isolates the silicon chips from the module base, and at the same time
provides excellent thermal conductivity. The commonly used isolated substrates for power
modules include ceramics such as Al,O;, AIN, BeO, and SiC, with copper films bonded
on both sides by direct copper bonding (DCB) or active metal brazing (AMB). These
substrate materials provide good thermal conductivity, high isolation voltage, low coeffi-
cient of thermal expansion, and improved partial discharge capability. The top sides of
the IGBT and diode chips are connected to the external terminal electrodes by thin
aluminum bond wires. The module is housed in an epoxy molded case and potted with
silicon gel to provide mechanical support and a contamination barrier.

In addition, passive components such as gate resistors, current sensors, or temper-
ature sensors may be integrated into the module. Moreover, gate drive, protection, and
diagnostic circuitry can also be integrated into the power module, transforming the module
into an intelligent power module.

The difference in thermal expansion coefficients of silicon chip, aluminum bond
wires, copper metal films, ceramic substrates, solder joints, and the copper base plate
causes thermal stress during production and operation of IGBT power modules. This may
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lead to thermal-mechanical fatigue, and eventually failure of the IGBT module, as the
junction temperature of the IGBT module fluctuates in motor control applications.
Recently, various types of pressure contact power modules have been developed to over-
come the reliability problem.

The selection of IGBT modules for automotive drivetrain applications is essentially
based on voltage, current, SOA, switching speed, and reliability considerations. Under no
circumstances should the maximum ratings of voltage, current, and junction temperature
of the IGBT module be exceeded. Most electric, hybrid, or fuel cell vehicles operate on
a DC power bus of 150 to 300 V. However, overvoltage transients caused by parasitic
inductance and di/dt need to be taken into consideration. 600 V IGBT modules are
commonly used for these applications to provide sufficient design margins. The current
rating is selected to ensure the total power dissipation of the IGBTs and freewheeling
diodes of a power module does not raise the junction temperature above the maximum
rating. Additionally, the sum of the load current and the diode reverse recovery current
should not exceed the maximum current rating of the IGBT for SOA considerations. For
automotive drivetrain applications, module selection should be based on the peak load
current, which can be several times higher than the average current to handle infrequent
but real operating conditions such as engine cranking and regenerative braking.

6.4.3 Ienimion IGBT

Discrete IGBTs with integrated collector-gate clamp diodes (or self-clamped IGBTs) are
widely used as the ignition coil driver in internal combustion engine vehicles. An IGBT
has many advantages over a traditional Darlington bipolar power transistor as an ignition
switching device, such as simpler driver circuit design, built-in reverse battery protection,
and better SOA. Figure 6.31 shows a high-voltage ignition coil driver with an internally
clamped IGBT that has been specially designed for automotive applications. The IGBT

Battery
Ignition Spark
Coil Plug

Micro
Controller

Figure 6.31 Clamped IGBT in automotive ignition coil drive application.
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Figure 6.32 Ignition IGBT switching waveforms.

utilizes polysilicon diodes to clamp the voltage between its collector and gate and offers
a cost-effective solution for ignition coil drive.

Figure 6.32 shows the collector current and voltage waveforms of the IGBT during
switching operation. The IGBT is first turned on to ramp the current in the primary of the
coil to a preset value (e.g., 7-12 A). Then the IGBT is turned off, and the energy stored
in the primary generates a voltage spike of a few hundred volts. The voltage on the
secondary rises toward 20—40K V until the spark plug arcs over and ignites the fuel mixture.
Because of the integrated collector-gate clamp diodes, the IGBT is able to sustain a
considerable amount of energy in a faulty condition of spark plug disconnection (“‘open
secondary”). The collector-gate clamp voltage is typically in a range between 350 and
400V for most ignition systems.

6.5 POWER INTEGRATED CIRCUITS AND SMART
POWER DEVICES

It is highly desirable to monolithically integrate control, diagnostic, and protective func-
tions with power switches such as MOSFETs or IGBTs to reduce cost and improve
reliability of the power electronic system. Power integrated circuit technologies, such as
Motorola’s SMARTMOS, integrate power MOSFETs (lateral or up-drain vertical DMOS)
with CMOS logic, bipolar/MOS analog circuitry on the same chip, providing great flexi-
bility and convenience for circuit designers. For example, Motorola’s MC33291L is an eight-
output, low-side power switch with 8-bit serial input control, which interfaces directly
with a microcontroller to control various inductive or incandescent automotive loads.
MC33291L features diagnostic and protection functions such as overvoltage, overcurrent,
and overtemperature shut-down as well as fault status report via its serial output pin. Each
output has an internal 53 V clamp and can be independently shut down. Figure 6.33 and
Figure 6.34 show the simplified application schematic and block diagram, respectively.
The output current rating of automotive power ICs is usually limited to a few amperes
due to cost-effectiveness consideration and package thermal limitation. For applications
requiring higher current capability, another class of intelligent products, the smart power
devices, can be used. Smart power devices integrate a limited number of intelligent

© 2005 by Taylor & Francis Group, LLC



+V
SFPD Vbb VPwR S

Output 0
I ESSLLE ) v
| |Output1(ﬁm‘| S

sepp | |
|OutEut 2( T80y !
CcS I Updrain

I I eMOS DMOS |Output Srﬂ‘g“l

CMOS Serial Output A
Micro- -—cI-SCLK Input f=— Shift J—i Switches |
controller Logic Registers and Output 4 {
—Slcl_ and Sense |1 @

| Latches Circuits | Output 5

RSt o —0—1
I |Output 6 O

SO 4 | '

| Output 7 :

e — — — ]
GND _zE
This device contains 1266 active transistors. -

Figure 6.33 Simplified application schematic of MC33291L (courtesy of Motorola Inc.).
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Figure 6.34 Simplified function block diagram of MC33291L (courtesy of Motorola Inc.).

functions with a single power switching device to offer a very cost-effective solution for
many automotive applications, such as the replacement of electromechanical relays and
fuses in the on-board electrical distribution system. Several semiconductor manufacturers
offer smart power products under various trade names, such as PROFET from Infineon
Technologies and TOPFET from Philips Semiconductors. For example, Infineon’s
BTS441R is a 20 m€2, single-channel, high-side smart power switch, which integrates a
vertical power MOSFET with charge pump and ground referenced CMOS circuitry.
BTS441R features short-circuit protection, overcurrent limiting, overload protection, thermal
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Figure 6.35 Simplified function block diagram of BTS441R (courtesy of Infineon Technologies,
Germany).

shutdown, overvoltage protection (including load dump), reverse battery protection, loss
of ground or battery protection, and ESD protection. It also provides diagnostic feedback
on open load detection and thermal shutdown. Note that BTS441R has a nominal current
rating of 21 A. Figure 6.35 shows the function block diagram of BTS441R.

6.6 EMERGING DEVICE TECHNOLOGIES: SUPER-JUNCTION
AND SIC DEVICES

In the past two decades, the development of novel device concepts and the improvement
in fabrication processes have spurred tremendous progress in power semiconductor tech-
nology. However, the performance of state-of-the-art power semiconductor devices is
quickly approaching the theoretical limits of silicon. Power MOSFETs demonstrate excel-
lent switching performance, but are limited by their current conducting capability due to
the concurrent blocking voltage requirement. Recently a revolutionary device concept
termed the super-junction (SJ) transistor has been reported to break through the theoretical
limit set by the tradeoff between the on-state resistance and the breakdown voltage of the
conventional power MOSFET. The concept is also known in commercial applications as
COOLMOS or MDmesh.

The super-junction transistor is based on the concept of charge compensation across
a PN junction made of alternatively stacked, heavily doped N and P regions (pillars or
columns) and relaxation of the peak electric field by diverging into three dimensions.
Figure 6.36 compares the device structures and electric field distributions of a one-
dimensional PN junction and a three-dimensional super-junction. For the same doping
profiles, the electric field across the super-junction is much lower than that in the conven-
tional PN junction. Therefore, a much higher breakdown voltage is achieved in a super-
junction transistor. In other words, a super-junction transistor can offer a high breakdown
voltage and a low on-resistance (due to the heavy doping in the N and P pillars) all at the
same time. Both theoretical analysis and experiment results have indicated that super-
junction MOSFETs have 5-100 times lower specific on-resistance than the conventional
power MOSFETSs. Figure 6.37 demonstrates the specific on-resistance as a function of the
breakdown voltage of both conventional and super-junction MOSFETs. It is clearly shown
that super-junction MOSFETSs have a specific on-resistance several times to several orders
of magnitude lower than their conventional counterparts. IGBT data is also plotted in
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Figure 6.37. It is amazing to observe that the S] MOSFET, a majority-carrier device, can
actually handle more power than the conductivity-modulated IGBT, and does so at a much
lower switching loss because of the absence of storage charges.

The super-junction concept, while elegant and amazingly simple in principle, is
extremely difficult and challenging to realize in practice. This is due to the requirement
of forming three-dimensional device structures with a very high aspect ratio (for example,
N or P pillars of several tens of micrometers in depth and a few micrometers in width).
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Figure 6.38 Super-junction MOSFET fabricated with the multi-epitaxial process.

The only commercially successful fabrication technology reported so far was based on a
buried layer, multi-epitaxial process to form the required P and N pillars. Figure 6.38
provides the cross-sectional view of a power MOSFET fabricated with such a process.

The multi-epitaxial process requires many extra photo masks and results in very
high fabrication cost per unit silicon area. The use of super-junction MOSFETs are
currently limited to very high switching frequency power electronic applications. Super-
junction MOSFETS can be potentially used in electric drivetrain inverters, inter-bus DC/DC
converters, nonpropulsion motor control, and other automotive applications, if their costs
become more competitive in the future. Super-junction MOSFETSs will offer lower switch-
ing losses in these applications and allow use of simpler, lighter, and cheaper thermal
management components.

Another emerging device technology is SiC-based power devices. SiC is generally
considered the most promising semiconductor material to replace silicon in future power
electronic systems. SiC power devices offer the following benefits over their silicon
counterparts:

* The higher breakdown electric field strength of SiC allows a much thinner drift
region and thus a much smaller specific on-resistance of SiC devices than their
silicon counterparts. For example, a 600 V SiC Schottky diode offers a specific
on-resistance of 1.4 mQ-cm?, which is much lower than 73 mQ-cm? for a Si
Schottky diode. This means that SiC devices will have a much smaller chip size.

* The low on-resistance of SiC devices for a voltage rating of 6002000 V allows
the use of majority-carrier devices like MOSFET and Schottky diodes rather
than minority-carrier devices such as IGBT and PiN diodes. This results in a
much reduced switching losses absence of charge storage effect. Lower switch-
ing losses will further allow higher switching frequency and subsequently
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smaller and less expensive passive components such as filter inductors and
capacitors.

The larger bandgap results in higher intrinsic carrier concentration and higher
operating junction temperature. In principle, SiC devices could operate at a
junction temperature as high as 300°C, as compared to 150°C maximum junction
temperature of silicon devices. The increased operating temperature will reduce
the weight, volume, cost, and complexity of thermal management systems.
The very high thermal conductivity of SiC reduces the thermal resistance of the
device die.

The higher bandgap also results in much higher Schottky metal-semiconductor
barrier height as compared to Si. This leads to extremely low leakage currents
even at elevated junction temperatures due to reduced thermionic electron emis-
sion over the barrier.

Significant progress has been made in research and development of SiC material
and device technologies during the past decade. Various types of SiC switching devices
and diodes have been developed and reported. As a major milestone, SiC Schottky diodes
became commercially available in 2002. Figure 6.39 shows a comparison of the reverse
recovery characteristics of a 600 V SiC diode and Si diode at 25°C and 150°C. Such
improvement in freewheeling diode characteristics can lead to significant reduction in
switching losses of power electronics.

On the other hand, there are still many technical and nontechnical barriers that
prevent SiC technology from large-scale commercialization in the near future. Many
technical barriers, including the high defect density and cost of SiC wafers, exist and
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Figure 6.39 Comparison of the reverse recovery characteristics of a 600 V SiC diode and Si
diode at 25°C and 150°C (courtesy of Cree Inc., Durham, NC).
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prevent SiC from wide-spreading commercialization. Currently the cost of SiC devices
ranges from 5 to10 times that of silicon devices with the same voltage and current ratings.
It is projected that the cost ratio between SiC and silicon will decrease to 3 in 3-5 years
and eventually to 1 in 8-12 years. Unlike military or space applications, automotive
applications are extremely sensitive to component costs. One critical question is how to
fully exploit these benefits to achieve system-level improvement in the weight, size,
efficiency, performance, and even possibly the overall cost of the power electronic sub-
system. In another words, the dramatic increase in component costs due to the introduction
of SiC devices must be fully justified. We must rethink the ways power electronics are
designed and constructed in electric vehicles, including but not limited to converter topol-
ogy, switching frequency, maximum operating temperature, thermal management, system
partitioning, and package/assembly techniques.

6.7 POWER LOSSES AND THERMAL MANAGEMENT

Power devices are thermally limited. They must be mounted on a heat sink that is adequate
to keep the junction temperature within the rated limit under the “worst case” condition
of maximum power dissipation and maximum ambient temperature.

It must be remembered that in a switching application, the total power is due to the
conduction losses and the switching losses. Switching time and switching losses of power
MOSFETs are essentially independent of temperature, but the conduction losses increase
with increasing temperature, because Ry, increases with temperature. IGBTs, on the
contrary, have switching losses that are highly dependent on temperature, while conduction
losses are relatively insensitive to temperature variation. This must be taken into account
when sizing the heat sink or other thermal management design.

The transistor conduction power P, is given approximately by:

F c= 1 on Von

The switching energy loss depends upon the voltage and current being switched and
the type of load. The total switching loss Py is the total switching energy loss per cycle
E multiplied by the switching frequency f:

Py =Esf
where Ej is the sum of the turn-on energy E,, and turn-off energy E,; of the power transistor
for each switching cycle.
The total power dissipation P, is the sum of the conduction power P, and the
switching power Py:
P, =P. + P
The junction temperature 7, can be calculated as:

T) =PrRyy + T,

where Ry, is the junction-to-ambient thermal resistance of the power device, which is
usually provided by the device data sheet. For example, the IRF2804 MOSFET in D?’PAK
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Figure 6.40 Thermal RC network model of an IGBT power module (courtesy of Semikron
International, Germany).

package has a R, of 62°C/W without using any heat sink. The internal junction-to-case
thermal resistance R, is often provided by the data sheet as well. Note that the calculation
is based on a simple steady state assumption and may only serve as the first-order
estimation. Practical operation of device and circuit is more complex, and device transient
thermal impedance often needs to be taken into consideration. For discrete power devices,
a simple air-cooled heat sink is usually sufficient to keep the device junction temperature
below the rated value.

However, for IGBT or MOSFET power modules, thermal management is a far more
challenging task due to the large power dissipation involved and the complexity of the
module package. Liquid cooling techniques are often used. Figure 6.40 shows an equivalent
thermal RC network for a power module, where the thermal resistances and capacitances
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characterize both static and transient heat dissipation and transfer. The factors that deter-
mine the thermal resistances and impedances include:

* Silicon chip (surface area, thickness, geometry, and location)

* DCB substrate (material, thickness, top-side structure)

* Chip-to-substrate attachment (solder or adhesive)

* Base plate (material, thickness)

* Module assembly (surface quality, thermal contact to heat sink, thickness and
quality of thermal grease)

The largest contribution to the total thermal resistance is from the insulated substrate
(56%), followed by the copper base plate (20%) and solder (10%). Due to the large amount
of power dissipation in the IGBT module, liquid cooling techniques (water or glycol-based
coolant) are usually used to keep the junction temperature below the rated value. Liquid
cooling systems typically consist of a cold plate, circulation pump, heat exchanger, and
connecting hoses. The coolant temperature is mostly kept below 70°C.

6.8 SUMMARY

Power electronics continue to change modern automobile design. As low-cost electric or
hybrid drivetrains replace internal combustion engines, reliable motors replace belts and
pulleys, starters and alternators combine into a single unit, and electronic systems replace
hydraulic steering and braking systems, there will be new demands for high-performance,
low-cost, and extremely rugged power semiconductor devices. In the past two decades,
tremendous progress has been made in power semiconductor device technology to better
serve the automotive industry. Low-voltage trench MOSFETs with improved avalanche
capability are replacing the conventional planar MOSFETS, resulting in major cost reduc-
tion. New generations of IGBT modules offer lower power loss and a longer lifetime.
More intelligence functions are integrated into power switches in the forms of power ICs
or smart power devices. Emerging device technologies such as super-junction devices and
SiC devices may penetrate into the automotive market in the near future. On the other
hand, the importance of technology reuse and application-specific product development
based on existing technology should not be underestimated because of the volume and
cost sensitivity of the automotive markets. In any event, one can be certain that power
semiconductor devices will be essentially at the heart of every cost-effective electronic
solution for future vehicle systems.
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Ultracapacitors

John M. Miller
J-N-J Miller Design Services, Cedar, Michigan

The ability to transiently store and redeliver high power levels is essential to the proper
functioning of advanced hybrid propulsion systems. The hybridized vehicle owes its
existence to the ability of its energy storage subsystem to cycle energy on demand and at
the level demanded by operating conditions. The cumulative throughput energy, or cycle
life energy, of the energy storage subsystem to a large extent determines how cost-effective
the hybrid function will be. Advanced battery systems are an essential component of
today’s hybrid, because sufficient energy must be stored to sustain the vehicle ancillaries
and customer amenities when the internal combustion engine is off. However, the energy
cycle life of batteries is quite limited. A nickel metal hydride battery may be able to cycle
its full capacity perhaps 5000 to 6000 times before becoming worn out. Over its lifetime,
perhaps 20 MWh of energy throughout is possible by restricting the cycling to 2 to 3%
of capacity. The term “wear out” may appear inappropriate to use on a nonmechanical
component, but battery electrochemistry does indeed wear out. Wear out is defined as the
point at which the battery is now longer capable of delivering 80% or more of its capacity.
A good example of wear out is apparent in the automotive lead-acid battery system after
some time in service. In hot climates the combination of temperature and energy cycling
will cause the lead and lead dioxide plates to become sulfated, thereby diminishing the
capacity of the battery. At some point the battery will no longer retain access to the full
plate area, consequently its energy storage and power deliver capability will be restricted.
The battery will have been worn out. Similar behavior is seen in nickel metal- and lithium-
based battery systems (e.g., “rocking-chair” electrochemistries). In these advanced batter-
ies the electrodes will become contaminated or the electrolyte poisoned, thus limiting its
storage capacity.

In Table 7.1 a comparison is made of battery systems and ultracapacitors (UCs) in
terms of gravimetric and volumetric energy densities, and energy throughput. The inter-
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Table 7.1 Characteristics of Advanced Energy Storage System Technologies

Battery-EV Hybrid Vehicle
Cycles Cycles Temp
Energy Power # @80% P/E Energy-Life Energy Power # @80% P/E  Energy-Life Range
Type Wh/kg  W/kg DOD # #Wh/kg Wh/kg  W/kg DOD # #Wh/kg °C
VRLA 35 250 400 7 11,200 25 80 300 32 6,000 =30, +70
TMF 30 800 ? 27 ? 0, +60
NiMH 70 180 1200 2.6 67,200 40 1000 5500 25 176,000 0, +40
Li-Ion 90 220 600 2.4 43,200 65 1500 2500 23 130,000 0, +35
Li-Pol 140 300 800 2.1 89,600 0, +40
EDLC 4 9000 500 k 2250 1,600,000 -35, +65
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esting point in this table is the column labeled energy cycle life. Energy cycle life is the
product of that fraction of the storage system capacity in kWh that is being absorbed or
delivered to the vehicle’s propulsion system times the number of times this cycling occurs.
Some distinction is made as to whether the battery system is being applied to a battery-
electric vehicle or a hybrid vehicle. If a battery-EV, then cycling to 80% or more of capacity
is a natural consequence of this application. If a hybrid vehicle, then cycling to 4% is
more characteristic. This has led to the development of energy batteries and power batteries.
These two major categories are shown side by side in Table 7.1.

Energy batteries are optimized for deep cycling and high specific energy. Power
batteries are optimized for high pulse power and shallow cycling. In terms of battery electro-
chemistry, the distinction between energy and power is characterized by thick electrodes (high
energy) and thin electrodes (high pulse power), respectively. Thick, porous electrodes have
more available surface area for reactants, but the high porosity means that the dynamics
of accessing the energy are slower than for a thin electrode. This also means that high
pulse power systems are more fragile than energy optimized systems.

Referring again to Table 7.1 we see that the replacement interval of a given energy
storage system (ESS) technology can be inferred by taking its energy cycle life number
and dividing by the vehicle’s average consumption in kWh/mile. For the average hybrid
sedan the average energy consumption is approximately 0.4 kWh/mile over a metro
highway drive cycle. For a sport utility vehicle (SUV) this average moves upwards to
approximately 0.6 kWh/mile. For a battery-EV having 500 kg of energy storage this
calculation gives a wear-out interval of roughly 84,000 miles for a nickel metal hydride
(NiMH) battery and 112,000 for Li-Polymer. If an ultracapacitor of the same mass is used,
its comparable “range” would be an astonishing 2,000,000 miles before the onset of wear-
out. Of course, 500 kg of ultracapacitors such as the Maxwell Technologies TC2700 rated
2700 F at 2.5 V/cell has a specific energy of only 2.55 Wh/kg, yielding a total energy of
a respectable 1.7 kWh. This energy calculation is obtained by dividing the 500 kg mass
constraint by 0.7 kg/cell for the ultracapacitors. In most mild hybrid vehicle propulsion
systems today the traction system voltage is maintained below 60 V. The calculation above
yields a total of 714 cells, which, if three strings of cells are paralleled, gives a total voltage
of 59 V and a capacity of 34 F. More will be said of ultracapacitor energy storage systems
in subsequent sections of this chapter.

This chapter discusses the theory and application of energy storage technologies
that can be used in combination with battery systems to divert the “cycling” portion of
energy exchange from the average. Energy cycling (along with or in combination with
temperature) is what wears out battery systems. If a technology that has inherent high
cycling capability is mated with a battery system, then the combination can be made lighter
and more compact than either technology alone. This chapter assumes the application of
either ultracapacitors or flywheels in combination with battery systems.

7.1 THEORY OF ELECTRONIC DOUBLE LAYER CAPACITANCE

Electronic double layer capacitors (EDLCs) represent a particular subclass of electrolytics.
A brief overview of capacitor types is in order before proceeding with a discussion of
EDLC. Capacitors can be characterized as electrostatic or electrolytic by virtue of the
medium that sustains the electric field between a pair of electrodes. Figure 7.1 illustrates
the two broad groups of capacitors along with the EDLC as a particular class of electrolytic.
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Figure 7.2 Comparison of stacked multilayer capacitor types: (a) ceramic, MLC; (b) polymer, MLP.

The electrostatic capacitor shown in Figure 7.1 is generally constructed of metal
film electrodes having a dielectric material sandwiched in between. Dielectrics such as
glass, mylar (Dupont’s trade name for polyester), mica, polypropylene, polycarbonate, and
many other materials are in common usage. The class of polyester (polyethylene teraph-
thlate dielectric) metal film capacitors are popular in high-frequency applications owing
to their low dissipation factor, capacitance stability with age, and ability to withstand
220°C during solder reflow [2-5]. Figure 7.2 illustrates the two main types of electrostatic
capacitors, the multilayer ceramic (MLC) and multilayer polymer (MLP). The electrostatic
ceramic capacitor, MLC, generally consists of 20 to several hundred layers of metalized
ceramic. A palladium layer is deposited on a ferro-electric ceramic and serves as the
capacitor plate. The ceramic itself is relatively thick, but somewhat fragmented, and
without use of rare earth metalization generally leads to field failures due to fracturing.
Multilayer polymer capacitors, on the other hand, are far more durable and can withstand
higher pulse currents and also survive reflow soldering at 220°C.

The metal film in an MLP capacitor is some 100-200 Angstroms thick, resulting
in a specific plate resistance of 1.0 to 5.0 Ohm/square. The dielectric is ultra-thin poly-
ethylene teraphthlate (PET), a polyester film that is 1.2 to 0.9 um thick. This extremely
thin film makes it possible to stack several thousand layers to form a capacitor suited for
surface mount and reflow solder applications. For illustration, a 4 UF, 10 V MLP capacitor,
available from ITW Paktron as its Capstick product, is constructed using 4000 layers of
PET dielectric and rated for 11.5 Arms ripple current at 500 kHz with 7 VDC bias.

To further illustrate the physical construction and electrical characteristics of an
MLP capacitor, consider a 1 cm? plate area device consisting of 4000 stacked films. PET
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polyester is a thermoplastic suited to injection molding that it is highly resistant to virtually
all known chemicals and solvents. PET has a dielectric constant of 3.5 at 1 MHz, a
withstand capability of 50 V/mil, and a dissipation factor of 0.016 at 1 MHz. These
characteristics reveal that for a 10 V device the PET film must be at least 0.5 um thick.
The big three companies involved in capacitor grade PET film manufacturing, Hoechst-
Diafoil (Europe), Dupont (U.S.), and Toray (Japan), have had 0.6 um film in development
since the mid-1990s. Equation 7.1 is the classical equation for an electrostatic capacitor,
here in the form of a stacked plate device.

A
C=neg,—

d
g, =35 (7.1)
g, =8.854%107"

For n = 4000 plates in the stack and for the calculated film thickness d = 0.5 pum
the capacity of this MLP component comes out to 0.25 uF.

Before considering the electrolytic capacitor it is worthwhile to examine the tantalum
capacitor. Long used as a high-capacitance, compact, decoupling capacitor in electronic
circuitry, the tantalum capacitor construction is a precursor to EDLCs. Figure 7.3 illustrates
the basic construction of a tantalum capacitor. In this component the anode is constructed
of tantalum powder with a tantalum wire inserted that is then pressed into a pellet. When
the pellet is sintered all the individual tantalum particles become fused (i.e., interconnected)
together and to the tantalum wire in a highly porous structure. The cathode electrolyte,
manganese dioxide (MnQO,), penetrates far into the porous channels in the tantalum particle
pellet, forming a contact within this highly porous structure. Upon polarization a very thin
film of tantalum oxide forms on the tantalum particle surfaces, thereby insulating them
from the cathode electrolyte. This dielectric (Ta,Os) is extremely thin, on the order of
nanometers, and results in a very high A/d factor in Equation 7.1. The issue with tantalum
capacitors has been their high equivalent series resistance (ESR) owing to the porous web
of interconnected tantalum particles.

Anode lead

Tantalum wire

Tantalum )
particles in Aluminum
pellet form 4 case
rd
I Carbon layer in
Dielectric contact with
layer Ta,O5 MnO,
Electrolyte
MnO,
Cathode lead

Figure 7.3 Tantalum capacitor construction.
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The electrolytic capacitor shown diagrammatically in Figure 7.1 is similar in
construction to the electrostatic capacitor except for the presence of a conductive electro-
lyte salt. This electrolyte is in direct contact with the metal current collector, or cathode,
that is also the containment vessel, generally a can. The anode structure is akin to the
tantalum capacitor system, but in this case instead of a pellet of pressed tantalum particles,
a thin etched metal foil and Kraft paper separator to insulate adjacent layers is coiled up
around the anode lead. Before insertion into the electrolytic capacitor can, the anode foil
assembly is first formed by immersion into a forming salt with electric potential applied.
During the forming process a thin alumina dielectric layer is grown on the aluminum foil.
After forming the anode assembly is inserted into the cathode can and filled with electrolyte.

During operation the electrolytic capacitor is designed to withstand a maximum
surge voltage that depends on two parameters: 1) the thickness of the tantalum oxide
dielectric layer that was formed on the pellet of interconnected tantalum particles, and 2)
the dissociation potential of the electrolyte. Normal applied DC bias, or working voltage,
is generally 60 to 80% of the design voltage. The presence of an etched foil dramatically
increases anode surface area (cathode surface is the conductive electrolyte). Unlike the
crisply defined electric field within an electrostatic capacitor, in the electrolytic capacitor
the electric field extends more or less uniformly across the alumina (Al,O5) dielectric with
a monotonically decreasing tail as it extends into the electrolyte. As a consequence, the
electrolytic capacitor’s working voltage is further restricted by the nature of electrolyte
dissociation.

As was the case for the tantalum capacitor, the electrolytic capacitor exhibits high
ESR, due in part to the required voltage withstand capability of its electrolyte salt com-
position. In the aluminum electrolytic, ESR is a consequence of cathode conductivity,
whereas in the tantalum the ESR is a consequence of the sintered tantalum particle
conductivity.

Because the electric field extends across the isotropic dielectric and on into the elec-
trolyte the accumulated charge is no longer a linear function of applied potential. The
effect is small, but not negligible. Equation 7.2 describes the impact of this on capacitor

current.
i:Ci{J.de}+Jde ac (7.2)
dt dt

Solution of Equation 7.2 requires knowledge of how the electric field decays within
the electrolyte. In general usage, the effect of the electric field fringing on voltage is only
somewhat pronounced so that the integral term in Equation 7.2 may be replaced by the
voltage stress on the capacitor, V.

Temperature has corresponding impact on electrolytic capacitors. At elevated tem-
peratures the electrolyte is less capable of sustaining high working voltages so that some
measure of voltage derating must be applied. Equation 7.3 summarizes the voltage with-
stand capability of an aluminum electrolytic subjected to elevated temperatures. In this
example an electrolytic rated 55 V at 65°C would only be capable of withstanding 41 V
at 125°C.

V(T)=550(1- (T -65))

(7.3)
y=0.00416

© 2005 by Taylor & Francis Group, LLC



100005 1000 100 10 1 0.1 00lms Ims 100Hs
107 S ,

1015 100 Wh

105
:_“Battery 10 Wh

Specific Energy, J/kg

L0 . DLC

10! 102 103 10¢  10° 10¢ 107 108
Specific Power, W/kg

Figure 7.4 Comparison of energy storage system specific energy and specific power.

Energy Storage Systems m Battery

1000000 O EDLC

100000

10000

1000

100

10 4

1 4 I

0.1 1 -

0.01 - —

0.001 A : : : -
E(Whkg) P(Wkg) LIOM#)  t(s)

@ Capacitor

Relative Magnitude

Figure 7.5 Energy storage system relative ranking in powers of ten.

In summary, electrostatic and electrolytic capacitors have theoretical energy densities
of 4.34 kJ/kg and 12 kJ/kg, respectively. A polyester (Mylar) capacitor under an impressed
field of 6.5 x 10® V/m yields the specific energy stated for an electrostatic unit. Aluminum
electrolytics have typical specific energies of 1.5 (kJ/kg). Specific power density, on the
other hand, for such capacitors is extremely high, on the order of 0.5 MW/kg and higher,
but for pulse discharge times of only microseconds as noted in Figure 7.4.

To put the relative comparisons of these energy storage system technologies in a
somewhat different perspective, consider Figure 7.5. In Figure 7.5 the three principal
electrical energy storage technologies are charted over 9 orders of magnitude on a loga-
rithmic scale. Capacitor technologies clearly excel in pulse power and cycle life, whereas
electrochemical energy storage excels in energy density and charge/discharge duration
time.

The chart shown in Figure 7.5 is a visual representation of the relative ranking of
energy storage system technologies summarized in Table 7.2. In this table the specific
energy, E in Wh/kg, and specific power, P in W/kg, are compared in a powers-of-ten
binning approximation along with L,, cycle life (e.g., a metric used to signify a point at
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Table 7.2 Energy Storage System Relative Ranking in Powers of Ten

Electrochemical Electronic Double

Units Cell Layer Capacitor Electrolytic/Electrostatic
E (Wh/kg) 102 10! 10!
P (W/kg) 102 103 10*
L,, (#cycles) 103 10° 100
t (s) 104 10! 1073

which 10% of the starting units have begun to fail in terms of number of cycles). A
perspective on energy storage system response time is given by a relative ranking of charge
and discharge times under the label of time constant, T in seconds.

Electronic double layer capacitors, or ultracapacitors as they are commonly referred
to, were first commercially developed and patented in 1961 by Standard Oil of Ohio
(SOHIO). In the SOHIO work, the EDLC effect was exhibited within a set of carbon
electrodes in a nonaqueous solvent [6]. The capacitance value in an EDLC system is
dependent on the surface properties of the activated carbon used for the electrodes in terms
of its specific area, m?/g, and its pore size distribution. Adding to the capacitance value
is the electrolyte’s ionic accessibility to all pores available in the activated carbon and to
the electrolyte properties themselves. In studies of EDLC, the electrode pore size to a very
large extent determines achievable capacitance. Figure 7.6 illustrates the concept of pore
size and electrolyte ion access. In this figure activated carbon is shown with pore sizes
ranging from nanometer through micrometer average diameters. These pore size distribu-
tions can be grouped as micro, meso, and macro pores with typical surface areas of the
composite on the order of 1000 to 2000 m?/g.
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/
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Figure 7.6 Electronic double layer capacitor (EDLC) pore size.
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The capacity of an EDLC is higher than a simple calculation of the available
electrode surface area, because the ions that fill the various pores do so in a tiered, or
layered, manner rather than forming a single double layer. Early investigators noted that
an EDLC was formed as a compact layer of ionized solvent molecules against the pore
walls without any further layering out into the solution. This early model led to the
designation of a Helmholtz distance as the means to define the charge separation in a
EDLC. The Helmholtz distance was defined as the distance from the ionic centers to the
surface of the pore wall and this distance would be on the order of tens of Angstroms,
i.e., atomic distances, hence the ability to develop enormous capacitance. Later, investi-
gators modified the Helmholtz model to account for a variable thickness layer of ions and
one wherein the ions were free to move about. This model, attributed to Gouy and Chapman
[6], became known as the diffuse double layer model. In later work, Stern [6] conjectured
that the EDLC is due to an inner Helmholtz compact layer and an outer diffuse layer by
combining the two previous models. Figure 7.7 illustrates the movement of ionic charges
into pores under the presence of an applied potential. It can be seen in Figure 7.7 that the
potential function is highly nonlinear beyond the inner Helmholtz plane as the charges
become diffuse and free to move about.

Solvents used in ultracapacitor manufacture may be either organic or aqueous.
Organic electrolytes are known for their high working voltage, compactness, and high
energy density with wide working temperature, and they are amenable to packaging in
metal cans. Aqueous electrolytes, on the other hand, have a low decomposition voltage of
only 1 V and have a limited temperature range. However, on the positive side, aqueous
solvents promote ultracapacitors that have low ESR because of high ionic mobility, are
nonflammable, and are low cost. Referring again to Figure 7.5 we can say that for activated
carbon pore sizes of 3 nm (30 Angstrom) both aqueous and organic electrolytes will exhibit
the EDLC effect. As pore size decreases to 2 nm there is EDLC effect for only the aqueous
electrolyte, and at 1 nm the EDLC effect is lost to both types of electrolytes. This
dependence on activated carbon morphology in terms of pore size distribution supports
the statement made at the beginning of this section that pore size to a large extent
determines the capacitance of an EDLC component.
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In the following section the EDLC model is developed based on the foregoing
electrode description and capacitance of materials. An EDLC is a highly distributed
network of series resistance through the carbon fiber mat and double layer capacitance of
pores.

7.2 MODEL AND CELL BALANCING

Electronic double layer capacitors have construction characteristics that resemble alumi-
num electrolytics in that high surface area (etched metal foil) electrodes are spiral wound
with an insulating separator and with tantalums, in that the electrodes are highly porous
and accessible to the electrolyte. In the EDLC the carbon-carbon electrodes are composed
of a highly porous activated carbon mat in which the pore size distribution is sufficiently
larger than the electrolyte ion diameters. EDLC electrodes must be exposed to a primary
vacuum to remove any residual gas that may be trapped in the pores prior to immersion
in the solvent. Symmetrical design EDLCs (i.e., carbon-carbon electrodes) use either
aqueous or organic electrolytes as discussed earlier, but with an ionic conducting separator
such as glass paper.

The current collector side of tubular EDLC electrodes are aluminum foil having an
activated carbon powder film deposited (akin to a silk screening operation). Some EDLC
manufacturers use activated carbon powder composites for the electrodes. Other manu-
facturers are investigating conducting polymers as electrode materials. The polymer in
this case resembles the construction of an absorbent glass mat (AGM) type of lead-acid
battery (i.e., starved electrolyte type) in that charge is stored in the bulk of the electrode
material.

In all EDLCs the terminal capacitance consists of the series combination of an anode
double layer capacitor and a cathode double layer capacitor. Figure 7.8 illustrates the basic
EDLC cell model consisting of individual electrode assembly capacitances, series resis-
tance that arises from the highly porous activated carbon mat, and a shunt resistance to
model cell leakage.

The EDLC cell voltage is dependent on the type of electrolyte used, whether aqueous
or organic. Organic electrolyte EDLCs have higher decomposition voltages and higher
specific energy than aqueous electrolytes, but have higher resistance as well, in part due
to larger molecule sizes. This low conductivity of organic electrolyte EDLCs results in
higher ESR than aqueous electrolyte systems enjoy, but the impact can be mitigated to

K .
i electrode ° AAA
assemblies
Cc/’ .
V'V . Co le
R,/2 Poee,
mp/2 Zle. ..."onnoocnﬁ":?‘

Electrode Assembly Model Lumped parameter model

Figure 7.8 EDLC electrode assembly cell model.
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Table 7.3 EDLC Electrode Properties

Specific Area, Sp Specific Capacitance, Cp

Electrode System (m?/gm) (F/gm)
Carbon-metal composite 2000 200
Aerogel 800 160
Anhydrous Ruthenium Oxide 150 150

some extent by employing vapor-grown carbon fiber and through the use of additives such
as the solvent acetronitrile, AN. With AN, the ESR is seen to be reduced noticeably when
operating at cold temperatures.

In Figure 7.8 the specific electrode capacitance, or capacitance per plate, C, in
(F/gm), can be thought of as the effective capacitance due to a specific surface area, S, in
(m?/gm), over a separation of one Helmholtz distance, d, to the electrolyte. The cell
assembly is further constrained to a mass of 72,/2 in (gm), or one half the active cell mass.
Equation 7.4 describes the specific capacitance of each EDLC electrode in a carbon-carbon
system (i.e., symmetrical ultracapacitor).

’ 8rsuSp
C,= i (F/gm) 74

The specific surface area and specific capacitance for various electrode structures is
summarized in Table 7.4 condensed from Reference 7.

For an EDLC cell with total active mass, m,, and recognizing the series combination
of two electrode assembly capacitances as shown in Figure 7.8, the lumped parameter

model equivalent capacitance is:
C, | m
C,=|=L|—=Z|EF 7.5
(5@ 73)

Therefore, the lumped parameter equivalent model illustrated in Figure 7.8 consists
of a series resistance representing the combined effect of a highly distributed structure
and a net capacitance for the cell, C,, along with a shunt branch representing cell leakage.

To continue the development of the ultracapacitor cell model it is instructive to first
review the fundamentals of network synthesis [9]. The EDLC, or ultracapacitor, exhibits
multiple time constant responses during charging and discharging that the simple lumped
parameter model shown in Figure 7.8 cannot capture. Consider an expanded lumped
parameter model in the form of a network synthesis equivalent circuit shown in Figure 7.9.
The impedance function, Z(s), in the complex frequency domain (i.e., s = 6+j®) represents
the overall terminal response of the three energy storage model. It is convenient to use a
third order model to approximate an ultracapacitor because this level of resolution appears
sufficient to discern fast response (seconds) from that of slow response (days).

The basic synthesis function corresponding to the network in Figure 7.9 is given
as Equation 7.6 where the o’s represent reciprocal time constants (i.e., product of Rs and
Cs). The impedance function for this network has two Os and three poles.
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Table 7.4 Summary of EDLC Cell Equivalent Distributed Models

Fast Branch Medium Branch Slow Branch

Cauer I Foster 11 MIT Cauer I Foster 11 MIT Cauer I Foster 11 MIT

ESR, 0.68mQ ESR, 068mQ R, 068mQ R, 063mQ R, 08Q R, 08Q R, 373Q R, 29Q R, 29Q
C, 2600F  C 2600F C, 2600F C, 247F C, 25F C, 25F C, 563F C, 560F C, 560F
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Figure 7.9 EDLC network synthesis representative cell model.

Yis) 1 (s+oy)(s+os) (7.6)
s SZ(s) (s+ou,)(s+a) '

The parameter values for the Foster II network equivalent shown in Figure 7.9 are
obtained from a partial fraction expansion of Equation 7.6 as follows:

Y(s)=Hs+k0+A+k47s Q) (7.7)
s+o, s+o,

The parameter values computed from Equation 7.7 are now reassigned according to
the network values on the right-hand side of Figure 7.10. In this figure the network branches
are assigned to fast, medium, and slow dynamics according to their respective element
time constants. There is a one-to-one correspondence between the branch elements in
Figure 7.9 and those on the right-hand side of Figure 7.10.

The evolution of EDLC circuit models can be thought of as passing from the
electrode assembly equivalent in Figure 7.8 and its expansion to three time constants, as
was done in Figure 7.9, on to the distributed, or m-equivalent, shown on the left-hand side
of Figure 7.10. This Cauer I network equivalent is more intuitive in the sense that a ladder
network more closely approximates the highly distributed structure that is an EDLC.
Working backward in the network synthesis realm, it can be seen that the Foster II three-
branch equivalent circuit has an equivalent in the distributed, w-equivalent.

In order to determine the parameter values of the Cauer I equivalent, it is necessary
to take the expanded fraction decomposition of Equation 7.6 after reassigning parameter

ESRg ESRg e .
1 R RdZ —>
cell dl ! lceu Rm R ‘
Vce" Cf L Cd] Cdz Vcell Cf C . C
T TT T 17
........... CduerI—thwork ..."'-..........-:? Foster II - Network

Figure 7.10 EDLC network synthesis distributed parameter equivalent model.
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Figure 7.11 MIT three-time constant EDLC cell model.

values to correspond to those of fast, medium, and slow dynamics. This has been done in
Equation 7.8 to illustrate the various parameter positions in the overall network admittance
function, Y(s). Notice that the capacitance value of the fast branch is the first parameter
extracted, and it becomes the input branch of the Cauer I network, followed by a combi-
nation of medium and slow branch elements constituting the remaining Cauer I network.

aS

o
+—"|s

1 1
C,s’ + {(ocm +0,)C, +—+ }sz + {ocmocs,cf +
m s (78)

m s

Y(s)= 5
7+ (o, +o,)s + o0

Taking the partial fraction expansion of Equation 7.8 according to Reference 9 results
in the parameter values listed in Table 7.4. The network equivalent parameter values used
in the above derivations are calculated from the three-time constant MIT model by New
et al. of MIT [10] and reported later in Reference 11. The three-time constant MIT model
is shown schematically in Figure 7.11.

The MIT three-time constant EDLC cell model parameters are listed in Table 7.4
for comparison to the various network equivalents to this topology. Notice the striking
similarity of element values among each of the representative networks according to branch
dynamics in Table 7.4. There appears to be very little difference between the MIT and
Foster II equivalent, and only a small difference in parameter values with the Cauer I
equivalent. This surprising result should instill confidence that the simple nodal branch
model according to MIT behaves exactly as the more intuitive -equivalent or Cauer I model
for an ultracapacitor cell.

Ultracapacitor modules used in various energy storage system architectures, partic-
ularly for fuel cell and hybrid vehicles, are typically comprised of several hundred indi-
vidual cells in a string. Ultracapacitor tolerances are standardized in the industry to C, +
30%/-10%. In a string of 230 such cells it would be very likely that cell capacitances will
be distributed about the nominal capacitance, C,, with some cells 30% higher and some
10% lower, and with values in between. A system having N = 230 cells in a string will
have a maximum working voltage of 2.5N = 57 V. However, the voltage will not be evenly
distributed across cells 575/N, but rather some cells will have voltages 30% of 2 V, or
0.7V, lower (the higher capacitance cells) and others will have voltages 10% of 2V, or 0.2V,
higher. This direct calculation immediately shows that the low-capacitance cells will
exceed their maximum working voltage of 2 V by 50 mV (i.e., the 10% low-capacity cells
will be stressed by 2.7 V). To assist in maintaining voltage equalization among the cells, it
becomes necessary to provide some means of charge transfer from low-capacity cells to
high-capacity cells, or else the low-capacity cells will encounter over potential and eventual
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Figure 7.12 Basic cell balancing technique for ultracapacitor modules.

wear out due to electrolyte decomposition. Figure 7.12 illustrates the most basic cell
balancing technique, that of a resistive divider across the string of cells.

With a resistive divider network, the resistance values are selected to hold individual
ultracapacitor cell potentials to V/N where N is the total number of cells in the string and
Vis the applied potential. The equalizing resistances should be at least 1 order of magnitude
lower than the cell leakage resistance. Referring again to Figure 7.12, we define the
capacitor tolerance on the kth cell in an N-cell string as 8, = (+30%, —10%) that leads to
a cell voltage deviation according to Equation 7.9:

AV, = CCOAVO _ AV,
s +0,Cy 1+,

W) (7.9)

For a series string the charge deposited in each cell (series combination of two
electrode capacitances) is equal, leading to the reciprocal behavior of voltage deviation
noted in Equation 7.9 and made clearer by referring to Equation 7.10:

Aq
e <0
AV = ng :8:40 b (V) (7.10)
A >0
Co(1+3)

Ultracapacitor tolerancing is nonsymmetrical according to the rationale noted in
Equation 7.10. This is because the highest cell voltage over stress condition occurs for
capacitance under tolerance conditions.

Enhancements to the resistive balancing techniques include the placement of sharp
knee Zener diodes across individual cells in the same manner as the resistive network in
Figure 7.12. A variant on the Zener diode dissipative equalization technique is to place
5V sharp knee Zener diodes across each pair of cells, but with the Zener diode string
straddling all the cells in an interlaced fashion.

When nondissipative equalization techniques are employed in ultracapacitor strings
it is common to use active element buck-boost stages that are interlaced in a fashion
reminiscent of the interlaced Zener diode approach. The concern with nondissipative
balancing is the additional cost incurred in placing such a large number of active elements
in the module. On the plus side, the transistor switches are low voltage (i.e., trench
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MOSFETs suffice) and the current ratings are small since only an amount of charge
necessary to balance an individual cell is necessary. With proper cell balancing the full
energy storage capacity of the ultracapacitor module becomes accessible.

To appreciate the implications of the need for proper cell balancing consider the
module energy storage capacity difference between a string of cells limited by the highest
voltage cell (3 > 0) case, and the remaining cells at a corresponding under voltage. Define
the resulting module voltage ratio as ¢ = V,,/V, then if V,,, = (1/(1+ (8)))V,, where () is
the average capacitor tolerance of the complete N-cell string, then 6 = (1/(1 + d)) and the
resulting available pack energy relative to its nominal capacity is:

Wavail _ _~2
W, =(-0%)

#) (7.11)
14

avail _ 1— 1
Wo (1+9)’

Equation 7.11 means that if the ultracapacitor module has just a 10% average under-
tolerance in capacity then its available energy relative to its nominal pack energy is reduced
by 17%. Proper cell equalization is therefore worth the effort in order to maximize available
energy content.

7.3 SIZING CRITERIA

Ultracapacitors are sized according to the demands of the supported application as noted
in References 1 and 8. Each vehicle application supported has a characteristic power, P,,,
demand over a time interval, 7. In Reference 12 Mitsui, Nakamura, and Okamura dem-
onstrate that the charge and discharge efficiency of an ultracapacitor bank is uniquely
determined by the ratio of its internal time constant, T = R,C,, where R, = ESR of the
ultracapacitor module (or cell) and the time, T,, over which the ultracapacitor is fully
charged or depleted at a rate determined by the application power, P,. The power available
from the ultracapacitor module is then:

By

2
_ ﬂd(l—TG Wo (W) (7.12)

where the discharge efficiency in Equation 7.12 is the function proposed in Reference 12
and obtained by solving the following expressions for charge and discharge cases for just
the ultracapacitor alone (no power electronic interface).

For the charging case:

W,

stored

+W,

loss

nﬂ:W

stored

(ICV&] (7.13)
2

e =77
(zcvo2 +R,.I2TCJ
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Figure 7.13 Experimental charge and discharge testing of ultracapacitor modules.

where T, is the time needed to fully charge the ultracapacitor module at the rated current /.
Manipulating Equation 7.13 and making use of the fact that charging is done at constant
current leads to:

1
N = 5
2RT, || I
=" =
Vo ¢
I’ _vic
" 7;2 #) (7.14)
1
Ne = )
[1+2J
T.
For the discharging case:
WO t VV() — VVI 5
— U — 0SS 7'15
nd Wavuil WO ( )

Making substitutions into Equation 7.15 similar to what was done in Equation 7.14
leads to:

nd=(1—2;J #) (7.16)

d

where T, is the time needed to fully deplete the ultracapacitor module when the current
is at its rated value, I. The derivations in Equations 7.12 through 7.16 are derived from
the experimental setup illustrated in Figure 7.13. Ultracapacitor charging is accomplished
under constant current, and the voltage across the ultracapacitor and charge time is
monitored until rated potential is reached. Discharge is performed in a similar manner,
only in this case the dissipative element (e.g., an active load) is controlled such that
discharge current is maintained constant over the discharge period, 7.

If the energy exchange is 100%, then according to the work in Reference 1 the
resulting capacitor current, /., and necessary capacitance, C, to support such a current
draw for the stated efficiency are:
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Table 7.5 Automotive Ancillary and Accessory Load Supported by 42 V
Ultracapacitor Modules

P T W, I c I, T R, Cu
Load kW)  (s) k) (A) () (A) (s (m€2) (1))
Steering 1.2 3 3.6 28.6 6.4 45 0.23 35 128
Brakes 2 3 6 47.6 10.7 75 0.23 21 214
Throttle 0.1 0.2 0.02 2.4 0.04 3.8 0.015 417 0.72
Turbo 2.5 2 5 59.5 8.9 94 0.15 17 178
E-Cat 3 8 24 71.4 42.7 112 0.6 14 854
ISG-launch 8 10 80 190 142 299 0.75 5.3 2850
ISG-regen. 10 5 50 238 89 374 0.38 4.2 1780
HVAC 1.5 180 270 35.7 480 56 13.5 28 9600
8w,
©oonV,T
A F) (7.17)
8w,
3meo

Illustrative examples are listed in Table 7.5 for selected ancillary and accessory loads
in hybrid automobiles. In Table 7.5 the first five columns characterize the specified load
according to its power draw over a specified time interval and the cumulative energy. The
column for rated current, I, is a calculation based on a 4 V PowerNet electrical distribution
system. Columns 6 through 10 describe the application of Equation 7.17 to each specified
load, the resulting ultracapacitor module time constant, and internal resistance. The internal
resistance is extracted from the calculated time constant, T, which in turn was extracted
from the relationship given in Equation 7.16 by equating it to 85%. Hence, the overall
constraints were a system voltage of 4 V and a system efficiency of 85%.

Notice also in Table 7.5, in the last column for calculated cell capacity in an N =
20 cell string, that the values of required capacitance are consistent with available cell
capacity available in the market today. It may be argued that distributed modules are more
costly than a single dedicated module, or that distributed modules are not necessary. The
need to distribute modules within the vehicle’s electrical distribution system and to locate
them close to the load in question is no different in this macro sense than is the practice
to distribute a combination of ceramic and tantalum capacitors in close proximity to
integrated circuits (ICs) on a printed wiring board. The further removed the local energy
storage component is from the point of load, the more diminished is its ability to provide
transient energy supply during load changes. The same rationale applies to the case of
high current loads in the vehicle. The battery is simply too remote to provide transient
energy when demanded without there being undervoltage intervals at the point of load.
The argument that local energy storage modules are not necessary must first contest the
need for redundant energy storage supply in the case of safety critical loads (i.e., the first
three rows in Table 7.5).
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This section has addressed how to size an ultracapacitor module to support a selected
function. But the sizing was accomplished by assuming that fully 100% of the ultraca-
pacitor’s energy was exchangeable in the process. This is not the case in practice due to
the wide voltage swing required. In general a DC/DC converter interface is necessary to
isolate the ultracapacitor from the vehicle’s electrical distribution system (ancillary and
accessory loads) or from the traction battery high-voltage bus (hybrid and fuel cell vehicles).

7.4 CONVERTER INTERFACE

From Equation 7.11 the available energy from an ultracapacitor, using the function for
final to initial voltage as a parameter, can be rewritten as Equation 7.18:

Wavail = (l_ GZ)WO (J) (718)

The available energy in Equation 7.18 is the total content of the ultracapacitor when
its working voltage swing is taken as ¢. Power electronic drives, particularly traction
drives, benefit by operating from a high-voltage bus that is regulated (i.e., as stiff as
possible). With a converter interface the ultracapacitor pack may experience a wide work-
ing voltage swing, but still deliver constant current into a regulated bus (e.g., a constant
power discharge). Figure 7.14 illustrates the interface concept.

Schupbach and Balda in Reference 13 show that the half-bridge buck-boost DC/DC
converter outperforms both the Cuk and Sepic topologies when interfacing an ultracapac-
itor to a vehicle traction drive. In the discussions to follow, the buck-boost will be assumed
to be the converter power electronic topology of choice for interfacing an ultracapacitor
module to either the vehicle’s traction drive or as a distributed module for ancillary and
accessory functions. In charging mode (buck) the half-bridge configuration has a duty
cycle, d, that matches the working voltage ratio, . In other words, d = ¢ during charge.
During discharge, the half-bridge converter operates in boost mode with its duty cycle
ranging from O to 0.5. In other words, during discharge (boost mode) the converter duty
cycle d = (1 — ©). Figure 7.15 illustrates the change in duty cycle in response to a sequence
of a discharge pulse followed by a charge pulse at constant power.

Table 7.6 summarizes the relevant DC/DC converter attributes of inductor ripple
current, switch current, and diode current occurring during boost and buck modes of
operation. For the required level of converter output current, /,, in Figure 7.15, the converter
currents are shown to have magnitudes that are in proportion to the switch duty cycle, d,
mapped to ultracapacitor voltage ratio, G, and to the specified (design constraints) values
for inductor ripple current and output capacitor ripple voltage. In buck mode the ultraca-
pacitor is the output capacitor, and in boost mode either a local electrolytic or the DC link
capacitor is the output capacitor.

The correlation of converter active switch duty cycle variation with ultracapacitor
voltage ratio, G, is shown in Figure 7.16. Ultracapacitor voltage is shown decreasing from
fully charged to half voltage during boost mode of operation (i.e., discharge), followed
by increasing voltage from half the bus voltage to rated bus voltage during buck mode of
operation (i.e., charging).

The maximum bus current, I, is a design constraint on the interface converter and
a key parameter in the relationships listed in Table 7.6. In the process of extracting or
delivering energy to the ultracapacitor, the peak inductor current will reach twice the
maximum bus current. A similar situation exists for the peak capacitor current, I,
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Table 7.6 DC/DC Converter Attributes during Boost/Buck Modes

Attribute Boost Mode (Discharge) Buck Mode (Charge)
Definition, UC voltage ratio,c V. =0,V, V.=0o.V,
Discharge mode: 6,=1.0 - 0.5 Charge mode: 6,=0.5 — 1.0
Definition, dut le, d = 1——1 You
efinition, duty cycle, d = Viu v,
‘/i)l
Duty cycle, d = (1-0,) O,
Ripple current ratio, r, = AL AL,
(1) (1)
. _ v V.
Inductor ripple current, Al, = —<6,01-06,) < 6.(1-0,)
L fiL
Inductor average current, (/) = Lim Lan
Gd Gc
2 2
Inductor rms current, 1, = L. 1+ L 1+
Oy 12 -0, 12
Output capacitor pk-pk current, 1,, " I
1, = G, 12
2 2
Switch rms current, I, = Law i—o, 1+L Lim o 1+
o, N 12 o, VN 12
2 2
Switch pk- current, I, = Ln |y 1 L
Gy 12 c, 12
2 2
Diode rms current, I, = LA e Iin [To 14t
o, VN 12 o, N 12

Adapted from R.M. Schupbach, J.C. Balda, “Comparing DC/DC Converters for Power Management in Hybrid
Electric Vehicles,” IEEE International Electric Machines and Drives Conference, IEMDC’03, Monona Terrace
Convention Center, Madison, WI, June 1-4, 2003.
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Figure 7.14 Power electronic converter interface.
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Figure 7.16 Ultracapacitor interface converter duty cycle variation with voltage ratio.

Relationships necessary for calculation of the ultracapacitor with converter interface charge
and discharge efficiency are the switch and diode currents listed in Table 7.6. With converter
interface we define the two cases of ultracapacitor discharge, 1, and charge efficiency,

1., as:

_ Wsto — VVloss
Ny = W,
(7.19)
N
T W+ Wi,

The expressions for energy loss, W,,,, are now more involved than in Equations 7.13
and 7.14. With a converter interface the loss expressions must account for converter switch
conduction and switching losses and diode loss. Consider the circuit configuration for a
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Figure 7.17 Half-bridge DC/DC converter.

half-bridge buck-boost converter shown in Figure 7.17. In this figure the buck mode
currents are shown as solid traces and the boost mode currents as dotted traces. In buck
mode (charging) the upper switch having gate control function H,,, is active along with
the lower auto-commutating diode. Conversely, in discharge mode the lower switch having
gate control function H,,,, is active along with the top freewheeling diode.

The following relationships summarize the energy loss in the converter over the
duration of a constant power discharge or charge event having duration, 7, seconds:

WQL'()mI = (I.s'wrms ‘/.\'wON d]‘s )(.fs T) (J) (720)

where the quantities within the first set of parentheses yields the conduction energy per
switching event and the second set of parentheses defines the number of such events over
the complete interval, 7. Also, in Equation 7.20 the switching time is the reciprocal of
switching frequency, f,, and assuming IGBTs as the active element, we will use on-state
voltage, V,y= 1 V. Making these substitutions, and using the relationship for switch rms
current from Table 7.6, yields the converter switch conduction loss in boost mode of:

1 P2
Wocond_boost = Veeton) dn J1-0, \/ 1+-2 |- o )T
o, 12
(

W, —y g )%1/1+i T
Qcond _boost ce(ON) c ; d 1 2

During charging (buck mode) the converter switch rms current is not the same,
resulting in an expression for conduction loss of:

7) (7.21)

2
I%
WQcond_buck = Vce(ON) Idm V Gc 1+ é T (J) (722)

In both Equations 7.22 and 7.23 the variation of switch conduction loss is approx-
imately proportional to square root of the ultracapacitor voltage ratio, 6. IGBT switching
loss can be approximated by assuming a linear transition of switch current and voltage
during the IGBT current fall time, t;. In this analysis, we approximate the IGBT fall time
as f;= 0.5 ps, the on-state voltage, V oy = 1V, and auto-commutating diode on-state
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voltage, V, = 1 V. The expressions for IGBT switching loss, using the transition model
and substituting the appropriate expression from Table 7.6, results in:

tifl,, Vi3 r
1% = fIsTdm7d ) O L L |\ 723
Qsw _boost 6Gd (2 24J (J) ( )

1 fil anV. o.1,
Wou ek =~ 6; d(1+ 2L]T ) (7.24)

Following a similar procedure for the diode conduction loss, and noting that its loss
is the same regardless of boost or buck mode, results in:

2
W = Vel [,/HEJT ) (1.25)

The ultracapacitor ESR must be taken into account as a loss component by noting
that the inductor ripple current also passes through the ultracapacitor in Figure 7.17 as
well as through its ESR (not shown). Using Table 7.6 for the inductor ripple current results
in the following expressions for energy loss due to capacitor ESR:

WESR = RII ZrmsT
Lin |[ 1, 7
WESRJzonst = Ri T2 1+ B T (7.26)
Oy

15 rL2
W, =R| —"— || 1+ % |T
ESR _buck i (1 _ GC)Z 12

During boost mode (i.e., discharging), the ultracapacitor with interface converter
efficiency equates to an expression resembling Equation 7.16, but with a modified time
constant. That is:

T(’ v
Ny = 1—2(7‘{] (7.27)

3
—c| & (1+rfj+ Verom1204)" | 0,Vr 1+i+tffod (3 rLj

cauiv 12 I, 1, 2 1, (2 24

Oy

According to Equation 7.27, the presence of an interface converter with its attendant
operating point-dependent losses acts to modify the ultracapacitor equivalent series resis-
tance, ESR = R,, to a higher value that is dependent on the design properties of the converter
(IGBT characteristics and diode on-state voltage).

Following the same methodology the buck mode efficiency (charging) can be cal-
culated and found to be an expression resembling Equation 7.14 but with a modified time
constant. The equivalent time constant will differ somewhat from that shown for the boost
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mode in Equation 7.27 due to differences in the loss components (i.e., expressions in
Equations 7.22, 7.24, 7.25, and 7.26). But the end result remains the same: The time
constant is extended by the presence of additional loss terms. Regardless of mode, an
effectively longer ultracapacitor time constant means that its system efficiency (n, and
1M.;) are correspondingly reduced.

Present-day ultracapacitors have ESR values that are twice the value necessary if
> 85% system efficiency is required at the discharge rates specified in Table 7.5. The
ultracapacitor industry is making solid progress in lowering specific resistance by use of
electrolyte additives such as acetonitrile, through optimized macropore structure of the
electrodes so that ionic mobility is improved, through higher conductivity activated carbon
materials for electrodes such as vapor-grown carbon fiber, and through improved current
collector foil to activated carbon interfaces.

Ultracapacitor manufacturers and investigators today are looking at carbon nanotube
electrodes in which single wall carbon nanotubes grow like wires from the electrode
surface [16] claimed to have potential for 5 to 10 times the energy density of conventional
activated carbon DLCs.

7.5 ULTRACAPACITORS IN COMBINATION WITH BATTERIES

The combination of a high specific power density ultracapacitor with a high specific energy
density advanced battery would appear on the surface to offer the best of both worlds:
high power for transient demands and high energy for prolonged sourcing and sinking of
power. In Reference 14, Burke notes that in all cases studied the combination of a battery
and ultracapacitor increased the usable energy and power capability of the system over
that of a battery acting alone. In the study by Burke both 4 V mild hybrid and 20 V full
hybrid powertrains are considered. In the full hybrid system studied the battery-alone
option required 400 Wh and 25 kW of energy and power, respectively. When combined
with a 100 Wh and 50 kW at 90% discharge efficiency ultracapacitor, the battery plus
ultracapacitor system was found to deliver usable energy of 800 to 1000 Wh, or more than
double its usable energy when acting alone. A further finding of Burke [14] was that lead-
acid batteries do not exhibit the expected cycle life when subjected to SOC variations near
50% that would occur in a hybrid vehicle. However, combined with an ultracapacitor, the
lead-acid energy storage system seems to benefit the most from the combination. It was
also noted that advanced electrochemistries such as alkaline electrolyte-based NiMH and
the “rocking-chair” chemistry of lithium-ion systems are already suited to shallow cycling
for very high cycle life. Because of their suitability to high throughput energy cycle life,
the advanced batteries do not benefit as much from being paired with ultracapacitors.
However, the combination does mean that the energy storage system can be operated over
a much wider SOC range than when used alone; hence, the energy storage system can be
optimized to particular performance requirements.

Schupback and Balda in Reference 15 note that usable energy in a battery-ultraca-
pacitor energy storage system can be estimated by computer simulation of a real-world
performance objective such as 0 to 85 (t ) mph time that start with the battery at 60%
SOC and the ultracapacitor at 90% SOC. The t,¢; performance objective effectively sets a
constant power discharge target that is defined by the acceleration time target and by the
vehicle’s mass and road load values. In their work, the authors in Reference 15 found that
there were substantial weight and volume reductions possible through a combination of
battery with ultracapacitors for the energy storage system — even when considering the
efficiency of the interface power electronics. In the cited example, the battery-ultracapacitor
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Table 7.7 Vehicle Characteristic Parameters for SUV

Parameter Units Value
Curb mass, m, kg 2250
Static rolling resistance, R, Kg/kg 0.012
Aerodynamic drag coefficient, C; # 0.44
Vehicle frontal area, A; m? 2.67
Tire dynamic rolling radius, r,, m 0.31
Overall gear ratio in 1st, G # 13.67
Driveline efficiency, ng # 0.815
Engine power, P,,, kW 151

energy storage unit realized a 40% reduction in weight over the battery-only case and a
21% savings in volume.

Thermal management is another aspect of energy storage system design that benefits
from combination of a battery with an ultracapacitor. A battery-only system may operate
at 72% turnaround efficiency, but an ultracapacitor can contribute efficiencies near 90%
to the mix. Thermal loading is a serious matter for any battery system, particularly for
advanced batteries, since considerable heat can be generated and dissipation is limited.
Ultracapacitors can be air-cooled far more readily than batteries that are likely to require
either liquid cooling or full climate control systems. Energy Conversion Devices, for
example, has experimented with liquid cooling of NiMH battery modules by forcing
coolant through the electrode assemblies themselves, so that thermal paths from the sources
of heat generation become intimately connected to the heat-removal medium.

To illustrate how the battery and ultracapacitor may be sized for a combined unit
consider the sport utility vehicle characteristic parameters listed in Table 7.7. The vehicle
is subjected to a relatively stringent performance test of 0 to 85 mph with a target elapsed
time of 20 sec or under as noted in Reference 15. In this example the vehicle has similar
attributes to that used in Reference 15 but some of the parameters are different.

When the SUV having the attributes listed in Table 7.7 is subjected to a simulated
acceleration run it is found that the required powerplant must develop 285 Nm of torque
at the crankshaft and, furthermore, that its peak power at the first shift point must be
151 kW in order to meet the elapsed time target of 20 sec. Vehicle acceleration performance
is found by applying a fourth order Runge-Kutta integration routine to the SUV road load
equation, consisting of rolling resistance and aerodynamic drag, plus a contribution in
load due to ancillary power demand of a constant 750 W. Driveline inefficiency in the
simulation is accounted for by torque converter losses, gear mesh losses, and final drive
losses. It is found that for a 151 kW powerplant the SUV will have an elapsed time of
20 sec during a full-throttle O to 85 mph acceleration performance as shown in Figure 7.18.

The next step in the energy storage system sizing methodology is to characterize
the components of the ESS. It is well known from battery modeling that each electro-
chemistry exhibits its own unique energy and power relationship. That is, the available
energy from a battery is diminished when the energy is removed at higher rates. The
Ragone relationship is traditionally used to characterize such behavior and it can be
expressed mathematically as follows.

Ebat = EbatO - khat})bat (Wh/kg) (728)

© 2005 by Taylor & Francis Group, LLC



Vehicle acceleration

111.565 150 T T T T T
= 1 100 [~ ]
E, Vn,l'
§ 0.447
& 50 _

0
0 | | | | |
0 10 20 30 40 50 60
Vn,U
Time, s

Figure 7.18 Vehicle acceleration for z85 test.

NiMH battery + Ultra-capacitor Module

59.65
gn ' _
J: El )
g2 — -
@ Eba((])

E _____ —
2 Eul)
i=REEREE 0.01 —
3
& 11107 -
—4
4x10 1.10_4 | |
10 100 1-10° 1-10*
10 PEss(j) 7 x ]03

Specific Power (W/kg)

Figure 7.19 Ragone plots of battery plus ultracapacitor ESS.

For a NiMH battery the specific energy, E,,, consists of a static component, E, =
65 Wh/kg, and a dynamic coefficient, k,,,= 0.035 (h). Similar expressions are written for
the ultracapacitor.

Eyi =65—0.035P,,; (Wh/kg) (7.29)

Eye =3.5-0.0013P,. (Wh/kg) (7.30)

A Ragone plot of Equations 7.29 and 7.30 along with an expression for the #4;
elapsed time constraint is shown as Figure 7.19. The diagonal line in Figure 7.19 is the
specific energy corresponding to specific power multiplied by the z85 time of 20 sec.

The intersection of the ultracapacitor trace in Figure 7.19 with the 7,45 diagonal line
represents the optimal specific energy and power of the ultracapacitor for the SUV hybrid
application. In this chart it is found that the optimal values are:
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Eycyp =2.815
Py =527 (Whikg, Wikg, Whikg) (7.31)

E =41.6

batopt

Next, it is further assumed that the vehicle powerplant is downsized as a result of
hybridization to 90 kW, and that the ESS contributes the difference of Py = 61 kW for
t,4s sec. This represents a need for available energy from the ESS of:

t85 7.32
W =(P. iveline — P.en £ Wh 3
ESS ( drivel, g) 3600 ( ) ( )

According to Equation 7.32 the ESS must have a capacity of 339 Wh for the duration
of the acceleration event. From the ESS capacity stated in Equation 7.32 and using the
optimum values for ultracapacitor specific energy and power given in Equation 7.31, we
calculate the optimum ultracapacitor module mass as follows:

mUC — WESS
EUCopt
(ke) (733)
339
=27 1204
Mue =5 815

An expression similar to Equation 7.33 can be written for ultracapacitor pack mass
based on ESS peak power and the chart-derived optimum specific power noted in Equation
7.31 but this would be redundant to Equation 7.33, since the same optimum mass would
be calculated. Due to plotting resolution in Figure 7.19 the optimum values for specific
energy and power are actually straddling the optimum point. Performing a calculation of
ultracapacitor mass using the specific power value of 527 W/kg results in a mass of
115.7 kg for the pack. Therefore, the ultracapacitor pack in reality would be intermediate
between 115.7 kg and 120.4 kg. At this point an average value of 118 kg is a better choice
for an ultracapacitor-only case. The Ragone plot of NiMH battery pack specific energy
vs. specific power intersects the performance time target well beyond the ultracapacitor
intersection and well beyond the practical limitations of NiMH power density. Real-world
NiMH is limited to approximately P, = 180 W/kg nominal and four times this, or
P, e = 720 W/kg, maximum (corresponds to 15C rate). The battery pack must not exceed
terminal current and voltage limitations during discharge or charge mode. For NiMH the
limitations at the terminals are:

Gbat‘/r < ‘/hat < Vmax
Ibar < Imz\x = 15C (Vdc? Adc) (734)

G, =0.69

The battery-only case mass is more complex than calculating the ultracapacitor mass
to suit a single performance metric (in the previous case, the energy and power for a 0 to
85 mph hard acceleration). The battery pack initial SOC = 60% for a hybrid, and for
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NiMH technology the terminal voltage drops to 69% of its rated value, as noted in Equation
7.34. Furthermore, the NiMH maximum current is limited to less than a 15C rate where
C = Ah capacity of the NiMH cells in the pack. If we set the system rated voltage, V,=
30V, then the battery-only case discharge current must equal:

— PESS
max Gr‘/r
(A) (7.35)
. 61000  _ .
0.69 * 300

From the assumption on maximum discharge current stated (15C), the capacity of
the battery pack at room temperature would therefore be:

Cpur = ’i“;* =197 (Ah) (7:36)

According to Equation 7.36 a 20 Ah NiMH cell would be necessary. Therefore, a
pack that is rated 30 V would require N = 360 cells (at 1 V/cell) and it would have a
storage capacity of:
Wbat = GbatVerat
(kWh) (7.37)
Wy = 0.69(300)20 = 4.14

At a nominal SOC 60% the battery pack would have an available capacity of
2.48 kWh, of which 0.1 kWh would be nominally be exchanged per hybrid event (at 4%
SOC deviation per event). A NiMH battery pack capable of delivering a pulse power of
P, yet maintain its SOC within the bounds cited, would have a mass of:

My, = PESS

bat max (kg) (738)
my,, = 20000 _ g4 5

720

The NiMH battery pack mass is some 33 kg lighter than the ultracapacitor pack
necessary to perform the z85 acceleration event. However, the battery pack has energy far
in excess of that needed for just a single acceleration due to its terminal limitations on
voltage and current.

In combination, a NiMH battery pack plus an ultracapacitor module would be
iteratively sized based on the vehicle characteristic parameters driving a standard drive
schedule. Given this caveat, the sizing of battery and ultracapacitor combinations is
performance metric driven as well as cost driven. With NiMH costs at $650/kWh and
ultracapacitor costs now approaching $0.01/F, it is practical to combine both and realize
weight, volume, and cost savings. One procedure for this has been developed by the authors
in Reference 15.
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8

Flywheels

John M. Miller
J-N-J Miller Design Services, Cedar, Michigan

8.1 FLYWHEEL THEORY

Flywheel systems have been promoted as “mechanical” batteries and offered as energy
storage systems capable of high power and high cycle life. Operation of a flywheel
energy storage system (ESS) is basically the same as that for an ultracapacitor, only
the energy is stored as kinetic rather than potential energy. There is a direct analogy
between angular speed of a flywheel and voltage in an ultracapacitor. The higher the
angular speed (e.g., voltage) the greater the energy storage capacity in a flywheel. Issues
that plague flywheel systems parallel those of the ultracapacitor: A containment vessel to
hold a vacuum for a long term and non-contacting bearings correspond to minimization
of ESR in an ultracapacitor. High tensile strength materials that can withstand large hoop
stress without rupturing correspond to the dissociation potential of the ultracapacitor elec-
trolyte. Even the governing equations are similar. However, whereas the ultracapacitor
stores energy in the same form as it is being used, the flywheel system depends on
electromechanical energy conversion in both directions; hence, its efficiency will be lower
than that of an ultracapacitor.

The flywheel, on the other hand, does offer unique benefits that make it suitable for
spacecraft, specifically, its rotational moment [1]. This enables the flywheel ESS to play
a dual role: energy storage for communications and guidance backup during periods of
solar eclipse plus platform stabilization (i.e., attitude control). Flywheels for space-borne
applications face critical thermal management issues because no convection is present for
cooling and only radiant means are available for heat rejection. This means that the
flywheel, its bearing structure, and the interface motor-generator (M/G) needed for energy
conversion have the highest possible efficiency. Most flywheel energy storage systems
operate in the angular speed regime of 50 to 90 krpm. Figure 8.1 is a sketch of fundamental
components of a flywheel ESS.

© 2005 by Taylor & Francis Group, LLC



——®
Magnetic
Bearing Control
—e

Brushless f\/ 1 ¢
— « Vv
M/G — e

Containment Power Electronics
Vessel > wace

| - Flywheel mass
Ve

[—— Flywheel hub

Flywheel axle

Figure 8.1 Elementary flywheel energy storage system.

With proper design and materials the flywheel is a feasible energy storage unit
because it is inherently non-toxic, fully recyclable, and completely rechargeable. The
energy throughput life of a flywheel is limited only by the bearing system, the M/G, and
containment vessel vacuum integrity.

Modern materials capable of withstanding the high hoop stress resulting from cen-
trifugal forces are generally the lightest weight materials that possess very high tensile
stress. This is because the hoop stress varies in direct proportion to the material density,
whereas the energy stored grows with angular speed squared. A lightweight material
flywheel can store the same energy as a steel flywheel but weigh less. In terms of material
properties, the energy storage capacity of a flywheel is given as Equation 8.1:

K.,
Wiy =% (Wh/kg) 8.1
2p

where K, is the limiting tensile stress above which the rim will delaminate and burst.
Fibers that offer the highest energy storage capacity range from E-glass (which can store
as much energy as high-strength steel) to Kevlar, a type of nylon that can store 7 times
more energy than high-strength steel. A common fiber used in today’s flywheel components
is fused silica glass. A flywheel ESS can also be lighter than an advanced battery for the
same energy content.

The flywheel shown diagrammatically in Figure 8.1 has a polar moment of inertia
calculated in Equation 8.2, where r,, = outer radius of the rim, r,;= inner radius of the
rim, m, = mass of the rim (glass fiber), m, = mass of the hub, and define v=r,/r,,.

1
Jrw = %mr(l— 0, om0 (kgm?) (8.2)

Flywheel polar moment of inertia is proportional to its rim radius squared. However,
a higher rim radius exposes the material to higher tensile stress, leading to failure if speeds
are too high. Reasonable numbers for rim radius are 50 to 100 mm, and v= 0.65 is typical.
Energy storage capacity of the flywheel is dependent on the polar moment of inertia
and on the speed ratio over which it can be operated. Equation 8.3 summarizes the energy
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Figure 8.2 M/G torque-speed capability curve for flywheel interface.

capacity of a flywheel system in terms of its available energy and taking into account
some typical component efficiencies [2].

WFWavail = g‘]eq (l - G?” )(D,Z;

n:nlnmnFW
8.3
oo =Irw + I uc ) (83)
)
o,=—-
4 (O]

where the component efficiencies used are 1, = 0.96 for the inverter, 1,, = 0.90 for the
motor-generator, 1, = 0.85 for the flywheel system, and ®, is the nominal or rated angular
velocity. Representative inertias for the system are J,,, = 0.05 kgm? for the flywheel itself
and F,,; = 0.005 kgm? for the motor-generator. The speed ratio 6, = ®,/®, can be viewed
as a direct analogy to voltage swing in the ultracapacitor ESS.

For a given value of M/G electromagnetic torque, 7,,, the terminal power of the
flywheel ESS during discharge can be represented as Equation 8.4.

PESS = _nt(DOTem (W) (84)

It is readily apparent from inspection of Equation 8.4 that the angular speed swing
range, ©;, and the torque rating of the M/G determine the peak power capability of the
flywheel ESS. This is due to the fact that the flywheel angular speed can slew no faster
than 7, /(Jpw + Jy)- In fact, the particular choice of M/G technology and where its corner
point speed is set determines the time to charge the flywheel ESS. Figure 8.2 depicts a
typical M/G torque-speed capability curve for two cases of flywheel minimum angular
speed, ®;, one when w;= ®,, the M/G base or corner point speed that describes the entry
into constant power regime, and the second case when ;< ®,, in which case the M/G
must first accelerate the flywheel in constant torque up to an angular speed of ®, and then
transition into constant power mode. It should also be pointed out that M/Gs having a
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constant power speed range (CPSR) that matches or exceeds the angular speed swing
range of the flywheel is a necessary condition.

For a given M/G power, P,,,, the time to charge the flywheel is strongly dependent
on whether the M/G operates entirely in constant power or if it starts out in constant torque
and completes charging under constant power.

Pyey =T,,0, (W) (8.5)

Case 1: 0= ®,, and P, = constant for ; < ® < ,. For this case the time to
charge the flywheel from its initial angular speed, @y, to its final speed, w,, requires #;
seconds where:

= [ T
=| ““do
f1 o T

f em

@o Jeq('oh
ty = J 4 dw (s) (8.6)
oy L MGh
Joy
th=——(0,-0)

em

Case 2: 0;< ®,, and T, = constant for 0, < ® < w,, and P, = constant for ®, <
o < 0,. In this case the flywheel first charges under constant torque at a rate determined
by the M/G torque rating and then under constant power as the flywheel angular speed
passes through the M/G corner point speed. In this case the time to charge the flywheel,
tn, becomes:

oy J 9% J ®
tf2=J- ﬁdu)+J. 24t dm

(o) Tem (073 P, MGb

J
Iy :Ti(((’)b +,)-20,) (s) 3.7

em

Je
— q
L=t +1,

em

The flywheel operating initially in constant torque, as shown in Figure 8.2 for case 2,
results in a longer charging time, all else being equal. For best response the flywheel
should be charged and discharged under constant power operating mode of the interface
M/G. This means that M/G technologies having CPSR > 3:1 are recommended for flywheel
applications. This speed ratio admits induction, switched reluctance, and interior perma-
nent magnet machines in either radial (drum) or axial (pancake) geometries.

8.2 FLYWHEEL APPLICATIONS IN HYBRID VEHICLES

To date there have not been any applications of flywheel technologies in hybrid vehicles.
There are many proposals for such systems, but the fact remains that flywheel energy
storage at present is still more costly than electrochemical batteries or ultracapacitors.
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Issues with containment and bearings have been solved so that this technology is possible
for introduction into mass market hybrid vehicles.

To briefly review the types of flywheel applications in hybrid vehicles consider the
following scenarios:

* A flywheel directly coupled to the vehicle drivetrain via a continuously variable
transmission (CVT). In this architecture the CVT acts as a speed matching
device with infinitely variable ratio so that flywheel angular momentum can be
transferred into the vehicle propulsion system.

* A system wherein the traction M/G has rotating rotor and stator with the stator
assembly powered via slip rings and where its mass is the flywheel energy
storage unit. Such systems have been proposed and shown to offer considerable
merit in terms of energy storage and fuel economy improvements. However,
the mechanics of charging and discharging the flywheel impose some odd
operating modes on the M/G and vehicle engine such as having the M/G in
generating mode during a vehicle launch and vice versa.

* A more conventional system in which the flywheel assembly is standalone and
packaged in the vehicle in much the same manner as a traction battery. In this
architecture the flywheel would by necessity require counter-rotating elements
so that it did not impose a torque couple on the vehicle chassis during grade
changes or turns. Of course, a gimbaled single flywheel assembly would not
contribute any couple into the chassis, but it would require considerably more
packaging attention.

8.3 ENERGY STORAGE SYSTEM OUTLOOK

Energy storage systems that retain the working form of energy offer the most promising
choices for hybrid vehicle systems. Electrochemical storage batteries do not store energy
as accumulated charge (although there exists a double layer capacitive element within
their structure), but rather as energy of covalent bonds. Chemical reactions are necessary
for such storage to be effective, and in many instances, the reactions may proceed faster
in one direction than another, adding a dimension of non-symmetrical behavior to their
charge/discharge characteristics. Temperature effects are far more pronounced in electro-
chemical reactions than in electrostatic storage or in mechanical forms of energy storage.

The spectrum of energy storage mediums can be categorized according to the manner
in which the energy is stored, whether as a change in internal energy of the storage medium,
or as some form of stress on the materials comprising the storage medium. For instance,
capacitors rely on the electric stress across a dielectric (i.e., separation of charge) with the
limiting value of stress occurring when the dielectric breaks down. A flywheel is similar
and encounters its limiting value of charge when the materials comprising the rim and
hub begin to fail in tension. Both of these energy storage forms rely on molecular bond
strength to define their limit of storage density (i.e., atomic binding energy). Electrochem-
ical forms of energy storage rely on the strength of ionic bonds to define their limiting
energy density. Electrochemical storage in terms of energy/unit mass is typically an order
of magnitude or higher than molecular bond strength limited forms of energy storage for
conventional materials. However, electrochemical storage in terms of being limited by
atomic binding energies is on par with mechanical and electrostatic energy storage systems.
Storing energy in covalent bonds (heats of reaction, combination, and separation of atoms),
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such as in fuels, pushes the energy density some 2 to 3 orders of magnitude higher than
electrochemical energy densities. Finally, energy storage in nuclear bonds (i.e., combina-
tion and separation of nucleons) pushes the energy storage density some 6 orders of
magnitude higher than that of covalent bonds.

Practical energy storage systems for automotive applications are those that can be
adapted to the automotive environment and operate efficiently over wide temperature
extremes. Today, advanced batteries and fuel cells do not operate efficiently over wide
temperature extremes and must be augmented either internally with additives to do so or
externally with other types of storage mediums in order to deliver nominal performance.

For reasons that parallel the choice of series electric hybrid for large, massive
vehicles, the flywheel is viable in locomotive applications [3]. Operating in a manner
reminiscent of the battery, or ultracapacitor, in a hybrid automobile, the flywheel energy
storage system in a locomotive supplies (and absorbs) its intermittent power demand. This
feature permits the locomotive power plant to be downsized. Moreover, the onboard energy
storage, if sufficiently high, would give the locomotive the flexibility to traverse long
tunnels without emissions. Electric mode in tunnels is becoming a sought after feature in
hybrid city buses.
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ESD Protection for Automotive Electronics

Albert Z.H. Wang
lllinois Institute of Technology, Chicago, lllinois

9.1 INTRODUCTION

Electronics (other than radios) were first introduced into automobiles in the late 1950s.
However, the rebirth and rapid implementation of automotive electronics in modern vehi-
cles really came during the 1970s, mainly due to the introduction of tough governmental
regulations for fuel economy and emission control as well as the emergence of low-cost
solid-state electronics based on integrated circuit (IC) technologies. Modern automotive
electronics can be found everywhere in automobiles, from engine control, driveline control,
motion control, to instrumentation for vehicle performance monitoring and on-board
diagnosis, to safety and comfort, to various in-vehicle entertainment, communication, and
navigation applications. These automotive electronics applications can be roughly char-
acterized into three categories: control, measurements, and communications. New auto-
motive electronics applications and features emerge at a very fast speed in modern auto-
mobiles; for example, global positioning systems (GPSs) for navigation, in-motion
detection for anticollision, automatic cruise control, in-vehicle theater-quality entertain-
ment, wireless communications, and local interconnect network (LIN)-based in-vehicle
networking. Today, the cost of automotive electronics might account for up to 25% of the
total vehicle costs.

While automotive electronics have many different applications, generally speaking,
they operate under rather hash environments and meet very high reliability standards.
Particularly, automotive electronics are prone to electrostatic discharge (ESD) damages;
hence, they require very high ESD protection specifications. This chapter is devoted to
ESD protection issues for automotive electronics that cover ESD fundamentals, ESD test
models, ESD protection structure, and ESD protection circuitry design.
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9.2 ESD FAILURES AND ESD TEST MODELS

ESD occurs when two objects of different electrical potential come into close proximity,
where electrostatic charges start to transfer between the two objects. Such electrostatic
discharge produces large current or voltage surges that may cause damage to electronic
parts. Typical ESD pulse has a short duration of around 100 ns and a very short rise time
of nanosecond scale. Typical ESD surges have a current height of several amps or a voltage
peak up to a few tens of kilovolts. Such strong current or voltage surges can easily damage
IC parts and cause immediate circuit malfunction.

Generally, ESD failures can be classified into two categories: hard failure and soft
failure. Hard ESD failures result in immediate circuit malfunction; while soft failures
typically lead to performance degradation and lifetime problems. There are typically two
types of hard ESD failures. The first type is thermal failure in semiconductors, e.g., silicon
material or metal interconnects. Such kind of thermal filament is usually caused by
overheating in silicon and metal interconnect due to the large ESD current pulse, which
generates a large amount of heat locally that cannot be dissipated immediately and raises
up the material temperature to beyond its melting temperature threshold. The second type
of failure is dielectric rupture due to extremely strong local electric field strength caused
by a large ESD voltage surge. The typical ESD failure signature of this kind is seen as
damage in CMOS gate oxide films.

Currently, there exist many different kinds of ESD test models proposed by various
organizations to characterize ESD failure behaviors. Some of those have already been
established as industrial standards. These various ESD test models generally differ in terms
of the origins of ESD pulse generation. They are human body model (HBM) [1, 2], machine
model (MM) [3-5], charged device model (CDM) [6], a model from the International
Electrotechnical Commission (IEC) [7], as well as a transmission line pulsing (TLP) model
[8]. These ESD test models are critical to understanding the nature of different ESD
phenomena, characterizing ESD failures, developing various ESD testing instrumentations,
and evaluating ESD protection circuitry.

A well-known ESD mechanism is associated with human body-caused discharge
that is described by the HBM model, which was initially proposed as a military standard
[1]. HBM model describes an ESD phenomenon where a charged human body touches
an electronic part and the electrostatic charges stored inside the human body discharge
into the electronic part, as illustrated in Figure 9.1, where R is the charging resistance,
Cgsp 1s the human body capacitance, R, is the discharging resistance, and the device
under test (DUT) is the electronic part. A commonly used HBM discharging equivalent
circuit model is given in Figure 9.2, where a discharging inductance, Lgqp, is included for
real-world consideration. Table 9.1 lists typical values for the HBM circuit model elements.

R, S Resp
YWW J \ o MWW +
High Voltage DUT
+
Vesp —— Cesp *

Figure 9.1 An HBM model circuit.

© 2005 by Taylor & Francis Group, LLC



Resp S Lesp

— AWM G

Vesp —— Cgsp DUT

Figure 9.2 An HBM ESD discharge model circuit.
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Figure 9.3 A typical HBM ESD discharge waveform following the military standard MIL-STD-
883E [1].

Table 9.1 HBM Model
Circuit Parameters

Devices Values
R, 1-10 MQ
Resp 1.5 kQ
Cesp 100 pF

Figure 9.3 illustrates a typical short-circuit HBM model ESD discharge waveform, with
its time constants listed in Table 9.2. Commonly, HBM ESD protection levels are classified
as in Table 9.3.

Another common ESD discharge phenomenon is associated with the manufacturing
environments where metallic machinery, such as in-line inspection and automatic test
equipment (ATE), are heavily used to evaluate IC parts. The machinery can be charged
and then discharged into the IC part when touching it. This ESD discharging mechanism
is simulated by the MM model [3]. The equivalent circuit model for the MM model can
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Table 9.2 HBM Model Short-Circuit
Discharge Waveform Specifications

Times Values (ns)
Rise time, 7, <10
Decay time, ¢, 150 + 20

Table 9.3 MIL-STD-883EHBM
ESD Classifications

Classes ESD Protection Levels

Class 1 <2kV
Class 2 2-4 kV
Class 3 >4 kV

be represented by the same circuit model shown in Figure 9.2. However, unlike its HBM
model counterpart, MM model features relatively large capacitance of Cgg, = 200pF, and
negligible discharging Ry, and Lgg,. Figure 9.4 illustrates a typical MM model ESD
discharging waveform featuring oscillation. The peak currents in MM model are usually

much higher than that in HBM model, as given in Table 9.4 as an example.

8
—— AEC-Q100-003-Rev-E
4 .
< /\
S 0
w

-8

(0] =40) 5E-8 1E—7\/2E—7 \_2/E
_4

Figure 9.4 A typical oscillatory MM ESD discharge waveform following the AEC-Q100-003-

t(s)

Rev-E Standard [5] with a 400 V ESD source.
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Table 9.4 MM ESD Model Short-Circuit Discharge Waveform
Features fora 400 V ESD Source

Visp (V) 1% Peak I, (A) 2" Peak I, (A) Main Period (ns)

0SC

400 6.0-8.1 67-90% of I, 66-90

Another quite different ESD event is described by the CDM ESD model [6]. Unlike
HBM ESD events, CDM ESD discharge features a self-discharge property, where an IC
part is precharged during manufacture or field applications, which then discharges when
getting connected to ground. CDM model circuit is the same as the HBM model circuit
shown in Figure 9.2. However, CDM model circuit has very small values for its capaci-
tance, inductance, and resistance due to its small size. For example, a typical Cggp, is 6.8 pF
and Lggp is 50 nH, while Rggp, is only a few tens of Ohms. Nevertheless, a CDM ESD
discharge waveform is very rapid, with a sub-ns rise time constant, and features a very
high current pulse that is also oscillatory. Figure 9.5 illustrates a sample CDM ESD
waveform associated with a 500 V ESD source, with its characteristics listed in Table 9.5.
The uniqueness for a CDM ESD event is that is extremely fast and involves a large energy
in a very short period, which makes ESD protection design very challenging. CDM ESD
pulses typically cause gate oxide damages in CMOS ICs.

A different ESD model, initially developed in Europe for equipment-level ESD
testing, is called IEC ESD model [7], with its equivalent model circuit similar to that of
HBM model in Figure 9.2. However, it has different values for each circuit elements; e.g.,
Crsp = 150pF, Regp = 330 Q, and Ly, = OH. IEC ESD discharge also features very fast
rise time of less than 1 ns. Figure 9.6 illustrates a typical IEC ESD discharge waveform,
with its specifications listed in Table 9.6 for a case for 1000 V ESD source.

8
4 1
<
a
()
u
0 . . /\ . .
0H+0 1E- 2E- 3E-9 ZE9 5E-9 6EL9
— JESD22-C101-A
-4

Figure 9.5 A typical CDM ESD discharge waveform following the JESD22-C101-A Standard
[9] with a 500 V ESD source.
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Table 9.5 CDM ESD Model Short-Circuit Discharge Waveform Features for a 500 V
ESD Source

Visp (V) 1% Peak I, (A) 2" Peak I, (A)  Full Width at Half Height t,

500 5.75 <50% of 1, 1.0 £0.5 ns <04 ns

I (A)

t is)

Figure 9.6 A typical IEC ESD discharge waveform.

Table 9.6 IEC ESD Model Short-Circuit Discharge Waveform Specifications for
a 1 kV ESD Source

Vesp (V) 18 Peak I, (A)  Current at 30ns (A)  Duration (ns) t, (ns)

1000 7.5 4 ~ 80 0.7-1.0

In general, HBM, MM, CDM, and IEC models are standardized ESD models that
have similar equivalent model circuit, but with different values for circuit elements as
summarized in Table 9.7. Various ESD zapping test equipment is available, developed
based upon these ESD test models. Another very useful, yet not standardized, ESD model
is the TLP model [8]. Figure 9.7 illustrates a typical TLP model circuit where a piece of
transmission line cable is charged, which then discharges into the DUT device through a
specially designed network, so that a well-defined square waveform is produced that is
used to stress the DUT to simulate a real-world ESD stressing situation [8]. TLP test is
very important and informative to practical ESD protection circuit design.
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Table 9.7 Circuit Parameters for Different ESD
Model Circuits

ESD Models ~ Cggp (pF)  Rggp () Lygp (RH)

HBM 100 1500 7.5
MM 200 0* (0
CDM 6.8 0* (0
IEC 150 330 —

* At Ohms level.
* Very small.
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Figure 9.7 A typical TLP testing diagram.

9.3 ON-CHIP ESD PROTECTION

Since ESD transients are very fast and extremely short pulses with enough energy to
damage electronic parts, some ESD protection meanings are needed to protect them. In
terms of protecting IC parts, there are many different ways for ESD protection, such as
ESD-insensitive package and ESD-sensitive materials. The most efficient way is to use
on-chip ESD protection structures to protect an IC part. Industrial standards suggest that
each IC part should be protected by some ESD protection structures to avoid possible
ESD damage. As discussed previously, there are two types of hard ESD failure mecha-
nisms: thermal failure caused by overheating due to large ESD current transients and
dielectric failure associated with large electric field density due to high ESD voltage pulses.
Accordingly, there should be two basic ESD protection aspects. The first one is to provide
a low-impedance active discharge path to shunt the large ESD current transients safely
without generating too much heat. The second way is to clamp the IC pad voltage to a
sufficiently low level to avoid high electric field density. Generally, there exist two on-
chip ESD protection mechanisms as shown in Figure 9.8. Figure 9.8(a) shows a simple
diode turn-on type of ESD protection mechanism, where the ESD protection structure is
turned on at a specific voltage level to form a low-impedance discharge channel to drain
the large ESD current surges. This can be easily implemented by using semiconductor
diodes. Figure 9.8(b) illustrate a more efficient ESD discharging method featuring a
snapback I-V characteristic, where the ESD protection device is triggered off and driven
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Figure 9.8 Two common ESD protection mechanisms: (a) simple turn-on and (b) I-V snapback.

into a deep snapback, and then forms a low-impedance ESD shunting path to discharge
the ESD transients safely. The critical design parameters for an ESD protection structure
are their triggering threshold (V,,, I;, t;), holding point (V,, I,), discharging resistance
(Ron), and thermal breakdown threshold (V,,, I,5; i.e., ESD failure point). In practical ESD
protection design, one ought to design these parameters carefully, if not resorting to a
trial-and-error method. On-chip ESD protection networks can be basic semiconductor
devices or ESD protection sub-circuits. This chapter discusses a few commonly used ESD
protection structures.

Diodes are the simplest devices to realize the simple turn-on ESD protection mech-
anism. Diode ESD protection structures can be in various formats, such as forward-biased,
reverse-biased (preferably Zener diode), and combined diode strings. Figure 9.9 shows
typical I-V characteristics of a diode in forward and reverse biasing mode, both featuring
a simple turn-on I-V property. Figure 9.10 illustrates a diode-based ESD protection scheme
for an I/O pad on an IC chip. Under ESD protection, a diode operates in a high-current
mode, where thermal behavior is important. Triggering voltage, V,,, is mainly determined
by the diode forward turn-on voltage or reverse breakdown voltage, depending upon the
diode connection mode.

Bipolar junction transistor (BJT), a very efficient ESD protection device, is the
operational basis for many ESD protection structures. Figure 9.11 illustrates a common
BJT-based ESD protection scheme in its complementary form for an IC pad. Figure 9.12
shows its typical cross-section. The operation follows. Basically, if one can control the
base of the BJT transistor and turn it on upon an ESD pulse, it would form an ESD
discharging path. Specifically for the given scheme, as an ESD transient appears at the
I/O pad with respect to Vg, it reverse-biases the collector junction until it breaks down.
Then, the avalanche current is collected by the ground via the external resistor, R, which
builds up a potential that eventually turns on the BJT transistor. A low-impedance active
discharging path is hence created to shunt the large ESD transient safely, therefore providing
ESD protection. ESD protection operation of a BJT structure typically follows the snap-
back I-V curve as shown in Figure 9.13. When a negative ESD pulse comes, the parasitic
collector junction diode will be turned on to shunt the ESD transient. Hence, BJT features
an asymmetric ESD discharge I-V characteristic.

MOSFET ESD protection structure is the most popular ESD protection structure in
CMOS technologies. Figure 9.14 illustrates a common MOSFET-based ESD protection
scheme for an IC pad in its complementary format, with its cross-section shown in
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Figure 9.9 Simple turn-on ESD I-V curve of a diode.
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Figure 9.10 A common diode-based ESD protection scheme.

Figure 9.15. The most commonly used connection is the so-called grounded-gate MOSFET
(ggMOS), where the gate and source are shorted to the ground. Its ESD protection
operation mechanism follows. As a positive ESD pulse appears at the I/O pad with respect
to the Vg, it reverse-biases the drain junction of the ggNMOS until it breaks down. Since
the gate, source, and body terminals are grounded; the avalanche current will be collected
by the ground. Because of the existence of the parasitic lateral well resistance, a voltage
potential is built up across the source junction, which eventually turns it on. Hence, the
parasitic lateral NPN BJT is triggered to form a low-impedance conduction channel to
discharge the large ESD transient safely. Therefore, the core device is the parasitic BJT
inside the ggNMOS. On the other hand, if a negative ESD pulse comes to the pad, the
parasitic drain junction diode will be turned on to provide the ESD protection. Again, a
ggMOS ESD protection structure is an asymmetric device in terms of ESD protection
operation. A MOSFET ESD protection structure features a snapback I-V characteristic as
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Figure 9.12 Cross-section for a common BJT ESD protection structure.
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Figure 9.13 Typical I-V curve for a BJT ESD protection structure.
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Figure 9.15 Cross-section of a typical MOSFET ESD protection structure.
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Figure 9.16 Cross-section of a thick-gate MOSFET ESD protection structure.

well. Figure 9.16 shows a different formation of a MOSFET ESD protection structure,
whose controlling gate is on top of a thick field oxide layer, as opposed to the thin gate
oxide as in normal MOSFET. This is called a thick-gate MOSFET ESD protection structure.

Silicon-controlled rectifier (SCR) can be designed as a very efficient ESD protection
structure because of its nature snapback I-V behavior. Figure 9.17 shows the cross-section
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Figure 9.17 Cross-section of a typical SCR ESD protection structure.

of a typical SCR ESD protection structure consisting of two terminals: an anode and a
cathode. Figure 9.18 shows its equivalent circuit. In one ESD protection scheme, the anode
is connected to the I/O pad and the cathode is connected to the ground. The SCR ESD
protection device electrically consists of a pair of parasitic BJT transistors, i.e., a lateral
PNP BJT, Q,, and a vertical NPN device, Q,, as well as parasitic resistances, as shown in
the figures. Its ESD protection operation follows. As an ESD pulse appears at the IC pad,
the p-well/n-substrate junction is reverse-biased until it breaks down. The avalanche current
is then collected by the cathode and builds up voltage potential across the p-well parasitic
resistor, R, which eventually turns on Q, which, in turn, turns on the Q,. Hence, the SCR
device is triggered to create an active low-impedance shunting path to discharge the ESD
transient safely. Its I-V behavior follows a deep snapback characteristic that can clamp the
pad voltage to a very low level to avoid dielectric breakdown. In case a negative ESD pulse
comes to the pad, the parasitic p-well/n-substrate junction will take the role for ESD
discharge. Apparently, the SCR ESD protection structure features an asymmetric I-V
characteristic as shown in Figure 9.19. The equivalent triggering voltage for the SCR
structure is roughly given by:

1/n
I 1
Vi =BV = BV, (1_ o, TA_ o, IKJ

where BV}, is breakdown voltage of the n-substrate/p-well junction diode, o, and o, are
current gain of the Q, and Q,, n is the ideality factor, and I, is anode current.

The structures discussed so far are typical single-device ESD protection structures.
In practice, a large variety of different ESD protection structures and sub-circuits may be
used that can offer better ESD protection performance, depending upon the IC chips under
protection. A few examples are given here in this chapter. For more ESD protection circuits
and more involving discussions, readers are referred to Reference 10 for details.

For high ESD protection, a large ESD protection structure size is needed in general.
To ensure ESD protection performance, one usually uses a multifinger layout structure for
large ESD protection devices. For example, Figure 9.20 illustrates a multiple-finger ggNMOS
ESD protection structure. Unfortunately, in real-world design, multiple-finger structure
does not always perform well due to non-uniform triggering across all the fingers. Hence,
early ESD failure often occurs for multiple-finger structure because one finger may be
damaged first before any other fingers can be turned on during ESD stress. To ensure
uniform finger triggering, a reduced triggering voltage of a ggMOS structure is required,
which can be realized by use of a gate-coupled MOSFET (gcMOS) ESD protection, as
shown in Figure 9.21 where, instead of grounding the gate, an RC coupling network is
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Figure 9.18 Equivalent circuit for the common SCR ESD protection structure.
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Figure 9.19 A typical asymmetric I-V characteristic for the SCR ESD protection structure.

included in the ESD protection structure. During ESD stress, the gate potential of the
MOSFET is raised up, therefore reducing the triggering voltage of the ESD protection
structure, leading to a uniform turn-on across all the fingers and, hence, better ESD
protection performance.
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Figure 9.20 A multiple-finger ggNMOS ESD protection structure.
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Figure 9.21 A typical gcNMOS ESD protection structure.

Generally, even though SCR ESD protection by itself is very efficient in discharging
ESD transients due to its deep snapback I-V characteristic, it is not widely used in practical
design due to two reasons; the first is the latch-up problem and the second is that its
triggering voltage is usually too high for many ICs because its triggering starts from the
breakdown of the p-well/n-well junction. One way to reduce the triggering voltage of an
SCR is shown in Figure 9.22, where N* diffusion is added so that the relatively lower
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Figure 9.22 An MVSCR ESD protection structure.
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Figure 9.23 A ggNMOS-triggered LVSCR ESD protection structure.

breakdown voltage of the N*/p-well junction determines its triggering voltage, which is
lower. Further, a ggNMOS device can be added to a traditional SCR, as shown in
Figure 9.23, to even further reduce its triggering voltage, because a ggNMOS normally
features a fairly low triggering voltage. Hence, the former is called medium-voltage SCR
(MVSCR) and the latter is known as low-voltage SCR (LVSCR). A variety of other
modifications can be made to increase SCR ESD protection performance [10]. In addition,
many novel ideas can be implemented in designing superior ESD protection circuits so
long as they meet the basic criteria; that is, first, to safely discharge the ESD current surge,
and second, to clamp the pad voltage to a sufficiently low level. Besides, ESD protection
design layout is of critical concern in practical design because ESD protection performance
is very geometry-dependent. Also a layout-friendly design is desirable to practical IC chip
design in general. As one example, Figure 9.24 shows a novel all-mode ESD protection
structure, which has three terminals each connected to I/O pad, Vg, and V,, [11]. As can
be seen in the cross-section, this all-mode ESD protection structure consists of six parasitic
BJTs that form two bidirectional SCRs, each connected to I/O-to-V¢g and I/O-to-Vyp,
respectively. Therefore, an all-mode SCR (aSCR) ESD protection structure provides a
low-impedance active shunting channel to discharge ESD pulses of any polarities, and
only one such aSCR per pad is enough to provide complete ESD protection, as illustrated
in the scheme of Figure 9.25. The aSCR features a symmetric I-V characteristic, as shown
in Figure 9.26.
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Figure 9.24 Cross-section of an all-mode SCR (aSCR) ESD protection structure.
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Figure 9.25 An ESD protection scheme using only one aSCR per I/O pad.

In summary, a sea of different ESD protection structures and circuits were developed
to provide adequate ESD protection to meet various needs of IC applications. In principle,
so long as one can create a low-impedance path to discharge ESD currents safely and
clamp the pad voltage to a sufficiently low level, various ESD protection structures can
be designed and used to provide the desired on-chip ESD protection. For further informa-
tion on this topic, readers are referred to Reference 10 for details.
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10.1 INTRODUCTION

The development of the automobile over the last few years has been closely linked with
the development of the electronic systems that they contain. In fact, it could be said today
that the electronic component is equally as important as the mechanical component. This
electronic development has led to the improvement of all aspects linked, both directly and
indirectly, with the automobile: design, manufacture, control of the engine, stability,
braking system, and many additional aspects such as navigation systems and external
communications.

Within this increasing sophistication of the automobile, sensors play a vital role.
They act as refeeding elements of the system and are the keys for supplying the control
systems with the appropriate information at all times.

The current systems require dozens of sensors which provide a wide range of
information: chemical variables (oxygen, CO, etc.) for the optimal performance of the
engine; electrical variables (voltage, current) for correct functioning of the control systems,
communications, start-up, and so on; and mechanical variables (pressure, volume, angular
speed, position, strain) to control functions, which are critical to the behavior of the vehicle,
such as tire pressure, flow of oxygen in the fuel mixture, or wheel slide in antilock braking
systems (ABS) [1].

Barron and Powers [2] have estimated that the number of sensors used in engine
control applications will increase from approximately 10 in 1995 to more than 30 in 2010.

One of the reasons for the increase in sensor development is the social pressure
demanding better and safer vehicles. This requirement translates into more complex
vehicles with more electronic components and systems. From an economic point of view,
electrical components have a constant impact in car production costs. However, the expansion
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Figure 10.1 Sensors in a late-model car.

of the electronic element inside the car leads to an increase in the production costs of a
typical automobile. Since the 1960s, the percentage of electronic systems in cars has
gradually increased until reaching 20-30% of the production cost of a complete vehicle
[3]. Figure 10.1 summarizes some of the most widely employed sensors in late-model
luxury cars.

The competition of today’s automobile industry means that sensors, like any other
component used in the manufacture of automobiles, must have a low price. In fact, the
incorporation of a new technological element in the automobile is reflected in its market
price, even in the case of the highest range vehicles. These specific requirements have led
to the rapid development of the technology related to the design and manufacture of
sensors. Historically, the latter have been rather expensive elements, whose costs have
gradually been lowered as measurement technologies have been developed based on
integrated circuits that allowed costs to be reduced due to large-scale production.

The sensor market has grown over the last few years to reach a value of around $13
billion in 2000. This market is divided approximately into around 30% for the U.S., 30%
for Europe, and 30% for Japan. The remaining 10% is shared by the rest of the world [4].
For the purposes of classification, the analysis of the various types of sensors used in the
automobile industry can be made following several different criteria. Application criteria,
pressure, force, displacement, velocity, and so on may be used, while sensor technology
criteria will include capacitive, piezoresitive, and inductive sensors. Some authors define
three major areas for automotive sensor application: powertrain, chassis, and body [5].

In any case, there are five sensor types that make up around 80-90% of the range
of application: speed, temperature, acceleration, pressure, and position [4].

Table 10.1 shows the relationships between sensor technology and measured param-
eters in automotive applications.

10.2 ARCHITECTURE OF ELECTRONIC CONTROL UNITS

Before analyzing the basic concepts of the most widely used sensors in the automobile
industry, a brief analysis of measurement system architecture is required. Figure 10.2
shows the block diagram of a generic electronic control unit. It should be noted that, in
general, in the electronic development of the automobile industry, there has been a tendency
to use a distributed schema, in the sense that individual functions have been implemented
that are connected to each other but which function autonomously. A brief introduction
to the concept of electronic vehicle control systems and their integration with the rest of
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Table 10.1 Relationships between Sensor Technology and Measured Parameters in Automotive Applications

Displace- Accelera-  Shock Co/0,
Sensor Type Force Pressure Position ment Velocity tion Vibration Proximity Temperature Flow Voltage Current NOx

Capacitance X

x>

X X
Strain gauge X X
X X

>

Piezoelectric
Potentiometer

XXX XX
XX X))

Differential transformer
Eddy current

Inductive

Hall effect
Magnetoresistive
Thermocouple
Thermistor
Semiconductor junction
Resistive X X X

Vortex X

Optical X X

Chemical X X

XXX X X K X ) )
XK KX

XXX K XX
XX KR

XX

Adapted from Strassberg [1] and Jurgen [6].
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Figure 10.2 Block diagram of an electronic control unit (ECU).

the elements of a vehicle can be found in Reference 7. The main objective of this kind of
schema is to maximize the reliability of the system [8].

As can be observed in Figure 10.2, the sensors form an essential element of any
control system. They constitute independent elements. In this sense, sensors have evolved
from being mere transduction elements, requiring the use of adaptation and compensation
circuits, to “intelligent” elements integrating, in a single silicon substrate, the transducer
element and all of the electronics necessary for its functioning. This current tendency has
made them easier to use, to such a point that they have come to be known as “intelligent”
sensors. Figure 10.3 shows the evolution of the sensor elements.

Year
40/50 Transducer
60/70 Transducer + Signal conditioning

-

Transducer + Signal conditioning + Analogue to Digital converter

I

Transducer + Signal conditioning + Analogue to Digital converter +
Linearization/error correction/Compensation + Communication

Figure 10.3 Evolution of sensor devices.
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Table 10.2 Automotive Sensor Unit Requirements (Dell’ Acqua and Timossi [9])

Sensor Unit

Transduction Element

Electronics

Packaging

Accuracy
Stability in the operating temperature range

Stability through the lifetime
Reliability through the lifetime
Signal elaboration

Possibility of calibration

Compensation for environmental change

Analog to digital conversion

Serial communication interface

Electromagnetic compatibility

Short circuit polarity reversal and overvoltage protection

Robustness

Resistance to thermal cycling

Resistance to shocks and vibrations

Resistance to corrosion (dusts, salt, fuel, water, etc.)

Easy han

dling

Small size

Low cost

Analog inputs (gas
level, fuel-injection

pressure, speed, ...)

0 [ ]

Figure 10.4 Block diagram of a last-generation smart sensor device.

Biasing

Antialiasingl
filter E:}

o)

circuitry/
signal

Analog/Digital

converter

conditioning

® Linearization

® Error correction
® Fault detection
® Communication
® User interface
® Other functions

Digital analog
converter

Analog output proportional

<

to input variable

Digital Communication
(12C, serial, parallel,
Ethernet, industrial bus, ...)

From the point of view of the requirements that a sensor used in the automobile
industry must fulfill, some experts [9] establish three groups of requirements, as shown
in Table 10.2. In addition, Figure 10.4 shows a block diagram of an intelligent sensor.

Below, a review is made of the basic operating principles of some types of sensors
widely used in the automobile industry, which are also destined to play an important role
in electric vehicles [10]. Among all of the sensors presented, special attention has been
paid to current measurement using the Hall effect due to its widespread application in
power converters and electric drives.
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Figure 10.5 Basic structure of Hall sensor: (a) Without magnetic field; (b) With magnetic field.

10.3 VOLTAGE AND CURRENT MEASUREMENT

Current measurement in the electrical systems used in vehicles differs in certain respects
from current measurement in other types of electrical installations. In general, electrical
systems operate within the range of 12 to 24 V of DC, with consumptions that vary from
afew mA to some tens of A. Current measurement can be performed using several different
types of sensors, though the current tendency is to use Hall-effect sensors [11].

Voltage measurement, in contrast, is quite simple because it is done using high-
precision resistor dividers. Thus, the focus here is on current measurement. Despite the
difficulties, there are some technologies available for current measurement, of which shunt
resistor and Hall sensors are the most widely used. Hall-effect sensor technology is
reviewed in more depth than other technologies, since it forms the base for current and
flux measurement in power electronic and motor drives.

Hall-effect devices can be considered good current measuring sensors. From the
point of view of their electrical bandwidth, their response ranges from DC to some kHz.
Another important advantage is that conductors carrying high currents do not need to be
interrupted [12].

Modern Hall-effect sensors usually have four terminals. Two of them are supply
terminals and the other two are output terminals. The structure of a basic Hall sensor is
shown in Figure 10.5.

The use of this kind of sensor is not a complex task if some points are taken into
account. If we consider a stable voltage supply and also a constant temperature, the voltage
output is basically proportional to the magnetic flux density perpendicular to the face of
the sensor package. Figure 10.6 shows the typical characteristics.

Some of the most important points about the above characteristics are:

* Output voltage range. The maximum and minimum values of the output are set
by the supply voltage.

* Output saturation. The output saturates when it is close the maximum or min-
imum values.
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Figure 10.6 Hall-effect linear sensor characteristic.

D\

Figure 10.7 Current-carrying conductor and related magnetic field.

Current

* Quiescent output voltage. The output value when the magnetic field applied to
the device is zero. Most linear Hall sensors have a quiescent output voltage

equal to half the supply voltage.
» Sensitivity. The voltage sensitivity is the proportional ratio between the magnetic

flux and the output voltage.

From a commercial point of view, most linear Hall-effect sensors are “radiometric.”
This means that quiescent output voltage and sensitivity are proportional to the supply
voltage. There are commercial solutions covering applications from the low milliampere
range into the thousands of amperes. Figure 10.7 shows a current-carrying conductor and
the related magnetic field at a certain distance.

If we consider an infinite wire of radius R carrying a current /, the current density
J will be:
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Figure 10.8 (a) Toroid used for flux concentration. (b) Coil for increased sensitivity.

1
J=
nR>

The current density is uniformly distributed over the cross-section of the wire. As
the wire is infinite, we can consider from symmetry that magnetic field H has only a
tangential component H,, whose magnitude is a function of distance d only. Using

Ampere’s circuit law [13]
SB Hdl = I JdS
C S

if we integrate around a circular contour of radius r > R then:
. 2n
Cﬁ Hdl = Hyrdo=1
c 0

SO:

I
H,=— r>R
2nr

The Hall sensor position must be carefully analyzed because flux lines are tangential
to the conductor and Hall sensors are sensitive to magnetic fields passing perpendicularly
through it.

One method for obtaining accurate current measurements is by using a gapped toroid
with the current-carrying conductor passing through the toroid. At the same time, the
sensor is positioned in the toroid gap. The main objective of the toroid is to concentrate
the magnetic field through the sensing element. Figure 10.8(a) shows the setup position
of the conductor, toroid, and sensor device.

If the current through the wire is low or if the sensitivity needs to be increased, a
toroid coil can be used. Figure 10.8(b) shows a multiple-turns schema for measuring low
currents. If the number of turns of wire in the coil is N then
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10.4 TEMPERATURE

The measurement of temperature in vehicles imposes requirements in terms of application
(air, water, oil, and so on), in the range of temperatures to be measured and in the
environment. Thus, inside an internal combustion engine, at the point where the spark
plugs are located, the temperatures in the combustion gases can range from 60 to 3000°C.
As regards the rest of the elements that make up the engine, the temperatures may vary
from 60 to 300°C. It is also necessary to measure the temperature inside and outside the
vehicle, which increases the range from —30 to 50°C. In the case of electric vehicles, the
measurement of temperature is essential in elements such as the seating area, electric
engines, batteries, power electronics, and so on.

There are a large number of technologies dedicated to the measurement of temper-
ature, from thermocouples, thermistors, or resistance temperature detectors (RTDs) to
solid-state technology.

Thermocouples are among the most widely used elements in temperature measure-
ment. Basically, they consist of two metal wires of varying composition in contact with
each other. The operating principle of a thermocouple is based on the Seebeck effect [14],
which consists in the generation of EMF at the union between the two different metals
when this union is subjected to a specific temperature. The typical operating range is
established between —300 and 1500°C, with a sensitivity that ranges from 5 to 70 uV/°C,
which means that a low-offset amplifier is needed in order to produce a usable output
voltage. They have nonlinearities in the temperature-to-voltage transfer function, so they
often have to be compensated with external circuits or look-up tables.

Thermistors are special resistors whose resistance varies with temperature. The
resistance-temperature function is highly nonlinear so that if they are used to measure a
wide range of temperatures, it is necessary to perform linearization. The temperature range
goes from around —100 to 600°C.

Resistance temperature detectors are also special resistors designed for a practically
linear resistance-temperature curve. They exhibit nonlinearities at very low and very high
temperatures, but their behavior is predictable and repeatable. The temperature range goes
from about —200 to 800°C.

Thermocouples, thermistors, and RTDs require external circuits in order to provide
an adequate output voltage with a linear response.

Currently, the tendency is to use monolithic sensors with on-chip signal conditioning.
These have a good operation temperature range, typically from —50° to +150°C with a
sensitivity of 10 mV/°C. From the point of view of their utilization, the sensor is an
integrated circuit and can therefore include signal processing circuitry. The signal condi-
tioning eliminates the need for additional trimming, buffering, or linearization circuits. In
addition, this sensor design approach reduces the overall system cost.

Most of the monolithic temperature sensors are ratiometric (the output voltage is
proportional to the temperature times the supply voltage). Figure 10.9 shows a simplified
block diagram of a ratiometric temperature sensor.

The resistance Ry in Figure 10.9 is a temperature-dependent resistor similar to the
classical resistance temperature detectors. It exhibits a resistance whose value is propor-
tional to temperature. The output voltage response follows the law:

out

V.
Vo =~ (B+c.T)

where V., is the supply voltage; A, B, and C are constants; and T is the temperature.
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Figure 10.9 Simplified schematic circuit of a ratiometric temperature sensor.

From the point of view of commercial devices, there are a broad range of sensors.
It is possible to find temperature sensors with either voltage or current output. Others also
include voltage comparators to provide thermostat functions. Some of them have digital
I/O with control registers, making them the best interface solution for microprocessor- or
microcontroller-based systems.

10.5 ACCELERATION

Acceleration measurement is needed for airbag and active suspension systems. It is also
used in ride control systems and antilock brakes in luxury cars. Nowadays the most
important application is airbag activation control. Airbag systems require various accel-
erometers (crash sensors) to provide information to an electronic control unit. The sensors
are positioned at different points in the front part of the vehicle. If a crash occurs, the
sensors provide a trigger signal to the system that ignites the propellant that inflates the
bag [15].

From the point of view of their utilization, it is important to differentiate between crash
sensors and accelerometers. The former are digital accelerometers in the sense that their output
is active when the acceleration is above a threshold level. Otherwise the output is nonactive.
Accelerometers provide an output voltage/current proportional to the acceleration.

There are three basic types of acceleration sensors [16]:

» Piezoelectric. This kind of sensor uses a piezoelectric material. When the crystal
is stressed in tension or compression then it develops an electrical charge. The
piezoelectric material is attached to a seismic mass so it produces a charge
proportional to the acceleration or vibration level.

» Piezoresistive. This type of sensor uses a resistive material whose resistance
varies with the acceleration. The sensor device is arranged in a Wheatstone
bridge configuration in order to increase the output sensitivity. The frequency
range of these sensors is lower than the piezoelectric one, having the advantage
of being able to monitor static or DC acceleration levels. The degree of change
depends on some physical properties of material: type of piezoresistive material,
grain size, doping level, temperature, and others. This kind of devices have been
and still are the base of some accelerometers, pressure sensors, and flow sensors.
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Table 10.3 Basic Parameters of Some Commercial Accelerometers

Principle of Operation

Parameter

Typical Range

Piezoelectric Frequency response  [2 Hz-10 kHz]

Measuring range 1000 g

Sensitivity [0.001-1.0] V/g

Output Digital, voltage, current (4-20 mA)
Piezoresistive Frequency response  [DC 1 kHz]

Measuring range 1000 g

Sensitivity [0.001-1.0] V/g

Output Digital, voltage, current (4-20 mA)
Capacitive Frequency response  [DC 10 kHz]

Measuring range
Sensitivity
Output

100 g
[0.01-1.0] V/g
Digital, voltage, current (4-20 mA)

* Capacitive. This sensor measures acceleration based on a change in capacitance
by means of a capacitor sensing element with a moving plate. It has some
advantages with respect to a piezoresistive sensor because it generally offers
more sensitivity and more resolution. In general, gaseous dielectric capacitors
are relatively insensitive to temperature. They also have a frequency response
from DC to some kHz [17].

Table 10.3 summarizes some basic parameters of commercial accelerometers.

10.6 PRESSURE

Pressure sensor applications in the automotive industry have several applications and use
different technologies. If tire pressure is not taken into account [18], pressure measurement
is mainly dedicated to the measurement of barometric or manifold absolute pressure for
engine control systems.

From the point of view of their utilization, these devices have to measure pressures
ranging from 0 to 1800 bars in diesel common-rail fuel pressure systems. Consequently,
and in a similar way to acceleration measurement, there are several different technologies
for pressure measurement [16,19]: piezoelectric, piezoresistive, and capacitive.

10.7 VELOCITY, POSITION, AND DISPLACEMENT

The measurement of velocity, position and displacement is essential to many of the
processes taking place during the running of a vehicle: speed control, number of revolutions
per minute of the engine, or displacement of the acceleration and brake pedals, to name
some of the most typical applications.
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Several different technologies are used in the measurement of velocity, position, and
displacement:

* Eddy current. This coil-based transducer uses the effect of eddy currents to
sense the proximity of conductive materials. The transducer and the target
establish a magnetic circuit with a nonlinear relationship between the distance
and the impedance of the transducer coil.

» Hall effect. A Hall sensor is a device that, when subjected to a magnetic filed,
provides an output voltage proportional to the magnetic field strength. These
devices can be used as switches or position transducers.

* Variable reluctance. These sensors are electromagnetic devices consisting of a
permanent magnet surrounded by a winding of wire. The sensor is used in
conjunction with a ferrous target wheel that has either teeth or notches. When
the target wheel rotates near the sensor it changes the magnetic flux, creating
a voltage signal in the sensor coil.

» Reed switch. This kind of switch consists of two parts: the reed switch and the
actuator magnet. The reed switch will change state when the actuator magnet
comes into close proximity to it.

* Wiegand effect. This technology employs specific magnetic properties of spe-
cially processed, small-diameter ferromagnetic wire. A uniform voltage pulse
is generated when the magnetic field of this wire is suddenly reversed.

* Magnetoresistive. This is based on the change of resistivity of a material due
to a magnetic field. The amplitude of that magnetic field depends on the relative
position between a magnet and the transducer.

* Potentiometric. These devices use linear or angular potentiometers whose resis-
tance varies linearly or angularly with length or rotation angle. They are not
used in velocity measurement.

* Opto. Optical sensors use light emitters and detectors together with a mask
wheel in order to measure angular rotation.

Table 10.4 summarizes the different technologies widely used in velocity measurement.

10.8 OTHER SENSORS

There are other sensor technologies used or available for use in automotive applications.
Some of them are restricted to classical cars based on combustion engines, but others can
also be used in electric or hybrid cars.

* Chemical detectors. These sensors are basically used in emissions control of
engines (exhaust gas oxygen and NOx for air/fuel ratio control) [5].

* Fuel level. Ultrasonic, optical, or potentiometer float-arm sensor used for fuel-
level measurement [21].

» Rain detector. This sensor is based on infrared technology. It is placed facing
the windshield of the car in order to detect water or moisture [22].

* Obstacle detection. Far-distance obstacle detection is used for avoiding collision
and for cruise control systems that control both vehicle-to-vehicle spacing and
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Table 10.4 Comparative Properties of Different Velocity Sensor Devices

Environmental
Square Robustness
Zero Maximum Nonferrous Wave Signal/ Immunity (Oil, Dirt, Dust, Moisture,
Sensor Type Speed Frequency Magnets Wheel Output Noise to EMC Vibration, Temperature, ...)
Eddy current Yes 500 kHz No Yes? Yes High Poor High
Hall effect Yes/No® 1 MHz Yes No® Yes Moderate Poor Moderate
Variable reluctance ~ No 10-100 MHz Yes No No Low Moderate Moderate
Reed switch Yes 600 Hz Yes No Yes High High Moderate
Wiegand effect Yes 20 kHz Yes No No High — Moderate
Magnetoresistive Yes 1 MHz Yes No No High High High
Opto Yes 10 MHz No Any Yes Very High  High Low-Moderate

2 The target element must be a metal plate.
b Sensors with capacitor in feedback circuit cannot achieve zero speed.
¢ Magnetic rotors in a rubber or plastic matrix material are suitable.

Modified from Frank [20].
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speed. This kind of sensor is implemented using different technologies. They
can be classified in five main groups [23-25]:

* Millimeter-wave radar detectors are strong against rain and dirt but expensive
and have to comply with national legislation.

* Laser or IR detectors are comparatively inexpensive but vulnerable to rain
and dirt.

* Passive IR detectors are also comparatively inexpensive but vulnerable to
dirt and bad weather conditions.

» Ultrasonic detectors have low cost and a simple structure but do not provide
good results in the detection of medium to long distances.

* Machine vision detectors have compact size and the ability to detect and
classify specific objects. The main problem is their vulnerability to rain, dirt,
and night-time.

Flemming’s overview of automotive sensors [5] also includes a review of some
emerging sensor technologies covering engine combustion sensors, oil quality deterioration
sensing, engine/transmission/steering torque sensors, and multiaxis micromachined inertial
Sensors.

10.9 RELIABILITY CONSTRAINTS IN
AUTOMOTIVE ENVIRONMENT

It is well known that automotive components have to be designed with adequate reliability
constraints in order to overcome the specific conditions to which a vehicle is exposed.

There are standards covering the testing of automotive electrical/electronic compo-
nents. In the U.S., the Society of Automotive Engineers (SAE) has defined, among others,
the documents SAE J1221 and J575G [26]. From a military point of view, there are also
standards defining different aspects related to land vehicles [27]. On an international level,
the International Standards Organization (ISO) [28] and the International Electrotechnical
Commission (IEC) [29] have defined some documents that govern various aspects of IC
and IC-package performance in automotive applications. The Institute of Electrical and
Electronic Engineers (IEEE) is working on standards related to electronic components and
communications used in vehicles [30]. In addition, some automotive companies have their
own technical references.

Table 10.5 summarizes the basic conditions to be taken into account when an
automotive environment has to be defined according to SAE.

10.10 CONCLUSIONS

This chapter has presented a basic overview of sensor technology in automotive applica-
tions. The automotive environment is extremely harsh because sensors are exposed to wide
temperature ranges, mechanical vibrations, high humidity conditions, chemical agents,
electromagnetic interferences, and other disturbances, so sensor devices for automotive
applications must be highly reliable. At the same time, customers want low costs. This
means that a great effort has to be made in the development of microelectromechanical
systems (MEMS) technology. In addition, new integrated sensor devices must include
some interface requirements such as amplification, calibration, buffering, linearization,
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temperature compensation, analog to digital conversion, malfunction detection, and net-
work communication.

Hall-effect sensor technology is reviewed in more depth than other technologies

because it forms the base for current and flux measurement in power electronics and motor

drives.
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11

DC-DC Converters

James P. Johnson

Caterpillar Inc., Washington, lllinois

This chapter consists of insight into the design and development of the most commonly
used DC-DC converters. The following sections contain DC-DC converter basics, a summary
of converter control information, common topologies with necessary design equations
including isolated converters, supplemental circuits such as gate drivers and protection
circuits, practical considerations in converter design, and other essential converter devel-
opment details.

11.1 WHY DC-DC CONVERTERS?

Linear voltage regulators convert one level of DC to another, typically using a series pass
transistor circuit. The main problem with linear regulators is that the series pass transistor
usually operates in the linear region of its characteristic curves, and thus exhibits a much
higher loss when compared to a switching converter. As shown in Figure 11.1, the effi-
ciency of this system is highly dependent on the difference in potential across the series
pass device. With switching converters, the power semiconductor device operates in either
a fully “on” or fully “off” mode, and thus in the on state operates in the nonlinear “low
voltage drop” region, exhibiting a lower V X I conduction loss across the device. As pulse
width modulation (PWM) of the power switch is used to control the power through the
DC-DC converter, its efficiency is less dependent on the voltage difference from input to
output, allowing operation with a wider input voltage range and higher efficiencies.
DC-DC converters may include galvanic isolation from input to output in the form
of a transformer, or they may be nonisolated. High-frequency switching of a power
semiconductor device utilizing PWM is the core of DC-DC converters. The highest
frequency switching is most common in the lowest power DC-DC converters, or when
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Figure 11.1 Linear regulator compared to PWM switching regulator.

resonant techniques are used. The use of high-frequency switching allows expensive and
bulky transformers and filter components (inductors and capacitors) to be reduced in size,
reducing cost, weight, and packaging requirements. The limitations of high-frequency
switching are switching losses in the power semiconductor devices and the practical limits
on the size of high-frequency transformer core materials such as ceramics. Another factor
is the higher initial cost of development of larger high-frequency magnetic components
and associated packaging. The graph of Figure 11.2 shows which types of converters are
used at various power levels. More details of why these limitations on power are made
are included with the descriptions of the various types of converters that follow.

Forward

Flyback

Push-Pull
Full-Bridge
Half-Bridge
Buck, Boost, Buck-Boost

Resonant

Paralleled and Phased
Buck, Boost, Buck-Boost,
and Full-Bridge

Increasing Power =—>

Figure 11.2 General power spectrum of DC-DC converter topologies.
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11.2 DC-DC CONVERTER BASICS

A DC-DC converter in this chapter is defined as any power electronics system with a
primary function of taking, as an input, DC power from a source with a given volts-amps
characteristic, and producing as an output DC power with a specified volts-amps charac-
teristic. The volts-amps characteristics may be as simple as maximum and minimum
voltages and currents, or more complex characteristic curves that may be dependent on
other outside parameters, such as current control requirements, or photovoltaic or fuel cell
power output characteristics. Other converter requirements may include voltage regulation
requirements; input and output impedance specifications in order to better match filters,
loads, and sources; ambient operating temperature range; and requirements concerning
vibration, efficiency, durability, reliability, protection, weight, volume, manufacturability,
cost, and applicable standards. Typically, a first step in the development or procurement
of a DC-DC converter is to create a specification covering each of these areas in detail
utilizing technical standards of the IEEE, UL, SAE, NEC, ANSI, and CENELEC as sources
of reference. On commercial vehicle applications the most important aspects of the design
are durability, reliability, and cost. Vehicle applications require special attention be given
to thermal and vibration considerations in the design and packaging, as vehicles can be
exposed to harsh environments, and engine compartments and other parts of a vehicle tend
to be extremely hot or cold in certain climates.

DC-DC converters are typically used for power supplies for other circuits: battery
charging, welders, heaters, upconverters that transfer power from a lower DC voltage bus
to a higher DC voltage bus, and downconverters that transfer power from a higher DC
voltage bus to a lower DC voltage bus. DC-DC converters are also used in DC motor
drives, AC machine field control circuits, and power factor correction circuits. DC-DC
converters are often combined with other types of power converters such as inverters and
rectifiers to form more complex power converters such as DC-to-AC and AC-to-DC
converters. The inverter-driven DC-DC converters, i.e. the push-pull, half-bridge, and full-
bridge, consist of a DC-AC stage followed by an AC-DC stage: an inverter-rectifier two-
stage system. All of the other types discussed in this chapter are purely DC-DC converters.

11.3 DC-DC CONVERTER TYPES

There are many types of DC-DC converters including buck or step-down, boost or step-
up, buck-boost (step-up or -down), flyback, Cuk, Sepic, resonant types, and inverter-driven
types: push-pull, half-bridge, and full-bridge. The highest power levels that need DC-DC
conversion use paralleled DC-DC converter units that operate with “phasing” that requires
the switching pulses of each of the paralleled units be staggered or “phased” through
360 degrees, such that a higher frequency current ripple is present in the combined
converter, reducing the filtering requirements, increasing the volume of similar parts used,
and thus reducing costs. Alternatively, for higher power systems, an inverter-rectifier
system or DC-AC/AC-DC two-stage system is used with a step-up or step-down trans-
former to provide the DC-DC conversion. In the presentations of the converter types that
follow, only the continuous current mode of operation is covered for converters without
parasitics. Continuous current operation means that the inductor current in the converter
is continuous, never staying at zero current. At the boundary of continuous and discon-
tinuous conduction the current in the inductor will just reach zero at the lowest peak of
the current waveform once each cycle. The discontinuous mode of operation is typically
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avoided, as the disadvantages include higher peak currents, lower power throughput, and
greater computational difficulty in the analysis of discontinuous mode and in developing
control for the discontinuous mode of operation. Filtering requirements are also greater
for the discontinuous mode due to the higher peak requirements for the same throughput
as in a like system with continuous current mode operation. Parasitics are the additional
resistances, inductances, and capacitances associated with electronic components such as
the equivalent series resistance (ESR) of a capacitor or the series resistance of an inductor.
As some insight into the converter performance with parasitics will be included in the
converter explanations to follow, much of the effect of parasitics can be reduced or
eliminated with adequate and modern control methods. For details on discontinuous mode
operation refer to References 2 and 8, and see References 2, 8, 9, and 12 for analysis of
DC-DC converters with parasitics.

11.4 BUCK, BOOST, AND BUCK-BOOST CONVERTER
COMMONALITIES

The buck, boost, and buck-boost converters each consist of a power switch, a diode, and
an inductor, and are often accompanied by an output filter capacitor and input filter. The
arrangement of the components varies slightly from one topology to the next, as will be
discussed in the sections to follow; however, some similarities will first be presented.

In the explanations that follow, and as shown in Figure 11.3, Figure 11.4, and Figure
11.5, V, is the converter input voltage, V, is the converter output voltage, Al is the peak
to peak variation in the inductor current, L is inductance, and ¢, is the time duration the
power switch is turned on in a switching cycle.

I ————
Buck Converter Power Topology T t
- ton }4— |
power switch L I S I, at the
o o 2, * Tsw";‘ boundary of
*lgy b 1y + /\/\ continuous
Vq diode & cC—~ v, Al conduction
B — hwith
.- . A continuous
conduction
L, —M C_TS'AI | — _— Isw\tlfli'[h
c= = continuous
2-lavg, min 8-AV // // conduction
Vo p lo_1 14 with
Vq lsw D continuous
V4 max is the maximum switch and AV cont:iuctlon
diode voltage. XL Vowith
[} continuous
conduction

duty cycle = ty/ Tgy

Figure 11.3 Buck converter topology and waveforms.
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Figure 11.4 Boost converter topology and waveforms.
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Figure 11.5 Buck-boost converter topology and waveforms.
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In the buck, boost, and buck-boost the rate of rise of the inductor current, and the
magnitude of Al in the inductor, depends on the voltage across the inductor or V, — V, in
the buck, and V, in the boost and buck-boost. The ripple current variation in the inductor,
Al is such that

in the buck, and

Al :ﬁton
L

in the boost and buck-boost. Al varies depending on the circuit inductance, the voltage
across the inductor, and the duty cycle of switching.

In all three converters, during continuous current mode operation at a steady oper-
ating point, the switch turns on each cycle and immediately assumes operation at the same
level of current it started at in the previous cycle, /;, as shown in Figure 11.3, Figure 11.4,
and Figure 11.5. The current then rises as the inductor charges to a current, I,, at which
time the switch is turned off. Once the switch is turned off, the diode assumes the I, current
level and decreases with the inductor field until the I, level is reached, at which time a
new cycle begins.

To ensure continuous current operation, a minimum average current level require-
ment for the converter output is chosen. This corresponds to the inductor minimum average

current, I,,, i, As shown in Figure 11.3, Figure 11.4, and Figure 11.5, at the boundary
of continuous conduction /,,, ., = 0.5 Al. During the “on” interval or ¢, it is seen that

Al

L=V, -,

t{)n

in the buck, and
Al
L—=YV,

t

on

in the boost and buck-boost. Substituting for A/, this is manipulated to

L(‘ — ton (Vd _‘/(;)
' 2-1

avg,min

in the buck, and

t, -V,

‘ 2-1 avg,min

in the boost and buck-boost, which is the critical inductance. The critical inductance is
the minimum inductance required to cause continuous conduction with a load such that
the current in the inductor is greater than or equal to /,,, ,,- The V,/V, ratio of the buck
is D, the boost 1/(1 — D), and the buck-boost —D/(1 — D), where D is defined as ¢,,/T,
and T, is the switching period.

sw

W
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In determining the critical inductance, we must choose the operating point within
the range of input and output voltages at which the minimum inductor current will be
drawn. Usually some minimum load is required before continuous conduction will occur.
AS I min 18 the minimum average inductor current, and the input voltage and D can be
known for this condition, L. can be determined. A larger value of inductance is typically
used, e.g., 2 to 10 times L., which reduces the ripple current in the inductor and input
current. Another consideration in this decision is the slope of the ramping part of the
current waveform in the inductor as shown in Figure 11.3, Figure 11.4, and Figure 11.5.
If the slope is not great enough, the current mode control current feedback is more prone
to noise. If the slope is too great, the peaks of the current will necessarily be higher to
produce the desired output power. The higher the peaks, the greater the losses in the power
components in the circuit, i.e., switch, diode, inductor, and capacitor. On the other hand,
the higher the inductance value for the same average current, the more bulky and expensive
the inductor.

The output voltage ripple is considered in determining the output filter capacitance.
Knowing that Q = VC in the capacitor and

1=c¥
dt

and I Ar = AQ, for the buck

T, Al
2
(buck), and for the boost and buck-boost,

AQ=1, 1, =C-AV = C = Lo lon
AV
(boost and buck-boost). The charge considered is defined as the area between the average
inductor current and the inductor current waveform for the buck, and the area between
the average output current and the diode current in the boost and buck-boost. The areas
above and below the average must equal in these analyses and are the charge that must
be stored and returned to and from the output capacitor. These values of capacitance are
required for a voltage ripple requirement of AV with a peak-to-peak current ripple of A/
in the case of the buck, and for an average output current of I in the boost and buck-boost.
This is the minimum capacitance required. The actual value of capacitance should be
chosen to handle the ripple current in the buck, or output current in the boost and buck-
boost, as well as meet the other specifications of the converter. The equations for the average
and rms currents in the switch and diode are shown in Figure 11.6 through Figure 11.10.
The maximum currents in the switch, diode, and inductor occur at full load conditions
and are trapezoidal waveforms in the switch and diode, and a triangular ripple with a DC
component in the case of the inductor.

11.5 THE BUCK CONVERTER

The buck converter and associated waveforms and equations are shown in Figure 11.3.
As seen in the waveforms of Figure 11.3, during the “on” interval, or ¢,,, the power switch

on’
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Figure 11.6 Approximate switching losses in MOSFETs and IGBTs.
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Figure 11.7 Diode current equations for buck, boost, and buck-boost converters.
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Figure 11.8 Diode current equations for push-pull, half-bridge, and full-bridge converters.
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Figure 11.9 Inductor current equations for DC-DC converters in continuous conduction mode.
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Figure 11.10 Switch current equations for DC-DC converters in continuous conduction mode.

is fully on. This charges the inductor field, with current flowing through the inductor to
the output filter capacitor and load. During the “off” interval, or ¢, the power switch is
fully off. The diode freewheels, allowing the current to continue to flow through the
inductor into the output filter capacitor and load as the inductor field collapses. The power
switch voltage requirement in the buck is equal to the maximum potential across it or
Vymax The diode maximum reverse voltage withstand rating is also V... The average
inductor current is approximately the average load current, less the ripple current in the
capacitor.
Neglecting parasitics and losses, the current ratio in the buck is

I

o

1
w D
The average input current is always less than or equal to the average output current.

Adding isolation to the buck converter with a high-frequency transformer, as shown
in Figure 11.11, results in a “forward” converter, which is a “buck-derived” converter [10].
As the flux transition in the core of the transformer is unidirectional, a tertiary winding
and diode is generally added to reset the core flux to avoid saturation, as shown in
Figure 11.11(a). Alternatively, a freewheeling diode and zener may be placed across the
primary, as shown in Figure 11.11(b). Without one of these circuit additions, the core may
saturate, causing high peaking currents in the switch. Besides galvanic isolation, another
advantage the transformer provides is the ability to further magnify or demagnify the
voltage with the turns ratio of the transformer. As the core is underutilized, and therefore
larger for a given power rating, the forward converter is normally used in only low power
converters. The input current that is the switch current in a buck converter is discontinuous,
and thus an input filter is normally required to reduce ripple current and harmonic content
in the source current.

11.6 THE BOOST CONVERTER

The boost converter and associated waveforms and equations are shown in Figure 11.4.
The boost is capable of providing a voltage increase from input to output without a
transformer [12]. As seen in Figure 11.4, during the “on” interval, or t,,, the power switch
is fully on. This charges the inductor field, with current flowing through the inductor and
the switch. During the “on” interval, the output filter capacitor supplies current to the load.
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Figure 11.11 Forward converter topologies.

During the “off” interval, or t ., the power switch is fully off and the inductor field
collapses. The diode provides a path for the inductor current to flow into the output filter
capacitor and load. The power switch voltage requirement in the boost is equal to V...
The diode maximum reverse voltage withstand rating is V, ... Other considerations in
using the boost are that the input current is always greater than the load current, as the
current ratio in the boost is 1,/I, = 1 — D, where 0 < D < 1. Also, the output capacitor
must be capable of supplying the total load current and not just the ripple current as in
the buck.

The transformer-isolated form of the boost converter is a push-pull converter with
an input inductor, referred to as a “current-fed converter” [8]. This circuit has primarily
seen use without the secondary rectifier, acting as a current-source inverter.

A nonideal boost that contains parasitic resistances, inductances, and capacitances
shows instability above a maximum duty cycle [2].

11.7 THE BUCK-BOOST CONVERTER

The buck-boost converter and associated waveforms and equations are shown in
Figure 11.5. The buck-boost is capable of providing a voltage increase or decrease from
input to output depending on the duty cycle. The buck-boost creates a negative polarity
output voltage. As seen in Figure 11.5, during the “on” interval, or ¢,,, the power switch
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Figure 11.12 Flyback converter topology.

is fully on. This charges the inductor field, with current flowing through the switch and
the inductor. During the “on” interval the output capacitor supplies the load with current.
During the “off” interval, or ., the power switch is fully off and the inductor field
collapses. The diode provides a path for the inductor current to flow into the output filter
capacitor and load. Note that with 0 < D < 0.5, V, < V, or the converter acts as a buck,
and for 0.5 <D < 1,V, 2V, as in a boost operation. The current ratio in the buck-boost is

and thus the input current may be larger or smaller than the output current. The power
switch voltage requirement in the buck-boost is equal to the maximum potential across it
when it is off, or V... + V, ... The diode maximum reverse voltage withstand rating is
Vimax T Vomax Which is required when the switch is on.

The transformer-isolated buck-boost converter is known as a flyback converter, as
shown in Figure 11.12. The magnetizing inductance of the transformer is used as the
inductor in the flyback. When the switch is on, the magnetizing inductance charges and
current flow is blocked by the diode in the secondary. When the switch is off, the voltage
across the inductance reverses, the field collapses, and current flows in the secondary
through the diode to the output filter and load. The flyback is usually used at only low
power, as the transformer core material is only used in the first quadrant of the hysteresis
curve. Also there is a trade-off in the size of the transformer and magnetizing inductance,
and the peak currents that tend to be greater in the flyback for the same power rating as
other isolated converters that utilize bipolar switching.

11.8 ISOLATED INVERTER DRIVEN CONVERTERS

The push-pull, half-bridge, and full-bridge converters all consist of an inverter, or DC-to-
AC converter, followed by a transformer, diode rectifier or DC-to-AC converter, and output
LC filter. The inverter part of these converters utilizes bipolar switching, which creates a
square-wave AC with PWM. The AC is then passed through the transformer, which steps
the voltage up or down, depending on the turns ratio. The secondary output AC is rectified
and passed through the output filter in order to attain the output voltage.
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The output filter inductor acts as the inductance in a buck converter, and thus the
equation for critical inductance for the buck is valid for these “buck-derived” converters
as long as the appropriate transformation of the input voltage due to the transformer,
modulation, and topology is applied. As with the buck, a minimum average inductor current
must be chosen to obtain a minimum inductance for continuous current mode of operation.

11.9 PUSH-PULL CONVERTER

The push-pull converter, waveforms, and equations are shown in Figure 11.13. The two
switches alternate, turning on and off with a PWM. Deadtime is included to prevent both
switches from conducting simultaneously. When one switch is on, the other switch has
twice the input voltage imposed upon it due to transformer action, and thus, ideally, the
switch voltage requirement is 2 X V,. When both switches are off, each switch has the
input voltage across it. It should be noted that the primary current, and not the secondary
current, must be used in feeding the current-mode controller to prevent magnetizing current
from saturating the core due to circuit imbalances. The critical inductance is determined
as in a buck converter with the added complexity of a transformer. Knowing the transformer
ratio, N = N,/N,, the voltage imposed on the inductor is V, X N x ¢, — V..

The output filter capacitor must only handle the ripple current as in the buck. The
push-pull transformer requires a center-tapped primary and usually a center-tapped sec-
ondary. Thus 2 X N, turns are required on the primary and with a center-tapped secondary,
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Figure 11.13 Push-pull converter and waveforms.
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2 X N, turns are required on the secondary. With a single secondary, only N, turns are
required on the secondary. With a center-tapped secondary, only one diode drop is incurred
due to the rectifier, as opposed to a single secondary that, with a full-bridge rectifier, would
have two diode drops and twice the diode losses. Conversely, with the center-tapped
secondary and full-wave center-tapped rectifier, the diode voltage ratings are twice that
required for the full-bridge rectifier.

11.10 HALF-BRIDGE

The half-bridge converter, waveforms, and equations are shown in Figure 11.14. The half-
bridge utilizes the centerpoint of a split-bus input capacitor bank as the neutral point.
The switches alternate with a PWM. Special consideration must be made to ensure
that sufficient deadtime is included in the PWM to avoid a short-circuit or “shoot-through”
condition, which occurs when both switches are on simultaneously. A short-circuit con-
dition causes extremely high-current levels that stress the power semiconductors. Stressing
the power devices is something to avoid, as this shortens their life expectancy. The deadtime
should be greater than the slower of the slowest turn-on or turn-off times of the power
devices with gate signal propagation delays considered, and is usually from 2 to 6 us at
low to moderate power levels. With a transformer ratio of N = N,/N,, the voltage across
the inductor reaches V,/2-N-t,, — V.. Thus twice the turns ratio is needed for the half-
bridge to obtain the same output voltage as the push-pull (and full-bridge). This requirement
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Figure 11.14 Half-bridge converter and waveforms.
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Figure 11.15 Full-bridge converter and waveforms.

means that the switches must handle twice the current for the same output power, as
compared to the push-pull and full-bridge. The maximum voltage across each switch is
the input bus voltage. Another disadvantage of the half-bridge is the added requirement
of a split-bus and thus two capacitor banks that must be rated at V,/2 and high current
ratings.

11.11 FULL-BRIDGE

The full-bridge converter, waveforms, and equations are shown in Figure 11.15. The full-
bridge also requires deadtime to prevent shoot-through conditions. The inductor voltage
reaches V,x N x t,, — V. The maximum voltage across the switches in the full-bridge is
V,. There are two power switches on at any given time in the full-bridge compared to only
one device at any given time in the push-pull, and thus a greater switch loss. Other
disadvantages are the need for additional circuitry to control the power switches and the
higher device count.

11.12 OTHER CONVERTER TYPES

Other less common types of DC-DC converters are resonant types and the Cuk converter.

Resonant converters utilize an LC tank circuit within the converter and frequency
modulation (FM) to create an oscillating circuit that provides the benefits of O current or
0 voltage switching, eliminating or reducing the switching losses in the converter. This
allows higher switching frequencies to be used, allowing a reduction in size of magnetic
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and filter components. The drawbacks include increased difficulty with EMI when oper-
ating with higher frequencies that require shorter antennae in order to propagate radio
frequency (RF) emissions, higher peak currents for the same throughput power as in
classical DC-DC converters, greater parts count, and greater control complexity and thus
initial development costs. As with conventional DC-DC converters, standard control inte-
grated circuits are available that ease the difficulty of implementation for resonant converters.
The Ciik converter provides a method of obtaining a negative output voltage as in
the buck-boost. The primary advantage of the Ciik is that the input and output currents
are nearly ripple-free, reducing or eliminating the input and output filtering requirements
[2]. The disadvantages include a series capacitor in the topology that must handle large
currents, additional parts count in the converter, control complexity, and patent issues.

11.13 CONTROL

In order that a converter act in a manner that meets required control specifications of
dynamic and steady-state response, various methods of control theory may be imple-
mented, including classical PID, adaptive, state-feedback, and many others. The control
is usually designed to regulate the converter output voltage; however, any output or input
parameter could be chosen as the controlled variable. Many integrated circuit devices now
exist that reduce the difficulties associated with controlling DC-DC converters. The most
predominant type today uses current mode control. An example of this is the Unitrode
UC2846 current mode PWM controller IC. Past converter control technology was more
oriented toward voltage mode controllers that utilized an output voltage feedback to
generate a PWM signal for gating the power semiconductor switch(es), in accordance with
a control law designed to regulate the output voltage. The PWM was generated by
comparing the output of the error amplifier of the feedback controller with a constant
frequency sawtooth waveform that was generated in the controller IC. In current mode
controllers the sawtooth waveform is replaced by a sampling of the power switch “step-
ramp” current waveform, as illustrated in Figure 11.16.

The outer loop in the current mode control acts on the output voltage creating an
error, according to a sampling of the output voltage and a voltage reference such as in the
voltage mode control. Using the switch current in an inner control loop allows termination
of the PWM pulse on-time when the current reaches a level, allowed according to the
control of the output voltage or an overriding maximum current limit configured as part
of the IC’s supporting circuitry, e.g., the CUR_LIM_AD]J input on the UC2846. The effect
in the current mode control is to eliminate the pole associated with the converter output
filter inductor (part of a second order filter), as the current through that inductor is
controlled by the feed-forward of a sampling of the inductor current, reducing the com-
plexity in the control design. Other advantages include [2]: (1) peak switch current limiting,
(2) the possibility of parallel operation of DC-DC converters, as currents in the individual
units are individually controlled, (3) the prevention of transformer core saturation in push-
pull converters due to imbalance, and (4) feed-forward control, providing an inherent
compensation for variations in supply voltage by using the switch current as feedback
which, for the same load, naturally increases or decreases with source voltage.

A first step in developing the control circuitry for a DC-DC converter is to develop
a model of the converter. Typically either state-space averaging [2] and linear matrix
algebra [3], or an equivalent circuit model and circuit solving techniques [4], are used.
State-space averaging requires writing the state-space equations for the converter, averag-
ing these according to switch-on and -off times (or duty cycle), and then using linear
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Figure 11.16 Voltage mode and current mode controller block circuit diagram.

algebra, control methods, and matrix methods to manipulate the linearized equations to
form the desired converter transfer function for control, which is the output voltage to the
duty cycle or control voltage. Also obtainable with these methods are the input-to-output
voltage transfer function and the input and output impedances.

The equivalent circuit model technique [4] uses circuit solving techniques to obtain
required transfer functions. This technique allows easier inclusion of parasitics compared
to state-space methods. Circuit-solving knowledge is required in using this technique.

In current mode control, for buck-derived converters, the small-signal control transfer
function from output voltage to control voltage, v,/v. = K X R, X H(s), where K =1, ../ V. 100
where I, .. is the maximum sensed output current via a transducer in volts (read at the
controller IC), and v, is the maximum control voltage in volts, where the voltage output
of the error amplifier is the control voltage, and the inputs to the error amplifier are the
output reference voltage and the actual sensed output voltage. R, is the load resistance.
H(s) is the small-signal transfer function of the power circuit for current mode control,
and is

H(s) = 1+ sRxC ’
1+sR,C

where Ry is the output filter capacitance Equivalent Series Resistance, and C is the total
output filter capacitance. This transfer function has a 0 due to the output filter capacitance
and its ESR, and a pole due to the load resistance and output filter capacitance. The pole
due to the output filter inductor is not present in the small-signal analysis due to the current
mode control.

Next, a desired control technique must be chosen. Typical approaches involve using
Bode plots and frequency domain methods [5]. Essentially, with the plant transfer function
known from output voltage to the control voltage or duty cycle ratio, and with a desired
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frequency domain response characteristic developed, the control required is the difference
between the desired and the actual without control.

The error amplifier of the current mode controller IC is typically used as the
controller with the appropriate supporting circuitry. More commonly used types of op-amp-
based control circuits and their frequency responses are readily available [2][6][7]. A
variety of control references are available for determination of the necessary circuit
parameters in the feedback circuit of the error amplifier, such as References 2, 5, 6, and 7.
Alternatively, digital control utilizing a microcontroller or microprocessor avoids the
nuisances of drift and noise common to analog control circuits. Analog circuits can be
made nearly equal to digital with sufficient filtering and thermal compensation circuitry,
and possibly at lower cost than the processor-based controller and chip set.

In frequency domain control, the gain margin of the closed-loop system is typically
required to be 2 (6 dB) in order to ensure stability at all conditions [8]. The gain at low
frequencies should also be as high as possible to reduce steady-state errors [2]. The phase
margin should be between 45 and 60° [2]. Smaller phase margins result in an oscillatory
system, while larger phase margins result in a system with a more sluggish dynamic
response.

11.14 ESSENTIAL CONVERTER CIRCUITS

There are several important parts of a DC-DC converter other than the power circuitry
that has been described. These essential circuits include gate drivers with or without
isolated supplies, protection circuits, control circuits, and power supplies. A general DC-
DC converter system block diagram with essential parts is shown in Figure 11.17.

The gate driver takes the PWM gate signal from the control circuitry and conditions
it in such a manner as to provide sufficient drive to a power switch. Gate drivers typically
include protection circuits for the power switch, including short-circuit protection and
protection from the loss of control voltage. The gate driver must provide sufficient current
into the gate or base of the power switch to cause the power device to saturate in a short
time, typically in the hundreds of nanoseconds to a few microseconds. Often the gate
driver utilizes transformer isolated power supplies to provide the driving power to the
switch. This is required in “high-side” drivers, such as the switches in the upper part of
the phase legs in the half- and full-bridge converters, and the switch in the buck converter.
This inherently gives the push-pull, flyback, forward, boost, and buck-boost advantages,

Power —, Power Circuit — Power
In t Out
3
¥ Transducers
Gate Power t
Drivers Supplies

Protection
Circuitry

Controller |

Figure 11.17 Block diagram of complete DC-DC converter.
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Figure 11.18 Gate driver drawing.

as the gate driver for these converters does not require isolation from the input power
source ground.
The maximum current required in the gate driver is

V-V~
Ron

which is the peak current at turn-on, and where V* and V- are the gate driver positive and
negative supply voltages, and R, is the gate driver turn-on resistance as shown in
Figure 11.18. The charge is typically considered when a MOSFET or IGBT is turned on.
In the following explanation the “source” will refer to either a source connection on
a MOSFET or the emitter of an IGBT, and the power switch referred to will be either a
MOSFET or IGBT. Knowing Q =1 x T [13], and by knowing the charge required to turn
on the device, the average current, I, can be determined. When the turn-on first begins,
the gate-to-source capacitance is being charged. When the gate-source voltage reaches the
turn-on threshold of the power switch, the gate to drain, or Miller capacitance, begins to
require charging as the drain current begins to increase. The Miller capacitance is usually
much larger than the gate-to-source capacitance, and as long as a there is a designed safety
margin of several amps of additional gate drive current, the gate-to-source capacitance
can be neglected. Usually the turn-on time required is chosen. This is 7.

During the drain current rise time the gate voltage is constant at the threshold voltage.
Once the amps requirement is determined from Q = I7, the turn-on gate resistance required
is
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+
V- ‘/lhreshold
9
1

where V... 15 the gate-to-source threshold voltage of the power switch. Once the Miller
capacitance has been charged, the device is “on” and the gate-source capacitance continues
to charge up to the gate driver positive supply voltage. Considering turn-off, an acceptable
turn-off time is chosen. Initially the gate-source capacitance is discharged until the device
threshold is met. Once the threshold is reached the turn-off time begins according to Q =
IT, where Q is the Miller capacitance charge. With I determined from Q and 7, the turn-
off resistance is

Vrh reshold |4

1

Once the Miller capacitance has discharged, the device is “off” and the gate-source
capacitance continues to discharge down to the gate driver negative supply voltage. The
gate-source and gate-drain (Miller) capacitances are normally given on the power device
data sheet.

The short-circuit protection for a MOSFET typically utilizes a comparator and
timing circuit to trip the system while it is gated on. In a MOSFET the current level is
directly proportional to the IR drop across the device, which will reach a value indicating
an excessive current. In the calculation of the resistance in this formula, the device
temperature must be considered, as the normal operating resistance of the MOSFET is
typically twice that of its cold value. In the IGBT short-circuit protection, the detection
of the bipolar part of the IGBT coming out of saturation, or becoming “desaturated,”
determines the trip point. If the IGBT collector-emitter voltage when gated on, and after
a short delay for the rise time, is greater than a few volts and stays that way for a several
microseconds, then the device is determined to be desaturated and a “desat” trip occurs.
Short-circuit protection typically acts within 10 ps of the shorted or “desat” condition to
prevent device destruction due to an excessive junction temperature due to an extremely
high current. Care should be taken in the supporting circuit design to prevent consecutive
short-circuit conditions from occurring without sufficient device cooling time in between
shorts to prevent device overheating and destruction. Typically a few seconds between
short-circuit conditions that exist for under 10 ps is sufficient.

Gate driver inputs are usually opto- or transformer-isolated from the control circuits
to reduce EMI transfer and to provide galvanic isolation. Gate driver output leads to the
device should be as short as possible to reduce oscillations due to lead inductance—gate
capacitance interaction; they are typically less than 6 inches and, if flying leads are used,
twisted pair. For high-power and higher voltage systems, fiber optic cables are often used
to transfer gate signals to the drivers, allowing greater flexibility in locating the control
circuitry with respect to the gate drivers and power devices, while providing galvanic
isolation. Pulse transformer isolation is sometimes used to isolate the gate driver from the
power device. This requires careful V-s calculations to ensure the pulse transformer is of
sufficient size, as well as ensuring the transformer doesn’t saturate by providing a bipolar
drive signal with O average or with a resetting circuit such as a zener—diode pair across
the primary.

Other gate driver circuitry may include a Schottky diode on the control signal input
to control ground to prevent negative spikes in the system due to reverse recombination
in the power diodes from coupling back on the control input and causing a CMOS level

© 2005 by Taylor & Francis Group, LLC



gate driver input circuit to erroneously gate-on. Also, a pull-down resistance between gate
and source and a small capacitor between gate and source are sometimes used. The pull-
down resistor keeps the device off when no control signals are present. The small capac-
itance, typically around 15 pF, helps to filter high-frequency noise. A larger capacitance
could also be used to slow down the turn-on or turn-off switching, to help reduce transients
due to reverse recombination spikes during device turn-on (and corresponding diode turn-
off) or power switch turn-off overshoot voltages due to leakage or stray inductance. This,
however, comes at the expense of additional switching losses due to the longer rise or fall
time during switching.

Protection circuits in the DC-DC converter include protection for input power polar-
ity reversal, input overvoltage, input undervoltage, input overcurrent, output overvoltage,
output overcurrent, overheating of power devices, short-circuit, loss of control power
supplies, and fire protection.

Input power polarity reversal protection may be as simple as a diode in series with
the input or a more complex scheme utilizing a comparator and pass-switch or crowbar
circuit. Overvoltage, undervoltage, and overcurrent protections typically utilize comparator
circuitry with sufficient filtering and hysteresis to allow clean trip points and circuits,
which are not prone to false or repeated trips due to noise. Thermal protection may come
in the form of thermal switches that are mounted next to the power devices on the heat
sink. The thermal switch is normally open or closed and has hysteresis. The temperature
rating of the thermal switch is selected based on the power device loss calculations, noting
the maximum possible case temperature corresponding to the worst-case junction temper-
ature, at the worst-case operating condition, with sufficient safety margin. Typical thermal
switch temperature ratings are around 85 to 95°C. Loss of control power supply is protected
against in a variety of ways from dedicated ICs to pull-down resistors on gate driver inputs.
Fire protection is protection against catastrophic failure and resulting collateral damage
and typically consists of appropriately sized fuses on the input and output of the converter.

Power supplies for the converter are used to provide low-voltage power for the
control, protection, and gate driver circuits. Power supplies may themselves be smaller
DC-DC converters or may be in the form of linear supplies such as the common 78xx and
79xx types of three terminal regulators.

11.15 IMPORTANT POINTS TO CONSIDER

When starting a converter design, a common method is to develop a spreadsheet with the
equations used in the development of the converter, including all component calculations,
loss calculations, and control calculations. Each column in the spreadsheet can be used
for a variation of the circuit and thus different designs can be compared for performance,
cost, component count, heat sink requirements, magnetic component requirements, and
other metrics. Reuse of the spreadsheet in future designs reduces design time.

Consider the nonideal elements when designing the converter. Electrolytic capacitors
turn into inductors somewhere between 20 and 100 kHz. Above 20 kHz switching fre-
quency, it is best to consider metalized polypropylene film capacitors rather than electro-
Iytics. All elements in the circuit including leads between components consist of resistance,
inductance, and capacitances. Power circuit layout is as important as power component
selection in a successful converter design. Stray inductances between the power source
and the switching device can cause high overvoltage spikes on power device turn-off,
which can be a designer’s worst nightmare and can be the cause of a design failure.
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Inductance is the result of a loop in a circuit. Eliminating distance between power com-
ponent connections is essential to reducing the size of these loops, which create stray
inductance. Laminated busbars greatly reduce stray inductance and are highly recom-
mended as a way to alleviate voltage overshoot problems. An important point in using
laminated busbars is to ensure that the bus capacitance and the power semiconductor
devices are both directly attached to the laminated bus, as the primary purpose of the
laminated bus is to eliminate the inductance loop between the capacitance and the power
switch. Another big problem in designs is in poorly designed magnetic components that
have larger leakage inductances, also a cause of overshoot voltages.

11.16 SIMULATION VS. ANALYTICAL METHODS

Simulation affords the user a fast and simple way of determining rms, average, and peak
currents in the power devices: inductors, transformers, capacitors, and semiconductors. It
is a simple matter to learn to simulate DC-DC converters in Pspice, Saber, Psim, or one
of many simulation packages that are readily available. Simulations can also provide
valuable insight into circuit operations. Calculations of the rms currents are somewhat
more difficult in many cases, requiring integration and algebra. Accurate calculations of
composite waveforms such as capacitor currents are even more difficult, yet simulations
allow not only the knowledge of levels of the overall waveform, but also harmonic content,
allowing more detailed and accurate loss and lifetime calculations.

11.17 LOSS CALCULATIONS

Losses in the power circuit consist of switching and conduction losses in the power switch,
conduction losses in the diode, capacitor losses, inductor losses, and input filter losses.

11.18 POWER DEVICE SELECTIONS

A practical selection of power semiconductor devices must take several points into
consideration.

1. The layout will have stray inductance. This translates into overvoltage spikes
on turn-off of the power switches. To be conservative, device voltage ratings
should be greater than the theoretically required value. Two times the highest
voltage to be seen in the circuit (theoretically) is conservative if the layout is
tight.

2. Diodes have a reverse recovery spike associated with their turn-off. For high-
frequency switching applications high-frequency (fast) diodes should be used.
For an even greater reduction in noisy spikes due to reverse recombination, use
fast and soft recovery diodes with a voltage rating at least twice the highest
theoretical voltage imposed on the diodes. Snubbers are often required on diodes
due to the reverse recovery spike and stray and leakage inductance effects.
Increasing the turn-on time of the power switches, and thus slowing down the
reverse recovery of the corresponding diode, can help to reduce this spike.
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Snubbers are often required, however, to control this spike and thus reduce
potentially harmful voltage levels on the diodes and EMI problems elsewhere
in the system and surrounding systems due to this spike.

3. Power semiconductor devices exhibit higher losses with higher voltage ratings,
and lower losses with higher current ratings. Use the highest current rated device
in the package size you plan to use, and the lowest voltage rating you can.

11.19 EMI

Electromagnetic interference (EMI) is often a problem in power converter designs due to
high-speed switching of power-level currents, stray and leakage inductances, parasitics,
and stray coupling capacitances. EMI filter requirements and noise minimization are
important considerations in a converter design. Shielded leads and components reduce
noise in circuits that can cause false trips or unintended power switch gating. Printed
circuit boards (PCBs) in the power converter should make use of power and ground planes.
Layout should include considerations of magnetic fields around power cables and devices,
i.e., power switches, diodes, and especially magnetic components and power lines. Signal
lines, whether shielded or unshielded, and PCBs should be kept as far from power lines
and magnetic components as possible to avoid cross-talk of power switching into the small
signal circuits.

11.20 OTHER PRACTICAL CONVERTER DEVELOPMENT
CONSIDERATIONS

An accurate bill of material (BOM) includes part nomenclature, part number, manufac-
turing and ordering information, cost, quantity ordered, quantity on-hand, quantity used,
lead-time of components, and overall sub-circuit and per converter costs. In the initial
system design, an accurate design BOM can greatly aid in the determination of commer-
cialization feasibility.

To avoid delays in testing, spare parts and spare units should be kept on hand
throughout the initial development of first designs and prototypes, especially when the
parts are considered long lead-time items.

Testing of a first design may include several stages. Sub-circuits that have not been
part of previous systems may need to be tested and characterized prior to their use in the
converter. When the system or sub-system is assembled for testing, a first check should
include a careful visual examination of all terminations and cleanliness of the components
and layout, checks for component damage and proper assembly techniques, and continuity
checks. The second step is to provide low-voltage control power to the control, protection,
transducer, and other circuits. This voltage should be brought up slowly initially, observing
current levels to ensure there are no shorts in the system and nothing emits smoke. This
testing ends with a check of low-voltage power throughout the system to ensure it’s in
the right places. Control and other supplementary circuit checks can then be performed,
carefully injecting signals or providing power gradually to transducers.

When all of the small signals and circuits are ready, the power can gradually be
brought up, carefully watching voltages and currents across and through power semicon-
ductor devices and filter components. It should be noted that it is crucial that the small-
signal control and protection circuits and power supplies are properly and reliably working
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prior to subjecting the system to higher power. If the small-signal circuits don’t work
properly, loss of the larger power devices may result. A well-designed converter protects
its own circuitry from destruction, as well as any source or load connected to it that is
designed to supply or consume power at or above the ratings of the converter. This
protection circuitry should be in hardware as opposed to software for greater reliability.
For extremely critical circuitry, a complete parallel converter and appropriate switching
circuitry may be used to provide greater backup protection. A UPS may also be utilized
in certain applications to maintain control power levels during operation, to allow a safe
shutdown if loss of the primary control power occurs.
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12.1 DIODE AC-DC RECTIFIER

12.1.1 Main CHARAcCTERISTICS AND CIRcuIT CONFIGURATION

The overall characteristics of the diode rectifier are summarized in Table 12.1 and the
circuit configuration is depicted in Figure 12.1.

12.1.2 ANALYsIs oF THREe-PHASE FuLL-Bripge Diope RECTIFIER
12.1.2.1  Circuit without Input Inductors and DC-Link Capacitor

With the assumption of no input inductors and DC-link capacitor, the output voltage of
the diode rectifier contains 360 Hz ripple component. Also, the input currents can be
represented by the input currents of diodes according to the magnitude of line-to-line
voltages. The detailed voltage and current waveforms are depicted in Figure 12.2.

As shown in Figure 12.2, the output voltage V,, contains 360 Hz ripple component
and the average value of output voltage can be calculated as

3
Vey =
T

V2V, cos(wr) = 135V, (12.1)

— o A

-NE]

where V,, is rms value of line-to-line voltage.
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Table 12.1 Characteristics of Diode Rectifier

Items Contents
Output voltage Fixed according to the input source
Input power factor and Power factor control is impossible
current control Current control is impossible
Major applications Servo drives, high power drives,
universal induction motor drives
Cost and structure Low cost and simple structure
P L load
. T

Figure 12.1 Circuit diagram of diode rectifier.

12.1.2.2  Circuit with Input Inductors and DC-Link Capacitor

The equivalent circuit as shown in Figure 12.3 can be obtained by replacement of the
output voltage of Figure 12.2 with constant voltage source and considering the input stray
inductance and resistance.

Based on the equivalent circuit in Figure 12.3, the voltage Vpy can be expressed as

Vi () = 2V, cos(wt) = 2y, ()R +2 L d’; D v 0 (12.2)
where
6 6
and the current i,(f) can be calculated as
. . . dvpe () . dvpe ()  vpo(t
ip (1) =ic () +ipc (1) =Cpe L() +ipc(®) =Cpe L() + L() (12.3)

dr RL()ad

where
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Figure 12.2 Phase voltages and currents waveforms without input inductors and DC-link capacitor.
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Equation 12.2 and Equation 12.3 can be transferred into a state equation as

dip L 1
& L L i L
- S P4 2Ls v @) (12.4)
dvpe 1 B 1 Vpc 0
dt Che CoeRivua

12.1.2.3  Commutation Analysis Considering Effect of the Input Inductance

Due to the input inductance, the currents, which are flowing through diodes, cannot be
changed immediately as a step function, but they are commutated with a constant slop.
Therefore, during this commutation period, the voltage difference between two phases
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Figure 12.4 Equivalent circuit during the commutation considering input inductance.
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Figure 12.5 Input voltage and current waveforms during the commutation.

appears on the stray inductance. The equivalent circuit during the commutation can be
expressed as Figure 12.4 in case of commutation from phase C to phase A, and Figure 12.5

shows the input voltage distortion according to the effect of input inductance.

Based on the assumption that the diode output current is constant, the currents of

phase A and C and the voltage drop of the stray inductance can be obtained as

If iy=i, then i.=1,-1i,

di di
vpua=Lg—2=L;—"
R

di di,

di,

Van = Ven = Via = Vie = 2Lg d

dlu — Van — Ven

dt 2

S
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As it is noted from Equation 12.5, the line-to-line voltage between phases A and C
during the current commutation is 2 times the voltage drop of the tray inductance. There-
fore, the magnitude of distortion due to the stray inductance is directly related to the value
of A, and it can be summarized in Equation 12.6.

Ip
oL Idl =wLl,

0

_\2 VAC(12 cosu) _

. Average Value of Voltage Drop = %mLSI D (12.6)

A
n
3

Also, cosu=1-— M
Y2y,

where ® = angular frequency.
The voltage distortion of the input source increases the lower frequency harmonic
components, resulting in harmful effect on peripheral equipment.

12.1.3 AnALYsIs oF INPUT PHASE CURRENT AND OuTtPuT CURRENT
ofF Diobe RECTIFIER

If one assumes that the output current of the diode rectifier is continuous and the input
source is balanced with wye connection, the input current does not have order of 3 or
even harmonic components. Using the means of Fourier series, the relation between input
current and the output current of diode rectifier can be expressed by

Z (a, cosnwt + b, sin nwt)

n=13,5,...

2
3
J. p COSnOId wt

(12.7)

n

2n
3
2 .
b,=— | I,sinnotdot
T
0

23

iy = —ID {smwt—smSwt—lsmﬁm }
5 7

12.1.4 CaLcuLaTioN oF DC-Link Power

The DC-link power can be calculated by the product of DC-link voltage and current. As
shown in the equivalent circuit, the input phase current consists of two components, such
as the load current (DC-link output current) and charging/discharging current of DC-link
capacitor. Therefore, considering the charging/discharging current, the DC-link power can
be calculated as in Equation 12.8.
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Figure 12.6 Case of continuous full load condition.

. . dvp(t
Pici = Ve Dip(0) = vpcm[zpcm + Gy 20 ))
(12.8)
. dvpc (1)
=Vpc (t)lD (t) + Vpe (t)CDC I;Ct = Pdc-link output + pcharging/discharging

12.1.5 CaLcuLAaTions oF DC-LiNk CaPACITOR ACCORDING TO VARIOUS
Loap ConbiTioNs

12.1.5.1 Case of Continuous Full Load Condition

As shown in Figure 12.6, the input line-to-line voltage is less than the output of diode
rectifier during 1.7 ms, so that the DC-link voltage is fluctuated with largest value. Using
this voltage fluctuation, the DC-link capacitance can be calculated as

—c. Boc.
Pc-iink capacitor — ~DC df Vpc

Pioad = Prated

117107 v (12.9)
Edc-link capacitor = J‘O CDC ﬁ VDCdt
1171073
Eload = J- p rateddt
0
Setting voltage variation AV, input line-to-line voltage V,,, then
Edc-link capacitor = %(1 35VL2L - (1 35VLL - AV)2 )
2 (12.10)

Eluad =1.17- 10_3 : })rated

© 2005 by Taylor & Francis Group, LLC



E

dc-link capacitor

2E load

2.117-102-P

rated

2135V, - AV - AV?)

w Cpe2 (

Usually in case of full load condition, the DC-link voltage variation is set as 10%

of the DC-link average voltage.

12.1.5.2  Case of Overload Condition

As similar to Equation 12.9 and Equation 12.10, the DC-link capacitance for overload

condition can be calculated as

—c  Doc
Pc-link capacitor — ~DC dt Vpe

Ploaa = ppeak

E

117107
= C Dpe v dt
dc-link capacitor — DC DC
0 dt
117107
E, load = j p peukdt
0

Edc—linkcapacilor = CSC (135VL2L - (ISSVLL - Av)z)

E,,=117-107-P

peak

E

dc-link capacitor

2E load

2-1.17-1073. P

peak

2:135V,, - AV - AV?)

- CDC2(

12.1.5.3  Case of Motor Accelerating Condition

In general, the diode rectifier is combined with a PWM converter and inverter for driving
electric motors, such as DC motors, induction motors, and Brushless DC (BLDC) motors,
so that in this section the much practical consideration of the diode rectifier in variable

speed control systems is investigated.
For the simple analysis, the following assumptions are made:

* The load is applied to the diode rectifier as a ramp function.
» The accelerating profile of the motor is a ramp function, having a constant slope.

* The time delay due to the inverter is ignored.

* The time delay due to the input inductor of diode rectifier and motor is considered.
* The accelerating power of motor during the field-weakening region is propor-
tional to the speed, and beyond this region the power is constant. Also, the
motor speed at initiating field-weakening is assumed as a quarter of maximum

motor speed.
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The mechanical output power of a motor can be expressed using generating torque,
angular frequency, damping factor, and load torque. Equation 12.12 shows the generating
torque of the motor.

do

T, =k®l, =(Jy +J,) LB, T (12.12)

e

where T, is generating torque, k is constant, @ is rotating flux, I, is torque current, (J,, +
J;) dw,,/dt is motor accelerating and decelerating torque, B is damping factor, ®,, is
mechanical angular frequency of the motor, and 7, is load torque.

Multiplying the angular frequency ®,, on the both sides, then the output power of
inverter and motor can be calculated as

do,,
T, = ko0, =(/, + JL)7(DM +Bw?, +T,0, (12.13)

The accelerating profile is assumed as a ramp function, and the converter should
provide mechanical output of the motor and electrical and mechanical loss, so that the
power provided from the converter can be expressed as

[
PACCConverter = Te et (12 14)

acc

where P,cc comerer 1S the power providing from a converter during the motor acceleration,
T,.. is the accelerating time up to the maximum speed, ®,,,, is motor maximum angular
frequency, and 7, is generating torque.

The equivalent resistance at load can be expressed by combination of load and DC-

link voltage as

max

2
VDC

P Load

R (12.15)

out —

Equation 12.15 is available in case of constant load and DC-link voltage. Under the
condition, such that motor is accelerating and DC-link voltage is fluctuated as shown in
Figure 12.7, the equivalent resistance at load can be obtained as

2
2 (_Avm.mj
_ Vpc(@®) _ Iy

 Prw® g O (

out
e

(12.16)
- tmech)

acc

The time constant T and time delay ¢, due to the input inductor and equivalent
resistance at load can be expressed as

2L - T, Drmax (t— tmh)

T= Lf’ﬁ — 2LS ) pLoad (t) — Tacc
R (¢ 2
w® Vhe(® [_ Av r+1.35V5Lj (12.17)
td
t,=4-1
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Figure 12.7 Relation between motor accelerating power and speed.

Although Equation 12.17 shows the time delay due to input inductor and load, it
becomes very complicated to calculate the DC-link capacitance because that ¢, is expressed
as a function of time. Therefore, it is simplified using the equivalent resistance at the point
of maximum load as

2LS 3 T;, O nax . Tacc
T= L"ﬁ — 2’LS " PLoad (t) — Tacc 4
Rl)llf(t) Véc(t) (135VLL —AV)2 (12 18)

2LS T; 'wmax

—4.1=
T (135v,, - AV

As explained above, the two time delay components, which are due to input inductor
and DC-link voltage fluctuation, are the important factor to decide the DC-link power.

12.1.6 DesicN oF Dynamic BReaking UNiT
12.1.6.1 Design Procedure of Dynamic Breaking Resistor

For the motor acceleration, the torque equation is as follows:

T, =l =y +0, ) 2247, (12.19)
And in case of deceleration, it can be
T, =kl = (T + 7, o, 7. (12.20)
e gs,max dt

The dynamic breaking resistor is operating when the motor is in breaking mode and
DC-link voltage is above the discharging voltage. The power delivering from the motor
to the DC-link becomes the decelerating power of the motor. As shown in Figure 12.8,
the equivalent circuit during this mode becomes of parallel circuit, which consists of DC-
link capacitor, resistor, and current source.
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Figure 12.8 Equivalent circuit during the operation of dynamic breaking resistor.

According to Figure 12.8, the maximum value of the dynamic breaking resistor can
be obtained based on a starting voltage v

stat

d 2
DC VDC : Vstur = TB('Om - 02 ' TM O‘)In - Vsmt < O
dt DB
(12.21)
2
.. RDB S V.\'ta[

T,0,-02-T,0,

The power at the moment of breaking should be dissipated through the resistor.
Therefore, the average power of motor powers at the moments of initiation ®, and
completion m, of breaking action should be dissipated. Based on this, the power rating of
the breaking resistor can be calculated as

W, —®,

Poc e =(T3=02:T,,) 5

(12.22)

12.2 THYRISTOR AC-DC RECTIFIER

12.2.1 ToproLoGcYy AND OPERATION MoDES

Figure 12.9 shows the thyristor AC-DC rectifier configuration for practical applications.
The thyristor rectifier can control the magnitude of DC-link voltage by changing fire angle,
which means the turn-on instant time of the thyristor. Also, if the fire angle is set beyond
90°, the polarity of output voltage can be changed, which is called inverter mode and is
commonly used for breaking mode of the DC motor operation. Figure 12.10 shows the
two different operating modes according to the fire angle.

The average value of output voltage according to the fire angle can be calculated as

_3 VLLCOSG~dG=£cosa-VLLz1.35cos(x-VLL (12.23)
T %ﬂx T

V.

out_avg

12.2.2 FiIrRe ANGLE CONTROL SCHEME

The fire angle should be formed based on the input line-to-line voltage, so that the input
voltage needs to be sensed for the synchronization with the fire angle. The synchronization
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Figure 12.10 Operation modes of thyristor rectifier.

schemes can be mainly divided the following three ways; Table 12.2 compares and
summarizes the characteristics of these schemes.

The conduction sequence of thyristors is consecutively conducted with 60° intervals
and furthermore thyristors is conducted for 120° from O crossing points of line-to-line
voltages, as shown in Figure 12.11.

12.2.2.1 Linear Fire Angle Control Scheme

Figure 12.12 shows the linear fire angle control scheme. At first, a saw-tooth waveform,
which is synchronized with the input line-to-line voltage and has 2 times the frequency
of input voltage frequency, is generated and compared with a voltage signal, which is
proportional to the real value of input voltage. Using a comparator and logic circuit, a
gate signal is generated at the point of cross point of two signals; the fire angle can be
controllable by Equation 12.2.

o = 1807 Veonrl (12.24)
1%

st
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Table 12.2 Characteristics of Synchronization Schemes

Schemes Merits Demerits
Linear fire angle Circuit is simple Line distortion problem
control

Cosine wave Controllable during Line distortion problem

Crossing control the inverter mode

PLL control Line distortion effect  Circuit is complicated
can be minimized and cost is high

60;£ VBn Ven

[ ™ | i [ ™ |

Figure 12.11 Input voltages and conduction sequences of thyristors (fire angle = 0).

Vst [ ] ]
/\/ Gate trigger

Signal
. . Saw-tooth Vg Comfar_ator &
AC Source V. Generator ogic
Line Syneronous VControl

Vcontrol

Vsyncronous

VControl

Gate trigger H
Signal

Figure 12.12 Linear fire angle control scheme.
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Line ‘ Syncronous | Phase Shift M
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. .

Vsyncronous

)

Gate trigger 7
Signal

Figure 12.13 Cosine wave crossing scheme.

12.2.2.2  Cosine Wave Crossing Scheme

Compared with the linear fire angle control, the synchronized signal with the input voltage
is shifted to 90° and the transformed cosine waveform is compared to the control voltage
in order to generate a fire angle. Using this scheme, the fire angle can be more easily
controlled during the inverter mode operation of the rectifier. Figure 12.13 shows the
cosine wave crossing scheme.

12.2.2.3 PLL Scheme

The above-mentioned two schemes generate the fire angle by shifting the line-to-line
voltage. Using this phase shifting can cause the notch (distortion) of the input source voltage
to be included in the carrier wave, so that the control reliability can be deteriorated. In
order to minimize the influence of the input source’s distortion, an input filter is generally
used, but it can also be a source of phase delay. The input source’s distortion can be
effectively minimized by converting the synchronized control signal into a digital signal.
This PLL method may be widely used one among of the other schemes. Figure 12.14
shows the overall block diagram of the PLL scheme.

Phase [— Filter R
AC Sourcé frequency & |—| vco Counter —{ 1 c:)rln
Line Detector —{ Amplifier able | carrier
fHz Wave

Frequency fo = Nt
Divider
+N

Figure 12.14 PLL scheme.
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Figure 12.15 Equivalent circuit of three-phase full-bridge thyristor rectifier.

12.2.3 ANALYsIS oF THREE-PHASE FuLL-BRIDGE THYRISTOR RECTIFIER
12.2.3.1 Equivalent Circuit and Output Voltage

Figure 12.15 shows an equivalent circuit of three-phase full-bridge thyristor rectifier. It
consists of input source voltage, input resistance and inductance, a voltage source con-
trolled by the fire angle, and a constant current source.

The output voltage level can be controlled by changing the fire angle, and the value
of voltage variation according to the fire angle can be expressed as

vV, = EJ. V2 v, sin(ondaor = 1.35V,, (1-cos o) (12.25)
T Jo

where V,, is the rms value of line-to-line voltage.
The average value of the output voltage of the thyristor rectifier is

V,o = 1.35V,, = 1.35V,, (1-cos o) = 1.35V,, cos o (12.26)

12.2.3.2  Influence of Input Inductance

Due to the input inductance components, the current flowing through thyristors is com-
mutated with a constant slope, and it causes a voltage drop. This voltage drop gives an
influence on the input source voltage as well as the output voltage. Figure 12.16 shows
an equivalent circuit while the current is commutated from phase C to phase A. This time,
it is assumed that the output DC current is constant and the voltage drop of the thyristor
can be ignored.

Figure 12.17 shows the phase voltage and current waveforms considering the input
inductance. If the output current of the thyristor rectifier is constant and the exchanging
ratio (slope) of the conducting current is also constant, the voltage drop due to the input
inductance can be expressed as

(12.27)
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Figure 12.17 Phase voltage and current waveforms considering the input inductance.

The voltage variation A, and DC-link voltage V, can be

otu Ip
A, = I viudt = coLSJ di, = 0L,
0

o

Average Value of Voltage Drop = A, = %stl D (12.28)

w|a

V, =1.35V,, coso.— %mLSID

And the commutation interval can be calculated as
diy
dt
dic
dt

_wtvo, _Ls(dmdicj

VPn = VAn - LS

Ven = Ven — LS

VPnfcommuratiun - 2 2 d 1 d ¢

© 2005 by Taylor & Francis Group, LLC



diy __dic

=— so that
dt dt
VAn + VCn
Vp, =~
Pn 2
diy _ Ve
dt 2

(12.29)

Vae =V 2V, sinort

Ip Otu
di, =2 Y _[ sin wrd(or)
20L,

0 o

cos(OL+ 1) = cos oL — 2 Vi I
20L,

During the commutation, voltages of two phases might be applied to the input
inductance during a certain period. In this case, the magnitude of notch of the input line-
to-line voltage becomes double of one of Equation 12.7 as:

Magnitude of Notch = A, = 2wL/ ),

Depth of Notch = 2V, sino; (12.30)
Width of Notch = —22Lsfp
\/EVLL sino

A"A‘DA"A"A‘DA"A

Fi Ar I
iri g ge (X
CO utatiol terval = u

AT AN

s oA

Figure 12.18 Notch of input line-to-line voltage due to commutation and input inductance.

0.54,
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12.2.3.3  Selection of Input Inductance

The input inductances consist of two components, such as line stray inductance and filter
inductance. The filter reactor is additionally inserted into the system, and if the notch,
which comes from the input filter reactor, is larger than that from the stray inductance,
the notch due to the input stray inductance can be ignored. The ratio stray inductance Ly,
to filter inductance L, is:

o= —Lsi (12.31)
Lg + Ly,

As shown in Equation 12.9, it is noted that small value of ¢ makes the magnitude
of notch of line side. In addition, according to VDE regulation, the filter inductor is
recommended to design as the following value.

Vap

V3

where L, is filter inductance, /,, is rms value of fundamental component of input phase
current, and V,; is rms value of input line-to-line voltage.

wLg,1,, > 0.05 (12.32)
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13

Unbalanced Operation of Three-Phase
Boost Type Rectifiers

Ana V. Stankovic
Cleveland State University, Cleveland, Ohio

The Boost Type Rectifier has been extensively developed and analyzed in recent years. It
offers advantages over traditionally used phase controlled thyristor rectifiers because of
its capability for nearly instantaneous reversal of power flow, power factor management,
and reduction of input harmonic distortion. Unfortunately, the features that PWM Boost
Type Rectifier offers are fully realized only when the supply three-phase input voltage
source is balanced. Under an unbalanced input voltage supply, there is a deterioration of
the rectifier input and output characteristics. The imbalance in input supply may occur
frequently, especially in weak systems. Nonuniformly distributed single phase loads, faults,
or unsymmetrical transformer windings could cause imbalance in the three-phase supply,
both in magnitude and in phase. Regardless of the cause, unbalanced voltages have a
severe impact on the performance of the PWM Boost Type Rectifier. Actually, the huge
harmonics of lower frequencies, not present in the PWM switching functions, appear at
both the input and output ports of the rectifier. The problems include a significant distortion
in input current waveforms and increase in the DC capacitor ripple current and voltage.
These additional low-frequency components cause additional losses and should be con-
sidered in filter design of these converters.

In this chapter the analysis of the PWM Boost Type Rectifier under unbalanced
operating conditions is presented. Special emphasis is given to the evaluation of control
methods for input/output harmonic elimination of the PWM Boost Type Rectifier under
unbalanced operation conditions. The proposed technique maintains a high quality sinusoidal
current input and DC current output even though the input voltages remain unbalanced.
In addition, the severe unbalanced operating conditions have been considered. Under severe
fault conditions in the distribution system, not only input voltages, but also input impedances
must be considered as unbalanced. The control methods that maintain high-quality input
currents and output DC voltage under severe fault conditions are presented.
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Figure 13.1 PWM Boost Type Rectifier.

Figure 13.2 Per-phase equivalent circuit and phasor diagram for balanced operating conditions.

13.1 SYSTEM DESCRIPTION AND PRINCIPLES
OF OPERATION

Figure 13.1 shows the structure of the PWM Boost Type Rectifier. Per-phase equivalent
circuit and phasor diagram of the PWM Boost Type Rectifier under balanced operating
conditions is shown in Figure 13.2. Power flow in the PWM converter is controlled by
adjusting the phase shift angle 8 between the source voltage U, and the respective converter
reflected input voltage V,, [1,2]. When U, leads V,, the real power flows from the AC
source into the converter. Conversely, if U, lags V,;, power flows from the converter’s DC
side into the AC source. The real power transferred is given by Equation 13.1.

j2 =%sin(8) (13.1)

1

The AC power factor is adjusted by controlling the amplitude of V,,. The phasor
diagram in Figure 13.2 shows that to achieve a unity power factor, V,, has to be

V, =JU +(X,1,) (13.2)
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Figure 13.3 Indirect current control of a unity power factor sinusoidal current PWM Boost Type
Rectifier.

It has been shown in Reference 3 that in order to control the DC output voltage of
the PWM Boost Type Rectifier, the input line currents must be regulated. In typical rectifier
controllers presented to date, the DC bus voltage error is used to synthesize a line current
reference. Specifically, the line current reference is derived through the multiplication of
a term proportional to the bus voltage error by a template sinusoidal waveform. The
sinusoidal template is directly proportional to the input voltage, resulting in a unity power
factor. The line current is then controlled to track this reference. Current regulation is
accomplished through the use of hysteresis controllers [4]. Proposed control method [3]
is shown in Figure 13.3.

13.2 ANALYSIS OF THE PWM BOOST TYPE RECTIFIER
UNDER UNBALANCED OPERATING CONDITIONS

Unfortunately, the features the PWM Boost Type Rectifier offers are fully realized only
when the supply three phase input voltage source is balanced. Under an unbalanced input
voltage supply, there is a deterioration of the rectifier input and output characteristics [5].
Actually, the huge harmonics of lower frequencies, not present in the PWM switching
functions, appear at both the input and output ports of the rectifier. It was proved that
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unbalanced input voltages cause an abnormal second harmonic at the DC bus that reflects
back to the input, causing the third-order harmonic current to flow. Next, the third-order
harmonic current causes the fourth-order harmonic voltage at the output, and so on. This
results in the appearance of even harmonics at the DC output and odd harmonics in the
input currents. These additional components should be considered in the filtering design
of these converters.

The output current /; of the matrix converters is a function of the converter transfer
function vector T and the input current vector i and is given by

I,=Ti, (13.3)

The converter transfer function vector T is composed of three independent line to
neutral switching functions.

T=[SW, SW, SW] (13.4)

The input current vector is given by
i=|i (13.5)

The line to neutral switching functions are balanced and can be represented only by
their fundamental components.

SW,(t) = S, sin(wt — ©)
SW, (1) = S, sin(wt —© —120°) (13.6)

SW,(t) = S, sin(wt +120° — ©)

Therefore, converter synthesized line to neutral voltages can be expressed as
1 .
Vo= EVch' sin(wt — ©)
1
V,= EVchl sin(wr —120° — ©) (13.7)

Vv 3

%V,ﬂ_s1 sin(wt +120° — ©)

Equation 13.7 shows that the rectifier synthesized voltages are always balanced. For
this reason, there will be no negative sequence voltage component present at its terminals.

Figure 13.4 shows the per-phase positive and negative sequence equivalent circuit.

It is obvious that the negative sequence line currents are limited only by the AC
reactor and the AC source impedance. It follows that the input currents are unbalanced
and given by
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Figure 13.4 Per-phase positive and negative sequence equivalent circuit for unbalanced input
voltages.

lo 11 1|1,

I'\={1 & allI" (13.8)
2 —

I 1 a a 1

where I° I*, I~ are zero, positive, and negative sequence input currents. Since I, + I, +
I, = zero, the zero sequence current never flows in this circuit. I = 0. Input unbalanced
voltages are given by

ul [t 1 1]y,
U,|=|1 & alU" (13.9)
U, | |1 a* ||U”

where U°, U* and U- are zero, positive, and negative sequence input voltages. In the time
domain, the fundamental components of the three-phase input currents are given by

i,(t) = I, sin(wt — @,)
i (t) = I, sin(wt —120° — @,) (13.10)
i (1) = I, sin(wt +120° — @)
According to Equation 13.3, the output current /(¢) is given by
1,(t) = I, sin(wt — @,)S, sin(wt — ©®)
+ I, sin(wt —120° — @,)S, sin(wt — 120 — ©) (13.11)
+ I sin(wt +120° — @,)S, sin(wz +120° — ©)

By using a trigonometric identity, I,(f) becomes
1
I,(1) = EIlsl [cos(®@-9,)—cos@wt -0 -¢)) ]

s [ cos(©—¢,)— cos2wr — 240" ~© - ¢) | (13.12)

\S]

+ %1351 [ cos(©— 3) — cos(2wr +240° -0 - ¢3) |
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The output current consists of DC and the harmonic current.
I,®)=1, +1,Q2wt) (13.13)
where [,(2wt) is the second-order harmonic current and is given by

I

1,Q2wt) = —%COS(ZWZ‘ -0-09,)- 2281 cos(2wt — 240" - @ - @,)

(13.14)
- 13—;1[005(21/% +240° —@— <p3)]

Therefore, the output DC voltage will also contain the second-order harmonic, which
will reflect back to the input and cause the third-order harmonic current to flow. The third
harmonic current will reflect back to the output, causing the fourth-order harmonic to flow.
Even harmonics will appear at the output and odd at the input of the converter under
unbalanced input voltages. The second- and third-order harmonics are of the primary concern.

13.2.1 Harmonic RebucTion IN THE PWM Boost Type RECTIFIER UNDER
UnBaLANCED OPERATING CONDITIONS

Attempts were made to reduce low-order harmonics at the input and the output of the
PWM Boost Type Rectifier under unbalanced input voltages [6]. This study is devoted to
the modeling and control of the PWM Boost Type Rectifier in the case of network
variations. The positive and negative sequence d and q reference currents are calculated
from the following assumptions:

1. Input real power is constant.
2. Reactive power equals 0.

From the above assumptions, four equations are obtained and can be represented in
matrix form.

%p ui Uy U U
U vl -U; U; ||I'
p=l0 =M, 1,=| * ¢ K e (13.15)
0 v, u;, u; U
0 U, U, U, Uil

The solution to this system is thus:
1, =M., (P) (13.16)

where Uy, Ug, U, Ug, I 15, 1, 1, are the d and q components of positive and negative
sequence input voltages and currents, and P is input constant real power. If the matrix
M, is not singular, which is the case when the network is disturbed, only one solution
is possible. Therefore, the input reference d and q components of the input current can be
obtained. However, pulsating power will remain on three input impedances, causing the

second-order harmonic at the output of the converter. This method only reduces the
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harmonic content at the input and output of the PWM Boost Type Rectifier under unbal-
anced operating conditions.

13.3 CONTROL METHODS FOR INPUT/OUTPUT HARMONIC
ELIMINATION OF THE PWM BOOST TYPE RECTIFIERS
UNDER UNBALANCED OPERATING CONDITIONS

Recently, Stankovic and Lipo [7] proposed new methods for input-output harmonic elim-
ination of the three-phase PWM Boost Type Rectifiers under unbalanced operating con-
ditions. The first method is related to harmonic elimination of three-phase Boost Type
Rectifiers under unbalanced input voltages and balanced input impedances. The second
method is related to harmonic elimination of the PWM Boost Type Rectifiers under severe
fault conditions. Under severe fault conditions both input voltages and input impedances
might be unbalanced.

13.3.1 ControL MeTHOD For INPUT/OuTPuT HARMONIC ELIMINATION UNDER
UnBALANCED INPUT VOLTAGES AND BALANCED INPUT IMPEDANCES

Based on the analysis in the open loop configuration, a feed-forward control method has
been proposed. In order to control the output DC voltage and eliminate harmonics at the
input and the output of the PWM Boost Type Rectifier under unbalance input voltages
and balanced input impedances, not only current magnitudes but also their phase angles
have to be controlled.

13.3.1.1 Theoretical Approach

The circuit shown in Figure 13.1 is analyzed under unbalanced input voltages and balanced
input impedances. The assumptions used in the derivation are:

—_

The system is lossless.

2. The switching functions are unbalanced and contain no zero sequence.

3. Only fundamental components of switching functions and input currents are
taken into account.

By using symmetrical component theory, line to neutral switching functions SW,,
SW,, and SW; are given by

SW, 11 1 0
SW, |=|1 a* al.|S" (13.17)
SW, 1 a a*||S

Since the zero sequence current is never present in this circuit, currents I, I,, and
I; are given by

' 1 1 1 0
L|={1 & al.|I" (13.18)
1 a a’ I~

[
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where S* and S- are positive and negative sequence switching functions, I* and I~ are
positive and negative sequence currents, and a = 1.£120°. As it was shown earlier, output
current / is given by

I, =SWI, +SW,I, + SW,I,
=S +S)+U+I)+ (@St +aS )T +al ) +(aST +a’S Nal " +a’l")
=381~ +35°1"

In the time domain, the pulsating component of the output current is expressed as:

1,(t) =3 Real (S+

R gt _ R QT
e’Me’ eY) Real (‘I ‘e’ RPT )

I+

+ 3 Real (‘S’ e-f*”’*’ej*ez) Real ( ej*w*’ej*e?)

(13.19)

=3|8"

I"cos(wt+G);)cos(wt+®j)...

+ 3‘S‘ It

cos|wt + @] |cos(wt+OF
(wr+ 07 Jeos(wr + 7

By using trigonometric identity cos(at)cos(B) = 1/2[cos(o + ) + cos(ao. — )] one
arrives at this result:
I+

Iy (2wr)=3/2|s"

I"‘cos(Zwt+®§ +®,7)+3/2‘S_

cos(zwr+@;+@j) (13.20)

Equation 13.20 shows the presence of the second-order harmonic current at the
output of the rectifier. The above equation indicates that the second-order harmonic could
be eliminated under the following conditions.
1+

1. |S*

I‘HS‘

(13.21)
2. ©.+0 =1+0O! +0O;

where \S* , |87, ©F and O; are the magnitudes and phase angles of the positive and negative
sequence switching functions, respectively. \I*, I, ©f and O; are the magnitudes and
phase angles of the positive and negative sequence input currents.

The per-phase equivalent circuit under unbalanced input voltages and unbalanced
synthesized voltages at the input of the rectifier are shown in Figure 13.5(a). From
Figure 13.5(a), two additional equations are obtained and given by

ZI"=U* -V’ (13.22)

ZI"=U -V’ (13.23)

where Vi and V; are the positive and negative sequence voltages at the rectifier input and
Ut and U~ are the positive and negative sequence input voltages.

v =vdcs+/(2\/§), v =de$'/(2\/5) (13.24)
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Figure 13.5 (a) Per-phase positive and negative sequence equivalent circuit. (b) Graph represen-
tation of the proposed solution for harmonic elimination.

where V,, is output DC voltage. From the power equation, the following relationship can
be obtained,

P, =Real (3U+1+ +3U’I’) (13.25)
where P, is average output power.

The solution for harmonic elimination is obtained by combining Equation 13.21,
through Equation 13.25. The solution is given by the following set of equations:

s* o
2. 0-0,=0"-0° (13.27)
N
* =V7005(®:—9j) (13.28)
dc
2P, Z

4. sin2(0] -6} )= (13.29)

(o)

The set of four equations shown above represents the open loop steady-state solution
for input/output harmonic elimination of the PWM Boost Type Rectifier under unbalanced
input voltages. The steady-state solution is also presented in graph form in Figure 13.5(b).
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13.3.1.2  Control Method

Based on the analysis of the open loop configuration presented above, a feed-forward
control method is proposed. In order to control the output DC voltage and eliminate
harmonics at the input and output of the PWM Boost Type Rectifier under unbalance, not
only current magnitudes but also their phase angles have to be controlled. The DC bus
error is used to synthesize the magnitudes and the phase angles of the positive and negative
sequence reference currents. The sequence components are then transformed into three-
phase (abc) quantities that become reference signals for the hysteresis controller [3]. The
relationship between input currents and input voltages in the open loop configuration for
harmonic elimination is obtained by combining Equations 13.22, 13.23, 13.25, and 13.26
and given by

‘U* I
Wzﬁ (13.30)
N el (13.31)

However, it is always true that average power input is equal to average power output
and given by the following equation
I+

PdL' = Vd(IdL' = 3 U+

cos(8 —07)+ 3‘U’Hl"cos(e; -0;) (13.32)

The output DC voltage is proportional to the positive and negative sequence currents
(magnitudes), and so is the error signal (V,,;— V,). In order to satisfy Equation 13.30, the
condition for second harmonic elimination, the positive and negative sequence commands
for current magnitudes should satisfy Equation 13.33 and Equation 13.34.

]+

=K, U*

Vi = Vi) (1333)

=K, U7V, = Vi) (13.34)

Equation 13.33 and Equation 13.34 represent positive and negative sequence mag-
nitude commands. The positive and negative sequence commands for phase angles are
derived from the graph in Figure 13.5(b) and Equations 13.33 and Equation 13.34. The
following equation can be obtained from the graph shown in Figure 13.5(b):

zlr
sin0F —07 )= (13.35)
U*‘

By substituting Equation 13.33 into Equation 13.35 the following equation is
obtained

K, |u*

(‘/ref - Vdc)
o

sin(0; —0}) = =ZK,(Vy =V) =K, (Vs = V) (13.36)
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Equation 13.36 can be approximated by the following equation
0 =0, - K, V., —Vy) (13.37)

Similarly, the negative sequence magnitude commands for phase angles are derived
and given by

0, =0, +n+K,(V,— V) (13.38)

Positive and negative sequence current commands are transformed to abc quantities
and used as references for hysteresis controller. The transformation is given by

g (0) = || sinowe + 07 )+ |17 | sin(we +67) (13.39)
by (1) = ‘I"‘Sin(wt +07 - %”) + \1—\ sin(wt + 0] + 2?“) (13.40)
iy (1) = || sinGwr + 07 +%”+\r\sin(wt+e; —27“) (13.41)

The proposed control method is shown in more detail in Figure 13.6.

13.3.1.3  The Physical Meaning of the Proposed Solution in d-q Stationary Frame

The proposed method for complete harmonic elimination is based on the cancellation of
input pulsating power. Under unbalanced operating conditions, the input power consists
of a constant and a pulsating part. In the proposed solution, the pulsating portion of input
power gets cancelled on three input inductors as shown in Figure 13.7.

The proposed solution for harmonic elimination can be explained in the d-q station-
ary frame, where the cancellation of input pulsating power becomes more obvious. The
positive and negative sequence components of the input voltages and currents are instan-
taneous quantities and are shown in Figure 13.8. Instantaneous power input is given by

P(0) = po(t)+ pi () + p, () + p5(1) (13.42)
where
Do) =3/2 (i + Uiy + Uiy + Ungig) (13.43)
L) =3/2 Wiy + Uiy + Uiy + i) (13.44)
Pr(0)=3/2 (i, — 1t ing) (13.45)
P30 =3/2 i,y — Uygig) (13.46)

The first term, p,(f), represents the constant portion of input pulsating power, since
all its components are products of in-phase q and d quantities of the positive and negative
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Figure 13.6 Proposed control method for harmonic elimination under unbalanced input voltages
and balanced input impedances.
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Figure 13.7 Cancellation of the instantaneous pulsating power.
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Figure 13.8 The positive and negative sequence input voltages and currents in d-q stationary
frame.

sequence input voltages and currents. This term also exists in a balanced three-phase
system.

The second term, p,(¢), represents the pulsating portion, since all its components are
products of the positive and negative in-phase components of input currents and voltages.
It basically represents a mutual interaction between positive and negative sequence quan-
tities, which normally does not exist in a balanced three-phase system.

The third term, p,(f), represents the interaction between d and q positive sequence
quantities. This term exists in a balanced three-phase system.

The fourth term, p,(¢), represents the interaction between d and q negative sequence
quantities. This term does not exist in a balanced three-phase system.

Similarly, instantaneous power on the inductor, p,(f) consists of three parts and can
be expressed as:

pu(® =3/2WLQ2i i, —2i,.i,0) (13.47)
P =3/2WL(i i, +i,4ipg) (13.48)
p31 (t) = 3/2 WL(inqinq + imlim[) (1349)

The solution for second harmonic elimination assumes the following form:

L p@®=p,® (13.50)
2. p,(t)= py (D) (13.51)
3. ps(0) = py () (13.52)

The power going into the converter is given by

p.()=p®)— p, (1) (13.53)
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The power going into the converter, as shown in Figure 13.7, is constant since all
the other components are shown to cancel out.

Example

In order to demonstrate feasibility, the system shown in Figure 13.6 has been simulated
in SABER. The parameters used for the simulation are shown in Table 13.1.

The plot in Figure 13.9 shows the controlled output DC voltage under unbalanced
input voltages. It also shows the current commands for the hysteresis controller and actual
input line currents. Good control of the DC voltage is evident in spite of the voltage
unbalance.

Table 13.1 Simulation Parameters

Parameter Value Parameter Value
Input supply peak voltages U, =100V DC link capacitor, C 100 uF
U,=105V
U; =104V
DC link voltage, V,, 270V Output resistive load, R 100 Q
Per-phase line inductance, L 1 mH Fundamental frequency, f 50 Hz

Controlled output voltage VDC

V)

Input currents and commands for hysteresis controller

-10.0

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045
t(s)

Figure 13.9 Controlled output voltage, input currents, and commands for the hysteresis controllers.
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Figure 13.10 The PWM Boost Type Rectifier under unbalanced input voltages and unbalanced
input impedances.

13.3.2 ControL MeTHOD FOR INPUT/OuTPUT HARMONIC ELIMINATION
oF THE PWM Boost Tyre REcTIFIER UNDER UNBALANCED
INPUT VoLTAGES AND UNBALANCED INPUT IMPEDANCES DERIVATION

Under severe fault conditions in the distribution system, not only input voltages but also
input impedances have to be considered unbalanced [8]. The circuit shown in Figure 13.10
is analyzed under the following assumptions:

1. The input voltages are unbalanced.
2. The input impedances are unbalanced.
3. The converter is lossless.

Harmonic elimination can be achieved by generating unbalanced reference com-
mands for three input currents under unbalanced input voltages and unbalanced input
impedances.

Derivation

From the circuit shown in Figure 13.8 it follows that

U, =z, +V, (13.54)

U, =21, +V, (13.55)

Uy =21, + V., (13.56)
I,=-I, -1, (13.57)

S =U "I, +U,’I, +Uy'1, (13.58)
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SW,I, + SW,I, + SW,1, =0 (13.59)

where U\, U,, U;, I, I, I, 245 25, Z3s V15 Vs Vs, S, SW|, SW, and SW; are input voltages,
input currents, input impedances, synthesized voltages at the input of the rectifier, apparent
power, and switching functions, respectively, represented as phasors.

Equation 13.59 represents the condition for the second harmonic elimination. Syn-
thesized voltages V,,, V,, and V; can be expressed as

v, = sw, Vi (13.60)
202
%
v, = Sw, Vi (13.61)
52 2 2\/5
v, = sw, Vi (13.62)

22

where V. is output DC voltage.
By substituting Equations 13.60, 13.61, and 13.62 into 13.54, 13.55, and 13.56 the
following set of equations is obtained:

Vdc

U, =zl +SW, (13.63)
1 1*1 12\/5

U, = z,1, + SW. Vie (13.64)

2 242 2 2\/5 .
U, =71, +SW. Ve (13.65)

3 353 3 2\/5 .
I, =-1,-1, (13.66)
S =UI,+U,’I, +U;"I, (13.67)
SWI, + SW,I, + SW,I, =0 (13.68)

For given input power, S, input voltages, U,, U,, U, and input impedances z,, z, and
Z3, input currents, I;, I, and I;, can be obtained from the above set of equations. By
multiplying Equations 13.63, 13.64, and 13.65 by [,, I, and I, respectively, and adding
them up the following equation is obtained,

Vdc

w2

U +U, L, +Usly = 21} + 2,1 + 7,13 + (SWI,+SW,I, + SW,I,)  (13.69)
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By substituting Equation 13.68 into Equation 13.69 the following equation is
obtained:

U, +U,I, +U,l, = 7,17 + 2,1,” + z,1,° (13.70)

The set of six equations with six unknowns, 13.63 to 13.68, reduces to three equations
with three unknowns and are given by

I, =-1,-1, (13.71)

S*=U1,+U;1,+U;l, (13.72)

Equations 13.70, 13.71, and 13.72 represent a set of three equations with three
unknowns.

By substituting Equation 13.71 into Equations 13.70 and 13.72, the following set
of equations is obtained and given by

Ui(=1, = L)+ Uy, + Usly = 2, (=1, = 1)’ + 2,15 + 5,5 (13.73)
S*=-UI,-U;1,+U,1,+U,I, (13.74)
Equation 13.73 can be simplified as
LU,-U)+1LU;-U))=(z +Zz)122 +(z +Z3)132 +2z,1,1, (13.75)
From Equation 13.74 current, I,, can be expressed as

_ S - LWy -U)

I . 13.76)
: U;-U; ¢
Finally by substituting Equation 13.76 into Equation 13.75,
' = LW ~U))
———=U,-U)+ LU, -U) =
U; _Ul* 2 1 3 3 1
A _ % * _ * 2 * _ N2
- +Z2)S 28571, (U, : U, )*+2I3 w5 -U)) (13.77)
u,-U))
S - LW;-U})
(g + )P +27 — 33 17
1 2743 1 U; _ Ul* 3
w * o 32
2Z](l*]3 ?1)—(ZI+Z2*)(U3* 2U,) (g +2) |15
U, -U, w,-U))
+ (U3—U1)—(U3_U; )(Ui—Ul)_ 2*215 L 285G -I;zz)(l{32—U1) I (1378)
U, -U, U,-U, u,-Uy)

" S'(U,-U)) (g +2,)8" -0
U,-U; (U -U))
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Currents 7, and I, can be obtained from Equations 13.76 and Equation 13.71.

Equation 13.71, Equation 13.76, and Equation 13.78 represent the steady state
solution for input currents under both unbalanced input voltages and unbalanced input
impedances. An analytical solution represented by Equation 13.78 always exists unless
all the coefficients of the quadratic equations are equal to O.

A Critical Evaluation. The analytical solution that has been obtained is general.
In particular, the PWM Boost Type Rectifier can operate with unity power factor and still
maintain DC voltage at the output. The only constraint that exists, as far as the level of
unbalance is concerned, is governed by constraints of the operation of the PWM bridge
itself.

The proposed generalized method for input/output harmonic elimination is valid if
and only if U, z; # 0, where i = 1, 2, 3. In other words, the solution exists for all levels
of unbalance in input voltages and impedances, except for cases where both voltage and
impedance in the same phase are equal to 0. Therefore, the maximum level of input voltage
imbalance with balanced input impedances, for which the proposed solution is still valid,
is given as

U, #0

31=2,=23%20

Under unbalanced input voltages and unbalanced input impedances, the maximum
level of imbalance for which the proposed solution is still valid is given as

U #0
U,=U,=0
z=0
2, #7223 %20

From the above discussion, it follows that the three-phase PWM Boost Type Rectifier
can operate from the single-phase supply as well (the special case of imbalance of the
three-phase system). This is an extremely important result, since it means that the three-
phase PWM Boost Type Rectifier can operate from the center-tapped transformer as well
and still maintain high-quality DC output voltage and input currents.

In this case, input voltages and impedances are given as

=l

phase (U;) =0°
phase (U;) =—180°
U,=0

2, #20,2,=2,=0
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Figure 13.11 The proposed closed loop solution for input/output harmonic elimination under
unbalanced input voltages and unbalanced input impedances.

13.3.2.1 Control Method

Based on the analysis of the open loop configuration presented above, a feed forward
control method is proposed. Input voltages as well as input impedances have to be
measured. Based on this information and a DC bus error, reference currents are calculated
according to Equation 13.71, Equation 13.76, and Equation 13.78, which become reference
signals for the hysteresis controller [8]. Only one PI controller is utilized, which has been
shown to be sufficient for good regulation. The proposed control method is shown in more
detail in Figure 13.11.

Based on the same principle of nullifying the oscillation component of the instan-
taneous power, Yongsug et al. recently proposed a new control method for input/output
harmonic elimination under unbalanced operating conditions [9]. The proposed control
technique has been done in d-q synchronous frame.

Example. The operation of the three-phase PWM Boost Type Rectifier under
severe unbalanced operating conditions is shown in Figure 13.12. The PWM Boost Type
Rectifier supplied from the single-phase supply with unbalanced impedances was built in
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Figure 13.12 PWM Boost Type Rectifier supplied from the single-phase source.

Table 13.2 Simulation Parameters

Parameter Value Parameter Value

Input supply voltages U, =100£0 DC link capacitor, C 100 uF

DC link voltage, V,, 220V Output resistive load, R 100 Q
Per-phase line inductance, L L1 =0 Fundamental frequency, f 60 Hz
L2=13=1mH

SABER. The parameters used in simulation are shown in Table 13.2. The plot on Figure 13.13
shows the controlled output DC voltage. Actual line currents are shown in Figure 13.14.
Input currents are unbalanced, as expected, to cancel the pulsating power coming from
the input. The converter operates at unity power factor, and it shows stable behavior in
spite of the extreme level of unbalance.
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Figure 13.13 Input voltages and output DC voltage when PWM Boost Type Rectifier is supplied
from the single-phase supply.
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Figure 13.14 Input currents when PWM Boost Type Rectifier is supplied from the single-phase
source.

13.4 CONCLUSION

In this chapter, the operation of the PWM Boost Type Rectifier under unbalanced operating
conditions has been analyzed. It has been shown that unbalanced operating conditions
cause huge low-order harmonics in input currents and output DC voltage. Low-order
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harmonics cause additional losses. In addition, ripple on the DC link is a known cause of
interaction between current regulators, which can even cause system instability [10]. In
order to eliminate the harmonics and maintain the high-quality input currents and output
voltage without using an additional filter, several control methods have been described.

An analytical solution for input/output harmonic elimination under unbalanced input
voltages and balanced input impedance in the open loop configuration has been presented.
Based on analysis of the open loop configuration, a closed loop method has been presented.
With the proposed technique, high-quality input and output waveforms are maintained
under unbalanced input voltages and balanced input impedances. Simulation results show
excellent response and stable operation of the PWM Boost Type Rectifier under unbalanced
input voltages and balanced input impedances. In addition, severe unbalanced operating
conditions have been analyzed. In this case, both input voltages and input impedances
have been considered unbalanced. An analytical solution for harmonic elimination under
severe unbalanced operating conditions has been shown. Based on the solution in the open
loop configuration, the closed loop solution has been developed and described. The oper-
ation of the PWM Boost Type Rectifier under severe unbalanced operating condition has
been simulated. The results presented in the example show excellent behavior of the PWM
Boost Rectifier even though the bridge operated from a single-phase supply (special case
of unbalanced three-phase voltages).
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DC/AC Inverters

Mohan Aware
Visvesvaraya National Institute of Technology, Nagpur, India

The increasing electrical power demands in advanced cars are for improving the engine
performance, passenger comforts, and safety. This growing high-power requirement in
automobiles needs efficient management. The major such power management and modu-
lation functions are feasible by power electronics devices.

In automobiles, the electrical and electronic accessories are supported by the battery.
This power is modulated by using the converters. The basic principles of DC-to-AC power
conversion using power electronics inverter are explained. The different types of converter
topologies are described with their operating modes. The current and voltage control
techniques used in this conversion process are explained. The new DC-AC conversion
techniques using multilevel and resonant DC link inverters are briefly introduced. The
auxiliary automotive motor control applications are illustrated.

14.1 DC-TO-AC CONVERSION

The Lundell alternator is a source of electrical power to be utilized in most automobiles.
The power available is to be utilized during running and in stationary conditions. The role
of the battery is very important in this situation. This stored power is utilized as per the
needs and requirements in the vehicles.

Power conversion and control are performed by power electronic converters that are
built by network of semiconductor power switches. For automotive applications, the
converters are supplied from DC voltage sources. The basic state of a voltage source
converter can be distinguished by the operating states. The input and output terminals are
directly connected, cross connected, or separated. The appropriate sequence of states
results in conversion of the given input source voltage to the desired output load voltage.
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Figure 14.1 Existence function.

Defined V; Dependent V;

Dependent J; Sjjwith existence Defined /;
function Hj

Figure 14.2 Tsolated switch of converter matrix.

The DC to AC power conversion is realized by inverters. In the converter for any
application, two related sets of parameters are of paramount interest. The external terminal
performance, defined by the dependent quantities, will determine how well the converter
meets application needs and what will be needed to interface it successfully with actual
sources and loads. The internal currents and voltages of the converter’s switching loops
will determine the selection of the active switching devices to be used and also any auxiliary
passive components needed to enable the device to function properly. To obtain a precise,
quantitative definition of the dependent quantities, some means of formally and quantita-
tively describing switching pattern is to be identified as an existence function. This math-
ematical expression allows dependent quantity and internal converter waveform to be
constructed graphically. The existence function for a single switch assumes unit value
whenever the switch is closed and is zero whenever the switch is open. In a converter,
each switch is closed and opened according to some repetitive pattern. Hence, its existence
function shall be represented as shown in the Figure 14.1. The train of pulses has unit
amplitude but neither the pulses nor the intervening zero value periods will necessarily
all have the same time duration. The requirement that a repetitive switching pattern exist
means that the function must at least consist of repeated groups of pulses. The simplest,
or unmodulated, existence functions have pulses all of the same time duration and zero
intervals with the same property. The more complex variety, which has differing duration
of pulses and various interspersed zero times, is called a modulated existence function.
The use of existence function to derive the relation between dependent quantities with the
switch is indicated in Figure 14.2.

The switch is connected to V,, the ith of a set of M-defined voltages, and to I, the
Jjth set of N-defined currents in the matrix converter.

The complete equation for the voltage impressed on /; can be written as:

v, ZZHUVI_ (14.1)
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The equation for the total current flowing in V; can be written as:

I = ZH..I, (14.2)

where H; is the existence function having unit value when switch is closed and zero value
when it is open. The voltage impressed on a switch, V,, is the difference between its voltage
source, V; and the voltage impressed on its current source while it is open. Thus the equation
for V, becomes

V,=V,.-V. (14.3)

Thus, the dependent quantities and the switch stress can be completely defined using
the existence functions. By defining the existence function in appropriate mathematical
expression, the dependent quantity and switch stress waveforms can be drawn. This basic
analytic technique to switching converter is used to formulate the dependent quantities.

The existence functions are trains of unit value pulses interspersed by periods of
zero value. Since the switching patterns are invariably repetitive, existence functions are
periodic. They can be mathematically represented in various ways. The Fourier expression
is suitable for expressing the existence functions.

Fourier series expansion of a simple existence function such as that depicted in
Figure 14.1 is, for present purposes, best accomplished by setting the zero reference at
the midpoint of one of the unit value periods. The repetition frequency of the pulses is f
with the time period T = 1/f having angular frequency ® = 2nf. If the angular duration of
the unit-value period is 2m/A rad, where A > 1, then the boundaries of the unit value period
with respect to the time zero reference are —m/A and 1/A rad. The expression for unmod-
ulated existence function is represented as

H(ot)=1/A+ (2/n)§[sin(nn/A)/n] cos(nwt) (14.4)
n=1

If n is an integer multiple of A, then sin(nm/A) = 0, and so the all frequency
components that satisfy this condition will disappear from the expression.

In DC-to-AC and AC-to-DC converters, two basic techniques for controlling power
flow are available. First, consider that if one defined quantity is DC and other is AC, then,
when these are multiplied by the existence functions, the wanted component of the
dependent quantity at the AC terminals must have the same frequency as the defined
quantity if power transfer is to occur. Such a wanted component will exist if one of the
oscillatory terms in Equation 14.4 has the same frequency as the defined AC quantity.
Since the term for n = 1 has the largest amplitude, it is logical to choose it. When the
defined AC quantity is multiplied by the existence functions, perfectly smooth DC wanted
components must result in the resultant dependent quantity. The term 1/A will produce
oscillatory components, and the sum of some number of such components can only be an
oscillatory component or zero. All other terms will result from products of the type cos(nwr)
cos(m,f), where o is from the existence functions and , is the angular frequency of the
defined AC quantity.

The term ® cannot be varied, or else the wanted components will no longer be
generated. Also, A is an invariant integer being existence function. It must be a complete
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set to avoid the violation of KCL and KVL. Therefore, the control is possible by intro-
ducing some sort of modulating function into the arguments of the oscillatory terms of
the existence function. It is clear that the required modulating function is simply phase
shifted, with respect to existence function taking an external time reference. Usually, the
AC-defined quantity is taken as the reference, and the advance or delay angle employed
for control is designated. It is also clear that the wanted component of the dependent AC
quantity does not suffer amplitude modification when this control technique is employed.

The second technique for implementing control in AC-to-DC and DC-to-AC con-
verters is perhaps more obvious but leads to rather complex expressions for the existence
functions and dependent quantities. It consists of making A time dependent so that the
term 1/A in Equation 14.4 assumes the form (1/4,) [1 = m cos (©¢ + @), where m is a
modulation index and @ an arbitrary phase angle. Since it involves cyclic variation of the
unit value period, this method is termed as pulse width modulation (PWM). The modulation
index, m, which controls the amplitude of the wanted components is varied by varying
the degree to which the unit value period is varied.

The inverters are built by number of switches depending on the performance and
its application. The operation of these circuit configurations is explained by writing the
suitable existence functions.

14.2 TYPES OF INVERTERS

In the conversion process, the defined quantities may be either current or voltage. There
are two types of AC-to-DC/DC-to-AC converters, referring to the defined DC terminal
quantities: current sourced and voltage sourced. In the voltage source inverters (VSI), DC
input appears as a DC voltage source (ideally with no internal impedance) to the inverter.
In current source inverter (CSI), the DC input appears as a DC current source (ideally
with the internal impedance approaching infinite) to the inverter. Since power flow is
reversible, they are both inherently capable of two-quadrant operation at their DC termi-
nals; the current source is a unidirectional-current bidirectional-voltage converter, and the
voltage-source is a unidirectional-voltage bidirectional-current converter.

Inverters can be built with any number of output phases. In practice, single-phase
and three-phase inverters are almost exclusively used. The basic building components of
these inverters are power semiconductor switches. In the past, SCRs were used in high-
and medium-power inverters. SCR-based inverters require commutating circuits, to turn
the SCR off. The commutating circuits increase the inverter size and cost, and reduce
reliability and switching frequency of the inverters. Presently, fully controlled semicon-
ductor power switches, mostly MOSFETs/IGBTs (in low- and medium-power inverters)
and GTO (in high-power inverters), are almost exclusively used.

A DC-to-AC converter is supplied from a DC source, while the AC output voltage
and current have strong fundamental components with adjustable frequency and amplitude.
Considering the AC motor requirements, they must satisfy the following basic requirements:

—_—

Ability to adjust the frequency according to desired speed

2. Ability to adjust the output voltage to maintain air gap flux in the constant
torque region

3. Ability to supply a rated current on a continuous basis at any frequency
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14.3 VOLTAGE SOURCE INVERTERS

The voltage source inverters are the most common power electronics converters. The DC
input voltage for a voltage source inverter can be obtained from a rectifier, usually of the
uncontrolled, diode type, or from another DC source, such as a battery, fuel cell, or solar
photovoltaic array.

Most automobiles use 14 V DC electrical systems supported by 12 V batteries, and
average electrical power demand in the car is about 1.2 kW. The present 14 V power
system has reached its limits of capability. The increasing power demand in modern
automobiles is expected to be around 4 kW and supported by enhancing the DC bus
voltage to 42 V. The operating voltage and the current rating of the switch in inverter will
be increased. The MOSFETSs/IGBTs switches will be preferred to build the inverter circuits.

The voltage source inverter supplied from the uncontrolled rectifier is shown in
Figure 14.3. The DC link capacitor constitutes the actual voltage source, since voltage
across it cannot change instantly.

The inverter output can be single phase or polyphase and can have square wave,
sine wave, PWM wave, stepped wave, or quasi-square wave at the output. Voltage-fed
converters are used extensively, and some of their applications may be as follows:

* AC motor drives

* AC uninterruptible power supplies (UPS)

* Induction heating

* AC power supply from battery, photovoltaic array, or fuel cell
» Static VAR generator (SVG) or compensator (SVC)

* Active harmonic filters

In voltage-fed converters, the power semiconductor device always remains forward-
biased due to DC supply voltage; therefore, self-controlled forward or asymmetric blocking
devices, such as GTOs, BJTs, IGBTs, power MOSFETs, and IGCTs, are suitable. Force-
commutated thyristor converters were used before, but now they have become obsolete. A
feedback diode is always connected across the device to have free reverse current flow.
The switch-mode inverters are commonly used for automotive applications and are
explained in subsequent sections.

Rectifer Inverter
DC link
O—
+
3-phase B
AC o——— VP — ZE S
supply —‘7
_ |

Figure 14.3 Voltage-source inverter supplied from a diode rectifier.
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Figure 14.4 Single-phase switch mode inverter.

14.3.1 SINGLE-PHASE INVERTERS

The power flow during the conversion of DC-to-AC by the inverter is presented with
inductive load. A single-phase voltage source inverter with its functional block is shown
in Figure 14.4(a). The output voltage of the inverter is filtered so that v, can be assumed
to be sinusoidal. Considering the inductive load such as AC motor, load current i, will lag
behind v,, as shown in the Figure 14.4(b). The output waveform of Figure 14.4(b) shows
that during interval 1, v, and i, are both positive, whereas during interval 3, v, and i, are
both negative. Therefore, during intervals 1 and 3, the instantaneous power flow P, is from
the DC side to AC side, corresponding to an inverter mode of operation. In contrast, v,
and i, are of opposite signs during intervals 2 and 4, and therefore P, flows from the AC
side to the DC side of the inverter, corresponding to the rectifier mode of operation.

14.3.1.1 Half-Bridge Inverters

One of the simplest possible inverter configurations is the single-phase, half-bridge inverter
shown in Figure 14.5(a). Circuit consists of a pair of devices S, and S, connected in series
across the DC supply, and the load is connected between point a and the center point o
of a split-capacitor power supply. The devices S, and S, are closed alternatively for 180°
to generate the square-wave output voltage as shown in Figure 14.5(b).

While operating, switches in any leg of the inverter may not be simultaneously on,
since they would short the supply source. This condition of shot-through should be avoided.
The semiconductor switches, even the fast ones, require finite transition times from one
conduction state to the other. Therefore, in practice, to avoid shot-through, a switch is
turned off shortly before turn-on of the other switch in the same leg. The interval between
the turn-off and turn-on signals is called blanking time or dead time, #,.

The load is usually inductive, and assuming perfect filtering, the sinusoidal load
current will lag behind the fundamental voltage by angle @, as shown. When supply voltage
and load current are of the same polarity, the mode is active, meaning the power is absorbed
by the load. On the other hand, when the voltage and current are of opposite polarities

© 2005 by Taylor & Francis Group, LLC



+
—) S1 D1
05Vy .
+ - ,
1 - i
Vg _ o Load a

+

05Vy
_ S2 — D2

(a) Half-bridge inverter
ty
i f—
+0.5 Vy ° N
S
VaO
0
)
™ s2
\\/ -0.5Vy4
D1 S ‘ D2 S2 ‘

(b) Output voltage and current waves in square-wave mode

Figure 14.5 Single-phase half-bridge inverter.

indicating diode conduction, the power is fed back to the source. However, average power
will flow from the source to the load.

14.3.1.2  Full-Bridge Inverter

A single-phase full H-bridge configuration is shown in Figure 14.6(a). The operation of
the circuit can be explained with consideration of zero blanking time. While operating,
each leg of the inverter can assume two states only: Either the upper (common-anode)
switch is on and the lower (common-cathode) switch is off or the other way around. Thus,
switching variables a and b can be assigned to individual legs of the inverter and defined as

_[1if S, is ON and S, is OFF
0if S, is OFF and S, is ON
(14.5)

1if §, is ON and S; is OFF
01if S, is OFF and S, is ON
When a given switching variable assumes a value of 1, the positive terminal of the
supply source is connected to the corresponding output terminal of the inverter. A value
of 0 indicates connection of the negative terminal of the source to the terminal of the
inverter. Consequently, the output voltage, v,, of the inverter can be expressed as
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Figure 14.6 (a) Single-phase H-bridge voltage source inverter; (b) switching variables and output
voltage and current waveforms in a single-phase voltage-source inverter in the simple square-wave mode.
vo =V, (a-b) (14.6)

In this inverter configuration, there are 22 (= 4) states. These four states are from

state O through 3, and the voltage can assume three values only: 0, +V,, and -V, corre-
sponding to states O or 3, state 2, and state 1, respectively (see Table14.1).

Table 14.1 Operation of Single Phase Inverter

Switches Closed  Output Voltage, v, States
S, and S, +V, 2
S, and S, -V, 1
S, and S, 0 0
S; and S, 0 3
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When the output current, i, is of such polarity that it cannot flow through a switch
that is turned on, the freewheeling diode parallel to the switch provides a closed path for
the current. If, for instance, the output current is positive, as shown in Figure 14.6(b), and
switch S, is on, the current is forced to close through diode D,. In a similar way, it is easy
to determine conditions under which each of the other three diodes become necessary for
continuous conduction of the output current. The freewheeling diodes would not be needed
if the load is purely resistive. The simplest version of the so-called square-wave operation
mode of the inverter is described by the following control laws:

{1 forO<t<m
ae

0 otherwise
(14.7)

b 1 form<or<2m
0 otherwise
where ® denotes the fundamental output frequency of the inverter. Only states 1 and 2
are utilized. Waveforms of the output voltage and current in RL load of an inverter in the
simple square wave mode are shown in Figure 14.6(b).

The objective of the inverter is to use a DC voltage source to supply a load that
requires AC voltage and current. It is useful to describe the quality of the AC voltage or
current. The quality of nonsinusoidal wave can be expressed in terms of total harmonic
distortion (THD). THD is the ratio of the rms values of all of the nonfundamental frequency
terms to the rms value of the fundamental frequency term. Assuming no DC component
in the output,

(Vi = Vi)

1,rms

THD = (14.8)

where V= total rms value of voltage and V|, = rms value of fundamental voltage.
The THD of the load current is often more interesting than that of output voltage.

This is obtained by substituting the current for voltage in Equation 14.8. Another measure

of distortion, such as the ratio of the rms value of the fundamental frequency to the total

rms value, is the distortion factor, which can also be applied to describe the output current

waveform for inverter.
I 1,rms 1
DF =™ = > (14.9)
1, 1+ (THD)

The rms value (V) of the output voltage waveform shown in Figure 14.6(b) is

v 242

Lrms,p — 7‘/‘1 = 09 Vd: and Vnmz Vd (1410)

Vv =
1,rms \/5 T

By substituting the values in Equation 14.8, the value of total harmonic distortion
of the output voltage (THD) becomes 0.483. These terms are equally important for output
current. In practical inverters, the output current is considered to be high quality if THD
does not exceed 0.05 (5%).

The performance of the inverter can be analyzed by basic components of voltage
and current waveforms. The performance terms used for inverters are presented as:
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* Power efficiency, 1, of the converter , defined as

F

==L 14.11
P (14.11)

n

where P, and P, denotes the input power and output power of the converter,
respectively.
» Conversion efficiency, 1n,, of the converter, defined as

(14.12)

for AC output converters.
Symbol P, is the AC output power carried by fundamental components of
the output voltage and current.
* Input power factor, F = of the converter, defined as

F

p

I

(14.13)

where S, is the apparent input power. The power factor can also be expressed as
F,=k, k, (14.14)

Here, K, denotes the so-called distortion factor, as defined in Equation 14.9.
K is the displacement factor, that is, cosine of the phase shift, 0, between the
fundamentals of input voltage and current.

In an ideal power converter, all the three figures of merit defined above would nearly
equal unity.

The total harmonic distortion of the output voltage can be minimized by interspersing
states 1 and 2 with states 0 and 3 lasting, in the # domain, as shown in Figure 14.7.

The control laws yielding the optimal square-wave operating are

_{1forocd <O ST+,

0 otherwise
(14.15)

b Iformt+o, <ot<2m-—o,
0 otherwise

where o, is 23.2° for optimal square-wave operating mode. This gives 8% reduction in
fundamental output voltage, but total harmonic is reduced by as much as 40%, to 0.29.
There are various methods to improve the THD of the inverter output waveforms to achieve
the desired limits as per the power quality norms.

The quality of the operation of the inverter can further be improved by pulse width
modulation. These PWM techniques are dealt in the control scheme.

14.3.2 THReEe-PHASE INVERTERS
14.3.2.1  Six-Step Operation

Three-phase inverters generally are used to supply three-phase loads. It is possible to
supply a three-phase load by means of three separate single-phase inverters, where each
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Figure 14.7 Switching variables and output voltage and current waveforms in a single-phase
voltage-source inverter in the optimal square-wave mode.

inverter produces an output displaced by 120° with respect to each other. Though this
arrangement may be preferable under certain conditions, it requires either a three-phase
output transformer or separate access to each of the three phases of the load. In practice,
such access is generally not available and it requires 12 switches.

The power circuit of a three-phase voltage source inverter is obtained by adding a
third leg to the single-phase inverter, as shown in the Figure 14.8. Assuming, as before,
that of the two power switches in each leg (phase) of the inverter one and only one is
always on; that is, neglecting the time intervals when both switches are off (blanking time),
three switching variables a, b, and c can be assigned to the inverter. The total states of an
inverter are 23 (= 8), from state 0, when all output terminals are clamped to the negative
DC bus, though state 7, when they are clamped to the positive bus. The operating states
are shown in Figure 14.9(a).

It is easy to show that the instantaneous line-to-line voltages, V, 5, Vi, V,, are given by

Vs 1 -1 0][a
Ve |2V, 0 1 —1||b (14.16)
Ve -1 0 1flc

In balance three-phase systems, the instantaneous line to neutral output voltages,
Vv Vays and Vi, can be expressed as

Vol [0 0 [V
Vae =3[0 1 0| Ve (14.17)
Ven 0 -1 1|V
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Figure 14.8 Three-phase voltage source inverter.
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Figure 14.9 (a) Switching variables and output voltage waveforms in a three-phase voltage-source
inverter in square wave mode; (b) output voltage and current waveform in three phase voltage source
inverter in the square-wave mode.
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Table 14.2 States and Output Voltages of the Voltage
Source Inverter

States  Switching Variables V,,/V, V,./V, VIV,

0 000 0 0 0
1 001 0 -1 1
2 010 -1 1 0
3 011 -1 0 1
4 100 1 0 -1
5 101 1 -1 0
6 110 0 1 -1
7 111 0 0 0

From Equations 14.16 and 14.17, it is obtained

Vi 2 -1 -1][a
Vi =% -1 2 -1l|» (14.18)
Vey -1 -1 2|lec

If the 5-4-6-2-3-1-... sequence of states is imposed on an inverter, each state lasting
one sixth of the desired period of the fundamental output voltage, the individual line-to-
line and line-to-neutral voltages have waveforms shown in Figure 14.9(a). In this square
mode of operation, each switch of the inverter is turned on and off once within the cycle
of output voltage. The states and output voltages of the three-phase voltage source inverter
are presented in Table 14.2.

The output voltage and current waveform for one phase of the inverter are shown
in Figure 14.9(b). They are similar to those in a single-phase inverter in the same mode
and rich in low-order harmonics, except for the triple ones. A typical input current is
shown in Figure 14.10; it can be observed that its fundamental frequency is 6 times higher
than that of the output currents. The input current, i, is related to the output currents iy,
ig, and i as

i=aiy+big+cic (14.19)
; W
0 ot
T 21

Figure 14.10 Input current waveform in three phase voltage source in the square-wave mode.
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14.3.2.2  Voltage and Frequency Control

Normally, the inverter output voltage and frequency are controlled continuously. For
machine drive applications, the range of voltage and frequency control is wide. For a
regulated AC power supply, the frequency is constant, but the voltage requires control due
to supply and load variations. Inverter frequency control is very straightforward. The
frequency command may be fixed or variable, and it can be generated from a micropro-
cessor with the help of look-up table, hardware and software counters, and D/A converters.
Alternatively, a stable analog DC voltage may represent the frequency command, which
can be converted to a proportional frequency through a voltage-controlled oscillator (VCO)
and processed through counters and logic circuits. The stability of inverter frequency is
determined by the stability of the reference signal frequency and is not affected by load
and source variations. The inverter output voltage can, in general, be controlled by the
following two methods:

* Inverter input voltage control (pulse amplitude modulation, or PAM)
* Voltage control within the inverter by PWM

These methods have characteristic advantages and disadvantages. However, the
PWM method of inverter voltage control is the most common.
These inverters are further divided into the following three general categories:

1. Square-wave inverters
2. Single-phase inverters with voltage cancellation
3. Pulse width modulated inverters

14.3.2.3  Motoring and Regeneration Mode

An inverter can supply average power to the load in the usual inverting or motoring mode,
as shown in Figure 14.11(a). The phase current wave i, is assumed to have perfect filtering
by the load, and it is indicated with lagging phase angle ¢ = ©/3. In the first segment, the
phase voltage is positive, but the phase current is negative and flowing through the diode
D,, indicating that power is fed back to the source. In the next segment, the IGBT S, is
carrying the active load current. The next half cycle is symmetrical, and the respective
conduction intervals of D, and S, are shown in Figure 14.8. It may be inferred that if the
load is purely resistive or has unity Displacement Power Factor (¢ = 0), each IGBT
conducts for an angle of 7.

It can be shown that the inverter can also operate in rectification or regeneration
mode, pumping average power from the AC to the DC side. Figure 14.11(b) shows
waveform for regeneration mode at angle ¢ = 2m/3, indicating that the feedback interval
is considerably larger than the active interval. In the extreme condition, if ¢ = 7, the
inverter operates as a diode rectifier with only the diodes conducting.

14.4 CURRENT SOURCE INVERTERS

A current-fed or current-sourced inverter, as the name indicates, likes to see a stiff DC
current source at the input. This is in contrast to a stiff voltage source, which is desirable
in a voltage-fed inverter. A variable voltage source can be converted to a variable current
source by connecting a large inductance in series and controlling the voltage within a
feedback current loop. The variable DC voltage can be obtained from a utility supply
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Figure 14.11 Waveforms showing (a) motoring mode and (b) regenerative mode.

through a phase-controlled rectifier, or from a rotating excitation-controlled AC generator
through a diode rectifier, or from a battery-type power supply through a DC-DC converter.
With a stiff DC current source, the output AC current waves are not affected by the load
condition. The power semiconductor devices in a current-fed inverter must withstand
reverse voltage; therefore, standard asymmetric voltage blocking devices such as power
MOSFETs, BJTs, IGBTs, MCTs, and GTOs cannot be used. Symmetric voltage blocking
GTOs and thyristor devices should be used. The forward blocking devices can be used
with series diodes. The block diagram of a three-phase current-source inverter is shown
in Figure 14.12. The current-source inverter does not require any freewheeling diode, since

Rectifer DC link Inverter Load

—

W

L

F

Figure 14.12 Current-source inverter supplied from a controlled rectifier.
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current in any half-leg of the inverter cannot change its polarity; it can only flow through
the semiconductor power switches. The important feature of the current-source inverter is
that it prevents the overcurrents under the short-circuit in the inverter or load. The current-
sourced inverters are preferred for medium- and high-power rating drives. In many respects,
current-fed inverters are somewhat dual to voltage-fed inverters.

Typical applications of the current-fed inverters are:

* Speed control of large power induction and synchronous motors

* Variable frequency starting of 60 Hz wound-field synchronous motors
* High-frequency induction heating

* Superconducting magnetic energy storage (SMES)

* DC motor drives

» Static VAR compensators

* Active harmonic filters

14.5 CONTROL TECHNIQUES

The DC-AC conversion with inverters in single-phase and three-phase configuration are
utilized to realize the output sinusoidal voltage. The voltage source inverter is widely used
for low and medium rating AC drives. In voltage source inverters, the controlled variables
are the frequency and amplitude of the fundamental output voltage. The pulse width
modulation techniques for voltage-source inverters are used for either the output voltage
or output current control. The PWM techniques are broadly classified on the basis of
voltage-controlled or current-controlled techniques.

14.5.1 VoLtaGE ConTROL TECHNIQUE

It is possible to control the output voltage as well as optimize the harmonics content by
performing multiple switching within the inverter. In voltage controlled voltage source
inverters various PWM control techniques are used. There are many possible PWM
techniques available for single-phase and three-phase inverters. The relative performance
of these and the basic principle to control the output voltage are explained.

The desired characteristics of a PWM technique include:

1. Good utilization of the DC supply voltage; that is, a possibly high value of the
voltage gain, K, defined here as

V, '
K, = _ZLLLP(max) (14.20)
1%
d

where V,; | may denotes the maximum peak value of the fundamental line-to-
line output voltage available using the technique under consideration and V, is
DC bus voltage

2. Linearity of the voltage control, that is

Vieir(M)=M V| pnan (14.21)
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where M denotes the magnitude control ratio. As usual, the magnitude control
ratio is defined as the ratio of the actual output voltage (line-to-line or line-to-
neutral, peak or rms value) to the maximum available value of this voltage.

3. Low amplitudes of low-order harmonics of the output voltage, to minimize the
harmonic content of the output current.

4. Low switching losses in the inverter switches.

5. Sufficient time allowance for proper operation of the inverter switches and
control system.

14.5.1.1  Sinusoidal PWM (SPWM) Technique

The sinusoidal PWM technique is very popular for industrial converters. The basic prin-
ciple of the PWM technique involves the comparison of triangular carrier wave frequency
with the fundamental frequency sinusoidal modulating wave. The three-phase reference
waveforms, r,, rg, ¢, are presented as

ry(ot)=F (m,0t)

3 (wt)ZF(m,U)t—in] (14.22)

o () = F(m,cot+§n}

where F(m, of) denotes the modulating function employed, as compared with unity-
amplitude triangular carrier waveform, y(wf). The switching variables a, b, and c are
changed from 0 and 1 and 1 to O at every sequential intersection of the carrier and respective
reference waveform. The sinusoidal modulating function F(m, ®f) = m sin (m, of) used
in Figure 14.13 can be replaced with any other modulating function, such as the third

U L E O LI T o
I O [ | A A

0 0.0020.0040.0060.008 0.01 0.0120.0140.0160.018 0.02
T 2n

Figure 14.13 Sinusoidal PWM technique.
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Figure 14.14 Third-harmonic modulating function and its components.

harmonic. The magnitude control ratio, M, of the inverter equals the modulating index m.
This is the ratio of peak value of modulating wave to peak value of carrier wave. Ideally,
it can be varied between O to 1 to give linear relation between the modulating index and
output wave.

The switching variables a, b, and ¢ are used to control the switch in the inverter leg
so that the output follows the controlled output.

14.5.1.2  Modulating Function PWM Techniques

A PWM technique will be considered that is based on following control laws with various
modulating functions. These modulating function PWM strategies yield switching patterns
similar to those generated by the SPWM technique. The voltage gain (K,) as given equals
(V3 /2) 0.866 when the sinusoidal modulating function is used, but increases by employing
a different, nonsinusoidal modulating function. Since a modulating function determines
the duty ratios of converter switches, its amplitude may not exceed unity. It is possible to
build modulating functions consisting of a fundamental and triple harmonics only, such
that the fundamental has amplitude greater than unity.
A simple third harmonic modulating function is given by

F (m,ot) = \%m sin (or) + ésin (S(DI)} (14.23)

and shown in Figure 14.14 with its components, for m = 1.The fundamental is higher than
that of sinusoidal modulating function by 15.5%. The third-harmonic modulating function
is linear with respect to the modulation index, that is, expressible as F(m,wt) = mF,(mf).
Use of the third-harmonic modulating function results in a 7% increase of the maximum
available DC output voltage in comparison with that of the sinusoidal modulation.

The discontinuous modulating functions are also used. They are nonlinear with
respect to modulation index, m. The best known discontinuous modulating functions are
given by
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2m cos (;)t—E -1 forOS(\)z‘<E

3 3

1 forES(ot<gn
3 3

2m sin(mt—gj—l fOl‘%TES(Dt<TE
F (m,ot) = (14.24)

2mcos(u)t—§}+l fornSwt%n

-1 forinSmt<§n
3 3

2m sin(mt—g]+l for%nﬁmt<2n

This modulating function is illustrated in Figure 14.15 for m = 0, 0.25, 0.5, 0.75,
and 1. It can be seen that independently of the value of the modulation index, the total
time in which the modulating function is 1 or —1 equals one third of the cycle. According
to the laws, no switching takes place in each leg of the inverter the total of one third of
the cycle, significantly reducing the switching losses in comparison with the inverters
employing continuous modulating functions.

14.5.1.3  Voltage Space-Vector PWM Techniques

The space-vector PWM (SVM) method is an advanced, computation-intensive PWM
method. The concept of voltage space vector, originally devised for analysis of electrical
AC machines, is very well suited for control of modern three-phase power electronic
converters.

In three-wire three-phase systems, three-phase to two-phase conversion using parks
transformation does not lose any information. For the description of voltage space-vector

ot

ot

ot

ot

ot

0 1/3n  2/3n b 4/3n  5/3n b

Figure 14.15 Discontinuous modulating function.
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PWM it is convenient to convert voltage space vector in d-q format. The voltage space-
vector V with the components V, and V, are represented as

V=V,+jV, (14.25)
Then the three-phase sinusoidal and balanced voltages given by the equations

V,=V, cos wt
V, =V, cos (wt —2m/3) (14.26)

V.=V, cos (ot +2m/3)

are applied to a three-phase induction motor. It can be shown that space-vector V with
magnitude V,, rotates in a circular orbit at angular velocity ®, where direction of rotation
depends on the phase sequence of the voltages. With the sinusoidal three-phase command
voltages, the composite PWM fabrication at the inverter output should be such that the average
voltage follows these command voltages with minimum amount of harmonic distortion.

In three-phase bridge inverter, there are 23 (= 8) permissible switching states. This
gives a summary of the switching states and corresponding phase-to-neutral voltages of
an isolated neutral machine. Consider, for example, state 1, when switches S,, S¢, and S,
are closed in the inverter (see Figure 14.8). In this state, phase A is connected to the
positive bus and phases B and C are connected to the negative bus. The simple circuit
solution indicates that V,, = 2/3 V,, V,, = —-1/3 V,, and V, = —1/3 V,. The inverter has
six active states (1-6) when voltage is impressed across the load, and two zero states
(0 and 7) when the machine terminals are shorted through the lower devices or upper
devices, respectively. The set of phase voltages for each switching state can be combined
with help of equations to derive the corresponding space vectors. The graphical derivation
of V, (100) in Figure 14.16 indicates that the vector has a magnitude of 2/3 V, and is
aligned in the horizontal direction as shown. In the same way, all six active vectors and
two zero vectors are derived and plotted in Figure 14.17(a).

V= % (Vi + aViy +0*Vey |

(14.27)

a=é and a’>=e

The active vectors V,,(000) and V, (111) are at the origin. For three-phase, square-
wave operation of the inverter, it can be easily verified that the vector sequence is V|, V...
V, with each dwelling for an angle of 7/3, and there are no zero vectors. Considering the
undermodulation region, the inverter transfer characteristics are normally linear. The

a

21/3
v /3
2Vy/3 2Vy/3
VAN Vg —— V, (100)
Vy/3
—21/3
a

Figure 14.16 Construction of inverter space vector.
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Figure 14.17 (a) Space vectors of a three-phase bridge inverter; (b) corresponding reference
phase voltage wave.

modulating command voltages of three-phase inverters are always sinusoidal; therefore,
they constitute a rotating space vector V¥, as shown in Figure 14.17(b). The figure shows
the phase a component of the reference wave on the six-step phase voltage profile. For
the location of the V* vector shown in Figure 14.17 as an example, a convenient way to
generate the PWM output is to use the adjacent vectors V, and V, of sector 1 on a part-
time basis to satisfy the average output demand. The V* can be resolved as, where V,, and
V,, are the components of V* aligned in the direction of V, and V,, respectively. Considering
the period 7, during which the average output should match the command, we can write

a vector addition

t,

* t t
V=V +V,=V,-2+V, 2 +V or V. 14.28
a b 17-; 27-;. 0 7]—; ( )
where
Vaziv* sin(n—oc] and v,,:iv* sin o
W3 3 V3
V'T.=Vt,+V,t, +(V, or V,)t, (14.29)
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Figure 14.18 Construction of symmetrical pulse pattern for three phases.

where
tazﬁTC; tbzﬁTc and to:Z‘_(ta+tb)
Vi Vi

Note that the time intervals 7, and ¢, satisfy the command voltage, but time ¢, fills
up the remaining gap for 7, with the zero or null vector. Figure 14.18 shows the construction
of the symmetrical pulse pattern for two consecutive 7, intervals that satisfy Equation
14.29. Here, T, = 2T, = 1/f, (f, = switching frequency) is the sampling time. Note that the
null time has been conveniently distributed between the V,, and V, vectors to describe the
symmetrical pulse widths.

In the undermodulation region shown in Figure 14.17(b), the vector V* always
remains within the hexagon. The mode ends in the upper limit when V* described the
inscribed circle of the hexagon. Let us define a modified modulation factor m” given by

. (14.30)
Vl,sw

where V* = vector magnitude, or phase peak value, and \A/l,sw = fundamental peak value
(2V, /) of the square-phase voltage wave. The m’ varies from O to 1 at the square-wave
output. From the geometry of the figure, the maximum possible value of m” at the end of
the under-modulation region can be derived. The radius of the inscribed circle can be
given as

5

v =%Vd cos(’éj:O.SW v, (14.31)

m
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Therefore, m” at this condition can be derived as

=200 = 0,907 (14.32)

This means that 90.7% of the fundamental at the square wave is available in the
linear region, compared to 78.55% in the sinusoidal PWM.

14.5.1.4  Programmed PWM Techniques

The best compromise between efficiency and quality of inverter operation is achieved in
programmed or optimal switching pattern PWM techniques. The undesired lower order
harmonics can be eliminated from the square wave, and the fundamental voltage can be
controlled by using selected harmonic elimination method. To understand their principle,
consider the switching pattern for phase A, as shown in Figure 14.19. The a(wr) waveform
has both the half-wave symmetry and quarter-wave symmetry. Consequently, the full-cycle
switching pattern is uniquely determined by switching angles o, through o, in the first
quarter-cycle. These angles, whose number, K, here 4 is arbitrary, are the primary switching
angles.

The half-wave symmetry of waveforms of switching variables results in the absence
of even harmonics as well, while the quarter-wave symmetry allows expressing amplitude
of the Kth harmonic, Apps of a(wr) as

k .
Ap = ,:;[2(—1)'_1 cos(kor,) — ;} (14.33)

i=1

It can be seen that the amplitude of each harmonic depends on all the primary
switching angles. The most common approach to the definition of optimal values of
primary switching angles is called a harmonic-elimination PWM technique. It consists of

setting A; , to MA| ., Where M is the magnitude control ratio and A, ,,,, denotes the
L a : :
17 — — 1 M
| | |
0 e a a
T n2 T 3n/2 2n

04 o Olg Oy

Figure 14.19 Switching pattern with the half-wave and quarter-wave symmetry.
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maximum amplitude of the fundamental available with the given number of switching
angles. Amplitudes, A; ,, A; ,, Ay, ... of the K-1 lowest order odd and non-triple harmonics
are set to zero. For instance, if K = 5, the maximum available amplitude of the fundamental,
A pmax)» of a(wr) is 0.583 and the 5th, 7th, 11th, and 13th harmonics can be eliminated,
leaving the 17th as the lowest-order one.

In practice, computation of optimal switching angles is so time consuming that it
cannot be done in real time. Therefore, sets of values of switching angles for each required
value of the magnitude control ratio must be stored in the memory of a digital control
system of an inverter. Besides the large memory, the disadvantage of programmed PWM
techniques manifests itself in disruption of the optimal switching patterns, with rapid
changes of the reference frequency or magnitude of the output voltage. Therefore, practical
applications of these techniques are limited mostly to an uninterrupted AC power supply,
which operates with a constant output frequency and narrow range of voltage control.

14.5.2 CuURRENT CoNTROL TECHNIQUE

The methods of inverter switching discussed earlier are of feed forward voltage control
PWM techniques. In a machine drive system, control of machine current is important
because it influences the flux and developed torque directly. High-performance drives
require current control. For a voltage-fed inverter with voltage control PWM, a feedback
current loop can be applied to control the machine current.

High-performance current control is a challenging task because in most practical
cases the inverter load is unknown and varying. A successful current control technique
should ensure:

1. Good utilization of the DC supply voltage, meant here as the feasibility of
producing a possibly high current in a given load

2. Low static and dynamic current-control error, thought of as the difference
between the reference and actual output currents in the steady state and under
transient conditions

3. Low switching losses in the inverter, a requirement that can be translated into
a need for possibly infrequent switching of inverter switches

4. Sufficient time allowance for proper operation of the inverter switches and
control system

Following four classical approaches to the current control in three-phase control in
three-phase inverters are discussed.

14.5.2.1  Hysteresis Current Control

Hysteresis band PWM is basically an instantaneous feedback current control method of
PWM, where the actual current continually tracks the command current within a hysteresis
band. A block diagram of a voltage-source inverter with the simplest version of the so-
called hysteresis control of output currents is shown in Figure 14.20(a). The output currents
iy, ip and i of an inverter are sensed and compared with the respective reference current
waveforms i, ip, and i.. Current errors Ai,, Aip, and Ai. are applied to current controllers
that produce switching variables a, b, and ¢ for the inverter. The a = f (Ai,) characteristic
of a current controller for phase A of the inverter is shown in the Figure 14.20(b). The
characteristics constitute a hysteresis loop described as
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Figure 14.20 Hysteresis current control of inverter.
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0 if AZA < 7

a= P (14.34)
1 if Aiy>—
2

where h denotes the width of the loop. If —#/2 < Ai, < h/2, the value of variable a remains
unchanged. The loop width, h, can be thought of as the width of a tolerance band for the
controlled current, i,, since as long as the current error, Ai,, remains within this band, no
action is taken by the controller. If the error is too high (i.e., the actual current is lower
from its reference waveform by more than h/2), variable a assumes a value of 1. This
makes the voltage V,, equal to or greater than zero, which is a necessary condition for
current i, to increase. Analogously, switching a to zero when the output current is too
high causes V,, to be equal to or less than zero, which is conductive for i, to decrease.

The hysteresis control is excellent for a fast response of an inverter to rapid changes
of the reference currents, since the current controllers have negligible inertia and delays.
When the amplitude, frequency, and phase of reference currents are simultaneously
changed, it is only the time constant of the load that limits the speed of the transition of
the current to the new waveform.

14.5.2.2  Ramp-Comparison Current Control

The hysteresis control systems are characterized by unnecessarily high switching frequen-
cies, especially at low values of the magnitude control ratio, since the three current
controllers act independently from each other. Also, the somewhat chaotic operation of
the inverter is often perceived as a disadvantage. To stabilize the switching frequency, the
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Figure 14.22 Current regulated delta modulation scheme for current controlled voltage source
inverter.

so-called ramp-comparison control can be employed. A block diagram of this control
scheme is shown in Figure 14.21 for phase A of an inverter.

The current error, Ai, = iy — i,, is applied to the input of a linear controller, usually
of the proportional-integral (PI) type. The output signal of the controller is, in turn,
compared with a triangular ramp signal, y, similar to that used in the carrier-comparison
PWM technique for voltage-controlled inverters. The difference, Z,, of those two signals
activates a comparator, which generates the switching variable a according to the equation

a= {0 i z,=0 (14.35)
1 if Z,>0

Identical control loops are used for the other two phases. The ramp-comparison
control can be thought of as the carrier-comparison PWM technique with the processed
current error, Ai’;, as the modulating function. If, for instance, i, < i}, that is, voltage V,y
should be increased to boost current i/, switching variable a is modulated by signal i} in
such a manner that wide pulses are interspersed with narrow notches.

The ramp-comparison technique, which is usually implemented in an analog system,
is so-called current-regulated delta modulator, a common discrete PWM scheme. In the
inherently digital delta modulator, the ramp signal is replaced with a sample-and-hold
circuit, which allows fixing the switching frequency of the inverter, which is shown in
Figure 14.22.

14.5.2.3  Predictive Current Control

An optimal switching pattern for a given set of values of the reference currents could be
determined if parameters of the load were known. This assumption underlines the principle
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Figure 14.23 Linear control scheme for current controlled voltage source inverter.

of the so-called predictive current controllers. Two basic types of these controllers mini-
mize either the average switching frequency, f,,, or the total harmonic distortion of the
controlled currents at a fixed value of f,,. In each step of operation, based on the response

of the load to known voltage changes, a predictive controller performs estimation of the
load parameters to optimize selection of the next state of the inverter.

14.5.2.4  Linear Current Control

In the three control schemes described above, the current feedback directly enforces
switching patterns in the inverter. A different, indirect approach, illustrated in Figure 14.23,
involves traditional linear controllers, typically of the PI type. The space-vector version
of hysteresis control, the reference current is expressed as a space-vector i*, whose com-
ponents, i, and i,, serve as reference signals for the respective components, i, and i,, of
the actual current vector, i. Control errors, Ai, and Aiq, are converted by the linear con-
trollers into components, V, and V,, of the voltage reference vector V, to be realized by
the inverter using the voltage space-vector PWM technique.

14.6 MULTILEVEL INVERTERS

The three-phase voltage source inverters can be classified as two-level inverters. The two-
level term has arisen from the fact that the voltage at any output terminal can only assume
two values. While operating, the switches of an inverter connect each terminal to either
the positive or negative DC bus. Consequently, the line-to-line voltage can assume three
values only, and the line-to-neutral voltage five values. This, particularly in the square-
wave mode, limits the available control options for minimizing the distortion of the voltage
waveform. If more than two voltage levels were obtainable at the output terminals, the
output voltage waveforms could be shaped to better resemble the sine wave.

If the fundamental output voltage and corresponding power level of PWM inverter
are to be increased to a high value, the DC link voltage must be increased and the devices
must be connected in series. By using matched devices in series, static voltage sharing
may be somewhat easy, but dynamic voltage sharing during switching is always difficult.
This problem may be solved by using multilevel, or neutral-point clamped (NPC), inverters.
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Figure 14.25 Three-level, three-phase inverter.

The basic concept of a multilevel inverter is illustrated by considering a five-level
generic inverter, as shown in Figure 14.24. The four capacitors, C, through C,, make up
a voltage divider, which constitutes a DC link for the inverter. The center node of the
divider and one terminal of the load are grounded. Five switches, S, through S;, of which
one and only one is assumed to be on at any time, allow applying any of the five fractional
voltages, V, through V, to the nongrounded load terminal. Thus the output voltage, V,,
could assume any of these five values, including V,= V; = 0. Generally, for a generic
n-level inverter output is given as,

Vo=V,
where j =1, 2, ..., n.

The unidirectional semiconductor devices in practical multilevel inverters impose
somewhat more complicated topologies. The power circuit of the so-called three-level
neutral clamped inverter is shown in Figure 14.25 using IGBTs. The DC link capacitor C
has been split to create neutral point o.

Each of the three legs of the inverter is composed of four semiconductor power
switches, S, through S,; four freewheeling diodes, D, through D,; and two clamping diodes,
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D, and Dq. The necessity of clamping diode is easy to demonstrate by considering what
would happen if, for instance, diode D; was missing (that is, replaced with a short), and
switch S, was turned on. Clearly, capacitor C,, serving as a voltage source, would then
be shorted. Similarly, diode D4 prevents shorting C, by switch S,.

Theoretically, the four switches in each inverter leg imply the possibility of 2 states
of a leg, and 2'? states of the whole inverter. In practice only 3 states of a leg are used,
which makes for a total of 27 states of the inverter. A ternary switching variables can thus
be assigned to each inverter phase and, for phase A, defined as

0if S,,S, are OFF and S;, S, are ON
a=41if §,,S, are OFF and §,, S; are ON (14.36)
2if §,,S, are ON and S,, S, are OFF

It is possible to express the voltage of a given output terminal of the inverter, with
respect to neutral o, expressed in terms of the associated switching variable and input
voltage. For instance, the voltage, V, terminal A is

V, = v, (14.37)

Vs v -1 0||a
Vie |= 7‘1 0 1 -1]|b (14.38)
Vea -1 0 1||c

And the line-to-neutral voltage by
Vv v 2 -1 -1f|la
Vin |= ?" -1 2 -1]|b (14.39)
Vew -1 -1 2|c

Practical control methods allow only change only from O to 1, 1 to 2, and vice versa
for each switching variable, while transition from O to 2 and 2 to O are forbidden. This
ensures smooth commutation and reduces the chances for a shoot-through, since out of
the four switches in a leg only two change their conduction states simultaneously. The
DC voltage is shared by at least two switches, so that their voltage rating can be lower
than those of switches in a regular, two-level inverter.

Space vectors of the line-to-neutral voltages across a wye-connected load, corre-
sponding to individual states of the inverter, are shown in Figure 14.26. Comparing the
vector diagram with that in Figure 14.17(a) for the two-level inverter, it is easy to guess
that the 18-21-24-15-6-7-8-5-2-11-20-19-... state sequence (each state maintained for
one 12th of the desired cycle of output voltage) represents the square-wave operation mode.

The corresponding waveforms of switching variables and output voltages of the
inverter are shown in Figure 14.27. Although the voltage gain is 1.065, that is, slightly
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Figure 14.26 Voltage space vectors in a three-level neutral clamped inverter.

Figure 14.27 Switching variables and output voltage waveforms in three-level neutral clamped
inverter in square-wave mode.

lower than 1.1 for a two-level inverter, higher quality of the output waveforms in the three-
level inverter is obvious. Even higher quality of operation can be achieved by pulse width
modulation, with lower switching frequencies than those typical for two-level inverters.
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14.7 HARD SWITCHING EFFECTS

The conversion of DC-to-AC through the semiconductor switches is obtained by hard
switching. The overall performance is subjected to the speed of switching. Due to high-speed
power switching, devices generate high-voltage slew rates (dv/dt) and high common mode
voltages, causing some serious problems such as premature winding failures, ground
leakage currents, shaft voltages and bearing currents, and conducted or radiated electro-
magnetic interference. They have a number of detrimental effects, which are briefly
reviewed here.

14.7.1 SwitcHING Loss

All semiconductor devices are operated through the switching circuitry. The overlapping
of voltage and current waves during each turn-on and turn-off switching cause a large
pulse of energy loss. With an RC snubber, turn-off loss can be decreased, but the stored
energy in the capacitor is lost at turn-on switching. Therefore, with a snubber, the total
switching loss may increase. With higher switching frequency, inverter loss increases; that
is, its efficiency decreases. The PWM switching frequency of an inverter is limited because
of switching loss.

14.7.2 Device STRESS

In hard switching, the switching locus moves through the active region of the volt-ampere
area, which stresses the device. The reliability of the device may be impaired due to
prolonged hard switching operation. A snubber circuit reduces power loss in the device
during switching and protects the device from switching stress of high voltage and currents.

14.7.3 EMI ProBLEMS

High dv/dt, di/dt, and parasitic ringing effect at the switching of a fast device can create
severe EMI problems, which may affect the control circuit and nearby apparatus. The
parasitic inductance can be a source of EMI due to large induced voltage and induced
common mode coupling current, respectively.

14.7.4 EFFecCT ON INSULATION

The high dv/dt impressed across the stator winding insulation can create large displacement

dv . . .. .
current (C d} which can deteriorate machine insulation.
t

14.7.5 MacHINE BEARING CURRENT

It is observed that PWM inverter drives with fast switching semiconductor devices are
known to cause a machine bearing problem. Fast switching devices create high dv/dt, and
inverters can be represented by common mode equivalent circuits with high dv/dt sources.
These dv/dt sources create circulating currents to ground through the machine bearing
stray capacitances, as indicated in Figure 14.28. The figure shows the stray capacitances
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Figure 14.28 Common mode dv/dt induced current flow-through motor bearing.

linking a machine’s stator winding with the rotor and the stator. The common mode dv/dt
impressed on the stator winding couples to the rotor and creates a circulating current to
the ground through the machine shaft and stray capacitances of the insulated bearing. The
circulating current through the bearing will increase with higher dv/df and higher PWM
switching frequency. This causes the bearing to wear out and in turn cause damages to
the machine.

14.7.6 MacHINE TERMINAL OVER VOLTAGE

The PWM inverters are often required to link a machine with a long cable, in an industrial
environment. The high dv/dt at the inverter output boosts the machine terminal voltage by
the reflection of the high-frequency traveling wave. High-frequency ringing occurs at the
machine terminal with stray circuit parameters. The resulting excessive overvoltage threat-
ens the motor insulation.

The high dv/dt effect is essentially shunted to ground through the low pass filter.
The filter also solves bearing current and machine insulation deterioration problems. These
hard switches are essential to design the inverter and selection of the device ratings.

14.8 RESONANT INVERTERS

The disadvantage of the hard switching effects as discussed can be practically eliminated
in a soft-switched inverter. In fact, resonant inverters featuring soft switching can be used
for AC drive applications.

14.8.1 SofFT-SwiTCHING PRINCIPLE

The switching devices absorb power when they turn on or off if they go through a transition
when both voltage and current are nonzero. As the switching frequency increases, the
transition occurs more often and average power loss in the device increases. High switching
frequencies are desirable because of the reduced size of filter components and transforms,
which reduces the size and weight of the converter. In resonant switching circuits, switch-
ing takes place when voltage or current is zero, thus avoiding simultaneous transition of
voltage and current and thereby eliminating switching loss. This type of switching is called
“soft” switching. The principle of soft switching using zero current switching (ZCS) and
zero voltage switching (ZVS) is shown in Figure 14.29.
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Figure 14.29 Zero voltage zero current and hard switching v-i locus.

It was shown before that in hard switching, the voltage and current overlap to create
large switching loss. The main idea in soft switching is to prevent or minimize this overlap
so that the switching loss is minimal. In ZCS, when the device turns on, the current build-
up can be delayed with series inductance. Similarly, at turn-off, the current may be zero
when device voltage builds up.

Resonant converters includes resonant switch converters, load resonant converters,
and resonant DC link converters. In general, they may be DC link or AC link types. The
DC link types can be classified as resonant link DC (voltage-fed or current-fed) and
resonant pole DC inverters. Voltage-fed resonant link inverters can be further classified as
free resonance and quasi-resonance types. The AC link types can be classified as resonant
link and nonresonant link type. The most common types of topology used for AC motor
drives are explained in next section.

14.8.2 ResonanT Link DC Converter (RLDC)

A voltage-fed inverter that operates on free running resonance (tens of kilohertz) in the
DC link is shown in Figure 14.30. The DC voltage source V,, obtained from a battery or
through a rectifier, is converted to sinusoidal voltage pulses (V) with zero voltage gap on
the inverter bus through an L, C, resonance circuit. The gap permits zero voltage soft
switching of the inverter devices. The variable voltage, variable frequency waves at the
motor terminal can be fabricated by delta modulation principle using the integral voltage
pulses. To establish the resonant bus voltage pulses, an initial current in the resonant
inductor L, is needed for the compensation of the resonant circuit loss and reflected inverter
input current. This current can be established to the appropriate values during the zero
voltage gap by shorting the inverter devices.

The bus voltage (higher than V;) can be controlled by either a passive or active
clamping technique. In the passive clamping method, a transformer with a series diode in
the secondary is connected across the inductor L, and, as the voltage tends to exceed a
threshold value, the diode conducts, pumping the inductor’s trapped energy to the source.
In this method, the peak DC link voltage V, can be limited typically to 2.5 V,. Using the
active clamping method, as shown in Figure 14.30, the peak value can typically be limited
to 1.5 V,. At the end of the zero voltage gap, when the desired initial current is reached,
the selected devices of the inverter are opened to established the output phase voltages,
as dictated by the PWM algorithm.
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Figure 14.30 Resonant DC link inverter with active voltage clamping.

At the end of resonant cycle, the inverter diode provides a path for negative current
in the gap interval. The active clamping circuit consists of a precharged capacitor in series
with an IGBT-diode pair, as shown, and its operation can be explained as follows: On
releasing DC bus short, the link voltage swings towards its natural peak. However, on
reaching the voltage level kV,, diode D conducts and clamps bus voltage at this level.
With D conducting, S is turned on in lossless manner. The trapped inductor current linearly
decays to zero and then becomes negative through S to balance the capacitor charge. At
current zero, S is turned off to initiate the resonance again until the bus voltage falls to
zero. The circuit has the disadvantage of a voltage penalty on the devices, besides the
need of extra components and additional loss in the resonant circuit.

14.9 AUXILLARY AUTOMOTIVE MOTORS CONTROL

The trend for comfort and convenience features in today’s cars means that more electric
motors are required than ever. It is estimated that up to 30 motors may be used in top-
range models of modern cars. All these motors are activated or deactivated from the
dashboard and supplied from the battery. However, the alternator is used for charging the
battery.

Motor design for automobile applications represents an attempt at achieving the
optimum compromise between conflicting requirements. The torque/speed characteristics
demanded by the application must be satisfied while taking account of the constraints of
the materials, of space, and of cost. There are four families of DC motors that are, or have
the potential to be, used in automobiles:

¢ Wound Field DC Commutator Motors

e Permanent Magnet (PM) DC Commutator Motors
¢ PM Brushless Motors

¢ Switched Reluctance Motors
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Basic motor drive configuration depends on the type of the motor. These are broadly
categorized under commutator and switched field motors.

14.9.1 Commutator MoTORS

Both permanent magnet and wound field commutator motors can be controlled by a switch
in series with the DC, supply as shown in Figure 14.31. When motor is switched off, it
may be running. If so, the motor acts as a voltage source and the rotating mechanical
energy must be dissipated either by friction or by being transformed into electrical energy
and returned to the supply via the inherent anti-parallel diode of the MOSFET.

Reversing the polarity of the supply to a commutator motor reverses the direction
of the rotation. This usually requires an H bridge configuration, as shown in Figure 14.32.
Its operation is similar to that of the H-bridge inverter circuit shown in Figure 14.6.
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Figure 14.31 Commutating motor switch.
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Figure 14.32 H-bridge using MOSFETs.
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Figure 14.33 (a) Brushless motor drive with six switches; (b) brushless motor drive with three
switches.
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Figure 14.34 Four MOSFET switched reluctance motor drive.
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14.9.2 SwitcHED FiELb MoToORS

The PM brushless motors typically require six switches to generate the rotating field, as
shown in Figure 14.33(a). Motors that operate at lower power density can be driven from
three switches. The circuit in Figure 14.33(b) shows a low-side switch version of such a
drive. A similar arrangement with high-side switches would be possible.

Switch reluctance motors may as few as 4 or as many as 12 switches to generate
the rotating field. The 4-switch configuration is shown in Figure 14.34. The speed and
direction of all switched field motors is controlled by the timing of the pulses. In the case
of brushless DC machines, these timing pulses can be derived from a dedicated IC. Rotor
position sensing required may be obtained by using magnetoresistive sensors to determine
which windings should be energized. Compared to a DC commutator motor, the power
switches for a brushless motor are required to perform a tougher duty, because they must
switch at every commutation. PWM speed control pushes up the required switching speed.

These strategies of motor controls are implemented by way of analog and digital
circuits. The analog control circuit possesses the advantage of fast response, but suffers
the disadvantages of complex circuitry, limited function, and difficulty in circuit modifi-
cation. With the progress in motor control and microelectronics technologies, the devel-
opment of universal AC drives had become a major trend. High-performance, low-cost
digital signal processors (DSPs) are used in digital PWM control and digital current control
for AC drives. These control schemes have the advantages of simple circuitry, software
control, and flexibility in adoption to various automotive applications.
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GLOSSARY

BJT:
CSI:

Bipolar junction transistor
Current source inverter

DF: Distortion factor

DPF:
DSP:

Displacement power factor
Digital signal processors

GTO: Gate turn-off thyristor

IGBT:

Insulated-gate bipolar junction transistor

M: Modulation index

MCT: Metal oxide silicon-controlled rectifier
MOSFET: Metal oxide silicon field effect transistor
PAM: Pulse amplitude modulation

PWM: Pulse width modulation

SCR:

Silicon-controlled rectifier

THD: Total harmonic distortion
VCO: Voltage controlled oscillator

VSI:

ZCS:
ZVS:

Voltage source inverter
Zero current switching
Zero voltage switching
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AC/AC Converters

Mehrdad Kazerani

University of Waterloo, Waterloo, Ontario, Canada

15.1 INTRODUCTION

In this chapter, AC/AC converter refers to a static frequency changer mainly made up of
semiconductor switches, which is used to convert the AC power at a given frequency to
the AC power at a desired frequency.

AC-to-AC conversion can be indirect or direct depending on whether or not the
process includes an intermediate DC stage (DC link). Frequency conversion can be
restricted or unrestricted, depending on whether or not the achievable output frequency
range is limited by the input frequency. Depending on the application, an AC/AC converter
can accommodate conversion from a variable frequency to a fixed frequency or vice versa.

Since the introduction of the first mercury-arc static frequency changer prototype in
the early 1930s [1], the advances in semiconductor technology, power electronics, and
control theory have resulted in a huge progress in the performance and applications of
AC/AC converters. Static frequency changers find applications in AC motor drives and,
thus, in the automotive industry, which is moving towards more electric vehicles (MEVs).
With an internal combustion engine (ICE) driving a synchronous or induction generator,
the AC/AC converter can convert the AC power produced to variable frequency AC power,
which will be used to drive the motor engaged with the wheels at the desired speed.

The following sections introduce different established AC/AC converter topologies
together with their advantages, disadvantages, and restrictions. The objective of this chapter
is to familiarize the reader with the established AC/AC converter topologies and their
potentials in the automotive industry, especially with regard to hybrid electric vehicles
(HEVs). The references cited in this chapter provide sources of detailed information for
further study.
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15.2 AC/AC CONVERTER TOPOLOGIES

AC/AC converter topologies fall under two major categories, indirect and direct. In the
following sections, these topologies will be described.

15.2.1 Inbirect AC/AC CONVERTER

Indirect or DC-link AC/AC converters are composed of two back-to-back voltage- or
current-source converters, connected via a DC-link capacitor or reactor. Figure 15.1 and
Figure 15.2 show the schematic diagrams of the voltage- and current-source converter-based
indirect AC/AC converters. The switches S,,, S,., ..., Sc. in Figure 15.1 and Figure 15.2
are unidirectional switches, respectively.

The indirect AC/AC converter topology has also been called rectifier-inverter pair.
Depending on the mode of operation being “motoring” or “regenerative breaking,” one of
the two back-to-back converters assumes the role of a “rectifier,” and the other converter
will act as an “inverter.” The two converters in each topology can be controlled using
phase-control, pulse-width modulation (PWM), space vector modulation (SVM), or selec-
tive harmonic elimination (SHE) technique. The DC terms, V, and I,, in voltage- and
current-source converter-based topologies, respectively, are regulated by closed-loop con-
trol systems to ensure input/output real power balance.

The advantages of the indirect AC/AC converter topology lie in its low number of
components, its simplicity of control, the possibility of simultaneous input power factor
control and output vector control, the ride-through capability due to the existence of a
DC-link energy storage element, and the immunity to the adverse effects of harmonic
distortion and imbalance in the input voltage.

The disadvantages of the indirect AC/AC converter topology lie in the presence of
the DC-link reactive elements that add to the weight, size, and cost of the scheme, and
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Figure 15.1 Voltage-source converter-based indirect AC/AC converter.
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Figure 15.2 Current-source converter-based indirect AC/AC converter.
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the fact that a high DC-link voltage (V, > 1.634 V,, for two-level PWM voltage-source
converter-based topology) or current (I, > 1.616 I for three-level PWM current-source
converter-based topology) has to be maintained in order to be able to produce the required
output AC voltage and current over the entire operating range, thus adding to the losses
and device ratings. If the instantaneous input/output power balance is maintained through
implementation of a proper control strategy, the need for energy storage in the DC-link
can be dramatically reduced, leading to a quasi-direct AC/AC converter [2]. Also, if the
DC-link current in the current-source converter-based topology is adjusted based on the
load requirements, the losses due to high DC-link currents can be minimized.

Current-source converter-based AC/AC converters are used for medium- to high-
power motor drives, especially if a long cable is needed between the converter and the
motor in applications such as submerged pumps. In this situation, a voltage-source con-
verter-based AC/AC converter is not appropriate, as the output pulsed-voltage traveling
wave can result in destructive overvoltages at the motor terminals. This can damage the
insulation of the motor windings in the first few turns unless specially designed motors,
which are more expensive than the ordinary ones, are used. Voltage-source converter-based
AC/AC converters are more commonly used as AC motor drives and are more likely to
be used in hybrid electric vehicles due to their higher efficiency and possibility of using
a battery directly across the DC link for energy storage. The lower efficiency of current-
source converter-based topology is attributed to the higher conduction losses in this
topology due to the presence of diodes, which are placed in series with the switches to
enhance the reverse voltage withstand capability, as well as the fact that the DC-link
inductors are more lossy than the DC-link capacitors. Figure 15.3 and Figure 15.4 show
the block diagrams of the HEV series and parallel designs that can be realized by the
voltage-source converter-based AC/AC converter topology.

ICE — G |— Rec Inv. — M/G |— Wheel
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Figure 15.3 HEYV serial design based on voltage-source converter-based AC/AC converter.
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Figure 15.4 HEYV parallel design based on voltage-source converter-based AC/AC converter.
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Indirect AC/AC converter is an unrestricted frequency changer, as the output fre-
quency is independent of the input frequency. When operating at a moderately high
switching frequency, the qualities of the input and output waveforms are very high, with
no low-order harmonics and, thus, minimal filtering requirements. Also, the dynamic
response will be faster due to higher control bandwidth. In order to enjoy the benefits of
high switching frequency while avoiding high switching losses and electromagnetic inter-
ference (EMI), soft-switched high-frequency converters have been proposed based on
parallel resonant DC-link (RDCL) and series RDCL [3]. Even though the resonant topol-
ogies feature better performance and higher power density, they are not as established as
the original hard-switched voltage- and current-source converter-based topologies and are
known to have lower reliability and higher cost [3].

15.2.2 Direct AC/AC CONVERTER

In direct AC/AC converter topology, the DC-link reactive element is eliminated, allowing
for a more compact design. However, the number of components will be higher compared
with that of the rectifier-inverter pair. Furthermore, the system lacks ride-through capability.

Direct AC/AC converters are divided into two major categories, naturally and forced-
commutated cycloconverters.

15.2.2.1 Naturally Commutated Cycloconverter (NCC)

Figure 15.5 shows the schematic diagram of a three-phase-to-three-phase NCC. NCCs are
based on the mature technology of SCRs (thyristors) and are operated under phase-control
technique. NCCs are considered to be more efficient, less costly, and lighter than the
rectifier-inverter pair AC/AC converters [4]. The high-power handling capability of SCRs
makes the NCC the natural choice for high-power frequency changers. The operational
limitation of NCC is in the output frequency. In order for the variation of the firing angles
of the SCRs in the NCC to follow the typical sequence of commutation between the
successive phases, the output frequency has to be lower than or equal to one third of the
input frequency, making NCC a restricted frequency changer. This limitation will not be
an issue when the input-to-output frequency ratio is high, as is the case when AC power
is generated by high-speed generators. This high frequency ratio results in very high-
quality output waveforms, as well as very fast dynamic response. On the other hand,
operating at high input frequency asks for high-speed SCRs, which are more expensive.
The other advantage of NCC is in the inherent zero-current switching (ZCS) capability
of SCRs, resulting in low switching losses. In contrast to NCC, a hard-switched rectifier-
inverter pair suffers high switching losses.

NCC is based on the dual converter topology and may be operated under circulating-
current or noncirculating-current control. Figure 15.6(a) and Figure 15.6(b) show the
schematic diagrams of one phase of the circulating current and noncirculating current
NCC topologies, respectively. In the circulating current NCC, both P and N converters
are operated simultaneously, where the firing angles of the thyristors in the two converters
are related through o, = 180° — . As in this case, the instantaneous DC-side voltages
of the two converters are different, even though the average values are the same, inductors
are used on the DC side between the two converters to make the connection of two unequal
voltages possible and limit the circulating current. In the noncirculating current NCC, the
P converter is operated at the firing angle oo when the load current is positive, whereas
the N converter is operated at the firing angle o, = 180° — o, when the load current is
negative. The noncirculating-current NCC, which has been referred to as the practical
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Figure 15.6 (a) Circulating current NCC; (b) noncirculating current NCC.

cycloconverter [5], due to its higher efficiency and more compact design, is potentially
more feasible in hybrid electric vehicles. The control of the firing angles of the SCRs in
the dual converters is based on the cosine-wave intersection method [6,7]. In this method,
a sinusoidal modulating signal of amplitude between O and 1 at the desired output fre-
quency is intersected with a timing cosine waveform of amplitude 1 at the input frequency.

The firing angle o is then calculated as the angle corresponding to the points of intersection
of the modulating signal with the falling edges of the timing signal in different cycles
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Figure 15.7 Cosine-wave intersection method.

Figure 15.8 Typical output voltage waveform of NCC.

(Figure 15.7). The firing angle is updated once in every cycle of the input signal. This
means that in NCC, the control bandwidth is limited by the input frequency. The local
average of the output voltage of the noncirculating current NCC is given by 1.35 V,, cos
o, [6], where V;, is the rms value of the line-to-line input voltage and o, is the firing
angle of the P converter valves. In order to realize the desired output voltage, a modulating
signal of the form v,, = M cos (wf + 0) is produced by a closed-loop control circuit, where
0 £ M <1, o is the angular frequency of the output voltage, and 0 is the desired phase
angle of the output voltage. This signal is input to a cos™! block whose output is used as
the firing angle for the converter valves. As a result, the local average of the output voltage
of the dual converter becomes 1.35 V,, Mcos (ot + 0), implying that in local average
sense, the dual converter behaves as a linear amplifier that duplicates the modulating signal
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at its output terminals with a gain of 1.35 V,,. Figure 15.8 shows a typical output voltage
waveform for one output phase of NCC (v, in Figure 15.5). The fundamental component
of the output voltage waveform is clearly seen as the center-line, with high-frequency
components making a band around it.

When operating under noncirculating-current control, either the three-phase voltages
feeding the dual converters or the output phases have to be isolated from one another to
avoid interaction between the dual converters [6]. To avoid isolation transformers and
reduce the size and weight of the system, the high-speed generator or the traction motor
has to have isolated three-phase windings.

A major disadvantage for NCC is its low and uncontrollable input displacement
power factor due to the fact that phase-controlled thyristor converters draw reactive power
from the source irrespective of the mode of operation (rectifier or inverter). The need for
additional devices for input reactive power compensation and power factor correction
makes NCC a poor choice for the hybrid electric vehicle industry. Another major disad-
vantage for NCC is the low-order harmonic distortion of the input current. Addition of
harmonic filters to eliminate harmonics makes the scheme more costly and less competitive.

15.2.2.2  Forced-Commutated Cycloconverter (Matrix Converter)

The conventional three-phase forced-commutated cycloconverter (FCC) or matrix con-
verter is composed of an array of nine bidirectional switches, each connected between
one phase of the input and one phase of the output. A matrix converter is an unrestricted
frequency changer, which constructs the output voltage waveforms by piecing together
selected segments of the input voltage waveforms [8]. Figure 15.9 shows the schematic
diagram of a conventional matrix converter.
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Figure 15.9 Schematic diagram of a conventional matrix converter.
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Figure 15.10 Two possible structures for bidirectional switch.

A bidirectional switch is composed of two two-quadrant switch elements connected
in one of the two ways shown in Figure 15.10, which is capable of conducting current in
both directions in the on-state and blocking voltages of both polarities in the off-state. For
this reason, a bidirectional switch is commonly referred to as a four-quadrant switch. To
date, no monolithic four-quadrant switch is available off the shelf.

The 9-bidirectional-switch matrix converter topology, when realized by any of the
two bidirectional switch configurations of Figure 15.10, uses 18 unidirectional switches
and 18 fast-recovery diodes. New advancements in the semiconductor technology have
led to the introduction of forward and reverse blocking non-punch-through (NPT) IGBTs,
eliminating the need for the diode that has to be placed in series with each unidirectional
switch in Figure 15.10(a) when constructing a bidirectional switch [9]. Using the new
bidirectional switch configuration based on the NPT IGBT switches reduces the number
of semiconductor elements in the 9-bidirectional-switch matrix converter topology to
18 switches and O diodes. This brings the matrix converter in a real competitive position
with respect to the well-known rectifier-inverter pair topology.

Note that voltage-source converter-based indirect AC/AC converter topology has
12 unidirectional switches, 12 fast-recovery diodes, and one DC-link capacitor. The cur-
rent-source converter-based rectifier-inverter pair AC/AC converter uses 12 unidirectional
switches, 12 fast-recovery diodes, and one DC-link inductor. In current-source converter-
based topology, the number of semiconductor devices is reduced to 12 unidirectional
switches and 0 diodes if NPT IGBTs are used. However, the need for the DC-link inductor
will be a serious disadvantage for the current-source converter-based topology until super-
conductive materials for magnetic energy storage become affordable for public applica-
tions. Furthermore, a current-source converter-based AC/AC converter is not appropriate
for hybrid electric cars, as direct integration of battery for energy storage on the DC-link
is not possible. It is said that the success of the matrix converter topology depends on the
availability of monolithic bidirectional switches to reduce the semiconductor component
count [3].

Due to the special arrangement of the switches, at any moment of time, one and
only one of the three switches connecting the three phases of the input to each phase of
the output (e.g., S,a, Spa, and S, in Figure 15.9) has to be on, to avoid short-circuiting
of the side-1 voltage sources or interrupting the side-2 inductive load currents. This
constraint reduces the number of possible switch-state combinations from 2° = 512 to
27 valid states [10]. From the practical point of view, translating the calculated switch
duty ratios into actual gating signals requires distribution of the on-periods of the switches
over each switching period according to a special pattern. This distribution pattern is not
unique and its choice strongly affects the total harmonic distortions (THDs) of the side-
1 and side-2 waveforms.
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Figure 15.12 Switching sequence diagram for safe operation of S,, and S,, [11].

Furthermore, in order to obtain high-quality waveforms, a high switching frequency
has to be adopted. In order to avoid a dead-time or an overlap between the on-states of
the bidirectional switches connecting two input phases to one output phase while com-
mutating an inductive load current, a multistep switching strategy is used. Figure 15.11
shows the two bidirectional switches S,, and S,, connecting the input phases a and b to
the output phase A. Figure 15.12 shows a special four-step switching sequence proposed
in Reference 11 for the control of the two-quadrant switch elements of the bidirectional
switches shown in Figure 15.11, to protect the matrix converter switches against hazardous
conditions. The 4-bit switch status code shown in Figure 15.12 represents the positions
of the switches S,,;, Sz, Spas» and S, ,,, respectively, where 1 stands for on position and
0 stands for off position. As shown in Figure 15.12, the two-quadrant switch elements of
each bidirectional switch are controlled individually to avoid any dead-time or overlap
between the on-states of the bidirectional switches. As the switching frequencies are high,
the implementation of the four-step switching strategy of Figure 15.12 requires very fast
controller and switches.
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The main advantages of matrix converters lie in their compact design (due to the
elimination of the DC-link reactive element), the possibility of simultaneous power factor
correction at the input and vector control at the output, and the high-quality waveforms
on both sides. The main disadvantages of matrix converters are: high switching losses,
complexity of control, lack of energy storage leading to practically zero ride-through
capacity, and direct transfer of harmonic distortion and imbalance in the side-1 voltage
and side-2 current to the side-2 voltage and side-1 current.

Based on Figure 15.9, the voltage and current transformations in an FCC are given by

Vaa Via
vog |=[ 8] vi (15.1)
Vac Vie

and
ila r iZA
i |=[S] [ |- (15.2)
ilc iZC

where [S] is the existence matrix composed of time-varying entries that assume binary
values of 1 or 0 for on or off state of the nine bidirectional switches, respectively. As far
as the fundamental components of the voltages and currents on both sides are concerned,
the matrix [S] can be replaced by the transformation matrix [H] whose elements are the
local averages of the corresponding elements of the [S] matrix. The structure of a typical
[H] matrix is as follows [12]:

hy, hy, hys 1 1 1
H=|h, hy hy, :1/3 1 1 1 (15.3)
hy, hy, hy, 1 1 1
cos[(m, + w,)t+7v] cos[(®, + ®,)t — 120" +v] cos[(®, + ,)r +120" +v]
+ M, | cos[(®, +®,)t—120"+v]  cos[(®, + ®,)r+120" + 7] cos[(®, + ®,)t + Y]
cos[(®, + ®,)r+120° +v] cos[(®, + ®,)r + Y] cos[(®, + ,)r —120" +v]
cos[(®, —m,)t -] cos[(®, —®,)r+120"—y]  cos[(®, — ®,)r—120" — 7]
+M,| cos[(®, —®,)r—120" —y] cos[(®, — m,)f — Y] cos[(®, — ®,)r +120° —y]
cos[(®, —®,)t+120°—y]  cos[(®, — ®,)t—120" -] cos[(w, — m,)r—7v]

Note that for the elements of [H] matrix to represent the local averages of the
elements of [S] matrix, the following existence condition must be satisfied [13]:

OshijSl for i=1,2,3 and j=1,2,3 (15.4)

Also, for one and only one of the switches connecting the three phases on side-1 to
each phase on side-2 to be on at any instant, the following condition must be met [13]:

© 2005 by Taylor & Francis Group, LLC



3
Y o=1 for =123 (15.5)

Jj=1

Assuming that

Via Vi COS O,
vip | =1 Vi, cos(@,t —120%) |, (15.6)
Vie Vi, cos(®,t +120°)
one can find
Vaa Via cos(m,f +7)
vog |=[H]| vy |[=3/2(M, + M,)V,,, | cos(@,t—120" +7) (15.7)

Vor 2 cos(®,f+120° +)

c

The voltage gain of the matrix converter can therefore be expressed as

G, = Vo _ 3/2(M,+M,) (15.8)
1m
Also, assuming that
s cos(m,t+y+0,)
by |=1,, | cos(@,r—120° +y+0,) |, (15.9)
he cos(m, +120° +v +0,)
one can find
i, . by cos(®,f+¢,)
iy, |=[H] | iy | =1y | cos(ot+¢, —1207) |, (15.10)
i, b cos(m, + @, +120°)
where
I, =3/2 1, M2 + M2 +2M,M, cos 20, (15.11)
and
M,-M
=—tan™'| ——2tan¢, |. 15.12
N CETA ss

From Equation 15.8 and Equation 15.12, one can find the values for M, and M, that
satisfy the specifications on the desired voltage gain and side-1 displacement angle as
follows:
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M, = 1/3GV(1—tan¢1J (15.13)
tan 0,

and

M, =1/3G, (1+t‘m’l] . (15.14)
tan ¢,

As seen, the conventional 9-bidirectional-switch matrix converter has 3 levers of
control; i.e., M|, M,, and y. M, and M, are used to control the magnitude of the side-2
voltage and the side-1 displacement power factor, whereas 7 is used to control the phase
angle of the side-2 voltage. All together, the three levers of control are able to control the
active power flow as well as the side-1 and side-2 reactive powers independent of each
other.

Common control techniques applied to conventional matrix converter topology
include scalar control methods that are based on the instantaneous values of the input
voltages and transfer function analysis [12,14,15], and space vector modulation [16]. Even
though based on Equation 15.8, the maximum attainable voltage gain of the matrix
converter, within the limits imposed by Equation 15.4, is 1, due to physical constraints
and regardless of the switching strategy used, the highest gain that can be achieved in
practice is 0.866 [10]. This gain can be improved to 1.05 using space vector modulation
involving overmodulation at the price of higher harmonic contents and higher filter require-
ments [10]. The principle of matrix conversion has been also used to realize frequency
changers made up of unidirectional switches only [17-19]. In these frequency changers,
the inherent switching problems of conventional matrix converter is avoided.

As far as the specific application of hybrid electric vehicle is concerned, matrix
converters provide input power factor correction, output vector control, bidirectional power
flow, compact design (i.e., high-power density), high-quality waveforms, and unrestricted
frequency conversion. The fact that matrix converters, as well as NCCs, lack ride-through
capacity is not a serious issue in the specific application of parallel HEV designs, as the
ICE would be able to supply the power directly to the wheels in case of temporary
interruption in the electric power. The fact that there is no place for the integration of an
energy storage battery in the matrix converter and NCC system, without an additional
converter, remains a disadvantage. However, if a flywheel is used as the energy storage
device, this problem can be solved [20]. Figure 15.13 and Figure 15.14 show two possible
serial and parallel HEV designs based on matrix converter and NCC.

NCC

ICE |— G |— OR M/G |—] Wheel
FCC
Battery — Inv.

Figure 15.13 Potential serial HEV design using NCC or FCC (matrix converter).
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Figure 15.14 Potential parallel HEV design using NCC or FCC (matrix converter).

Note that in all the HEV configurations based on AC/AC converters, the internal
combustion engine can be replaced or assisted by a flywheel that stores mechanical energy
and can be recharged through an external circuit, ICE, battery, or wheels (during regen-
erative breaking) [20]. Also, a hydrogen-fueled fuel cell, as a source of electrical energy,
can be incorporated in the system.

15.3 SUMMARY

With the evolution of more electric vehicles, the role of power electronics as a power
conditioning tool becomes more vital. Hybrid electric vehicles, due to their high efficiency,
flexibility, and reliability, are receiving more attention compared with totally electric
vehicles. This chapter introduces the structures, principles of operation, advantages, and
disadvantages of the three main types of AC/AC converters, i.e., rectifier-inverter pair,
naturally commutated cycloconverter, and forced-commutated cycloconverter (or matrix
converter), and their potential roles in the automotive industry, especially in hybrid electric
vehicles.

The factors affecting the choice of a certain AC/AC converter topology are the cost,
weight, size, waveform quality, efficiency, robustness, reliability, filter requirements, ride-
through capability, immunity to harmonics distortion and imbalance, reactive power
requirements, control complexity, restriction of the input/output frequency ratio, and input
power factor correction capability. Even though the rectifier-inverter pair and NCC topol-
ogies are well-established and accepted by the industry, there is a high potential for other
types of AC/AC converters.

Matrix converters with unrestricted frequency conversion ability, compact design,
and input power factor correction capability seem to be a good candidate for AC/AC
conversion in hybrid electric vehicles. The lack of ride-through capability will not be a
serious issue in the hybrid electric vehicle of parallel design, where a temporary interrup-
tion in the electric power can be compensated by the internal combustion engine under a
proper control regime. However, the success of matrix converters will depend on the
availability of monolithic bidirectional switches. Soft-switched high-frequency converters
are another eligible candidate for AC/AC converters in the automotive industry due to
their high efficiency and high-power density. However, they have to prove to be cost-
effective and reliable before winning against more established competitors.
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16

Power Electronics and Control for Hybrid
and Fuel Cell Vehicles

Kaushik Rajashekara

Delphi Corporation, Kokomo, Indiana

16.1 INTRODUCTION

Power electronics is an enabling technology for the development of propulsion systems
for hybrid and fuel cell vehicles. In electric, hybrid, and fuel cell vehicles, the challenges
are to have a high-efficiency, rugged, smaller, and lower cost inverter and the associated
electronics for controlling a three-phase electric machine. Many of the requirements related
to power converter and the propulsion motor control strategies of electric and hybrid
vehicles apply for fuel cell vehicles also. In addition, in fuel cell vehicles, the power
converters match the fuel cell voltage to the propulsion system voltage so that the propul-
sion system can be designed independent of the fuel cell voltage. This would lead to
operation of each system at its most efficient design levels. The power electronics also
has a major role in the 42 V architecture-based vehicles. In this chapter, the operating
strategies of hybrid and fuel cell vehicles are described with the associated power elec-
tronics required for these systems.

16.2 HYBRID ELECTRIC VEHICLES

Hybrid electric vehicles (HEVs) have two or more sources of energy or two or more
sources of power on-board the vehicle. The sources of energy can be battery, flywheel,
and so on. The sources of power can be engine, fuel cell, battery, ultracapacitor, and so
on. Depending on the configuration of the vehicle, two or more of these power or energy
sources are used. These hybrid vehicles can reduce the air pollution significantly through
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increased fuel economy, use of alternative fuels, improved power unit, and after-treatment
technology [1]. Hybrid vehicles offer the following benefits:

* Greatest potential for improved fuel efficiency and performance in the mid-
term, hence, potential improvements to fuel economy

* Eliminates idle fuel consumption during deceleration and stops

* Operates engine at more efficient points

* On-board power generation using auxiliary power units; hence, improved acces-
sory power generating efficiency

e Addresses carbon dioxide emission reduction through improved fuel efficiency
and reduced hydrocarbons and nitrogen oxides, using smaller internal combus-
tion engines

» Uses regenerative braking to recover the kinetic energy of the vehicle

* Enables engine size reduction with the same vehicle performance due to addi-
tional power available from the electric motor

* Incorporates technologies that are well known and can move into production
quickly
* Electric motors
e Internal combustion engines (ICE)
» Batteries

e Added customer features and benefits including customer differentiation and
adaptation

Hybrid vehicles are generally classified as series hybrids and parallel hybrids. In a
series hybrid vehicle, generally, an engine drives the generator to produce the power to
charge the batteries and to provide power to the propulsion motor. In a parallel hybrid
vehicle, the engine and the electric motor are used to drive the vehicle.

The series hybrid vehicle provides more possibilities for the development of low
fuel consumption and low emission vehicles but it needs higher power and more efficient
motors, an additional generator, a smaller IC engine, and a battery with a high power
rating. Adding the cost of all these items could result in an expensive vehicle. The parallel
hybrid can offer the lowest cost and the option of using existing manufacturing capability
for engines, batteries, and motors. But the parallel vehicle needs complex control systems.
Series hybrid vehicles offer lower fuel consumption in the city driving cycle, and parallel
hybrid vehicles have lower fuel consumption in the highway driving cycle. There are
various configurations of the parallel hybrid vehicles depending on the role of the electric
motor/generator and the engine. Hence, hybrid vehicles are also classified as mild hybrids,
power hybrids, and energy hybrids depending on the role played by the engine and the
electric motor, and the mission that the system is designed to achieve.

16.2.1 SeriEs HyBRID VEHICLE PROPULSION SYSTEM

A typical series hybrid propulsion system configuration is shown in Figure 16.1. A series
hybrid vehicle is essentially an electric vehicle with an on-board source of power, also
called auxiliary power unit (APU), for charging the batteries. Generally, an engine is
coupled to a generator to produce the power to charge the batteries. It is also possible to
design the system in such a way that the generator could act as a load-leveling device
providing propulsion power. In this case, the size of the batteries could be reduced but
the size of the generator and the engine need to be increased. The power electronic
components required for a typical series hybrid vehicle system are a converter for converting
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Figure 16.1 Series hybrid vehicle propulsion system.

the generator output to DC for charging the batteries and an inverter for converting the
DC to AC to power the propulsion motor. A DC-DC converter is required to charge the
12 V battery in the vehicle. In addition, an electric air-conditioning unit needs an inverter
and associated control systems.

The engine driving the generator could be an IC engine, Stirling engine, microtur-
bine, diesel engine, or a natural gas engine. The generator is generally a three-phase
permanent magnet or an induction-type machine. The output of the generator is converted
to DC using a three-phase bridge-controlled rectifier or using an insulated gate bipolar
transistor (IGBT) bridge. The control system for the engine and the generator has to be
designed in such a way that the engine operates at the optimum speed to obtain the highest
possible efficiency. Depending on the state of charge of the batteries, the output of the
converter has to be controlled. Generally, the state of charge of the batteries is kept below
about 80% to allow room for the batteries to be charged using regeneration. Also, it is
desirable to turn off the engine in the urban areas to operate as a zero emission vehicle.
While selecting the APU, consideration should be given to the following items.

* The power required for a prime mover (or engine) to perform the APU function
is much lower than that required to perform the propulsion function.

* The power required for an APU unit is about 25 kW to 40 kW depending on
the size of the vehicle.

* The prime mover should emit lowest possible emissions.

* The rating of the alternator (or generator) depends on whether the system is
range extender type series vehicle or the load leveling type vehicle, where the
propulsion power is obtained both from the battery and the APU.

16.2.2 PaRaLLEL HYBRID VEHICLE PROPULSION SYSTEM

In the parallel hybrid vehicle, the engine and the electric motor can be used separately or
together to propel a vehicle. A typical parallel hybrid vehicle propulsion system configu-
ration is shown in Figure 16.2. In this system, the engine is disconnected during starting
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Figure 16.2 A typical parallel hybrid propulsion system.

and deceleration, and vehicle is run using the electric motor. The electric motor, powered
by the battery, also assists the engine when the transmission is in high gear. When the
engine has excess power, the motor acts as a generator and charges the batteries. The
Toyota Prius and the Honda Civic are two examples of parallel hybrid systems that are
commercially available [2]. The parallel hybrid can offer the lowest cost and the option
of using existing manufacturing capability for engines, batteries, and motors.

16.2.2.1 Toyota Prius

Toyota Prius [3] is an advanced technology parallel hybrid vehicle. It has a high-efficient
1.5 liter engine, a power split device, continuously variable drive train, permanent magnet
generator and the PM propulsion motor, two IGBT inverters, and high-power NiMH battery
pack. The main attributes of the Toyota Prius are 52 mpg, City; 45 mpg, Highway; SULEV
operation; 0—60 mph in approximately 12.5 seconds; and 100 mph top speed. Toyota Prius
system has a power split device in the transmission that sends engine power either directly
to the wheels or the electric generator. The power split device uses a planetary gear to
constantly vary the amount of power supplied from the engine to either the wheels or
generator. The transmission is controlled electronically to control engine speed, generator
output, and the speed of the electric motor to handle the operation in different driving
modes. The system is designed to keep the engine running within its most efficient speed
range. Its five main operating modes, which are shown in Figure 16.3, are [3—4]:

1. When pulling away from a stop or under a light load, only the electric motor
powers the vehicle.

2. Under normal driving operation, a combination of gasoline and electric power
is used. The engine drives the generator and provides power to run the electric
motor. The excess power of the generator is used for charging the battery.
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Figure 16.3 Operating modes of the Prius vehicle [3].

3. Under full-throttle acceleration, the full power of the engine and the electric
motor, powered by the battery, are used together to provide the maximum torque.

4. During deceleration or braking, the electric motor functions as a generator to
recharge the batteries.

5. When charging of the battery is needed, power from the engine is used to drive
the generator. This eliminates the need for an external charger or power con-
nection.

The 2004 Toyota Prius is the first Toyota equipped with the new high-voltage/high-
power full Hybrid Synergy Drive powertrain [4]. The new drive has a 50% more powerful
50 kW drive-motor, operating at up to 500 V. The generator has a higher peak operating
speed that increases electric-mode operation in city and freeway slow-and-go operation.
With 50% more electric power available and improved low-end torque from the drive
motor, a significant boost in acceleration performance is possible. The Hybrid Synergy
Drive enables Prius to be nearly 30% lower in emissions than the first-generation Prius
and has higher fuel economy.
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16.2.2.2  Crankshaft-Mounted Integrated Starter-Generator System

Many automotive companies are working on the development of crankshaft-mounted
integrated starter-generator (ISG) system-based hybrid vehicles. The ISG concept offers
the ability to reduce fuel consumption through the use of engine-off during coast-down
and idle, early torque converter lockup with torque smoothing, regenerative braking, and
electric launch assist. The feature stop-start, which means IC engine off at idle, is integrating
the quiet starting and the high power generation into one single machine. This specific
feature offers high potential for reducing fuel consumption, exhaust, and noise. In addition,
the ISG provides the capability for generating higher power than today’s conventional
automotive alternators. This higher power would enable features such as electric power
steering, electric HVAC, electric valve trains, mobile AC power, and many entertainment
features. Delphi Corporation has built and tested an SUV equipped with an Energen-10 ISG
system [5,7], shown in Figure 16.4. The vehicle has a parallel hybrid architecture in which
the electric machine and IC engine can each provide torque to the drive wheels separately
or simultaneously. The electric machine assists the IC engine by providing additional torque
in the operating regions where the engine is less efficient. The Energen-10 system replaces
the conventional vehicle’s flywheel, alternator, and starter motor with an electric machine
that fits between the engine and transmission. The system has a power generation capability
in the 5 to 10 kW range (hence the 10 in its name). The electric power take-off (PTO)
function can provide on-board electric power for powering the appliances on the fly and
when the vehicle is parked. The PTO consists of a single phase inverter for converting
42 VDC to 120 V/240 AC power. The typical rating of the inverter is about 2.4 kVA.

The requirements in respect to vehicle starting mode can be very different from the
generation mode. The diagrams in Figure 16.5 describe the current level requirements for
a 5 kW induction machine in both modes. In order to generate the specified power level
at a temperature of 125°C and at a 42 V system voltage, the maximum AC current level
is almost reaching 150 A [6]. For starting the engine, a starting torque of about 200 Nm
is required at the worst-case condition, i.e., at a temperature of —30°C. To provide that
torque with this machine design, stack length, and rotor diameter, a current of more than
450 A has to be supplied. The result is that, between generator and motor functionality,
the current level has to be raised by a factor of 3. Although the current requirements for
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Figure 16.4 1SG based on Energen-10® system architecture (courtesy Delphi Corporation).
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Figure 16.5 (a) Generator requirements at 125°C; (b) starting requirements at —30°C (courtesy
Delphi Corporation).

the silicon power devices is low during generation mode, they need to be designed to meet
the requirements of starting current. In addition, the battery has to be able to provide that
amount of electrical power at the respective ambient temperatures.

16.2.2.3  Side-Mounted Integrated Starter-Generator

Recently, there has been an increasing interest in the side-mounted ISG, that is, the belt-
driven integrated starter-generator system [9]. A typical side-mounted starter/generator
system based on 42 V architecture is shown in Figure 16.6 [10]. The side-mounted ISG
can be realized using the conventional generator of today’s vehicle. With the addition of
position sensors and a three-phase inverter, the generator can be operated as a motor and
can provide enough torque through the belt to the combustion engine to perform a fast
and a quiet restart for a warmed-up engine. On smaller engines, it is possible to cold crank
the engine, eliminating the conventional starter. Further improvements in the generator
and power electronics technology will increase the system efficiency, the power generation,
and the cranking torque to fulfill future requirements and allow also a cold-cranking of
larger engines. The benefits of this system are low cost, simple implementation, minimal
changes in the electrical system, and use of the present belt-driven machine.
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Figure 16.6 Side-mounted starter/generator system.

© 2005 by Taylor & Francis Group, LLC



16.3 FUEL CELL VEHICLES

With the advancement in the technology of fuel cells, there is an increasing interest in
automotive industry for using fuel cells for propulsion and for on-board power generation.
The advantages of fuel cell vehicles compared to internal combustion engine vehicles are
[11]:

* Direct energy conversion (no combustion).

* No moving parts in the energy converter, quiet, and fuel flexibility.

e The fuel cell vehicles can dramatically lower energy use, lower air pollution,
and increase the use of alternative fuels.

* The fuel cell efficiency does not decrease sharply as the size of the system is
decreased.

* The fuel cell efficiency does not appreciably change if the fuel cell operates at
part load.

* Under comparable road load conditions, the fuel cell efficiency is significantly
greater than the efficiency of internal combustion engines, especially at part
load. At a nominal driving speed of 30 mph, the efficiency of fuel cell electric
drive using hydrogen from natural gas is about 2 times higher than that of a
conventional engine.

Replacement of ICE with a fuel cell system could save 60% of the primary energy
consumption; the CO, emission can be reduced by about 75%; and release of toxic
substances could be largely reduced. Various types of fuel cells are in the development
stage. The proton exchange membrane (PEM, also called polymer electrolyte membrane)
and solid oxide fuel cells (SOFC) are mainly considered for automotive applications. The
PEM fuel cells are gaining importance as the fuel cell for propulsion applications because
of their low operating temperature, higher power density, specific power, longevity, effi-
ciency, relatively high durability, and the ability to rapidly adjust to changes in power
demand. The PEM fuel cell operates at about 100°C and has a faster response time for
load changes; also, the system can be started in less than a minute. Several companies are
developing PEM fuel cells for propulsion applications. The PEM is more suitable for
automotive applications for the following reasons:

* PEM can be started easily at ordinary temperatures and can operate at relatively
low temperatures, below 100°C.

* Since they have relatively high power density, the size could be smaller. Hence,
they could be easily packaged in the vehicles.

* Because of the simple structure compared to other types of fuel cells, their
maintenance could be simpler.

e They can withstand the shock and vibrations of the automotive environment
because of their composite structure.

But the PEM system has the following disadvantages:

* PEM fuel cell requires pure hydrogen as the fuel, thus complicating the design
of the reformer system.

* Any small amount of carbon monoxide in the fuel will poison the electrodes,
resulting in severe degradation of performance.
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* As there is a continuous generation of water at the cathode and also the require-
ment of certain level of humidification, a sophisticated water management
system is required.

e Platinum metal is required to coat the electrodes to enhance the reactions.
Because of the higher cost of platinum, the PEM system is relatively expensive

Traditionally, fuel cells have been mainly considered for the propulsion applications.
But recently, they are also being considered for on-board power generation as auxiliary
power units to provide the power to the accessory loads during both engine on and off
conditions. High-temperature solid oxide fuel cell is particularly suitable for automotive
APU applications and also as a range extender in series hybrid vehicles, instead of an
engine-driven generator. The advantages of the SOFC system are [12,13]:

* The fuel processor requires a simple partial oxidation reforming process that
eliminates the need for an external reformer.

* SOFC has less stringent requirements for reformate quality and uses carbon
monoxide directly as a fuel. Hence, a sophisticated reformer is not required.

* SOFC can operate at extremely high temperatures in the order of 700 to 1000°C.
As a result, it can tolerate relatively impure fuels, such as those obtained from
the gasification of coal.

* Waste heat is high-grade, allowing for smaller heat exchangers and the possi-
bility of co-generation to produce additional power.

e Water management is not a concern because the electrolyte is solid-state and
does not require hydration. The by-product is steam rather than liquid water;
hence, no need for water management.

* SOFC does not need precious metal catalysts.

The disadvantages of a SOFC system are:

* Because of the high-temperature operation, the starting time of the system is
of the order of several minutes. For a 5 kW system, it is of the order of 20 to
30 minutes. Hence, SOFC is not suitable for propulsion applications.

» Packaging of the low-temperature electronics and the high-temperature stack
within the same enclosure is a major challenge.

16.3.1 FueL CeLL VEHICLE PRoPULSION SYSTEM

A fuel cell system designed for vehicular applications must have weight, volume, power
density, start-up, and transient response similar to the present-day internal combustion
engine-based vehicles. Other requirements are very high performance for short time, rapid
acceleration, good fuel economy, easy access, and safety considerations with respect to
fuel handling. Cost and expected lifetime are also very important. In order to obtain high-
efficiency and high-performance characteristics from a fuel cell-based propulsion system,
it is very important to have the best possible system architecture and the control strategy.
A typical fuel cell vehicle system is shown in Figure 16.7. The fuel (gasoline or diesel)
is processed inside the fuel processor, also called reformer, to obtain the required hydrogen
as input to the fuel cell stack. The oxygen required for the fuel cell is generally drawn
from the external air. Inside the fuel cell stack, the hydrogen and oxygen are combined
to produce direct current electricity and heat. The output voltage of the stack is conditioned
using a power conditioner to obtain the required voltage to the inverter. An inverter is used
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Figure 16.7 A typical fuel cell vehicle propulsion system.

to convert the DC to variable voltage and variable frequency to power the propulsion
motor. A battery or an ultracapacitor is generally connected across the fuel cell system to
provide supplemental power and for starting the system. A complete fuel cell system
consists of several of the following components:

» Reformer to convert the fuel to hydrogen-rich gas, or if it is a direct hydrogen
system, a compressed hydrogen storage tank is needed.

* Fuel cell power section, which consists of stacks of fuel cells where the hydrogen
gas and oxidants are mixed to produce direct current electricity and heat.

* Air compressor to provide pressurized oxygen to the fuel cell.

e Cooling system to maintain the proper operating temperature.

e Water management system to manage the humidity and the moisture in the
system (to keep the fuel cell membrane saturated and at the same time prevent
the water being accumulated at the cathode).

* Power conditioner to condition the output voltage of the fuel cell stack.

* Inverter to convert the DC to variable voltage and variable frequency to power
the propulsion motor.

* Propulsion motor and transmission.

» Battery or ultracapacitors to provide supplemental power and for starting the
system.

A fuel cell propulsion system with a battery pack and a power conditioner is shown
Figure 16.8. The battery unit and the fuel cell stack supply the power required for
propulsion. If the propulsion unit is designed for a higher voltage than the fuel cell voltage,
the power conditioner has to boost the fuel cell stack voltage to the required battery voltage
of about 300 V. The power conditioner also charges the propulsion battery. The power
conditioner has to be sized based on the maximum power capability of the fuel cell stack.
The diode at the output of the fuel cell stack is necessary to prevent the negative current
going into the stack. If the negative current is allowed, it is possible that cell reversal could
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Figure 16.8 Fuel cell converter control system.

occur and damage the fuel cell stack. The ripple current seen by the fuel cell stack due
to the switching of the power devices inside the power conditioner has to be low.

The power conditioner controls the output power provided by the stack to the load.
The power command is proportional to the required power and is divided by the battery
voltage to derive the current reference. The current reference is compared with the mea-
sured current and the error is amplified and integrated to derive the duty cycle for con-
trolling the output power of the power conditioner. Controlling the output current of the
fuel cell stack controls the power drawn from the fuel cell. This is because the amount of
hydrogen generated if reformer is used (or the amount of hydrogen input to the stack in
the case of direct hydrogen system) could be better controlled if the fuel cell stack output
current is directly controlled. In this control scheme, for a constant current at the stack
output, the stack voltage is also constant, and thus the power at the stack output remains
constant, for a given operating pressure and temperature. Hence, the power conditioner
output power will also be constant. This control scheme avoids the wide variation in the
fuel input to the stack. In addition, it enables constant current load that is ideal for fuel
cell operation, and constant power at the output of the power conditioner that is optimum
for fuel cell hybrid vehicle operation.

The fuel cell can be designed for load sharing operation or for range extender
operation. A range extender-type fuel cell could be designed for lower power to only
charge the batteries. The battery needs to be designed to provide the full power. Because
of the favorable efficiency curve of the fuel cell unit in the partial load range, a system
with a smaller battery and a full-power fuel cell stack appears to be more attractive.
However, if cost is the major concern, smaller fuel cell and a larger battery could be the
better choice. In this type of application, it is possible to use the solid oxide fuel cell
instead of the PEM fuel cell. The starting time and the response time of the fuel cell is
not a major factor.

Figure 16.9 shows a configuration in which the battery pack voltage is lower than
the DC bus voltage of the inverter. The battery is connected to the inverter DC bus through
a DC-DC converter. When the vehicle is started, the power to the propulsion motor is
provided from the battery by boosting the battery voltage. During rapid acceleration, power
is provided by the fuel cell and the battery. Once the vehicle reaches the steady speed,
only the fuel cell will be providing the propulsion power (it also charges the battery). In
this case, the DC-DC converter will be operating in the buck mode. During regeneration,
the battery is charged and the fuel cell will not be providing any power. A similar
configuration has been used in the Toyota fuel cell vehicle [25].
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Figure 16.9 Fuel cell system with lower voltage battery and DC-DC converter.

16.3.2 FueL CeLL VEHICLE PropPuLsioN SysTEM CONSIDERATIONS

Some of the important issues to be considered in the design of the fuel cell propulsion
system are [11,14]:

* System DC voltage. The optimum DC voltage for the stack and for the propul-
sion drive determines the number of cells to be connected in series for the stack.

* Rate of increase of the output power of the fuel cell stack. Due to the sudden
application of the load, the fuel cell may not respond instantly because of the
requirement of additional fuel flow and also the change in the rate of fuel flow.
If the amount of hydrogen flow to the stack is higher than that required by the
electrical load, then energy is wasted in the exhaust. If the fuel flow is less than
that required by the electrical load, then the impedance of the stack increases,
thus overheating the stack. Hence, it is necessary to match the amount of
hydrogen flow to the stack to meet the desired electrical load at the output.

* The sequence of shutting off the entire system.

» Effect on the fuel input if the load is suddenly disconnected.

e Coordination between subsystems for optimum operation.

* Isolation of the fuel cell stack from the drive system.

» Connecting the battery and the fuel cell stack together as one system.

* Charging the capacitors of the inverter and limitation of capacitor inrush current.

* Coordination of battery charging simultaneously using regenerative energy and
from the fuel cell.

e Charging of battery from the fuel cell stack alone.

* Coordination of the power delivered from the battery and from the fuel cell
stack, particularly if the power conditioner is not used.

* Limiting of battery current during regeneration and charging at the same time.

* Supplying the power to the accessory loads of the vehicle and to the accessory
loads of the fuel cell stack.

e Matching the fuel cell output characteristics with the characteristics of the
battery and the drive system.
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16.4 POWER ELECTRONICS REQUIREMENTS [6,11,15]

The power switching devices, electric motors, and the associated control systems and
components play a major role in bringing hybrid and fuel cell vehicles to market with
reliability and affordability. The power electronic system should be efficient to improve
the range of the electric vehicles and fuel economy in hybrid vehicles. The selection of
power semiconductor devices, converters/inverters, control and switching strategies, pack-
aging of the individual units, and the system integration are very important for the
development of efficient and high-performance vehicles. Hence, to meet the challenges of
the automotive environment, several technical challenges need to be overcome and new
developments are needed from device level to system level. Some of the requirements for
the major power devices in propulsion application are listed below.

Voltage Ratings: The voltage rating of the devices is based on the battery nominal
voltage, the maximum voltage to which the battery is charged and the battery voltage
during regenerative mode. If the nominal battery voltage is about 300 V, then the maximum
voltage shall be about 370 V. During regeneration, the battery voltage may go up to some
set limit, as high as 400 V. In this situation, power devices of 600 V continuous rating
should be used. The factors to be considered are the end of charge voltage of the battery
and the maximum allowed voltage during regeneration.

Current Ratings: The device power requirement is reflected to its current rating
that is determined by the required output power and the number of devices connected in
parallel. In electric propulsion applications, the peak power rating of the motor is about
2 to 4 times the continuous power rating. Due to the thermal limitations of the power
semiconductor devices, the current rating of the power devices has to be based on the
peak power rating of the propulsion motor. If a single device to carry all the current is
not available, lower current rated devices could be connected in parallel. When paralleling
the devices, on-state and switching characteristics have to be closely matched.

Switching Frequency Requirements: The switching frequency depends on the
power of the motor being fed from the inverter. If the inverter is to be operated in Pulse
Width Modulation (PWM) mode, the device should be able to be switched at a minimum
frequency of 20 kHz, so that there would not be any acoustic noise from the inverter.
However, it has been observed that switching frequency of about 10 kHz does not pose
significant noise problem. Switching at higher frequencies would bring down the size of
filters, if any are used. In addition, it will help to meet the EMI limitation requirements,
particularly if the same inverter is used for charging the batteries also.

Power Loss Requirements: In electric and hybrid propulsion systems, achieving
highest efficiency is a very important factor. The conduction losses in the device should
be minimum. The device forward voltage drop, even at higher currents (> 400 A), must
be less than 2 V and at the same time be able to be operated at switching frequencies
higher than 10 kHz. Similarly, the switching losses should be as low as possible. Having
low turn-on and turn-off times of the device could reduce the switching losses. Higher
switching frequencies increase the losses in the power converter. On the other hand, lower
switching frequencies, due to the higher amplitude of lower frequency components,
increase the motor losses. Thus, switching frequencies of about 10 kHz would be an
optimum for efficiency, noise, and EMI considerations. In order to minimize the off-state
losses, the leakage current of the devices have to be less than 1 mA.

Dynamic Characteristic Requirement: The device should require very little energy
to turn on and turn off, allowing a simple circuit to drive the device. The drive input
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capacitance of the device should be low and drive input resistance has to be very high (of the
order of several M ohms). The device should have a large dv/dt (of the order of 20,000 V/us)
and high di/dt (of the order of 10,000 A/us) capability. The devices should be able to be
easily paralleled without the aid of external circuits or prematching of the devices. The
antiparallel diode across the main device should have good dynamic characteristics, with
low reverse recovery time and the same power handling capability as the main device.

Protection Requirement: The device should be rugged and be rated to withstand
a specific amount of unclamped avalanche energy when operated above its maximum rated
voltage. It should have some I’t withstand capability and be able to be protected by fast
semiconductor fuses with limiting impedance in series. The Safe Operating Areas (SOA)
of the device should be such as to operate with no or minimal use of snubber circuits.
The SOA area should be rectangular with boundaries at the maximum voltage and current.
It would be preferable to have some self protecting capability in the device. At any instant,
if the current through the device exceeds its maximum rated value, it should turn off by
itself or its conducting time should become very narrow. This could be done by either
internal current sensing or voltage drop sensing of the device.

Packaging Requirement: Devices are available in different packages. It is prefer-
able to have an isolation package so that the devices could be mounted on a heat sink
without concern for electrical isolation. Inductance of the package should be as low as
possible. A packaging inductance of less than 10 nH would be desirable. The technologies
related to device packaging are very important for developing a modular power switch.
Wire bonding, device interconnections, etc. are the barriers to development of high current
density power units. The technologies such as power connection without wire bonds or
minimizing wire bonds, heat-sinking both sides of the die, and interconnect solutions for
large scale manufacturing need further work. In addition to the power devices and con-
trollers, several other components such as capacitors, inductors, bus bars, thermal system
form a major portion of the power electronics unit. The packaging of all these units as
one system has significant challenges.

Cycling and Reliability Requirements: In EV and HEV applications, as the vehicle
is being frequently accelerated and decelerated, the devices are subjected to thermal cycling
at frequent intervals. The power devices should reliably work under these conditions of stress.

The power converter topologies for propulsion applications are extensively covered
in other chapters of this book. The trend is to have topologies with two or more integrated
functions such as inverter, charger, and DC/DC converter, and with minimum use of
capacitors. Integrated EMI filters for control of EMI generated due to switching of the
devices needs to be part of the inverter/converter topology. Fault-tolerant topologies and
control techniques need further investigation. The FreedomCAR goals for propulsion
motor and power inverter are quite challenging and are given in Table 16.1, which includes
the motor, inverter, gearbox, and controller [16].

16.5 PROPULSION MOTOR CONTROL STRATEGIES

The propulsion motor controller must be designed to meet the following requirements:

* Four-Quadrant Operation: Forward motoring, reverse motoring, forward
regenerative braking, and reverse regenerative braking.

* Speed: Wide speed range. Standard range of O to about 13,000 rpm with a high-
speed range of 0 to 16,000 rpm. (This depends on the type of the vehicle.)
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Table 16.1 FreedomCAR goals and Technical Targets for Power Electronics and
Propulsion Motor (Integrated Inverter/Motor)

Characteristics 2010 2015

Peak power 55 kW for 18 sec 55 kW for 18 sec
Continuous power 30 kW 30 kW

Lifetime > 15 years > 15 years

Cost $12/kW $10/kW

Specific power at peak load 1.2 kW/kg 1.3 kW/kg
Volumetric power density 3.4 kW/L 3.5 kW/L
Efficiency (10-100% speed, 20% rated torque)  90% 95%

» Zero Speed Operation: Full torque must be available at zero speed for sufficient
launch acceleration.

» Efficiency: The controller should be designed to operate the propulsion system
at maximum efficiency in both motoring and regeneration modes. There are
several technical challenges in developing an optimum controller that would
operate the motor at highest efficiency under all operating conditions. Some of
the challenges are:

» Tracking the efficiency of the system on-line and operating at optimum
efficiency point

» Efficiency optimization within the limited time available in a control cycle

* On-line compensation for the motor parameter variations

* Torque: The output torque must meet the system and motor design parameters
throughout the entire speed range. The torque must be constant up to the base
speed of the machine.

* Power: The power from base speed to maximum speed must be constant
(constant power region).

* Torque Command Hysteresis: There shall be a hysteresis band available for
the torque command when going from zero torque command to some initial
value.

* Fault Detection: The motor controller must detect the faults and the information
must be sent to the system controller and appropriate protective action has to
be initiated. The common types of faults are: overvoltage, undervoltage, over-
current, gate drive fault, motor overtemperature, and inverter overtemperature.

* PI Gain: The proportional and integral gains of the control loops of the motor
controller must be adjustable for different motor applications.

* Pulse Width Modulation: The PWM strategy should be selected to have
minimum harmonic content at the output of the inverter and the switching
frequency be adjustable in the range of 10 kHz to about 20 kHz. The dead-band
time of the PWM signals must also be adjustable.

In propulsion applications, generally the motor is operated in torque control mode.
Propulsion motor determines the characteristics of the propulsion system and the controller.
If the motor used is an induction motor, the torque of the motor is controlled using slip
frequency control or vector control.
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Figure 16.10 Sinusoidal PWM-slip frequency control of induction motor.

16.5.1 Sur Freauency CoNTROL

There are several methods of controlling the slip frequency and the torque of the motor.
Figure 16.10 shows a torque control scheme based on slip frequency look-up table and
instantaneous current controllers. In the system shown, the induction motor is fed from a
three-phase IGBT bridge inverter. The three-phase sinusoidal reference waveforms are
generated in a reference waveform generator. The instantaneous values of the motor
currents are subtracted from the reference currents, and the error waveforms are fed to
proportional and integral controllers. The output of the PI controllers are also sinusoidal
waveforms and are compared with a high-frequency triangular waveform to generate the
PWM signals to control the switching time of the power devices. The slip frequency values
optimized for a range of speed and torque values are stored in a look-up table. These
values can be calculated using the motor parameter or from the experimental data obtained
using the dynamometer tests. The slip frequency signal from the look-up table is added
to the rotor speed values to obtain the stator frequency. The stator current depends on the
commanded torque value. The implementation of this system is relatively simple. But the
limitations are that the system performance is affected by the variation in motor parameters
and temperature. Additionally, the slip frequency control system has a slower response
time and creates larger transients than vector control system.

16.5.2 VEector ConTROL OF PropuLsion MoTor

Vector control of an induction machine based on a standard indirect vector control method
is shown in Figure 16.11. Direct axis and quadrature axis reference currents are derived
from torque command, DC voltage, and motor speed. Each level of torque command at
a given speed corresponds to a pair of Iq and Id values in the look-up table. In the event
that the DC bus voltage varies from its nominal value, look-up table values are also
correspondingly changed. The three-phase measured motor currents are transformed into
synchronously rotating reference currents and are compared with the reference currents
Igs and Ids, and the errors are processed in PI controllers. The outputs of the two PI
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Figure 16.11 Vector control of induction machine in a propulsion system.

controllers are synchronous voltages Vgs and Vds, which are transformed into stationary
reference frame currents by using the synchronous angle 6,. Using these reference currents,
the PWM unit generates the necessary gating signals to the inverter. The synchronous
angle is obtained from the addition of the slip angle and the rotor angle from the encoder.
The slip angle is obtained by integrating the slip frequency. The slip frequency ®, is
calculated by using the steady state slip frequency equation,

*
1ty

P
T I,

/s

~

(Dsl=S‘(De=

~

This calculation is done in the slip gain table of Figure 16.11. The slip gain itself
is the inverse of the open loop rotor time constant 7,. The value of slip gain is affected
by the variations in rotor temperature, speed, and saturation, causing the system to be
improperly field oriented. Tuning the slip gain at different current level and speed level
is one method of obtaining the correct slip gain. Other techniques of determining the slip
gain are discussed in the literature [18,19].

16.5.3 SENSORLESS OPERATION

In the area of propulsion and industrial motor control technologies, methods to eliminate the
speed/position sensors, inverter current sensors, and so on have been under investigation for
several years. The speed sensorless control strategies discussed in the literature are [20,21]:

» Slip frequency calculation method

* Speed estimation using state equations

» Estimation based on slot space harmonic voltages or third harmonic detection
* Flux estimation and flux vector control
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* Rotor flux orientation

 Stator flux orientation

* Direct control of flux and torque

* Fuzzy logic based direct self control

* Observer based speed sensorless control (Luenberger, etc.)
* Model reference adaptive systems

* Neural network-based sensorless control

The above technologies have not yet proven to be practical for automotive applica-
tions. Most of the speed sensorless control strategies depend on the parameters of the
motor. The best speed sensorless strategy is the one that provides the speed information
and speed regulation with an accuracy of 0.5% or better from zero speed to maximum
speed under all operating conditions. The speed calculation should be independent of the
parameter variations and saturation levels of the electric machine.

16.6 APU CONTROL SYSTEM IN SERIES HYBRID VEHICLES

In series hybrid vehicle applications, the output power of the generator driven by an engine
is used to extend the range of the vehicle or provide a part of the propulsion power. The
generator system requires a power and control electronics unit to convert mechanical power
to required electrical power. This section describes a control system for the induction
generator driven by a Stirling engine [22]. The generator control is based on indirect field
orientation method, with an optimized flux profile to obtain highest possible efficiencies.
The control system is designed to eliminate the mechanical controls generally required
for controlling the Stirling engine power.

The Stirling engine provides almost a constant output torque over a wide speed range
of operation. Hence, by properly regulating the speed of the engine, the output power of
the generator can be regulated. The block diagram of the Stirling engine’s induction
generator power control scheme is shown in Figure 16.12. The generator speed, m, which
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Figure 16.12 Stirling engine-driven induction generator APU control.
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is the same as the engine speed, is measured using an incremental encoder. The speed
reference, wref, as a function of the required power is obtained from a system controller
lookup table. The speed reference is subtracted from the generator speed, and the speed
error, after being processed through a PI controller, results in a signal proportional to the
torque of the engine. This signal is then multiplied by the speed to obtain a signal propor-
tional to the output power. Also, the DC voltage Vb, is measured at the load terminal and
used in the generator control. The output power divided by the DC voltage results in a DC
load current reference signal. This reference signal, in combination with the optimized
machine flux profile and rotational speed, is used to obtain the d-q axes current reference
signals for the generator control. The expression for the current reference is given below.

Ly = {(Kl + KZ/S)(Dactual ((’Oactual - (Dlef)}/vdc

where K, and K, are proportional and integral gains of the PI controller.

The flux profile is programmed as a function of speed and current references to
operate the generator at maximum efficiencies at all operating points. The d-q axis currents
are then transformed to the ABC reference frame currents. These currents are compared
with the measured generator currents and the error is used in obtaining the PWM sinusoidal
reference signals. These signals are then compared with a high-frequency triangular wave-
form to obtain the PWM signals, which are used to control the switching instants of the
power devices in the power converter.

The generator control can be explained by referring to Figure 16.13. Assume that
the APU system is operating at a power P,. A step increase in system power demand to

P2

Pdemand P1

0
Pactual

0
Dspeed

0
Iref
(for constant Vb)

0

t1 t2

Figure 16.13 Step response for change in power command.
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P, at instant t; would momentarily decrease the torque demand. This will reduce the current
reference value, I..;. When the current reference decreases, the load decreases, hence the
speed of the engine increases toward the new value that would provide the required higher
power. The higher power results in higher current and thus the current reference will also
gradually increase to its new value dictated by the following relation. The APU system
reaches the equilibrium point at the new power level P2.

Pi=T* o =V * Iy
Py=T,% @y =V * Iy

T,, T, are torque values at powers P,, P, and speeds m,, m,, respectively.

A similar explanation can be given for a step decrease in the power demand. When
the power demand is decreased at instant t,, the torque demand momentarily increases.
This increases the load current and hence the speed decreases. Because of the constant
torque, decrease in speed decreases the output power and the system reaches the equilib-
rium point at a lower level. Thus, the power of the engine is controlled directly from the
generator control system by adjusting the reference current.

16.7 FUEL CELL FOR APU APPLICATIONS [13,23,24]

The power required to feed the various electrical loads in an automobile is generally
obtained using a belt-driven alternator driven by an internal combustion engine. The
alternator can only produce power while the engine is running. The fuel cell can produce
the on-board power even when the engine is not running and thus would eliminate the
need for an alternator as shown in Figure 16.14. A fuel cell APU has higher efficiency
and can be used in conventional or mild hybrid configurations and is not linked to a fully
electric drivetrain. The engine-independent fuel cell auxiliary power unit could provide
power for heating/cooling as well as the host of convenience items found in today’s semi-
trucks, thus avoiding the necessity for running the engine idle for a long time. This would
considerably reduce the emissions from the trucks. High-temperature solid oxide fuel cells
are particularly suitable for on-board power generation in automotive and truck applica-
tions because of the potential for internal reforming of more conventional petroleum fuels
into hydrogen, eliminating the need for an external reformer. It has less stringent require-
ments for reformate quality and is less sensitive to contaminants such as sulfur.

Fuel cell APU could also be used to generate power at 42 V, and also meets the
challenges of providing higher power to the increasing electrical loads such as electric
air-conditioning and X-by-wire system. A dual 42 V/14 V architecture using an alternator
is shown in Figure 16.15. In this architecture, a generator feeds a 42 V bus having 42 V
loads and a battery. A DC-DC converter connects this bus to the conventional 14 V bus
having 12 V loads and a 12 V battery. The architecture for a dual-voltage electrical system
containing a fuel cell power source is shown in Figure 16.16. The alternator of Figure 16.15
is directly replaced by the fuel cell, and a new box, labeled “Power Conditioning Unit,”
is added. The functions of the power-conditioning unit are to make the fuel cell stack
output voltage compatible with the 42 V standards, to protect the fuel cell from overload
and short-circuit at the output, and to prevent current from flowing back into the fuel cell
stack, which would damage the cell. The power conditioner needs to be controlled to
achieve the optimum operation of the fuel cell unit and to achieve the highest efficiency.
Generally, the power conditioner operates in the buck mode to obtain 42 V at the output.
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Figure 16.14 Comparison of fuel cell-based APU with conventional system.
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Figure 16.15 Dual-voltage system with generator as power source.
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Figure 16.16 Dual-voltage system with fuel cell as power source.

For a certain voltage range, it may be more efficient to operate the power conditioner in
linear mode or completely short the power conditioner and allow the output to follow the
input, still meeting the 42 V specification requirements. Due to the overload conditions,
if the fuel cell voltage falls below about 36 V, the power conditioner may need to be turned
off to protect the fuel cell. In addition, the current controller has to control the reformate

flow into the fuel cell to limit its output voltage.

A detailed electrical architecture with a typical fuel cell APU is shown in Figure
16.17. In this system, the fuel cell output has to power the 42 V and 14 V loads of the
vehicles, and also the accessory loads of the fuel cell unit. The stack voltage can vary in

© 2005 by Taylor & Francis Group, LLC

Power 42V | High-Voltage
Fuel Cell Conditioning Loads
Unit
- 14V
DC-DC 12-V Loads
Converter

High-Voltage
Battery Pack

12-V Battery




Accessory
Loads 42V
(|
Ful [T 1 Power [T 42V
Cell Unit 8P| Conditioner ap Loads
Buck boost
Converter
Fuel Cell
Controller PWM Logic 12V l
| T 12V
PI Control v, |_ [ teads
v | C: V
m| — Ire1 + ref

+

Figure 16.17 Fuel cell APU powering 42 V and 14 V loads.
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Figure 16.18 Delphi’s Gen 2 solid oxide fuel cell-based APU (courtesy Delphi Corporation).

the range of 60 V to 36 V from no load to full load. The power conditioner maintains the
output voltage of the fuel cell stack to the desired voltage range. A 42 V/14 V buck-boost
converter is used for charging the vehicle 12 V, which powers all the 14 V accessories.
The system is first started by boosting the 14 V to 42 V to power the accessory loads.

One of the major challenges in the SOFC APU is the packaging of all the electronics
inside the APU unit. As can be seen from Figure 16.18 [24], the blower motor, power
electronics, and the control unit are very close to the hot-zone, which is at a temperature
of about 700-950°C. The plant support module that consists of all the electric accessory
loads and power converters needs to be maintained at a temperature of less than 125°C.
The thermal insulation between the hot-zone and the plant support module is a very critical
factor in the development of the SOFC-based APU.
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Brushed-DC Electric Machinery
for Automotive Applications

Babak Fahimi

University of Missouri-Rolla, Rolla, Missouri

Electric motors have played a crucial role in the evolution of the automotive industry.
Existing trends in more electrification of automobiles indicate a further increase in deploy-
ment of electromechanical energy devices in coming years. Due to historical, technical,
and economical incentives DC-brushed machines have been the favorite choice for numer-
ous automotive applications ranging from starters to auxiliary devices. Ease of control,
capital investment, and relatively low cost of manufacturing compared to other energy
conversion devices are among the main reasons to justify the substantial use of DC-brushed
machines, as advanced motor drive technologies emerge. Although maintenance and dura-
bility are still considered as main impeding factors, an impressive compactness and relative
high efficiency seems to be of higher significance in the automotive industry. Introduction
of power electronics into automotive products over the past two decades has further paved
the road for high-grade performance and flexibility in four-quadrant applications. However,
it must be mentioned that DC-brushed motor drives are primarily employed for smaller
size motors; hence, the design practices should be done in the context of the application
to maintain engineering and commercial sense. This necessitates an investigation of drive
performance in the presence of the high temperatures that are typical in automotive
applications. The present chapter provides an overview of the fundamentals, magnetic
design, and control practices for DC-brushed motor drives. Due attention is given to
permanent magnet DC-brushed motor drives, as they represent the dominant magnetic
configuration used in most automotive DC-brushed motors.
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Demagnetization Curves for Permanent Magnets
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Figure 17.1 Demagnetization characteristics for various permanent magnets.

17.1 FUNDAMENTALS OF OPERATION

17.1.1 INTRODUCTION

Permanent magnet motor drives are being increasingly used in today’s automotive industry.
This is mainly due to an increase in energy density of permanent magnets. NdFeB magnets
set a vivid example of this trend by offering an impressive energy density of about
300 kJ/m3. In addition, highly efficient performance, more compact geometry, lower
weight, and shorter electrical time constants are among other attractive attributes of these
technologies.

Permanent magnets are described by their demagnetization characteristic. This is a
portion of the hysteresis cycle located in the second quadrant of the flux density vs. field
intensity (B-H) plane. Figure 17.1 shows demagnetization characteristics of various mag-
nets at rated temperature (20°C).

As can be observed, the demagnetization curve of a permanent magnet can be fully
characterized by the following parameters:

1. Remanent magnetism (B,), where characteristic crosses the B-axis
2. Coercive field intensity (H,), where characteristic crosses the H-axis
3. Curvature connecting these two points, mostly one or two linear segments

In fact, the second linear region that is close to the H-axis is considered as an unstable
region. Therefore a proper operating point will be located in the first linear part, which is
expressed as:
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Figure 17.2 Constant energy loci and demagnetization curves of various PM.

B=B, +p,u.H (17.1)

where |, and |, stand for relative and air permeability, respectively. It must be noted that
in permanent magnets |, is very close to 1 (relative permeability of the air). Accordingly,
the energy density of a permanent magnet (assuming a linear characteristic) can be
computed as:

BZ
E=BH =E,, =— [ﬂ}]

(17.2)
o, m

Figure 17.2 depicts the constant energy loci along with demagnetization character-
istics of various permanent magnets.

Addressing different types of permanent magnet in the above graphs, it must be
mentioned that ferrite magnets represent a low-cost solution while offering a limited flux
density. AINiCo magnets, which are more expensive as compared to ferrite magnets,
demonstrate a very high remanent magnetism. This, however, is undermined by very
limited coercive field intensity. The most expensive, SmCo magnets, represent quality in
every aspect including high remanent magnetism, large coercive field intensity, and a fully
linear demagnetization characteristic. They also are known as highly stable in the presence
of high temperature variation. Finally, the NdFeB magnets demonstrate very high energy
density at room temperature. Furthermore, the cost associated with NdFeB is much less
than SmCo magnets. However, coercive field intensity in NdFeB magnets is highly sen-
sitive to temperature changes. This, in turn, results in an inadequate performance at high
temperatures.
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Table 17.1 Summary of Attributes for Various Permanent Magnets

Parameters at 20°C Ferrite AINiCo SmCo5 NdFeB
Remanent magnetism (B,[T]) 0.38 ... 0.42 0.61 ... 1.35 0.85...1.0 1.0...1.23
Coercive field intensity 390 ... 280 59 ... 50 1000 ... 1200 1600 ... 960
(H[KA/m])

Max. energy density 28 ...34 13 ... 62 140 ... 200 195 ... 280
(BH,,, [kI/m?))

Temperature coefficient -0.2...-023 -0.02 -0.04 ... -0.05 -0.11 ... -0.13
(Kg[%/C])

Temperature coefficient +04 ... +0.22 +0.03 ... -0.07 -0.25 -0.6 ... 0.8
(Ku[%/C1)

Reversible permeability (1,,) 1.05 <5 1.05 <12

Density [p/(kg/dm?)] 4.6 ...49 6.7...73 8.1...83 73...74
Specific electric resistance 102... 10'® 40 ... 70 50 ... 60 140
[pc/H€em]

Cost [%] 10 ... 15 40 ... 60 600 ... 800 200 ... 300

In general, the main objectives in selecting a permanent magnet for motor drive
application can be summarized as:

* High energy density

* A linear demagnetization characteristic in the entire vicinity of the second
quadrant (B-H plane)

» High stability with respect to temperature

* High specific resistance to mitigate eddy currents

* Durability against corrosion and demagnetization

* Low cost

Although achieving all these attributes in a single magnet is not possible, proper
design can help us to optimize the performance of the drive in the context of the application.
Table 17.1 summarizes the magnetic characteristics of four families of the permanent
magnets.

Comparing various properties of permanent magnets, the following observation can
be made:

* A rise in temperature will reduce the remanent magnetism in all magnet types.
On a percentage basis, ferrite magnets seem to be the most sensitive magnets,
while SmCo demonstrates the least sensitivity.

» Coercive field intensity portrays different behavior for various materials. While
an increase in temperature results in significant decrease of coercive field in
NdFeB, an opposite response is seen in ferrite magnets. Overall, SmCo offers
the least sensitivity to temperature.
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* SmCo is the heaviest and the most expensive alternative among all candidates.
It also presents one of the lowest specific resistances, which translates to high
eddy current losses.

* AINiCo offers the highest remanent magnetism. This, however, is mainly under-
mined by a very limited coercive field intensity and extremely high conductivity.

* The reversible permeability in most cases is close to 1.

We will use these observations to predict the performance of brushed DC-motor
drives in the presence of high temperature variations.

17.1.2 Toraue ProbucTion IN BRusHED DC-MoTor DRIVES

Electromagnetic torque in brushed DC-motor drives may be viewed as a product of
interaction between two magnetic fields constructed by armature (rotor winding) and field
(permanent magnet on the stator). Airgap, as a media in which electromechanical energy
conversion takes place, has an essential role in this process. Therefore, it is important to
calculate the components of the electromagnetic fields in the airgap. Figure 17.3 depicts
a cross-view of a portion of machine cut and rolled as shown.

Assuming a linear form for demagnetization characteristic of permanent magnet,
the field component generated by permanent magnets in the airgap can be expressed as:

B=— 5 (17.3)

B 1+(G/hM)

where G, h,,, and B, denote airgap length, depth of the magnet, and remanent magnetism,
respectively. This equation shows that a large B, can result in relaxing of manufacturing
cost by either allowing larger airgaps or smaller magnets. The armature component of the
electromagnetic field in the airgap, on the other hand, is generated by the current in the
stator phases and is approximated as:

2mwl
H="" (17.4)
252 -3+ 2222
3
28 10
b o4+ gg t-$-4 i
C E i 3 5
Permanent Magnet ; y
I
> -

Figure 17.3 Cross-view of a segment of BLDC machine cut and rolled.
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Figure 17.4 Magnetic behavior in PM machine.

where m, w, I, and D stand for number of phases, number of winding, phase current, and
airgap outer diameter (rotor OD + airgap length). The force density in the airgap is given by:

1 5% 2
f=—2| HBdB==H.B (17.5)
27 3
A

Equation 17.3 and Equation 17.5 show that any change in remanent magnetism of
permanent magnets impacts the torque productivity of the machine in a linear fashion. In
addition, variation of field intensity in the magnet due to armature current can be considered
another determining factor in evaluating the performance of the machine in the presence
of parameter variations caused by temperature and so on. Figure 17.4 shows a graphical
interpretation of the electromagnetic variations occuring in surface-mount magnets used
in brushed DC machines.

Point O° represents the no-load operating point as specified by the design and
demagnetization curve of the permanent magnet. In selecting the operating point, specific
criteria may be used. For instance, as shown in Figure 17.5, to minimize the size of used
SmCo magnet (the most expensive type), the operating point is located such that maximum
energy is achieved. However, in the case of ferrite magnet one should try to locate the
operating point close to the highest remanent magnetism, thereby obtaining the highest
possible flux density in the airgap at the expense of an increased magnet volume. The
latter will be tolerated by low cost of the ferrite magnets.

Once the no-load operating point is selected, one can include the effects of armature
magnetomotive force (mmf). This has been graphically shown in Figure 17.4 and is
expressed analytically as follows:

. . B u ©
B = BB = 20 T+ (o)

(17.6)
-B L1 e,

u0(1+h;4/c)_%1+(hM/o)

H, =H,,+AH, =
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Figure 17.5 Selection of operating point using SmCo and ferrite magnets.

where ©, stands for magnetomotive force of the armature (stator winding). As can be
seen, due to variations in armature current the operating point will fluctuate along demag-
netization characteristics, traveling between A* (field enforcement) and A~ (field weaken-
ing). It is therefore crucial to avoid entering a region beyond knee point (O,). Indeed,
forcing the operating point to beyond this point will result in unstable operation of the
magnetic circuit. As a result, design of the machine should take into account operation in
linear region, even in the presence of parameter variations.

The above discussion shows that while remanent magnetism has a direct impact on
airgap flux density, the coercive field intensity will have a significant impact on armature
mmf. Given the sensitivity of a particular magnet, these facts can be effectively used in
determining #,,/G, and Dy, (rotor outer diameter) and winding configuration respectively.

17.1.3 ImpacT oF TEMPERATURE ON PERFORMANCE oF A BLDC DRIVE

Temperature variations is an inevitable attribute of many industrial applications such as
automotive products. In fact, in some automotive applications a temperature range of
—40 to 150°C is reported. This, in turn, alters the properties of permanent magnets used
in brushed DC-motor drives. Although flexibility in locating some of automotive motor
drives can potentially avoid an extreme case of temperature variation, investigation of
temperature impact on machine operation seems to be necessary. Figure 17.6 and
Figure 17.7 show demagnetization curves for NdFeB and ferrite magnets at various tem-
peratures. As can be seen, a rise in temperature reduces the remanent magnetism in both
cases. However, a severe reduction in coercive field in NdFeB poses a real limitation for
armature currents at high temperatures. This will clearly undermine the practicality of
using NdFeB magnets at very high temperatures. It must be noted that a modest range of
temperature, below 40°C, can be appropriate for employing the NdFeB. The ferrite mag-
nets, on the other hand, depict a reverse behavior at high temperatures; they tend to have
larger coercive fields. This, however, at very low temperatures may cause a problem.
According to Table 17.1, SmCo permanent magnets demonstrate a superior performance
in terms of temperature stability. However, this comes with a significantly higher cost.
Therefore, if a modest range of temperatures can be accommodated, employment of NdFeB
magnets is recommended.

© 2005 by Taylor & Francis Group, LLC



Effects of Temperature on Demagnetization Curve for NdFeB (Neomax 35)
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Figure 17.6 Thermal behavior of NdFeB magnets.
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Figure 17.7 Thermal behavior of ferrite magnets.
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In order to quantify the effects of temperature change in brushed DC-motor drives,
the linear (stable) part of demagnetization characteristics is expressed as follows:

B=f(H)=B, +p,u.H
B, = B,,(1+ k,T/100) 17.7)

Hy = H(1+k,;T/100)
The no-load operating points are given by Equation 17.6 as follows:

B _ (B,o (1+,577100)) 179)

Bo 1+(0/hy ) 1+(0/hy )

n

A change in the temperature, therefore, directly shifts the location of operating point.
This will affect the allowed armature current as the maximum coercive field has also been
changed. This is expressed as:

- B
Ay < Hyo = H = p0(1+hM/G) Hi
(17.9)
_ ~(B,o(1+k,7/100)) ~(Ho (1+£,7100))

u(,(1+hM/0)

By combining Equation 17.5, Equation 17.8, and Equation 17.9 one can say that an
increase in temperature will reduce remanent magnetism and, hence, will reduce the torque
productivity of the machine by a factor of:

373_ (kB) B,
or _[1+(G/hM)]100 (1710

where T stands for temperature in degrees Celsius. Table 17.1 provides a range of k values
for various permanent magnets. At the same time, the permitted armature field to maintain
a stable operation is limited by:

OAH,, —kyB,, 1
= 0k Hyo | —— 17.11
or [u0(1+hM/(5) #R 100 (17.11)

It must be noted that a more strict limit on the armature excitation will further impact
the torque generation of the brushed DC-motor drive. Table 17.1 provides a range of &,
values for various permanent magnets. In order to illustrate the effects of temperature the
following example is given. Table 17.2 shows three various designs (two-pole design is
assumed) using ferrite, SmCo, and NdFeB permanent magnets.
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Table 17.2 Example Designs for
Mlustration of Temperature Effects

Type o (mm) hy (mm) D (mm)

Ferrite 0.5 4.5 50
SmCo 0.5 1 50
NdFeB 0.5 2 50

Table 17.3 Operational Condition at 20°C

Type B, [T] @ 20°C H,[kA/m] @ 20°C Stack length (mm) Torque (N-m)

Ferrite 0.42 30 165 5
SmCo 1 30 96 5
NdFeB 1.23 30 64 5

Once the airgap flux density and armature mmf are known the following equation
can be used to compute electromagnetic torque:

T :gHBDzl (17.12)

Using Equation 17.12, we have selected the stack length such that a total torque of
5 N-m is achieved. Table 17.3 shows the results of torque calculation.

In the next step, using the above method, operating points and the electromagnetic
torque at —20°, 20°, 100°, and 150°C are computed and listed in Table 17.4. Please note
that the stack length of machines is kept constant in this exercise.

Table 17.4 Effects of Temperature on Operational Characteristics of BLDC

Type B.(T) Hy(kA/m) B, (T) Hy(kA/m) Torque (N-m)
-20° 046 —246 0414 -36 5.36
Ferrite 200 042 —280 0.378 -33 5
100°  0.34 —246 0.306 =27 3.57
150°  0.29 —280 0.261 -23 2.6
SmCo  -20° 1.02 -1320 0.68 =270 5.12
20° 1 -1200 0.667 —265 5
100°  0.96 -960 0.64 254 4.83
150°  0.94 =810 0.627 -250 473
NdFeB  -20° 1.29 -980 1.032 —205 5.18
20° 1.23 -900 0.984 -196 5
100° 1.1 -220 0.88 -175 442
150° 1.02 -190 0.816 -162 3.82
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Figure 17.8 Effects of temperature on electromagnetic torque in brushed DC-motor drives.

The results of this study are graphically shown in Figure 17.8.

As can be seen, reduction in remanent magnetism, due to temperature variations, is
the main cause for reduction in torque. At high temperatures, despite the relatively low
armature mmf, low coercive/knee point field intensity also contributes to this reduction.
It is therefore expected that a higher armature mmf would have resulted in yet higher
reduction in torque under this design. It must also be noted that SmCo depicts the most
stable operation; however, with a reasonable range of temperatures, employment of NeFeB
magnets seems to be the most appropriate choice. NdFeB magnets not only are better
economic choices, they also offer higher specific resistance at a lower weight compared
to SmCo magnets. This in turn minimizes the effects of high-frequency eddy current losses
caused by slot harmonics.

17.2 SERIES CONNECTED DC-MOTOR DRIVES

Due to its application in starters, series connected DC-machines are introduced in this
section. Interestingly, series connected DC-machines were the primary choice for electric
propulsion in early versions of electric vehicles. This is attributed to their natural torque
vs. speed characteristic, which would allow for a compact motor size. This novel property
of series connected DC-machines was recently reinvented by many researchers, who
recommended motors with extended constant power region as optimal choice for electric
propulsion. Under steady-state conditions when vital parameters of a DC machine are at
quasi-static conditions, one can analytically extract the output characteristic of the series
connected DC-motors.

It is important to note that due to commutation of the armature windings, the
magnetic fields created by the field and armature windings are orthogonal; hence, there
exists an inherent decoupling between their respective magnetomotive forces. Furthermore,
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unlike rotating field machinery the magnetic fields of armature and field windings are
stationary with respect to each other. One can classify the DC-machines in accordance
with their respective winding configurations. The commonly used architectures are:

* Separately excited DC-machines

» Parallel or shunt connected DC-machines

* Series connected DC-machines

* Compound (series + parallel) windings DC-machines

In order to obtain the output characteristics of DC-machines one needs to express
the electromagnetic torque and induced voltages in the armature (located on the rotor); in
the absence of magnetic saturation these equations can be expressed as follows:

T (17.13)
E=Lyi,0,

inwhich L, i, ir, and o, stand for mutual inductance between armature and field windings,
armature current, field current, and rotor speed, respectively. Furthermore, the voltage
equations for the armature and field circuits can be used to simplify the above equations:

Vi=nl,+E=r]d, +LAfIf0),
(17.14)
Vi=ril;

The use of capital letters in Equation 17.14 indicates the steady-state values for the

armature and field currents and voltages. By combining Equation 17.14 and Equation 17.15
one can analytically express the torque vs. speed characteristic in a DC-machine as:

Vf
Vi=rd,+Ly o,
rf

v,
Vi—Ly—0,
r
=l=—F - (17.15)

Vi,—Ly—o,
_ T 7
=>T= LAf

Given the winding configuration one can use Equation 17.15 to obtain the output
characteristic of the DC-machine in interest. In particular for series connected DC-
machines one can make the following simplifications:
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Vi

=—*f 17.16
(r,+ rf) + L0, ( )

2
=T=L SR /—
Y (ry + re)+ Lo,

where V, represents the terminal voltage of the machine. A quick inspection of Equation
17.16 indicates that at standstill, a series connected DC-motor exhibits its maximum torque
density. Moreover, as speed increases the generated electromagnetic torque will decline.
These attributes optimally suit an application such as the starter in automobiles.
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Induction Motor Drives

Khaled Nigim

University of Waterloo, Waterloo, Ontario, Canada

18.1 INTRODUCTION

Induction motors play an important part in many different types of domestic and industrial
processing machinery. The popularity of the motor is due to its ruggedness and operational
reliability. The rotational speed of the induction motor ®,,, as well as its developed torque
T4, may be controlled by several techniques to meet the load requirements [1]. The
induction motor has two main parts; a stationary part called the stator and a rotating part
called the rotor, in which the mechanical load is connected. The stator has windings slotted
into a segmented iron frame to reduce eddy current and magnetic losses. The windings
establish a rotating magnetic field necessary to circulate current, by induction, into rotor
windings. The stator winding absorbs the electric power needed to balance the mechanical
torque. The rotating part carries the rotor windings.

Two types of rotor are manufactured. The first type is a wound rotor in which the
rotor windings are again slotted into a segmented iron frame and connected together at
one end externally. The second type is simply a shorted aluminum bar. The bars are housed
in a slotted iron frame. This is the most common type due to its rigidity and construction
simplicity and is known as the squirrel cage induction machine. Squirrel cage induction
motors are widely used and are the subject of our analysis.

The developed torque in the induction motor is dependent on the supply voltage
(V,) and the internal circuitry elements representing the motor. Current induced in the
rotor winding rotating with the shaft is dependent on the slip. The slip is the difference
between the rotor induced voltage frequency f and the synchronous reference frequency
f.- A practical equivalent circuit that is normally adopted for analyzing the motor speed
characteristics at steady state is represented in Figure 18.1. The values of the impedances
shown are referenced to the supply side. In the equivalent circuit, the impedance of the
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Figure 18.1 Steady-state induction motor per phase equivalent circuit (all values refer to the
stator side).

stationary part is represented by a series element Z1 (Z, = r, + jo,L,), constituting the
windings influencing the rotating magnetic flux. The magnetic flux coupling the two parts
is represented by magnetic inductive reactance X,, (X,,, = j®,L,,). The rotating part imped-
ance is represented by Z, (Z, = r, + jo,L,;), constituting the windings influencing the
produced torque. In the equivalent circuit, the motor developed torque is represented by
an equivalent variable resistor, given by the product of the rotor windings resistor and the
normalized ratio between the supply and rotor frequencies. Quantitatively, this is given by

In squirrel cage induction motors, the motor shaft rotational speed depends directly
on the supply frequency (f,), resulting in the magnetic field rotating at synchronous
rotational speed of 2xtf, rad/s. In addition, the speed is inversely proportional to the number
of the magnetic poles (p) created by the stationary stator winding when energized by the
AC power source. How the windings are connected together determines the number of
poles. The most important requirement when dealing with adjustable speed drives (ASDs)
is to study the performance of the motor under various voltages, current, magnetic flux,
and frequency control strategies. Motor speed and torque are interrelated in the induction
machine. Increasing the applied load torque (7)) entails more demand on the motor to
develop electromechanical torque (7). The increase in the load demand reduces the speed
and vice versa. However, using today’s power electronics and microprocessor technologies,
both speed and torque can be controlled independently to meet the different types of loads
that industry requires.

18.2 TORQUE AND SPEED CONTROL OF
INDUCTION MOTOR

There are various methods to control the induction motor torque and speed, varying in
complexity, performance, and cost [2]. One method of speed control is to change the
physical connection of the stator windings, to increase or decrease the number of poles
that those windings are creating. Stator windings embedded in the stationary part of the
motor are responsible for developing the rotating flux and how it is distributed. This method
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is known as pole changing and is suitable for applications in which two speed settings are
sufficient.

A second simple, yet practical, method is by varying the supply voltage by reducing
the magnitude supplied to the motor. This technique provides marginal speed change at
the expense of losing the developed torque as the voltage is reduced. Reduced voltage
method is used in many small induction motors coupled to fans and air blowers. The same
technique is also used as a way to reduce the starting current and, hence, provide safe
starting of the motor.

A third method is incorporated to control the speed and torque independently by
varying the supply voltage and frequency using switching power electronic devices known
as inverters [3]. The switching patterns of the device are controlled through switching
logic, known as pulse width modulation (PWM) or space vector modulation (SVM), in
association with control circuitry. They are manipulated by either linear- or microprocessor-
based control topology in a way to achieve the desired developed motor torque to meet
the load characteristics with the highest energy efficiency and minimum losses. The
controller could also be used to manipulate the motor to maintain constant torque or power
at various operating speeds. The application of power electronic switching devices intro-
duces greater flexibility in controlling the motor speed and torque for a wide variety of
applications, including that of traction system in locomotives and electric vehicle.

18.3 BASICS OF POWER ELECTRONICS CONTROL
IN INDUCTION MOTORS

Adjustable speed electric drives consist of power electronic switching device assemblage
(converters) interfacing the electric power source and the motor. ASDs are manufactured
in variable ratings from 1 hp to more than 1000 hp and are considered the working horse
of today’s industries.

Controlling the voltage and frequency supplied to the motor is the heart of the
induction motor’s speed and torque control. Voltage and frequency can be varied indepen-
dently or dependently using the pulse width modulation technique, which controls the
switching of the inverter feeding the motor, thus producing variable load at different speed
settings. Direct torque and magnetic field control can also be achieved by controlling the
space vector of the field and other variable parameters. Direct switching of the inverter
feeding the motor through space vector modulation topology results in better dynamic
performance. Vector-based induction motor drives are popular. The basic theoretical basis
of interfacing the motor with the inverter switching states has been clearly presented in
many textbooks [4-7].

Induction motor variable speed drives can be powered by either an AC or DC power
source. For AC power-sourced drives, shown in Figure 18.2(a), the converter is made of
two parts. The first part, simply called a converter, converts the AC into DC supply. The
converter can be controlled to produce variable DC output voltage using controlled switch-
ing devices such as thyristors or transistors or simply constructed by a diode rectifier
bridge. The second part, known as the inverter, inverts the DC voltage source into variable
or constant voltage magnitude and a controllable frequency AC source. The generated
frequency is carried out using switching devices again like transistors. The quality of the
reproduced variable AC source is a main key element in the performance of the drive. In
the DC or battery-sourced drives, only the inverter part is needed to convert the DC source
into variable AC source, as shown in Figure 18.2(b).
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Figure 18.2 (a) AC-DC-AC conversion (voltage source inverter); (b) DC-AC conversion.
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Figure 18.3 Current source inverter.

The converter and the inverter are connected together through the DC link. If the
DC link voltage is maintained almost constant by connecting capacitors across the DC link,
the assemblage is then identified as a voltage source inverter, shown in Figure 18.2. If the
DC link current is maintained almost constant through the connection of DC choke, the
converter assemblage is then identified as a current source inverter, as shown in Figure 18.3.

18.4 INDUCTION MOTOR VSD OPERATING MODES

ASDs can be controlled under different control strategies that enable the motor to operate
in two distinct torque-speed regions, mainly the constant torque-speed and the constant
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Figure 18.4 Torque-speed characteristics under v/f control.

power-speed regions as shown in Figure 18.4. The speed torque relationship of the induction
motor can be found using the steady-state equivalent circuit shown. The developed torque
that controls the behavior of the motor under different regions is given by Equation 18.1.

2
r=» A [V] Nm (18.1)

where

[+ 0L, (L, +L,)]
[n+olL, +1,)" ]

omr, (,L,)
o, [ +ol (L, +1,) ]

A =

and B=2nL, +

For constant torque operation, the voltage to frequency (V/f) is maintained almost
constant from starting to the maximum rated synchronous speed. To avoid saturation at
low speed, the inverter voltage is boosted to compensate for the stator winding’s ohmic
losses and to establish the required starting torque at low frequency. For the constant power
operation, the DC link voltage cannot be increased. However, the switching devices are
switched at higher frequencies, resulting in lower torque as the speed increases beyond
the motor rated speed.

Selection of an induction motor and its control scheme depends on the applied load
characteristics and how the system is to be controlled. Loads can be classified according
to inertia or torque-speed characteristics or by the load control dynamic. An electric vehicle
is considered to be of the high inertia load that needs to be controlled during the acceler-
ation and deceleration and be able to maintain constant speed during cruising. Moreover,
electric vehicles are rapidly started and stopped. Therefore, the drive needs to be designed
ultimately for driving the motor in the four operating quadrants.
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Figure 18.5 Induction motor VSD: four operating quadrants in the (w,,,T,) plane.

The concept of operating quadrants plays an important role in the theory and practice
of ASDs. Both the torque developed in the motor T,, and rotational speed ®,,, of the rotor
can assume two polarities: one for motoring, in which the product of the torque and the
speed produce positive mechanical power (i.e., power is drawn from the source), and
another for generating or braking (i.e., power is fed into the source).

Many of today’s ASDs have the capability to operate in both polarities of the motor
speed. The operation with the two polarities results in four possible operating modes, as
shown in Figure 18.5. Operating in the four quadrants, the drive is motoring forward in
the first quadrant, braking in the second quadrant, reversing in the third quadrant, and
reverse braking in the fourth quadrant; hence:

1. Mode I is for motoring in the positive torque-speed and is used to drive the
vehicle in forward directions.

2. Mode III is for motoring in the negative torque-speed and is used to drive the
vehicle in reverse directions.

3. Mode II is the braking mode in the positive torque-speed and is used for
electronic slowing down before the mechanical brake is applied.

4. Mode IV is also a braking mode in the negative torque-speed and has the same
function of mode II but when the vehicle is reversing.

Electric locomotives and electric vehicles have a provision allowing electric braking
to relieve the mechanical load from wearing rapidly. However, in many small, low-cost,
yet efficient electric vehicles such as the electric golf car, the braking is dependent on the
mechanical system. Therefore, the electric drive is only allowed to operate in the motoring
forward or reverse modes. In the case of four-quadrant operation, the battery source must
be isolated every time the electronic braking is initiated to protect the battery from damage.
The battery is then shortly replaced by a resistor to dissipate the energy rapidly as the
motor is braking.
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18.5 FUNDAMENTALS OF SCALAR AND VECTOR
CONTROL FOR INDUCTION MOTORS

The developed voltage and current by the inverter in ASDs are the main controlling
elements that dictate how the motor meets the load demand. In the steady state, the voltage
v, current i, and magnetic flux linkage A are defined by their magnitude and frequency
(angular velocity). If the magnitude of parameters are observed and adjusted, the control
technique is classified as a scalar control. It is usually adopted in low-performance ASDs.
For high-performance ASD systems, vector control is adapted, in which the control
variables consider the observation of the instantaneous values of positions of stator voltage
v,, current i, and the magnetic flux linkage A space vectors [8]. Vector techniques are used
to adjust the instantaneous values, thus permitting high dynamic performance of the drive.
Vector control can be implemented in many different ways. The well-known techniques
are field-oriented control (FOC) [9] and direct torque control (DTC) [10], which will be
discussed briefly in the following sections. An update on the different techniques will also
be outlined.

18.5.1 ScaLArR CoNTROL
18.5.1.1 Open Loop Scalar Control

Induction motor speed and torque can be controlled using inverters by regulating the
voltage and frequency of the inverter AC output. To maintain constant torque at wide speed
range, the voltage-to-frequency ratio is kept almost constant, to maintain constant air gap
flux. This can be achieved in several ways. One of the simplest ways is to control the
inverter switching to generate semisinusoidal voltage waveform with its associated fre-
quency. Figure 18.6(a) shows a typical open loop torque-speed control. The voltage
command V" is generated directly from the frequency reference signal through a volt/Hertz
gain constant (K,). In steady state, the motor air gap flux is approximately related to the
supply voltage and to the shaft rotational speed, thus maintaining a reasonably constant
developed torque at different speed settings as given by Equation 18.1. At steady-state
operation, if the load torque is increased, the slip will increase and a balance will be maintained
between the developed torque and the applied load; thus, the system will be adequate for
many applications that are not severely affected by minor speed deviations. At low speed,
the voltage is boosted to compensate for the ohmic drop of the stator windings resistor
by incorporating a reference voltage that limits the minimum voltage signal at low-speed
settings to V.

18.5.1.2  Closed Loop Scalar Control

For more accuracy in controlling the speed and limiting the motor current, the drive needs
to incorporate sensing devices to detect the motor current and the rotational rotor speed in
order to control the torque or the speed, respectively. Both the motor current and speed must
be observed to achieve reliable operation. Figure 18.6(b) shows a closed loop speed control
in which the speed of the rotating shaft is observed. The difference between the actual
speed and the reference is used to regulate the inverter voltage and frequency through a
current limit control to avoid running the motor at different torque-speed regions. Again,
at low speed, the voltage is boosted to compensate for the ohmic drop of the stator
windings.
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Figure 18.6 (a) Open loop (constant v/f) scalar control; (b) closed loop (constant v/f) speed scalar
control.

18.5.2 FunpameNTALS OF FIELD-ORIENTED CoNTROL (VECTOR CONTROL)
IN INnpucTioN MoToRs

18.5.2.1 Field-Oriented Control

Field-oriented control is based on resolving the instantaneous line input motor currents
into two components; flux and torque, producing current components. FOC motor con-
trollers are essentially current-controlled systems. In this way, it is expected that the motor
will produce controllable torque similar to the DC separately excited electric motor. In
DC separately excited motors, the torque produced is a function of the magnetic field flux
linkage A, and armature current component I, (as given by Equation 18.2, in which K, is
a constant dependent on the motor size) and how the armature windings are connected.

T,=K, A1, Nm (18.2)

For the induction motor, a similar torque equation can be introduced using the
revolving reference frame transformation. Induction motor space vectors in the stator
reference frame are revolving, so that their d and q components are AC signals. A dynamic
dg-to-DQ transformation allows conversion of those signals to the DC quantities.

© 2005 by Taylor & Francis Group, LLC



The dg-to-DQ transformation introduces a revolving frame reference in which, in
the steady state, space vectors appear as stationary. Therefore, if the flux linkage or current
components of the stator and rotor can be transferred to the DQ frame, then it is possible
to generate a torque equation that mimics the DC motor torque equation. The torque
developed in an induction motor is proportional to the product of magnitudes of space
vectors of two selected motor variables (two currents, two fluxes, or a current and flux)
and the sine of the angle between these two vectors. The transformation from dq to DQ
reference frame allows the generation of the torque equation represented by the interaction
of DQ components.

The steps needed to evolve the torque equation using a series of static and dynamic
transformation of the variables components are:

1. The instantaneous measured motor variable, say, the current supplied by the
inverter (i,, i,, and i) is transferred to the dq axes components (i, and i ) using
the transformation matrix as presented by Equation 18.3.

i

11
Iy I 2 2 N
.= i (18.3)
l:’q} 0 £ _ﬁ i

2 2 ¢

w

2. The transformation between the static current components in the dq frame to
the dynamic current components in the DQ frame (i}, and i) is carried out using
the transformation matrix given in Equation 18.4.

{i.D:I _ { co.s((n)gt) sin(u)et)} I:i.d:l (18.4)

Ip —sin(w,t)  cos(w,?) || i,
where ®, is the angular velocity in the arbitrary revolving reference frame.
Therefore, if a current vector revolves in the stator frame with the same revolving
angular velocity ®,, it is then possible to treat that particular vector component
as DC quantities given by its DQ quantities.

3. The torque is then presented by the interaction of the stator current space vectors,
the rotor flux linkage space vector A, and, say, stator current i. The