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Introduction

The aim of this book is to enable you to achieve your potential.

In doing so, we hope to help you gain:

e an awareness of the usefulness of geographical analysis
to understand and solve contemporary human and
environmental problems

® a sense of relative location, including an appreciation of the
complexity and wariety of natural and human environments

e an understanding of the principal processes operating within
physical and human geographv

o an understanding of the causes and effects of change on the
natural and human environments.

Any study of Geography includes a number of aspects, including:

# elements of physical and human geography and the inter-
relationships between these components

e processes operating at different scales within physical and
human geography

® a sense of relative location, including an appreciation of the
complexity and wariety of natural and human environments

s demonstration and explanation of the causes and effects
of change over space and time on the natural and human
environments.

In addition, you will use many skills, including:

# exploring primary (fieldwork) sources and secondary sources
(e.g. statistical data)

e interpreting a range of map and diagram techniques
displaying geographical information

# assessing methods of enguiry and considering the limitations
of evidence

# demonsirating skills of analysis and synthesis

# using geographical understanding to develop your own
explanations and hypotheses.

In addition to this book there is a student’s CD-ROM, which

enables you to revise and test your knowledge and to practise

key skills. It includes key terms, topic summaries, additional

work, suggested websites and interactive multiple-choice tests.

There is also a supporting teacher's CD-ROM containing all the

student’s CD-ROM material, plus selected illustrations from the

textbook and annotated sample suggesied examination answers

at three levels.

vii



Structure of the syllabus

Cambridge International A and AS Level Geography

(syllabus code 9696)

e Candidates for Advanced Subsidiary (AS) certification take
Paper 1 only.

# Candidates who already have AS certification and wish to
achieve the full Advanced Level qualification may carry their
AS marks forward and take just Papers 2 and 3 in the exam
session in which they require certification.

# Candidates taking the complete Advanced Level gualification
take all three papers.

Paper 1: Core Geography
3 hours

Physical Core

e Hydrology and fluvial geomorphology

¢ Atmosphere and weather
# Rocks and weathering

Human Core

¢ Popularion

» Migration

e Settlement dynamics

Candidates answer questions in three sections. In Section A, they
must answer five of six questions on the Physical and Human
Core topics for a total of 50 marks. In each of Sections B and C,
candidates answer one of three structured questions based on the
Physical (Section B) and Human (Section C) Core topics, for a total
of 25 marks in each section.

100% of total marks at AS Level 50% of marks at A Level

il

Paper 2: Advanced Physical
Geography Options
1 hour 30 minutes

& Tropical environments

# Coastal environments

s Hazardous environments

# Arid and semi-arid environments

Candidates answer two structured essay questions, each on a
different optional topic, from a total of eight questions based on
the Advanced Physical Geography Options syllabus, for a total of
50 marks.

25% of marks at A Level

Paper 3: Advanced Human
Geography Options
1 hour 30 minutes

# Production, location and change

s Environmental management

& Global interdependence

¢ Economic transition

Candidates answer two structured essay questions, each on a
different optional topic, from a total of eight questions based on
the Advanced Human Geography Options syllabus, for a total of
50 marks.

25% of marks at A Level



Paper 1: Core Geography

Physical Core

1 Hydrology and fluvial geomorphology

1.1 The drainage basin
system

The hydrological cycle refers to the cycle of water between
atmosphere, lithosphere and biosphere (Figure 1.1). At a local
scale — the drainage basin (Figure 1.2) — the cycle has a single
input, precipitation (PPT), and two major losses (outputs):
evapotranspiration (EVT) and runoff. A third output, leakage,
may also occur from the deeper subsurface to other basins.
The drainage basin system is an open system as it allows the
movement of energy and matter across its boundaries.

Water can be stored at a number of stages or levels within
the cycle. These stores include vegetation, surface, soil moisture,
groundwater and water channels.

Human modifications are made at every scale. Good examples
include large-scale changes of channel flow and storage, irrigation
and land drainage, and large-scale abstraction of groundwater
and surface water for domestic and industrial use.

Figure 1.2 The drainage basin hyc

Precipitation

Precipitation includes all forms of rainfall, snow, frost, hail
and dew. Tt is the conversion and transfer of moisture in the
atmosphere to the land. Precipitation is considered in more detail
in Section 2.3 (pages 40—48). Here it is important to mention the
main characteristics that affect local hydrology. These are:

“TF | ater 190

Evaporation  Precipitation Water vapour
from land over land in atmosphere
76 000 km® 110 000 km? 13 000 km?

Snow and ice
29 million km?

Evaporation
Precipitation 1'om 5€a
_ 1 e b 430 000 km?
Lakes and rivers | @ay 390 000 km?
200 000 km3 ey
- % a%s
Bay ATe R
" W *Runoff from land

40 000 km?3

Oceans I

i 1348 millions km? |

Groundwater
80 million km®
Source: Advanced Geography: Concapis & Cases
by P Guinness & G. Nagle (Hodder Education, 1999), p.245
Figure 1.1 The global hydrological cycle
P Soll Saturated rock and sail
\ ;. P Precipitation
e =T Water movement
,"r Bk P Channel precipitation
= : I Infiltration
- Aeration T Transpiration
e Direct evaporation of

intercepted precipitation
OF  Overland flow (very fast)
TF  Throughflow (guick)

Zone “f GWF Groundwater flow (baseflow)
saturation {slow)

e the total amount of precipitation
® intensity

® type (snow, rain, etc.)

# geographic distribution and

® variability.
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Figure 1.3 Interception losses for different types of vegetation

Interception

Interception refers to water that is caught and stored by vegetation.

There are three main components:

s interception loss — water that is retained by plant surfaces and
which is later evaporated away or absorbed by the plant

e throughfall — water that either falls through gaps in the
vegetation or which drops from leaves, twigs or stems

¢ stemflow — water that trickles along twigs and branches and
finally down the main trunk.

Interception loss varies with different types of vegetation (Figure 1.3).

Interception is less from grasses than from deciduous woodland

owing to the smaller surface area of the grass shoots. From agricultural

crops, and from cereals in particular, interception increases with crop

density. Coniferous trees intercept more than deciduous trees in

winter, but this is reversed in summer.

Evaporation

Evaporation is the process by which a liquid or a solid is changed into
a gas. It is the conversion of solid and liquid precipitation (snow, ice
and water) to water vapour in the atmosphere. It is most important
from oceans and seas. Evaporation increases under warm, dry
conditions and decreases under cold, calm conditions. Evaporation
losses are greater in arid and semi-arid climates than in polar regions,

Factors affecting evaporation include meteorological factors such
as temperature, humidity, and wind speed. Of these, temperature
is the most important factor. Other factors include the amount of
water available, vegetation cover, and colour of the surface (albedo or
reflectivity of the surface).

Evapotranspiration

Transpiration is the process by which water vapour escapes
from a living plant, principally the leaves, and enters the
atmosphere. The combined effects of evaporation and
transpiration are normally referred to as evapotranspiration
(EVT). EVT represents the most important aspect of water
loss, accounting for the loss of nearly 100 per cent of the
annual precipitation in arid areas and 75 per cent in humid
areas. Only over ice and snow fields, bare rock slopes, desert
areas, water surfaces and bare soil will purely evaporative
losses occur.

Potential evapotranspiration
(P.EVT)

The distinction between actual EVT and PEVT
availability. Potential
evapotranspiration is the water loss that would occur if
there was an unlimited supply of water in the soil for use
by the vegetation. For example, the actual evapotranspiration
rate in Egypt is less than 250 mm, because there is less
than 250 mm of rain annually. However, given the high
temperatures experienced in Egypt, if the rainfall was as high
as 2000 mm, there would be sufficient heat to evaporate that

lies

in the <oncept of moisture

water. Hence the potential evapotranspiration rate there is
2000 mm. The factors affecting evapotranspiration include all
those that affect evaporation. In addition, some plants, such
as cacti, have adaptations to help them reduce moisture loss.



Infiltration

Infiltration is the process by which water soaks into or is absorbed
by the soil. The infiltration capacity is the maximum rate at
which rain can be absorbed by a soil in a given condition.

Infiltration capacity decreases with time through a period of
rainfall until a more or less constant value is reached (Figure 1.4).
Infiltration rates of 0—4 mm/hour are common on clays whereas
3-12 mm/hour are common on sands. Vegetation also increases
infiltration. This is because it intercepts some rainfall and slows
down the speed at which it arrives at the surface. For example, on
bare soils where rainsplash impact occurs, infiltration rates may
reach 10 mm/hour. On similar soils covered by vegetation, rates
of between 50 and 100 mm/hour have been recorded. Infiltrated
water is chemically rich as it picks up minerals and organic acids
from vegetation and soil.
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Source: Advanced Geography: Concapts & Cases
by P Guinness & G. Magle (Hodder Education, 1990, p.247

Figure 1.4 Infiltration rates under vegstation

1.1 The drainage basin system

Table 1.1 Influence of ground cover on infiliration rates

Ground cover Infiltration rate (mm/hour)
Old permanent pasture 57

Permanent pasture: moderately grazed 19

Permanent pasture: heavily grazed 12
Strip-cropped 10

Weeds or grain g

Clean tilled 7

Bare, crusted ground

Infiltration is inversely related to overand runoff and is
influenced by a variety of factors, such as duration of rainfall,
antecedent soil moisture (pre-existing levels of soil moisture),
soil porosity, vegetation cover (Table 1.1), raindrop size and slope
angle (Figure 1.5). In contrast, overland flow is water that flows
over the land’s surface.

Section 1.1 Activities

1 Define the following hydrological characteristics:
a interception
b evaporation
c infiltration.

2 Study Figure 1.2.
a Define the terms overfand flow and throughfiow.
b Compare the nature of water movement in these two flows.
¢ Suggest reasons for the differences you have noted.

2 Figure 1.3 shows interception losses from spruce and
beech trees and from three agricultural crops. Describe and
comment on the relationship between the number of plants
and interception and the type of plants and interception.

4 Figure 1.5 shows the relationship between infiltration,
overland flow (surface runoff) and six factors. Write a
paragraph on each of the factors, describing and explaining
the effect it has on infiltration and overland runoff.

5 Comment con the relationship between ground cover and
| infiltration, as shown in Table 1.1.
1".

EL Duration of rainfall surfa]EFe "L | Antecedent soil moisture i Soil porosity
= £ p i
8 E 2N s E E .- infiltration
2= a i o
E-_p i E gfiltratlis:m
o E ry soi
= S S e i surface
........ infiltration infiltration s eplT
Duration of rainfall Time (Wet sail Porosity
B Vegetation cover st T Raindrop size i Slope angle
E {bare earth) £ _ surface £ surface
E surface runoff E S “uiroft E i
= (forest) & B
T infiltration {forest) o
infiltration =t infiltration ~*+ infiltration

_TII‘I'I_E (bare earth)

Raindrop size

Slope angle

Source: Advanced Geography: Concepts & Cases by P Guinness & G. Nagle (Hodder Education, 1%99), p.248

Figure 1.5 Factors affecting infiliration and surface runoff



n Hydrology and fluvial geomorphology

Soil moisture

Soil moisture refers to the subsurface water in the soil. Field
capacity refers to the amount of water held in the soil after
excess water drains away — that is, saturation or near saturation.
Wilting point refers to the range of moisture content in which
permanent wilting of plants occurs, They define the approximate
limits to plant growth.

Throughtlow refers to water flowing through the soil in
natural pipes and percolines (lines of concentrated water flow
between soil horizons).

Groundwater

Groundwater refers to subsurface water. Water moves slowly
downwards from the soil into the bedrock — this is known as
percolation. Depending on the permeability of the rock, this may
be very slow, or in some rocks, such as Carboniferous limestone
and chalk, it may be quite fast, locally. The permanently saturated
zone within solid rocks and sediments is known as the phreatic
zone. The upper layer of this is known as the water table. The
water table varies seasonally. It is higher in winter following
increased levels of precipitation. The zone that is seasonally
wetted and seasonally dries out is known as the aeration zone.
Most groundwater is found within a few hundred metres of the
surface but has been found at depths of up to 4 km beneath
the surface (Figure 1.6). Baseflow refers to the part of a river's
discharge that is provided by groundwater seeping into the bed of
a river. It is a relatively constant flow although it increases slightly
following a wet period.

Groundwater is very important. It accounts for 96.5 per cent of
all freshwater on the Earth. However, while some soil moisture
may be recycled by evaporation into atmospheric moisture within
a matter of days or weeks, groundwater may not be recycled for as
long as 20 000 years. Recharge refers to the refilling of water in
pores where the water has dried up or been extracted by human
activity, Hence, in some places, where recharge is not taking
place, groundwater is considered a non-renewable resource.

Aquifers (rocks that contain significant quantities of water)
provide a great reservoir of water, Aquifers are permeable rocks
such as sandstones and limestones. The water in aquifers moves
very slowly and acts as a natural regulator in the hydrological
cycle by absorbing rainfall which otherwise would reach streams
rapidly. In addition, aquifers maintain stream flow during long dry
periods. Where water flow reaches the surface (as shown by the
discharge areas in Figure 1.6) springs may be found. These may
be substantial enough to become the source of a stream or river.

Groundwater recharge occurs as a result of:

e infiltration of part of the total precipitation at the ground
surface

o seepage through the banks and bed of surface water bodies
such as ditches, rivers, lakes and oceans

e groundwater leakage and inflow from adjacent rocks and
aquifers

a In humid regions

Aquifer
Maijor Intermittent 'echarge
perennial discharge e Unsaturated
Artesian  discharge 3@ zone
discharge area —
= perennial
discharge
) area

oL

b In semi-arid regions

Aquifer recharge area

_ Minor perennial
~ . discharge area

R S

|1 Aguitard pen‘r;-e;a-ﬁﬂ'@}” = /
' S~ millenniz

Near aquiclude (impermeable layer)

Source: Advanced Geography: Concepis & Cases
by P Guinness & G. Nagle (Hodder Education, 1999), p.248

Figure 1.6 Groundwater and aguifer charactenstics

o artificial recharge from irrigation, reservoirs, efc.

Losses of groundwater result from:

® evapotranspiration particularly in low-lying areas where the
water table is close to the ground surface

# natural discharge by means of spring flow and seepage into
surface water bodies

s groundwater leakage and outflow through aquicludes and
into adjacent aquifers

e artificial abstraction; for example, the water table near
Lubbock on the High Plains of Texas (USA) has declined
by 30-50 m in just 50 years, and in Saudi Arabia the
groundwater reserve in 2010 was 42 per cent less than in
1985.

Section 1.1 Activities

- 1 Define the terms groundwater and baseflow.

' 2 Outline the ways in which human activities have affected
J- groundwater.

L
. -



1.2 Rainfall-discharge relationships within drainage basins

1.2 Rainfall-discharge
relationships within
drainage basins

A river regime is the annual variation in the flow of a river.
Stream flow occurs as a result of overland runoff, groundwater
springs, from lakes and from meltwater in mountainous or sub-
polar environments. The character or regime of the resulting
stream or river is influenced by several variable factors:

e the amount and nature of precipitation

# the local rocks, especially porosity and permeability

o the shape or morphology of the drainage basin, its area and

slope

# the amount and type of vegetation cover

e the amount and type of soil cover.

On an annual basis the most important factor determining
stream regime is climate. Figure 1.7 shows generalised regimes
for Europe. Notice how the regime for the Shannon at Killaloe
(Ireland) has a typical temperate regime, with a clear winter
maximum. By contrast, Arctic areas such as the Gloma in Norway
and the Kemi in Finland have a peak in spring associated with
snowmelt. Others, such as the Po near Venice, have two main
maxima — autumn and winter rains (Mediterranean climate) and
spring snowmelt from Alpine tributaries.

Figure 1.8a shows a simple regime, based upon a single river
with one major peak flow, By contrast, Figure 1. 8b shows a complex
regime forthe River Rhine. It hasa number of large tributaries which
flow in a variety of environments, including alpine, Mediterranean
and temperate. By the time the Rhine has travelled downstream it is
influenced by many, at times contrasting, regimes.
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Figure 1.7 River regimes in Europe
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a A simple river regime
4

) b Complex regime of the Rhine River
Gladier melt
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Source: Advanced Geography: Concepts & Cases by P Guinness & G. Magle (Hodder Education, 1999), p.262

Figure 1.8 Simple and complex river regimes

Table 1.2 Precipitation and runoff data for a storm en the Delaware River, FlOOd hYd rog ra phs

hew York
Date Time Duration of ralnfall | Total (cm) A flood hydrograph shows how the discharge of a river varies
over a short time (Figure 1.9). Normally it refers to an individual
53 EZEE:E: :Z$ :; :232 g; storm or group of storms of not more than a few days in length.
30 September | Bp.m. Y 37 Before the storm starts the main supply of water to the stream is
G Saptarbe | T, T a1 through groundwater flow or baseflow. This is the main supplier
Tors] 13 of water to rivers. During the storm some water infiltrates into the
soil while some flows over the surface as overland flow or runoff.
Date Stresin runot i lec) This reaches the river quickly as quickflow. This causes the rapid
28 September 78.3 (baseflow) rise in the level of the river. The rising limb shows us. how
20 Septaiter 38.3 basefiow) quickly the flood waters begin to rise whereas the recessional
30 Sepiember 3300 limb is the speed with which the water level in the river declines
T Ottober 50042 after the peak. The peak flow is the maximum discharge of
> October 13301 the river as a result of the storm and the time lag is the time
3 October 043 between the height of the storm (not the start or the end) and the
4 October 3670 maximum flow in the river.
5 October 254.2 i, IPES _
6 October 1981 E Time lag
7 October 176.0 E e Peak discharge (flow)
8 October 170.0 o 100GE ,
9 October 165.2 (baseflow) E E o Channel precipitation
= Rainfall and Mﬂﬂﬂd ﬂuw
2 0.754
(m] ! !
Section 1.2 Activities Rising lim Recessionatie
oo~ —— \ 0.50- e
1 Compare the river regimes of the Gloma (Norway), Shannon Lt
{lreland) and Rhine (Switzerland). Suggest reasomns for their . Groundwater flow
differences. 0251
2 The data in Table 1.2 show precipitation and runoff data for
a storm on the Delaware River, New York. Using this data, L )R S o S R S s e s s
plot the storm hydrograph for this starm. Describe the main 0 5 10 15 20
characteristics of the hydrograph you have drawn. ! T dhaliph
. s Figure 1.9 Asimple hydrograph



1.3 River channel processes and landforms

Table 1.3 Factors affecting storm hydrographs

Factor

Influence on flood hydrograph

Precipitation type
and intensity

Highly intensive rainfall is likely to produce overland flow and a steep rising limb and high peak flow. Low-intensity rainfall is
likely to infiltrate into the soil and percolate slowly into the rock, thereby increasing the time lag and reducing the peak flow.
Precipitation that falls as snow sits on the ground until it melts. Sudden, rapid melting can cause flooding and lead to high rates
of overland flow, and high peak flows.

Temperature and
evapotranspiration

Mot only does temperature affect the type of precipitation, it also affects the evaporation rate (higher temperatures lead to more
evaporation and so less water getting into rivers). On the other hand, warm air can hold more water so the potential for high

peak flows in hot areas is raised.

Antecedent

moisture high peak flow and short time lag.

I it has been raining previously and the ground is saturated or nearly saturated, rainfall will quickly produce overland flow and a

Drainage basin
size and shape

Smaller drainage basins respond more quickly to rainfall conditions. For example, the Boscastle (UK) floods of 2004 drained

an area of less than 15 km2. This meant that the peak of the flood occurred soon after the peak of the storm. In contrast, the
Mississippi River is over 3700 km long — it takes much longer for the lower part of the river to respond to an event that might
occur in the upper course of the river. Circular basins respond more quickly than linear basins, where the response is more drawn

impermeability of
rocks and soils
and causes water to pass overland.

out.

Drainage density | Basins with a high drainage density, such as urban basins with a network of sewers and drains, respond very quickly. Networks
with a low drainage density have a very long time lag.

Porosity and Impermeable surfaces cause more water to flow overland. This causes greater peak flows. Urban areas contain large areas of

impermeable surfaces. In contrast, rocks such as chalk and gravel are permeable and allow water to infiltrate and percolate. This
reduces the peak flow and increases the time lag. Sandy soils allow water to infiltrate whereas clay is much more impermeable

Slopes

Steeper slopes create more overland flow, shorter time lags and higher peak flows.

Vegetation type

Broad-leafed vegetation intercepts more rainfall, especially in summer, and so reduces the amount of overland flow and peak
flow and increases time lag. In winter, deciduous trees lose their leaves and so intercept less,

Land use

increased and time lags reduced.

Land uses that create impermeable surfaces, or reduce vegetation cover, reduce interception and increase overland flow. If more
drainage channels are built (sewers, ditches, drains) the water is carried to rivers very quickly. This means that peak flows are

The effect of urban development on hydrographs is to increase
peak flow and decrease time lag (Figure 1.10). This is due to an
increase in the proportion of impermeable ground in a drainage
basin as well as an increase in the drainage density. Storm
hydrographs also vary with a number of other factors (Table 1.3)
such as basin shape (Figure 1.11), drainage density, and gradient.

Completely sewered basin
with highly impermeable surface

Discharge

Completely sewered
basin with natural surface

) Natural channels
and basin surface

Time

Source: Advanced Geography: Concepts & Cases
by B Guinness & G. Nagle (Hodder Education, 1999}, p.255

Figure 1.10 The effects of urban developrment on flood hydrographs

Section 1.2 Activities

1 Define the terms river regime and flood hydrograph.

2 Study Figure 1.10 which shows the impact of urbanisation
on flood hydrographs. Describe and explain the differences
in the relationship between discharge and time.

1.3 River channel processes
and landforms

Transport

The load is transported downstream in a number of ways:

® The smallest particles (silts and clays) are carried in
suspension as the suspended load.

s Larger particles (sands, gravels, very small stones) are
transported in a series of ‘hops’ as the saltated load.

# Pebbles are shunted along the bed as the bed or tracted
load.

# In areas of calcareous rock, material is carried in solution as
the dissolved load.

The load of a river varies with discharge and velocity. The capacity

of a stream refers to the largest amount of debris that a stream can

carry, while the competence refers to the diameter of the largest

particle that can be carried. The critical erosion velocity is the

lowest velocity at which grains of a given size can be moved.

The relationship between these variables is shown by means of a

Hjulstrom curve (Figure 1.11). For example, sand can be moved

more easily than silt or clay, as fine-grained particles tend to be

more cohesive, High velocities are required to move gravel and

cobbles because of their large size. The critical velocities tend to

be an area rather than a straight line on the graph.
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Figure 1.11 Hjulstrom curve

There are three important features on Hjulstrom curves:

# The smallest and largest particles require high velocities to
lift them. For example, particles between 0.1 mm and 1 mm
require velocities of around 100 mm/sec to be entrained,
compared with values of over 500 mm/sec to lift clay
(0.01 m) and gravel (over 2 mm). Clay resists entrainment due
to its cohesion, gravel due to its weight.

& Higher velocities are required for entrainment than for
transport.

® When velocity falls below a certain level (settling or fall
velocity), those particles are deposited.

Section 1.3 Activities
: “”w.

Study Figure 1.11.
| 1 Describe the work of the river when sediment size is 1 mm.

2 Comment on the relationship between velocity, sediment size
and river process when the river is moving at 0.5 m/sec!,

Deposition
There are a number of causes of deposition such as:
& a shallowing of gradient which decreases velocity and energy

e a decrease in the volume of water in the channel
® an increase in the friction between water and channel.

Erosion

Abrasion (or corrasion) is the wearing away of the bed and
bank by the load carried by a river. It is the mechanical impact
produced by the debris eroding the bed and banks of the
stream. In most rivers it is the principal means of erosion. The
effectiveness of abrasion depends on the concentration, hardness
and energy of the impacting particles and the resistance of the
bedrock. Abrasion increases as velocity increases (kinetic energy
is proportional to the square of velocity).
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Attrition is the wearing away of the load carried by a river. It
creates smaller, rounder particles.

Hydraulic action is the force of air and water on the sides
of rivers and in cracks. It includes the direct force of flowing
water, and cavitation, the force of air exploding. As fluids
accelerate, pressure drops and may cause air bubbles to form.
Cavitation occurs as bubbles implode and evict tiny jets of water
with velocities of up to 130 m/sec. These can damage solid rock.
Cavitation is an important process in rapids and waterfalls, and is
generally accompanied by abrasion.

Corrosion or solution is the removal of chemical ions,
especially calcium. The key factors controlling the rate of corrosion
are bedrock, solute concentration of the stream water, discharge
and velocity. Maximum rates of corrosion occur where fast-flowing,
undersaturatec] streams pass over soluble rocks — humid zone
streams flowing over mountain limestone.

There are a number of factors affecting rates of erosion. These
include:

# load — the heavier and sharper the load the greater the
potential for erosion

@ velocity — the greater the velocity the greater the potential
for erosion (Figure 1.11)

s gradient — increased gradient increases the rate of erosion

8 geology — soft, unconsolidated rocks such as sand and gravel
are easily eroded

s pH - rates of solution are increased when the water is more
acidic

¢ human impact — deforestation, dams and bridges interfere
with the natural flow of a river and frequently end up
increasing the rate of erosion.

Erosion by the river will provide loose material. This eroded

material (plus other weathered material that has moved downslope

from the upper valley sides) is carried by the river as its load.

Global sediment yield

It is possible to convert a value of mean annual sediment and
solute load to an estimate of the rate of land surface lowering by
fluvial denudation. This gives a combined sediment and solute
load of 250 tonnes/km?/year — that is, an annual rate of lowering
of the order of 0.1 mm/year. There is a great deal of variation in
sediment yields. These range from 10 tonnes/km?/year in such
areas as northern Furope and parts of Australia to in excess of
10 000 tonnes/km?/year in certain areas where conditions are
especially conducive to high rates of erosion (Figure 1.12). These
include Taiwan, South Island New Zealand and the Middle
Yellow river basin in China. In the first two cases steep slopes,
high rainfall and tectonic instability are major influences, whilst
in the last case the deep loess deposits and the almost complete
lack of natural vegetation cover are important. Rates of land
surface lowering vary from less than 0.004 mm per year to over
4 mm per year. The broad pattern of global suspended sediment
is shown in the diagram and it reflects the influence of a wide
range of factors, including climate, relief, geology., vegetation
cover and land use.
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Figure 1.12 Global sediment yield

Stream flow

Stream flow and associated features of erosion are complex. The

velocity and energy of a stream are controlled by:

# the gradient of channel bed

& the volume of water within the channel, which is controlled
largely by precipitation in the drainage basin (for example,
‘bankfull' gives rapid flow whereas low levels give lower flows)

# the shape of the channel

@ channel roughness, including friction.

Manning's Equation
Q= (ARY §3/n

where Q = discharge, A = cross-sectional area, R = hydraulic
radius, § = channel slope (as a fraction), n = coefficient of
bed roughness (the rougher the bed the higher the value).

If bed roughness increases, wvelocity and discharge
decrease; if the hydraulic radius and or slope/gradient
increase, the velocity and discharge increase.

Manning's ‘n”

Mountain stream, rocky bed 0.04-0.05
Alluvial channel (large dunes) 0,02—-0.035
Alluvial channel (small ripples)  0.014-0.024

There are three main types of flow: laminar, turbulent and
helicoidal. For laminar flow a smooth, straight channel with
a low velocity is required. This allows water to flow in sheets,
or laminae, parallel to the channel bed. It is rare in reality and
most commonly occurs in the lower reaches. However, it is more
common in groundwater and in glaciers when one layer of ice
moves another.

1.3 River channel processes and landforms

Source: Advanced Geography: Concepts & Cases by P Guinness & G. Nagle (Hodder Education, 1999), p.264

Turbulent flow occurs where there are higher velocities and
complex channel morphology such as a meandering channel with
alternating pools and riffles. Turbulence causes marked variations
in pressure within the water. As the turbulent water swirls (eddies)
against the bed or bank of the river, air is trapped in pores,
cracks and crevices and put momentarily under great pressure,
As the eddy swirls away, pressure is released; the air expands
suddenly, creating a small explosion which weakens the bed or
bank material. Thus turbulence is associated with hydraulic action
(cavitation).

Vertical turbulence creates hollows in the channel bed. Hollows
may trap pebbles which are then swirled by eddying, grinding at
the bed. This is a form of vertical corrasion or abrasion and given
time may create potholes (Figure 1.13). Cavitation and vertical
abrasion may help to deepen the channel, allowing the river to
down cut its valley. If the downcutting is dominant over the other
forms of erosion (vertical erosion exceeds lateral erosion) then a
gulley or gorge will develop.

Figure 1.13 Potholes as seen by the areas occupied by water {dark patches)
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Helicoidal flow

Horizontal turbulence often takes the form of helicoidal flow,
a ‘corkscrewing’ miotion. This is associated with the presence
of alternating pools and riffles in the channel bed, and where
the river is carrying large amounts of material. The erosion and
deposition by helicoidal flow creates meanders (Figure 1.14).
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Figure 1.14 Mesander formation
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Channel types

Sinuosity is the length of a stream channel expressed as a ratio
of the valley length. A low sinuosity has a value of 1.0 (ie. it is
straight) whereas a high sinuosity is above 4.4. The main groupings
are straight channels (<15) and meandering (>1.5) Straight
channels are rare. Even when they do occur the thalweg (line
of maximum velocity) moves from side to side. These channels
generally have a central ridge of deposited material, due to the
water flow partern.

Braiding occurs when the channel is divided by islands or
bars (Figure 1.15). Islands are vegetated and long-lived whereas
bars are unvegetated, less stable and often shori-term features.
Braided channels are formed by various factors, for example:

# a steep channel gradient

® a large proportion of coarse material
s casily erodable bank material

# highly variable discharge.

Figure 1.15 A braided river, Myrdalsjokull, lceland

Braiding tends to occur when a stream does not have the capacity
to transport its load in a single channel, whether it is straight or
meandering. It occurs when river discharge is very variable and
banks are easily erodable. This gives abundant sediment. It is
especially common in periglacial and semi-arid areas.

Braiding begins with a mid-channel
downstream. As the discharge decreases following a flood, the
coarse bed load is first to be deposited. This forms the basis of
bars that grow downsiream and as the flood is reduced, finer
sediment is deposited. The upstream end becomes stabilised with
vegetation, This island localises and narrows the channel in an

bar which grows

attempt to increase the velocity to a point where it can transport
its load. Frequently, subdivision sets in.



Meanders are complex (Figure 1.14). There are a number of
relationships, although the reasons are not always very clear.
However, thay are not the result of obstructions in the floodplain.
Meandering is the normal behaviour of fluids and gases in motion.
Meanders can occur on a variety of materials, from ice to solid rock.
Meander development occurs in conditions where channel slope,
discharge and load combine to create a situation where meandering
is the only way that the stream can use up the energy it possesses
equally throughout the channel reach. The wavelength of the
meander is dependent upon three main factors: channel width,
discharge, and the nature of the bed and banks.

Why are meanders so special?

Meanders have an asymmetric cross-section (Figure 1.14b). They
are deeper on the outside bank and shallower on the inside bank.
In between meanders they are more symmetrical. They begin with
the development of pools and riffles in a straight channel and the
thalweg begins to flow from side to side. Helicoidal flow occurs
whereby surface water flows towards the outer banks, while the
bottom flow is towards the inner bank. This causes the variations
in the cross-section and variations in erosion and deposition. These
variations give rise to river cliffs on the outer bank and point bars
on the inner bank.

How are pools and riffles formed?

Pools and riffles are formed by turbulence. Eddies cause the
deposition of coarse sediment (riffles) at high velocity points and
fine sediment (pools) at low velocity. Riffles have a steeper gradient
than pools which leads to variations in subcritical and supercritical
flow, and therefore erosion and deposition.

What are the relationships between meanders
and channel characteristics?

e Meander wavelengths are generally 610 times channel width
and discharge.

@ Meander wavelengths are generally 5 times the radius of
curvature.

» The meander belt (amplitude) is generally 14-20 times the
channel width.

o Riffles occur at about & times the channel width.

» Sinuosity increases as depth of channel increases in relation to
width.

e Meandering is more pronounced when the bed load is varied.

o Meander wavelength increases in streams that carry coarse
debris.

e Meandering is more likely on shallow slopes.

o Meandering best develops at or near bankfull state.

MNatural meanders are rarely ‘standard’. This is due, in part, to

variations in bed load — where the bed load is coarse, meanders are

often very irregular.

1.3 River channel processes and landforms

What causes meanders?

There is no simple explanation for the creation of meanders, and a

number of factors are likely to be important.

1 Friction with the channel bed and bank causes turbulence,
which rmakes stream flow unstable. This produces bars along the
channel, and a helicoidal flow (corkscrew motion), with water
being raised on the outer surfaces of pools, and the return flow
occurring at depth.

2 Sand bars in the channel may cause meandering.

2 Sinuosity is best developed on moderate angles. There is a
critical minimum gradient below which straight channels occur.
At very low energy (low gradient), helicoidal flow is insufficient
to produce alternating pools and ripples. In addition, high-
velocity flows in steep gradient channels are too strong to stop
cross-channel meandering and the development of alternating
pools and ripples. In such circumstances, braided channels are
formed.

4 Helicoidal flow {corkscrewing) causes the line of fastest flow to
move from side to side within the channel. This increases the
amplitude of the meander.

How do meanders change over time?

There are a number of possibilities:

e Meanders may migrate downstreamn and erade river cliffs.

e They may migrate laterally (sideways) and erode the floodplain.

s They may become exaggerated and become cutoffs (ox-bow
lakes).

e Under special conditions they may become intrenched or
ingrown.

What are intrenched and ingrown meanders?
The term incised meanders describes meanders that are especially
well developed on horizontally bedded rocks, and form when a river
cuts through alluvium and into underlying bedrock. Two main types
occur — intrenched and ingrown meanders. Intrenched meanders
are symmetrical, and occur when downcutting is fast enough to
offset the lateral migration of meanders. This frequently occurs
when there is a significant fall in base level (generally sea level).
The Goosenecks of the San Juan in the USA is a dassic example
of intrenched meanders. Ingrown meanders are the result of lateral
meander migration. They are asymmetric in cross-section — examples
can be seen in the lower Seine in France.

G

Section 1.3 Activities

Study Figure 1.14b. h

1 Compare the main characteristics of river cliffs with those of
point bars.

2 Briefly explain the meaning of the term helicoidal flow.

2 Describe and explain the role of pools and riffles in the

development of meanders in a river channel.
\, r
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Features of erosion and
deposition

Waterfalls and gorges

Waterfalls occur where the river spills over a sudden change in

gradient, undercutting rocks by hydraulic impact and abrasion,

thereby creating a waterfall (Figure 1.16). There are many reasons

for this sudden change in gradient along the river:

e a band of resistant strata such as the resistant limestones at
Niagara Falls

e a plateau edge such as Victoria Falls on the Zimbabwe—
Zambia border

® a fault scarp such as at Gordale, Yorkshire (UK)

@ a hanging valley such as at Glencoyne, Cumbria in the UK

# coastal cliffs.

(1) undercutting before collapse

@ weight of water causes pressure on the unsupported Whin Sill

(3) pieces of Whin Sill - hard, igneous rock — are used to erade the
limestone

(@) hydraulic action by force of falling water

(8) crganic-rich waters help dissolve the limestone

Whin Sill —tough
igneous rock

brown, peaty waters
of the River Tees

.
.......
-
=

softer

limestones boulder-strewn

gorge

Source; Goudie, A. and Gardner, R. . Déscowaning L andscapes in England and Wales, Urwin 1985

waterfall gradually recedes

e antecedent drainage (Rhine Gorge)

o glacial overflow channelling (Newtondale, UK)

# collapse of underground caverns in carboniferous limestone
areas

# surface runoff over limestone during a periglacial period

Most of the world's great waterfalls are the result of the
undercutting of resistant cap rocks, and the retreat or recession
that follows. The Niagara River flows for about 50 km between
Lake Erie and Lake Ontario. In that distance it falls just 108 m,
giving an average gradient of 1:500. However, most of the descent
occurs in the 1.5 km above the Niagara Falls (13 m) and at the
Falls themselves (55 m). The Niagara River flows in a 2 km wide
channel just 1 km above the Falls, and then into a narrow 400 m

# retreat of waterfalls (Niagara Falls).

Case 5t

Niagara Falls

wide gorge, 75 m deep and 11 km long, Within the gorge the river
falls a further 30 m.

The course of the Niagara River was established about 12 000
years ago when water from Lake Erie began to spill northwards
into Lake Ontario. In doing so, it passed over the highly resistant
dolomitic (limestone) escarpment. Over the last 12 000 years
the Falls have retreated 11 km, giving an average rate of retreat
of about 1 m/year. Water velocity accelerates

over the Falls, and decreases at the base of

the Falls. Hydraulic action and abrasion have

caused the development of a large plunge pool
7 at the base of the Falls, while the fine spray
and eddies in the river help to remove some
of the softer rock underneath the resistant
dolomite. As the softer rocks are removed the
dolomite is left unsupported and the weight
of the water causes the dolomite to collapse.
Hence the waterfall retrears, forming a gorge
of recession.

In the nineteenth century rates of recession
were recorded at 1.2 m/year. However, now

Figure 1.16 Waterfall formation

The undercutting at the base of the waterfall creates a precarious
overhang which will ultimately collapse. Thus a waterfall
may appear to migrate upstream, leaving a gorge of recession
downstream. The Niagara Gorge is 11 km long due to the retreat of
Niagara Falls.

Gorge development is common for example where the local
rocks are very resistant to weathering but susceptible to the more
powerful river erosion. Similarly, in arid areas where the water
necessary for weathering is scarce, gorges are formed by periods
of river erosion. A rapid acceleration in downcutting is also
associated when a river is rejuvenated, again creating a gorge-like
landscape. Gorges may also be formed as a result of:
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that the amount of water flowing over the Falls
is controlled (due to the construction of hydro-electric power
stations), rates of recession have been reduced. In addition,
engineering works in the 1960s reinforced parts of the dolomite
that were believed to be at risk of collapse. The Falls remains
an important tourist attraction and local residents and business
personnel did not want to lose their prized asset!

Section 1.3 Activities

| Draw a labelled diagram to show the formation of a waterfallll,)

.




Alluvial fans and cones

Many types of deposition are found along the course of a river. In
general, as a river carries its load, the load is eroded by attrition.
This results in the load getting rounder and smaller downstream.
Piedmont alluvial fans and cones are found in semi-arid areas
where swiftly flowing mountain streams enter a main valley
or plain at the foot of the mountains (Figure 1.17). There is a
sudden decrease in velocity, causing deposition. Fine material is
spread out as an alluvial fan with a nearly flat surface — under 1°
angle. By contrast, coarse material forms a relatively small, steep-
sided alluvial cone, with a slope angle of up to 15° They are
also commeon therefore in glaciated areas at the edges of major
troughs, particularly at the base of hanging valleys. However, they
are much smaller than their semi-arid counterparts.

a building

Source: Advanced Geography:
Concapfs & Cases by P Guinness &
G. Magle (Hodder Education, 1999), p.268 |

. b entrenchment

Figure 1.17 Phases of aluvial fan formation

Riffles

Riffles are small ridges of material deposited where the river
velocity is reduced midstream, in between pools (the deep parts
of a meander — see Figure 1.14 on page 10). If many such ridges
are deposited, the river is said to be ‘braided’ A braided river
channel consists of a number of interconnected shallow channels
separated by alluvial and shingle bars (islands). These may be
exposed during low flow conditions. They are formed in rivers
that are heavily laden with sediment and have a pronounced

1.3 River channel processes and landforms

seasonal flow. There are excellent examples on the Eyra Fjordur
in northern Iceland.

Levees and floodplains

Levees and floodplain deposits are formed when a river bursts
its banks over a long period of time. Water quickly loses velocity,
leading to the rapid deposition of coarse material (heavy and
difficult to move a great distance) near the channel edge. These
coarse deposits build up to form embankments called levees.
The finer material is carried further away to be dropped on the
floodplain, sometimes creating backswamps. Old floodplains
may be eroded — the remnants are known as terraces. At the edge
of the terrace is a line of relatively steep slopes known as river
bluffs (Figure 1.18).

Floodplain

Line of bluffs
Ox-bow lake 2 |

Leveas |

Terrace

Al i

N | S S ;
Bedrock Siltand sand  Sand and gravel

Figure 1.18 Foodplains, levees and bluffs

Deltas

Deltas are river sediments deposited when a river enters a
standing body of water such as a lake, a lagoon, a sea or an
ocean (Figure 1.19). They are the result of the interaction of fluvial
and marine processes. For a delta to form there must be a heavily
laden river, such as the Nile or the Mississippi, and a standing
body of water with negligible currents, such as the Mediterranean
or the Gulf of Mexico. Deposition is enhanced if the water is
saline, because salty water causes small clay particles to flocculate
or adhere together. Other factors include the type of sediment,
local geology, sea-level changes, plant growth and human impact.

J;\\@jsr == sea or lake
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Source: Advanced Geography: Concapts & Casas
by P Guinness & G. Nagle (Hodder Education, 1998, p. 268

Figure 1.19 Maodel of a simple delts
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The material deposited as a delta can be divided into three types:

+ Bottomset beds — the lower parts of the delta are built
outwards along the sea floor by turbidity currents (currents
of water loaded with material). These beds are composed of
very fine material.

o Foreset beds — over the bottomset beds, inclined/sloping
layers of coarse material are deposited. Each bed is deposited
above and in front of the previous one, the material moving
by rolling and saltation. Thus the delta is built seaward.

e Topset beds - composed of fine material, they are really part of
the continuation of the river’s floodplain. These topset beds are
extended and built up by the work of numerous distributaries
(where the main river has split into several smaller channels).

The character of any delta is influenced by the complex interaction

of several variables (Figure 1.20)

® the rate of river depaosition

® the rate of stabilisation by vegetation growth

# tidal currents

# the presence (or absence) of longshore drift

Nile

If.}f}}?ﬁ“‘w“& rande

— Far e A b
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| processes

Fluvial-
dominated

e human activity (deltas often form prime farmland when
drained).

There are many types of delta, but the three ‘classic’ ones are:

® Arcuate delta, or fan-shaped — these are found in areas
where regular longshore drift or other currents keep the
seaward edge of the delta rimmed and relatively smooth in
shape, such as the Nile and Rhéne deltas.

# Cuspate delta — pointed like a tooth or cusp, for example
the Ebro and Tiber deltas, shaped by regular but opposing
gentle water movement.

¢ Bird's-foot delta — where the river brings down enormous
amournts of fine silt, deposition can occur in a still sea area,
along the edges of the distributaries for a very long distance
offshore, such as the Mississippi delta.

Deltas can also be formed inland. When a river enters a lake it

will deposit some or all of its load, so forming a lacustrine delta.

As the delta builds up and out, it may ultimately fill the lake basin.

The largest lacustrine deltas are those that are being built out into

the Caspian Sea by the Volga, Ural, Kura and other rivers.
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Figure 1.20 River delta shapes related to river, wave and tidal processes
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The future of the Nile delta

The Nile delta is under threat from rising sea levels. Without the
food it produces, Egypt faces much hardship. The delta is one of the
most fertile tracts of land in the world. However, coastal erosion is
steadily eroding it im some places at a rate of almost 100 m a year.
This is partly because the annual deposits from the Nile floods —
which balanced coastal erosion — no longer reach the delta, instead
being trapped behind the Aswan High Damn. However, erosion of the
delta continues, and may be increasing, partly as a result of global
warming and rising sea levels. The delta is home to about 50 million
people, living at densities of up to 4000 people per km?.

In 2007 the Intergovernmental Panel on Climate Change declared
Egypt's Nile delta to be among the top three areas most vulnerable
to a rise in sea level. Even a small temperature increase will displace
millions of Egyptians from one of the most densely populated regions
on Earth.

The delta stretches out from the northern stretches of Cairo into
25 000 km? of farmland fed by the Nile's branches. It is home to two-
thirds of the country's rapidly growing population, and responsible
for more than 60 per cent of its food supply. About 270 km of the
delta’s coastline is at a dangerously low level and a 1 mirise in the sea
level would drown 20 per cent of the delta.

The delta is also suffering from a number of environmental crises,
including flooding, coastal erosion, salinisation, industrial/agricultural
pollution and urban encroachment. Egypt's population of 83 million
is set to increase to more than 110 million in the next two decades.
More people in the delta means more cars, more pollution and
less land to feed them all on, just at a time when increased crop
production is needed most.

Saltwater intrusion is destroying crops. Coastal farmland has
always been threatened by salt water, but salinity has traditionally
been kept at bay by plentiful supplies of fresh water flushing out the
salt. It used to happen naturally with the Nile's seasonal floods; after
the construction of Eqypt's High Dam, these seasonal floods came
to an end, but a vast network of irrigation canals continued to bring
enough fresh water to ensure salinity levels remained low.

Today, however, Nile water barely reaches the end of the delta.
A growing population has extracted water supplies upstream, and
what water does make it downriver is increasingly polluted with
toxins and other impurities.

The impact of climate change is likely to be a 70 per cent drop
in the amount of Mile water reaching the delta over the next 50
years, due to increased evaporation and heavier demands on water
use upstream. The consequences for food production are ominous:
wheat and maize yields could be down 40 per cent and 50 per cent
respectively, and farmers could lose around $1000 per hectare for
each degree rise in the average temperature.

While politicians, scientists, and cormmunity workers are trying
to educate Egyptians about the dangers of dlimate change, there is
confusion over whether the focus should be on prormoting ways to
combat dimate chamge, or on accepting dimate change as inevitable

1.4 The human impact

and instead encouraging new forms of adaptation to the nation’s
uncertain future.

Egypt's contribution to global carbon emissions is just 0.5 per
cent — nine times less per capita than for the USA. However, the
consequences of climate change are disproportionate and potentially
disastrous.

The scale of the crisis — more people, less land, less water, less
food — is overwhelming. As a result, many now believe that Egypt's
future lies far away from the delta, in land newly reclaimed from
the desert. Since the time of the pharachs, when the delta was first
farmed, Egypt’'s political leaders have tried to harness the Nile. The
Egyptian government is creating an array of canals and pumping
stations that draw water from the Nile into sandy valleys to the east
and west, where the desert is slowly being turned green. The Mile
delta may well become history — as a landform and for the people
who live and work there.

'l

Section 1.3 Activities

1 Outline the main conditions needed for delta formation.

2 Suggest reasons for the variety of deltas, as shown in
Figure 1.20.

2 a Outline the natural and hurman processes that are
operating on the Nile delta.
b Comment on the advantages and disadvantages for
people living in the delta.

1.4 The human impact

The influence of human activity
on the hydrological cycle

Precipitation

There are a number of ways in which human activity affects
precipitation. Cloud seeding has probably been one of the
more successful. Rain requires either ice particles or large water
droplets on which to form. Seeding introduces silver iodide, salid
carbon dioxide (dry ice) or ammonium nitrate to attract water
droplets. The results are somewhat unclear. In Australia and the
USA, seeding has increased precipitation by 10-30 per cent on a
small scale and on a short-term basis. However, the increase in
precipitation in one place might decrease precipitation elsewhere.
In urban and industrial areas precipitation is often increased by
up to as much as 10 per cent due to increased cloud frequency
and amount and because of the addition of pollutants, the heat
island effect and turbulence.
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Evaporation and evapotranspiration

The human impact on evaporation and evapotranspiration is

relatively small in relation to the rest of the hydrological cycle but

is nevertheless important. There are a number of impacts:

# Dams — there has been an increase in evaporation due to
the construction of large dams. For example, Lake Nasser
behind the Aswan Dam loses up to a third of its water due
to evaporation. Water loss can be reduced by using chemical
sprays on the water, by building sand-fill dams and by
covering the dams with some form of plastic.

# Urbanisation leads to a huge reduction in
evapotranspiration due to the lack of vegetation. There may
also be a slight increase in evaporation because of higher

temperatures and increased surface storage (see Figure 1.21).

4 Urban ising it
influence Potential hydrological response 4

Removal of trees
and vegetation
Initial
construction of
houses, streets

Decreased evapotranspiration and i
interception; increased stream sedimentation
Decreased infiltration and lowered
groundwater table; increased storm flows and
decreased base flows during dry periods

and culverts

Complete Decreased porosity, reducing time of
development runcff concentration, thereby increasing
of residential, peak discharges and compressing the time

commercial and
industrial areas

distribution of the flow; greatly increased
volume of runoff and flood damage potential

Construction Local relief from flooding; concentration of
of storm drains | floodwaters may aggravate flood problems
and channel downstream

improvements

Figure 1.21 Potential hydrological effects of urbanisation

Interception

Interception is determined by vegetation, density and type. Most
vegetation is not natural but represents some disturbance by
human activity. In farmland areas, for example, cereals intercept
less than broad leaves. Row crops, such as wheat or cormn,
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leave a lot of soil bare. For example, in the Mississippi basin, if
sediment yields in woodland areas are just 1 unit, sediment from
soil covered by pasture produces 30 units and areas under corn
produce 350 units of sediment. Deforestation leads to:

# a reduction in evapotranspiration

# an increase in surface runoff

& a decline of surface storage

# a decline in time lag.

Afforestation is believed to have the opposite effect, although
the evidence does not necessarily support it. For example, in
patts of the Severn catchment sediment loads increased four
times after afforestation, Why was this? The result is explained
by a combination of an increase in overland runoff, little ground
vegetation, young trees, access route for tractors, and fire- and
wind-breaks, All of these allowed a lot of bare ground. However,
after only five years the amount of erosion declined.

Infiltration and soil water

Human activity has a great impact on infiltration and soil
water, Land use changes are important. Urbanisation creates an
impermeable surface with compacted soil. This reduces infiltration
and increases overland runoff and flood peaks (Figure 1.22)
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Discharge (m?/s)
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T T T I |
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Figure 1.22 Flood frequency and urbanisation

Infiltration is up to five times greater under forest compared
with grassland. This is because the forest trees channel water
down their roots and stems. With deforestation there is reduced
interception, increased soil compaction and more overland
flow. Land use practices are also important. Grazing leads to a
decline in infiltration due to compaction and ponding of the soil.
By contrast, ploughing increases infiltration because it loosens
soils. Waterlogging and salinisation are common if there is poor
drainage. When the water table is close to the surface, evaporation
of water leaves salts behind and may form an impermeable crust.
Human activity also has an increasing impact on surface storage.
There is increased surface storage due to the building of large-
scale dams, These dams are being built in increasing numbers,
and they are also larger in terms of general size and volume. This
leads to:



increased storage of water

decreased flood peaks

low flows in rivers

decreased sediment vields (clear-water erosion)

decreased losses due to evaporation and seepage leading to
changes in temperature and salinity of the water

increased flooding of the land

@ triggering of earthquakes
# salinisation - for example, in the Indus Valley in Pakistan,
19 million hectares are severely saline and up to 0.4 million
hectares are lost per annum to salinity
e large dams can cause local changes in climate.
In other areas there is a decline in the surface storage, for
example in urban areas water is channelled away very rapidly
over impermeable surfaces into drains and gutters.

Section 1.4 Activities

- = .y
' Study Figure 1.22. Describe and explain the changes in flood '

frequency and flood magnitude that occur as urbanisation

increases. |
I"‘u_. _,_-.-"I:

Changing groundwater

Human activity has seriously reduced the long-term viability of
irrigated agriculture in the High Plains of Texas. Before irrigation
development started in the 1930s, the High Plains groundwater
system was stable, in a state of dynamic equilibrium with long-term
recharge equal to long-term discharge. However, groundwater is
now being used at a rapid rate to supply centre-pivot irrigation
schemes. In under fifty years, the water level has declined by
30-50 m in a large area to the north of Lubbock, Texas. The
aquifer has narrowed by more than 50 per cent in large parts of
certain counties, and the area irrigated by each well is contracting
as well as yields are falling.

By contrast, in some industrial areas, recent reductions in
industrial activity have led to less groundwaier being taken out
of the ground. As a result, groundwater levels in such areas have
begun to rise, adding to the problem caused by leakage from
ancient, deteriorating pipe and sewerage systems. Such a rise has
numerous implications including:

# increase in spring and river flows

re-emergence of flow from ‘dry springs’

surface water flooding

pollution of surface waters and the spread of underground

pollution

floonding of basements

increased leakage into tunnels

reduction in stability of slopes and retaining walls
reduction in bearing capacity of foundations and piles
swelling of clays as they absorb water

chemical attack on building foundations.

There are various methods of recharging groundwater resources,
provided that sufficient surface water is available. Where the
materials containing the aquifer are permeable (as in some alluvial
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fans, coastal sand dunes or glacial deposits), water-spreading (a
form of infiltration and seepage) is used. By contrast, in sediments
with impermeable layers such water-spreading techniques are not
effective, and the appropriate method may then be to pump water
into deep pits or into wells. This method is used extensively on
the heavily setiled coastal plain of Israel, both to replenish the
groundwater reservoirs when surplus irrigation water is available,
and in an attempt to diminish the problems associated with
saltwater intrusions from the Mediterranean.

Case Study i
Changing hydrology of the Aral Sea s

The Aral Sea began shrinking in the 1960s when Soviet irrigation
schemes took water from the Syr Darya and the Amu Darya rivers.
This greatly reduced the amount of water reaching the Aral Sea.
By 1994, the shorelines had fallen by 16 m, the surface area had
declined by 50 per cent and the volume had been reduced by
75 per cent (Figure 1.23). By contrast, salinity levels had increased
by 300 per cent.
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Figure 1.23 The changing geography of the Aral Sea
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Increased salinity levels killed off the fishing industry.
Moreover, ports such as Muynak are now tens of kilometres from
the shore. Salt from the dry seabed has reduced soil fertility and
frequent dust storms are ruining the region’s cotton production.
Drinking water has been polluted by pesticides and fertilisers
and the air has been affected by dust and salt. There has been
a noticeable rise in respiratory and stomach disorders and the
region has one of the highest infant mortality rates in the former
Soviet Union.

Section 1.4 Activities

ATE— \

Study Figure 1.23.

1 Why do you think the former Soviet Union (FSU) embarked
on such a programme of large-scale irrigation? Use an atlas
to preduce detailed information.

2 Why have salinity levels increased so much?

3 What problems does the shrinking of the Aral Sea cause for
towns such as Aralsk and Muynak?

& What is the likely effect of the irrigation scheme on the two
rivers in terms of velocity, erosion, sediment transport and
deposition?

\_ J

The hydrological effects of dams

The number of large dams (more than 15 m high) that is being
built is increasing rapidly and is reaching a level of almost two
completions every day (Figure 1.24).
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Figure 1.24 The trend in building large dams

The advantages of dams are numerous, as the following
examples from the Aswan High Dam on the River Nile, Egypt,
show:

o flood and drought control — dams allow good crops in dry

years as, for example, in Egypt in 1972 and 1973
e irrigation — 60 per cent of water from the Aswan Dam is used

for irrigation and up to 4000 km of the desert are irrigated
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e hvdro-electric power — this accounts for 7000 million KW
hours each year

# improved navigation

e recreation and tourism.

It is estimated that the value of the Aswan High Dam is about

$500 million to the Egyptian economy each year.
On the other hand, there are numerous disadvantages. For

example:

8 water losses — the dam provides less than half the amount of
water expected

e salinisation — crop yields have been reduced on up to one-
third of the area irrigated by water from the Aswan Dam, due
to salinisation

s groundwater changes — seepage leads to increased
groundwater levels and may cause secondary salinisation

¢ displacement of population — up to 100 000 Nubian people
have been removed from their ancestral homes

e drowning of archaeological sites — Ramases II and Nefertari at
Abu Simbel had to be removed to safer locations — however,
the increase in the humidity of the area has led to an increase
in the weathering of ancient monuments

® seismic stress — the earthquake of November 1981 is believed
to have been caused by the Aswan Dam; as water levels in
the Dam decrease so too does seismic activity increase

8 deposition within the lake — infilling is taking place at about
100 million tonnes each year

e channel erosion (clear-water erosion) beneath the channel
— lowering the channel by 25 mm over 18 years, a modest
amount

e erosion of the Nile delta — this is taking place at a rate of
about 2.5 cm each year

e loss of nutrients — it is estimated that it costs $100 million to
buy commercial fertilisers to make up for the lack of nutrients
each year

8 decreased fish catches — sardine yields are down 95 per cent
and 3000 jobs in Egyptian fisheries have been lost

e diseases have spread — such as schistosomiasis (bilharzia).

Section 1.4 Activities

| 1 Study Figure 1.24. Describe the pattern shown and suggest

reasons to explain the trend.
2 Evaluate the effectiveness of large dams.

LN

Floods

Floods are one of the most common of all environmental hazards.
This is because so many people live in fertile river valleys and
in low-lying coastal areas. For much of the time rivers act as a
resource. However, extremes of too much water — or too little —
can be considered a hazard (Figure 1.25). In addition, extreme
events occur infrequently. Many urban areas are designed to cope
with floods that occur on a regular basis, perhaps annually or
once in a decade. Most are ill-equipped to deal with the low-
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frequency/high-magnitude event that may occur once every 100
years or every 500 years (Figure 1.26). The recurrence interval
refers to the regularity of a flood of a given size. Small floods may
be expected to occur regularly. Larger floods occur less often. A
100-year flood is the flood that is expected to occur, on average,
once every 100 years. Increasingly larger floods are less common,
but more damaging.

1.4 The human impact

The nature and scale of flooding varies greatly. For example,
less than 2 per cent of the population of England and Wales and
in Australia live in areas exposed to flooding, compared with
10 per cent of the US population. The worst problems occur in
Asia where floods damage about 4 million hectares of land each
vear and affect the lives of over 17 million people. Worst of all
is China where over 5 million people have been killed in floods
since 1860.

Some environments are more at risk than others. The most
vulnerable include the following:

& Low-lying parts of active floodplains and river estuaries.

For example, in Bangladesh 110 million people living on

the floodplain of the Ganges and Brahmaputra rivers are

relatively unprotected. Floods caused by the monsoon

regularly cover 20-30 per cent of the flat delta. In very high

floods up to half of the country may be flooded. In 1988

46 per cent of the land was flooded and more than 1500

people were killed.

e Small basins subject to flash floods. These are especially
common in arid and semi-arid areas. In tropical areas some
90 per cent of lives lost through drowning are the result of
intense rainfall on steep slopes.

® Areas below unsafe dams. In the USA
there are about 30 000 large dams and
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Figure 1.26 Urban land use and flood risk
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increasing. In less economically
developed countries (LEDCs), on the other
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hand, the death rate due to flooding is
much greater, although the economic cost
is not as great. It is likely that the hazard
in LEDCs will increase over time as more

100-year flood line
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people migrare and settle in low-lying areas
and river basins. Often newer migrants are
forced into the more hazardous zones.
Since the Second World War there has
been a change in the understanding of the
flood hazard, in the attitude towards floods,
and the policy towards reducing the flood
hazard. The response to hazards has moved
away from physical control (engineering
structures) towards reducing vulnerability
through non-structural approaches.
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Causes of flooding

A flood is a high flow of water which overtops the bank of a
river. The main causes of floods are climatic forces whereas the
flood-intensifying conditions tend to bhe drainage basin specific
(Figure 1.27). Most floods in the UK, for example, are associated
with deep depressions (low pressure systems) which are both
long-lasting and cover a wide area. By contrast, in India up to
70 per cent of the annual rainfall occurs in three months during
the summer monsoon. In Alpine and Arctic areas, melting snow
is responsible for widespread flooding.

Flood-intensifying conditions cover a range of factors which
alter the drainage basin response to a given storm (Figure 1.28).
The factors that influence the storm hydrograph determine
the response of the basin to the storm. These factors include
topography, vegetation, soil type, rock type, and characteristics
of the drainage basin.

The potential for
exponentially with velocity, The physical stresses on buildings are
increased even more when rough, rapidly flowing water contains

damage by floodwaters increases

debris such as rocks, sediment and trees.

Other conditions that intensify floods include changes in land
use, Urbanisation, for example, increases the magnitude and
frequency of floods in at least three ways:

e creation of highly impermeable surfaces, such as roads, roofs,
pavements

e smooth surfaces served with a dense network of drains,
gutters and underground sewers increase drainage density

Rain
lce melt

~Climatological

Snow melt

E%:tuariﬁe interactions
between stream flow
bt and tidal conditions

s - PartClimatological

Coastal storm surges

Earthquake

= Other Landslide
Darn failure

Sounce; Access to Geography: Rivers and Water Managomenit
by 5. Nagle (Hodder Education, 2003), p-64

Figure 1.27 The causes of floods
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e natural river channels are often constricted by bridge

supports or riverside facilities reducing their carrying capacity.
Deforestation is also a cause of increased flood runoff and a
decrease in channel capacity. This occurs due to an increase
in deposition within the channel. However, the evidence is not
always conclusive. In the Himalayas, for example, changes in
flooding and increased deposition of silt in parts of the lower
Ganges-Brahmaputra is due to the combination of high monsoon
rains, steep slopes, and the seismically unstable terrain. These
ensure that runoff is rapid and sedimentation is high irrespective
of the vegetation cover.

Forecasting and warning

During the 1980s and 1990s flood forecasting and warning had
become more accurate and these are now among the most widely
used measures to reduce the problems caused by flooding.
Despite advances in weather satellites and the use of radar for
forecasting, over 50 per cent of all of unprotected dwellings in
England and Wales have less than six hours of flood warning
time. In most LEDCs there is much less effective flood forecasting.
An exception is Bangladesh. Most floods in Bangladesh originate
in the Himalayas, so authorities have about 72 hours’ warning,
According to the United Nations Enviromment Programme’s
publication Early Warning and Assessment there are a number of
things that could be done to improve flood warnings. These include:
s improved rainfall and snow pack estimates, and better and
longer forecasts of rainfall

More rapid discharge in urban area
— due to impermeable surface and
increased mmliar._izf'drainage channels

L 'U}Eani;ati‘on snd't'{r‘ban growth
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.?_thaﬂ-gglated \
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— Human-induced climate change

Source; Access o Geography: Rivers and Water Management
by G. Magle (Hodder Education, 2003), p.&4

Figure 1.28 Flood-intensifying conditions



# better gauging of rivers, collection of meteorological
information and mapping of channels

@ better and current information about human populations
and infrastructure, elevation and stream channels need to be
incorporated into flood risk assessment models

# better sharing of information is needed between forecasters,
national agencies, relief organisations and the general public

@ more complete and timely sharing of information of
meteorological and hydrological information is needed among
countries within international drainage basins

# technology should be shared among all agencies involved in
flood forecasting and risk assessment both in the basins and
throughout the world.

Prevention and amelioration of
floods

Economic growth and population movements throughout the
twentieth century have caused many floodplains to be built on.
However, in order for people to live on floodplains there needs
to be flood protection. This can take many forms, such as loss-
sharing adjustments and event modifications.

Loss-sharing adjustments include disaster aid and insurance.
Disaster aid refers to any aid, such as money, equipment, staff
and technical assistance that are given to a community following
a disaster. In MED}Cs insurance is an important loss sharing
strategy. However, not all flood-prone households have insurance
and many of those that are insured may be underinsured.

Event modification adjustments include environmental
control and hazard-resistant design. Physical control of floods
depends on two measures: flood abatement and flood diversion,

1.4 The human impact

Flood abatement involves decreasing the amount of runoff,

thereby reducing the flood peak in a drainage basin. There are a

number of ways of reducing flood peaks. These include:

s reforestation

# reseeding of sparsely vegetated areas to increase evaporative
losses

o treatment of slopes such as by contour ploughing or terracing
to reduce the runoff coefficient

# comprehensive protection of vegetation from wildfires,
overgrazing, and clear-cutting of forests

@ clearance of sediment and other debris from headwater
streams

8 construction of small water- and sediment-holding areas

# preservation of natural water siorage zones, such as lakes.

Flood diversion measures, by contrast, include the construction

of levees, reservoirs, and the modification of river channels

(Figures 1.29 and 1.30). Levees are the most common form of

river engineering. They can also be used to divert and restrict

water to low-wvalue land on the floodplain. Over 4500 km of the

Mississippi River has levees. Channel improvements such as

channel enlargement will increase the carrying capacity of the

river. Reservoirs store excess rainwater in the upper drainage

basin. However, this may only be appropriate in small drainage

networks. It has been estimated that some 66 billion m® of storage

is needed to make any significant impact on major floods in

Bangladesh!
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1 Flood embankments with sluice gates. The
main problem with this is that it may raise
flood levels up and down,
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4 Intercepting channels. These are in use
during times of flood, diverting part of the
flow away, allowing flow for town and
agricultural use, e.g. the Great Ouse
Protection Scheme in the Fenlands
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Figure 1.29 Channe! diversions

2 Channel enlargement to accommodate
larger discharges. One problem with such
schemes is that as the enlarged channel is
only rarely used it becomes clogged with
weed.
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channel

= _-:\-. Enlarged

channel

5 Flood storage reservoirs. This solution is
widely used, especially as many reservoirs
created for water-supply purposes may have
a secondary flood contral, e.g. the
intercepting channels along the Loughton
Brock.

L
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3 Flood reliet channels. This is appropriate
where it is impossible to modify the original
channel due to cost, e.g. the flood relief
channels around Oxford.
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6 The removal of settlements. This is rarely
used because of cost, although many
communities were forced to leave as a
result of the 1883 Mississippi floods.
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Figure 1.30 Flood relief channel, Zermatt, Switzerland

Hazard-resistant design

Floodproofing includes any adjustments to buildings and their
contents, which help reduce losses. Some are temporary, such as:
# blocking up entrances

e sealing doors and windows

e removal of damageable goods to higher levels

e use of sandbags.

By contrast, long-term measures include moving the living spaces
above the likely level of the floodplain. This normally means
building above the flood level, but could also include building
homes on stilts.

Land use planning

Most land use zoning and land use planning has been introduced
since the Second World War. In the USA land use management
has been effective in protecting new housing developments from
1 in 100 year floods (that is, the size of flood that we would
expect to occur once every centuryl.

One example where partial urban relocation has occurred
is at Soldier’s Growe on the Kickapoo River in south-western
Wisconsin, USA. The town experienced a series of floods in the
1970s, and the Army Corps of Engineers proposed building two
levees and moving part of the urban area. Following floods in
1978 they decided that relocation of the entire business district
would be better than just flood damage reduction. Although
levees would have protected the village from most floods, they
would not have provided other opportunities. Relocation allowed
energy conservation and an increase in commercial activity in
the area.
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Section 1.4 Activities

| 1 Outline the natural and man-made causes of floods.
2 Compare and contrast methods of flood management.

3 To what extent can flood frequency and magnitude be
predicted?

Drought

A large proportion ofthe world's surface experiences dry conditions.
Semi-arid areas are commonly defined as having a rainfall of less
than 500 mm per annum, while arid areas have less than 250 mm,
and extremely arid areas less than 125 mm per annum. In addition
to low rainfall, dry areas have variable rainfall. As rainfall total
decreases, variability increases. For example, areas with a rainfall
of 500 mm have an annual variability of about 33 per cent. This
means that in such areas rainfall could range between 330 mm and
670 mum. This variability has important consequences for vegetation
cover, farming and the risk of flooding.

Defining drought

Drought is an extended period of dry weather leading to
conditions of extreme dryness. Absolute drought is a period of at
least 15 consecutive days with less than 0.2 mm of rainfall. Partial
drought is a period of at least 20 consecutive days during which
the average daily rainfall does not exceed 0.2 mm.

o T

Case Study o
, Europe’s drought of 2003 w

Estimates for the death toll from the French heatwave in 2003 were
as high as 30 000. Harvests were down by between 30 per cent
and 50 per cent on 2002. France's electricity grid was also affected,
as demand for electricity soared because people turned up their
air conditioning and fridges. At the same time, nuclear power
stations, which generate around 75 per cent of France's electricity,
were operating at a much reduced capacity because there was
less water available for cooling. Portugal declared a state of
emergency after the worst forest fires for 30 years. Temperatures
reached 43 °C in Lisbon in August 2003 — 15 °C hotter than the
average for the month. Over 1300 deaths occurred in that country
in the first half of August, and up to 35 000 ha of forest, farmland
and scrub were burned. Some fires were, in fact, deliberately
started by arsonists seeking insurance or compensation money.
More than 70 people were arrested.

The prolonged heatwave left some countries facing their worst
harvests since the end of the Second World War. Some countries
that usually export food were forced to import it for the first time
in decades. Across the Furopean Union, wheat production was
down by 10 million tonnes — about 10 per cent.
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= ¥ e Table 1.5 Adjustments to diought suggested by peasant farmers in
Arid conditions j ght suggested by p ersin

Tanzania and northern MNigeria
Arid conditions are caused by a number of factors:

# The main cause is the global atmospheric circulation. Dry, Adjustment | Tanzania Northern Nigeria
descending air associated with the subtropical high- Change MNothing permanent MNothing permanent
pressure belt is the main cause of aridity around at location
20-30 °N. Change use | Drought-resistant crops, | Nothing

& In addition, distance from sea, or continentality, limits the IRl

; : Prevent Moare thorough weeding; | Store food for next year;
amount of water carried across by winds. :
" effects cultivate larger areas; work | seek work elsewhere

# In some areas, such as the Atacama and Namib deserts, cold elsewhere; tie ridging; temporarily; seek income
offshore currents limit the amount of condensation in the plant on wet places; send | by selling firewood, crafts,
overlying air. cattle to other areas; or grass; expand fishing

® Some places are affected by intense rainshadow effects, sell cattle to b“}f food; activity; plla.n't late cassava;
as air passes over mountains. This is true of the Patagonian : staggeredlpla nhing plant addmo?alal L
ot Medify events | Employ rainmakers; pray | Consult medicine men;
AR l . h ) pray for end of drought

» irial catsc, D_r rang‘e CRANSER, are IUImAT) actwme:s.l a1y Share Send children to kinsmen; | Turn to relatives; possible
of these have given rise to the spread of desert conditions government relief; store government relief
into areas previously fit for agriculture. This is known as crops; move to relative's
desertification, and is an increasing problem. farm; use savings

Mo change Do nothing Suffer and starve; pray for
. 3 support
Case Study @
| Drought in Africa BT
In 2003 parts of southern Ethiopia experienced the longest drought Section 1.4 Activities

anyone had known. The world's largest emergency food aid
programme was in operation, but it proved inadequate. Because of 1 Define the term drought.

a sixth poor rainy season in three years, 20 million people needed 2 Compare the impact of drought in MEDCs and LEDCs.
help (Tables 1.4 and 15). The situation was worse than the 1984

2 To what extent can drought be managed?
famine, when only 10 million people needed food.

Table 1.4 Africa’s ‘at risk’ population

People seen as under threat of famine in
Country Africa (millions, 2003)
Ethiopia 20.0
Zimbabwe 7.0
Malawi 3.2
Sudan 2.9
Zambia 27
Angola 10
Eritrea 1.0
plus around 7.3 million across Swaziland, Congo, Uganda, Congo-
Brazzaville, Lesotho and Mozambigue
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Paper 1: Core Geography

Physical Core

2 Atmosphere and weather

2.1 Local energy budgets

An energy budget refers to the amount of energy entering a
system, the amount leaving the system, and the transfer of energy
within the system. Energy budgets are commonly considered at
a global scale (macro-scale) and at a local scale (micro-scale).
However, the term ‘microclimate’ is sometimes used to describe
regional climates, such as those associated with large urban areas,
coastal areas and mountainous regions.

Figure 2.1 shows a classification of climate and weather
phenomena at a variety of spatial and temporal scales. Phenomena
vary from small-scale turbulence and eddying (such as dust devils)
which cover a small area and last for a very short time, to large-
scale anticyclones (high pressure zones) and jet streams which
affect a large area and may last for weeks. The jet stream that
carried volcanic dust from underneath the Eyjafjallsiokull glacier
in Iceland to northern Europe in 2010 is a good example of jet
stream activity (Figure 2.2).
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Flights over northern Europe were disrupted after a cloud of
volcanic ash from Icelands Eyjafiallsiokull volcano — drifting
trom 6000 to 11000 metres high — closed airports and
caused flights to be cancelled.
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Figure 2.2 Jet stream activity and the transfer of dust from Eyjafjallsjckull,

lceland

These different scales should not be considered as separate
scales but as a hierarchy of scales in which smaller phenomena
may exist within larger ones. For example, the temperature
surrounding a building will be affected by the nature of the
building and processes that are taking place within the building.
However, it will also be affected by the wider synoptic (weather)
conditions, which are affected by latitude, altitude, cloud cover
and season, for example.

Daytime energy budget

There are six components to the daytime energy budget:
incoming solar radiation (insolation)

reflected solar radiation

surface absorption

sensible heat transfer

long-wave radiation (Figure 2.3)

latent heat (evaporation).
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Figure 2.3 Local energy budget — daytime

These influence the gain or loss of energy for a point at the
Earth's surface. The daytime energy budget assumes a horizontal
surface with grass-covered soil. The daytime energy budget can
be expressed by the formula:

energy available at the surface = incoming solar radiation —
(reflected solar radiation + surface absorption + sensible heat
transfer + long-wave radiation + latent heat transfers)

Incoming solar radiation

Incoming solar radiation (insolation) is the main energy input and
is affected by latitude, season and coud cover (see pages 31-32
and 35). Figure 2.4 shows how the amount of insolation received
varies with the angle of the Sun and with cloud type. For example,
with strato-cumulus clouds (like those in Figure 2.5) when the
Sun is low in the sky, about 23 per cent of the total radiation
transmitted is received at the Earth's surface — about 250 watts per
m?. When the Sun is high in the sky, about 40 per cent is received,
just over 450 watts per m?. The less cloud cover there is, and/or the
higher the cloud, the more radiation reaches the Earth's surface.

un [=4) = oQ
] (=] = =
| 1 1 )

]
Solar radia‘tion-(watts per m?)

Percentage of total radiation transmitted

Angle of Sun

Figure 2.4 Energy, cloud coverftype and the angle of the Sun

2.1 Local energy budgets
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Figure 2.5 Strato-curmulus douds

Reflected solar radiation

The proportion of energy that is reflected back to the atmosphere
is known as the albedo. The albedo varies with colour — light
materials are more reflective than dark marterials (Table 2.1). Grass
has an average albedo of 20-30 per cent, meaning that it reflects
back about 20-30 per cent of the radiation it receives.

Table 2.1 Selected albedo values

Surface Albedo (%)
Water (Sun's angle over 40%) 2-4
Water (Sun’s angle less than 407) 6-80
Fresh snow 75-90
Old snow 40-70
Dry sand 35-45
Dark, wet soil 5-15
Dry concrete 17-27
Black road surface 5-10
Grass 20-30
Deciduous forest 10-20
Coniferous forest 5-15
Crops 15-25
Tundra 15-20

Section 2.1 Activities

1 The model for the daytime energy budget assumes a flat
surface with grass-covered soil. Suggest reasons for this
assumption.

2 Study Table 2.1.

a What is meant by the term albedo?
b Why is albedo important? )
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Surface absorption

Energy that reaches the Earth's surface has the potential to heat
it. Much depends on the nature of the surface. For example, if the
surface can conduct heat to lower layers, the surface will remain
cool. If the energy is concentrated at the surface, the surface
warms up. (Rock is a poor conductor of heat — this is why in
hot desert areas, exfoliation may occur as repeated heating and
cooling of the rock surface results in stresses at the surface, and
eventual peeling or flaking — see pages 63—64.)

Sensible heat transfer

Sensible heat transfer refers to the movement of parcels of air
into and out from the area being studied. For example, air that
is warmed by the surface may begin to rise (convection) and be
replaced by cooler air. This is known as a convective transfer. Tt is
very common in warm areas in the early afterncon.

Long-wave radiation

Long-wave radiation refers to the radiation of energy from the
Earth (a cold body) into the atmosphere and, for some of it,
eventually into space. There is, however, a downward movement
of long-wave radiation from particles in the atmosphere. The
difference between the two flows is known as the net radiation
balance. During the day, the outgoing long-wave radiation transfer
is greater than the incoming long-wave radiation transfer, so there
is a net loss of energy from the surface.

Latent heat transfer (evaporation)

When liquid water is turned into water vapour, heat energy is
used up. In contrast, when water vapour becomes a liquid, heat is
released. Thus when water is present at a surface, a proportion of
the energy available will be used to evaporate it, and less energy
will be available to raise local energy levels and temperarure.

Night-time energy budget

The night-time energy budget consists of four components — long-
wave Earth radiation, latent heat transfer (condensation), absorbed
energy returned to Earth (sub-surface supply), and sensible heat
transfer (Figure 2.6).

Long-wave
radiation
energy loss

Grass-covered
= surface
o

_.——'.;-__ e

Heat supply to surface

Figure 2.6 Night-time energy budget
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Long-wave radiation

During a cloudless night there is a large loss of long-wave
radiation from the Earth. There is very little return of long-wave
radiation from the atmosphere, due to the lack of clouds. Hence
there is a net loss of energy from the surface. In contrast, on
a cloudy night the clouds return some long-wave radiation to
the surface, hence the overall loss of energy is reduced. Thus
in hot desert areas, where there is a lack of cloud cover, the
loss of energy at night is maximised. In contrast, in cloudy
areas the loss of energy (and change in daytime and night-time
temperatures) is less noticeable.

Latent heat transfer
(condensation)

During the night, water vapour in the air close to the surface
can condense to form water, since the air has been cooled by
the cold surface. When water condenses, latent heat is released.
This affects the cooling process at the surface. In some cases
evaparation may occur at night, especially in areas where there
are local sources of heat.

Sub-surface supply

The heat transferred to the soil and bedrock during the day may
be released back to the surface at night. This can partly offset the
night-time cooling at the surface.

Sensible heat transfer

Cold air moving into an area may reduce temperatures whereas
warm air may supply energy and raise temperatures.

Temperature changes close to
the surface

Ground-surface temperatures can vary considerably between day
and night. During the day, the ground heats the air by radiation,
conduction (contact) and convection. The ground radiates
energy and as the air receives more radiation than it emits, the
air is warmed. Air close to the ground is also warmed through

conduction. Air movement at the

surface is slower due to friction
Condensation —
supply of heat
as dew forms
on surface

with the surface, so there is more
it to be heated. The
combined effect of radiation and

time for

conduction is that the air becomes
warmer, and rises as a result of
convection.

At night the ground is cooled
as a result of radiation. Heat is
transferred from the air to the
ground. The air in contact with the
ground loses most heat.



Humidity

Absolute humidity refers to the amount of water in the
atmosphere, For example, there may be 8 grams of water in a
cubic metre of air. Relative humidity refers to the water vapour
present expressed as a percentage of the maximum amount air at
that temperature can hold. For example, air at 20 °C can hold up
to 17.117 g cm™ of water vapour. If it contains only 85585 g cm3,
its relative humidity is 8.5585/17.117 x 100 per cent or 50 per cent
relative humidity (RH).

Saturated air is air with a relative humidity of 100 per cent
As air temperature rises if there is no increase in water vapour
in the air, its relative humidity decreases. For example, air at 5
°C may be saturated with as little as 6.8 g of water. As the air is
warmed the amount of moisture it can hold increases. However,
if none is added to the air, the amount it contains compared with
the amount it can hold decreases. Hence, as the air is warmed to
10 °C its relative humidity drops to 71 per cent, at 155 °C its RH
drops to 51 per cent and at 32 °C its RH is down to 19 per cent.

Mist and fog

Mist and fog are cloud at ground level. According to the Met
Office, mist occurs when visibility is between 1000 m and 5000 m
and relative humidity is over 93 per cent. In contrast, fog occurs
when visibility is below 1000 m. Dense fog occurs when the
visibility is below 200 m.

Ajr can hold a certain amount of moisture. Once this level is
reached the air is said to be saturated and the vapour turns into
liquid. The amount of vapour that air can hold depends on its
temperature — warm air can hold more moisture than cold air.

For mist and fog to form, condensation nuclei, such as dust
and salt, are needed. These are more commeon in urban areas and
coastal areas, so mist and fog are more common there.

Fog is common in many areas, for example the North Sea coast
of the UK in summer, the Grand Banks of Newfoundland, and
coastal Peru. Fog is basically a suspension of small water droplets
in the lower atmosphere. It occurs when condensation of moist air
cools below its dew point. The most common types are radiation
fog (Figure 2.7) and advection fog.

For fog to occur, condensation must take place near ground
level. Condensation can take place in two major ways:

e air is cooled

@ more water is added to the atmosphere.

The cooling of air as we have seen is quite common {orographic,
frontal and convectional uplift). By contrast the addition of
moisture to the atmosphere is relatively rare. However, it does
occur over warm surfaces such as the Great Lakes in North America
or over the Arctic Ocean. Water evaporates from the relatively
warm surface and condenses into the cold air above to form fog.
Calm high pressure conditions are required to avoid the saturated
air being mixed with drier air above. In addition, contact cooling
at a cold ground surface may produce saturation. As warm maoist
air passes over a cold surface it is chilled, condensation takes

2.1 Local energy budgets

Figure 2.7 Radiation fog in the lower part of alpine valleys

place as the temperature of the air is reduced and the air reaches
dew point (temperature at which relative humidity is 100 per
cent). When warm air flows over a cold surface, advection fog
is formed. For example, air from the North Atlantic Drift blowing
over cold surfaces in Devon and Cornwall in the UK will often
form a fog. Similarly, near the Grand Banks off Newfoundland,
warm air from the Gulf Stream passes over the waters of the
Labrador Current. This is 8-11 °C cooler, since it brings with it
meltwater from the disintegrating pack-ice further north. This
forms dense fog on 70-100 days/year. This also occurs 40 days
a year at the Golden Gate Bridge, San Francisco, because of
warm air moving over the cold offshore currents. With fairly light
winds, the fog forms close to the water surface, but with stronger
turbulence the condensed layer may be uplifted to form a low
stratus sheet. Radiation fog occurs when the ground loses heat
at night by long-wave radiation. This occurs during high pressure
conditions associated with clear skies.

Fog is a major environmental hazard — airports may be
closed for many days and road transport is hazardous and
slow. Freezing fog is particularly problematic. Large economic
losses result from fog but the ability to do anything about it is
limited. This is because it would require too much energy (and
hence cost) to warm up the air or to dry out the air to prevent
condensation.
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Dew

Dew refers to condensation on a surface. The air is saturated,
generally because the temperature of the surface has dropped
enough to cause condensation. Occasionally, condensation occurs
because more moisture is introduced, for example by a sea breeze,
while the temperature remains constant.

Dew may be very useful. In the Negev desert it provides much
of the annual rainfall. On the other hand, it may cause some areas
to become too damp for cultivation, and may cause some soils to
be wet and cold.

Temperature inversions

Maximum solar radiation occurs at noon, but this is not the
hottest part of the day. There is a time lag between the ground
being heated and it, in turn, heating the air above. The heating
takes place as a result of long-wave radiation, condhaction, sensible
heat transfer and latent heat transfer. During the night the Farth's
surface loses the energy it has absorbed during the day. The air
also loses energy that it has absorbed. Since air is a less efficient
absorber or conductor of energy, it loses it more slowly than the
Earth's surface. Consequently, the surface cools more quickly
than the air. Some of the energy from the air is re-absorbed by
the surface bur is quickly emitted again. By the end of the night,
the surface is very cold and the layer of air above it is very cold.
However, air above this layer is not as cold as it has not been
affected by conduction with the surface. It has only cooled as
a result of radiation. Thus it is the opposite of what happens in
the day. This relative increase in temperature with height in the
lower part of the atmosphere is known as a temperature inversion
(or radiation- or nocturnal-inversion) (Figure 2.8). This happens
when there are relatively calm conditions and little mechanical

Figure 2.9 The effects of temperature inversion
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Figure 2.8 Temperature inversion

turbulence from the wind causing the air to mix. As the cold air
at the surface is dense, it will tend to stay at the surface. During
the longer nights of winter there is even more time for the air
near the surface to cool. During calm, high pressure conditions
the band of cooled air may extend for a few metres before the
warmer air is reached. If the air contains moisture, when the
dew point is reached the moisture will condense, releasing latent
heat, and off-setting the cooling process.

Cold air trapping pollutants




2.1 Local energy budgets

Temperature inversions are important as they influence air
quality. Under high pressure conditions and limited air movement,
a temperature inversion will act like a lid on pollutants causing
them to remain in the lower atmosphere next to the Earth's surface
(Figure 2.9). Only when the surface begins to heat up and in turn Q,, Sensible heat flux C Residucal of the energy balance
warms the air above it, will the warm air be able to rise and with

Al Net long-wave radiation Q_ Latent heat flux

AS Net short-wave radiation Q, Ground or snow heat flux

it any pollutants that it may contain.

Temperature inversions are common in depressions and
valleys. Cold air may sink to the bottom of the valley and be
replaced by warmer air aloft. In some cases, the inversion can be

a Winter

so intense that frost hollows develop. These can reduce growth
of vegetation, so are generally avoided by farmers. Urban areas

surrounded by high ground are also vulnerable, such as Mexico
City and Los Angeles, as cold air sinks from the mountain down

. Al
to lower altitudes, Qh Qe

; T, 28 16 +2.5
Section 2.1 Activities AS

Figure 2.8 shows some of the conditions that promaote !
ternperature inversions. ﬁ

1 Define the term temperature inversion. =g

2 Explain why temperature inversions occur.

2 Describe the problems associated with temperature

| inversions. )
- —

ase 1L
Annual surface energy budget of e
an Arctic site — Svalbard, Norway

The annual cycle of the surface energy budget at a high-arctic
permafrost site on Svalbard shows that during summer, the net AS
short-wave radiation is the dominant energy source (Figure 2.10). 122 Qn Qe
In addition, sensible heat transfers and surface absorption in the i +22.5

ground lead to a cooling of the surface. About 15 per cent of the

net radiation is used up by the seasonal thawing of the active Al
layer in July and August (the active layer is the layer at the top of 443
the soil that freezes in winter and thaws in summer). During the
polar night in winter, the net long-wave radiation is the dominant

energy loss channel for the surface, which is mainly compensated C +22
by the sensible heat transfer and, to a lesser extent, by the ground

heat transfer, which originates from the refreezing of the active

layer. The average annual sensible heat transfer of —6.9Wm= is

compaosed of strong positive transfers in July and August, while

negative transfers dominate during the rest of the year. With

6.8Wm2, the latent heat transfer more or less compensates the The area of the arrows is proportional to the relative importance in the
sensible heat transfer in the annual average. Strong evaporation energy budget. Arrows pointing away from the surface indicate positive
T F ; 3 fluxes. The flux values are given in Wm=2,

occurs during the snowmelt period and particularly during the
snow-free period in summer and autumn. When the ground is
covered by snow, latent heat fluxes through sublimation of snow  Figure 2,10 Energy budgets for Svalbard
are recorded, but are insignificant for the average surface energy

o . T, |
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Section 2.1 Activities

1 With reference to Figure 2.10, draw the likely night-time ¢ Explain the difference between the two areas in terms of
energy budgets for Svalbard in summer and in winter. short-wave radiation reflected o the atmosphere.

2 Figure 2.11 shows rural and urban energy budgets for d What are the implications of the answers to b and ¢ for
Washington DC (USA) during daytime and night-time. The the heating of the ground by conduction?
figures represent the proportions of the original 100 units of e Compare the amount of heat given up by the rural area
incoming solar radiation dispersed in different directions. and the urban area by night. Suggest two reasons for

a How does the amount of insclation received vary between ﬁ“ﬁe‘ differences. o )
the riral area and the urban area? f Why is there more long-wave radiation by night from the

b How does the amount of heat lost through evaporation urban area than from the rural area?
vary between the areas? Justify your answer.

a Rural surface

Incoming Heat loss due
solar radiation to evaporation 8

100 4 Heat loss by

Short-wave radiation air movement

reflected back to
space from clouds 24 1 Long-wave LSoy Yav Long-wave
and ground - radiation frigwos [ tadiation radiation
| from clouds ;adia‘t;on | from clouds oiten
24 | 3
i\ 3 5 3 54

Heat given up
11 by the ground to
the surface

Heating of the ground
by conduction

30

b Urban surface

Heat loss due

Incoming At
solar radiation S eda i 10
4 St
100 1 / Heat loss by
Short-wave radiation / air movement e
reflected back to ! Long-wave [ ong-wave .
; f i e Leng-wave
space from clouds ' radiation . radiation hahch
al;d round .HI from clouds Lad"tlg-y\rave from clouds radiation
g / radiation ! from
/ from around
/ ground

Heat given up
by the ground to
the surface

Heating of the ground
by conduction

The figures represent the proportions of the original 100 units of incoming solar radiation dispersed in different directions.
Source: University of Cuford, 1989, Entrance examination for Geography

Figure 2.11 Day-time and night-time energy budgets for Washington DC
\ v,
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2.2 The global energy
budget

Atmospheric energy

The atmosphere is an open energy system receiving energy from
both Sun and Earth. Although the latter is very small, it has an
important local effect, as in the case of urban climates. Incoming
solar radiation is referred to as insolation.

The atmosphere constantly receives solar energy yet until
recently the atmosphere was not getting any hotter. Therefore
there has been a balance between inputs (insolation) and outputs
(re-radiation) (Figure 2.12). Under ‘natural’ conditions the balance
is achieved in three main ways:
® radiation — the emission of electromagnetic waves such as

X-ray, short- and long-wave; as the Sun is a very hot body,

radiating at a temperature of about 5700 °C, most of its

radiation is in the form of very short wavelengths such as
ultraviolet and visible light

# convection — the transfer of heat by the movement of a gas or
liquid

# conduction — the transfer of heat by contact.

Solar energy 100

Lost to space 69 v
* Lost to space 31
Radiated by Absorbed by
atmosphere 62 gases 19

f ¥
T \ Absorbed by ‘_—lh Reflected by _y,

i 7 clouds 4 atmosphere 8
-radi Latent heat Reflected by
Rﬁcﬁglﬁf:s [ transfelr 22 clouds 21
radiation 14 {evaporation and v
-~ condensation)
Reflected by
Conduction surface 6
transfer 10 .
T Absorbed at
surface 46

Source: Access to Geography — (hmate and Socaty
by G. Nagle {(Hodder Education, 2002) p.15

Figure 2.12 The Earth's energy budget

Of incoming radiation, 17 per cent is absorbed by atmospheric
gases, especially oxygen and ozone at high altitudes, and carbon
dioxide and water vapour at low altitudes. Scattering accounts
for a net loss of 6 per cent, and clouds and water droplets reflect
23 per cent. In fact, clouds can reflect up to 80 per cent of total

2.2 The global energy budget

Latitude
Areas that are close to the equator receive more heat than areas
that are close to the poles. This is due to two reasons:

1 incoming solar radiation (insclation) is concentrated near the
equator, but dispersed near the poles.
2 insclation near the poles has to pass through a greater

amount of atmosphere and there is more chance of it being
reflected back out to space.

Mear the poles insolation
has more atmosphere
to pass through

atmosphere

A

solar radiation
{insolation)

At the equator
insclation is
concentrated, but
near the poles it is
dispersed over a
wider area

Source: Magle, G., Geography through diagrams, QUP, 1908

Figure 2.13 Latitudinal contrasts in insclation

insolation. Reflection from the Farth’s surface (known as the
planetary albedo) is generally about 7 per cent. About 36 per
cent of insolation is reflected back to space and a further 17 per
cent is absorbed by atmospheric gases. So only about 47 per
cent of the insolation at the top of the atmosphere actually gets
through to the Earth's surface.

Energy received by the Earth is re-radiated at long wavelength.
(Very hot bodies such as the Sun emit short-wave radiation whereas
cold bodies, such as the Earth, emit long-wave radiation.) Of this,
8 per cent is lost to space. Some energy is absorbed by clouds and
re-radiated back to Earth. Evaporation and condensation account
for a loss of heat of 23 per cent. There is also a small amount of
condensation (carried up by turbulence). Thus heat gained by the
atmosphere from the ground amounts to 39 per cent of incoming
radiation.

The atmosphere is largely heated from below. Most of the
incoming short-wave radiation is let through, but some outgoing
long-wave radiation is trapped by greenhouse gases. This is
known as the greenhouse principle or greenhouse effect,

There are important variations in the receipt of solar radiation
with latitude and season (Figure 2.13). The result is an imbalance:
a positive budget in the tropics, a negative one at the poles
(Figure 2.14). However, neither region is getting progressively
hotter or colder. To achieve this balance the horizontal transfer
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of energy from the equator to the poles takes place by winds and
ocean currents. This gives rise to an important second energy
budget in the atmosphere: the horizontal transfer between low
latitudes and high latitudes to compensate for differences in

global insolation.

The variations of solar radiation with latitude and season for the
whole globe, assuming no atmosphere. This assumption explains
the abnormally high amounts of radiation received at the poles in
summer, when daylight lasts for 24 hours each day.

Source: Barry, R. and Chorley, R., Atmasphare, Weather and Climare, Routledge, 1998

Figure 2.14 Contrasts in insolation by season and |atitude

Section 2.2 Activities

1 Outline the main thermal differences between short-wave |

and long-wave radiation.

2 Study Figures 2.13 and 2.14. Comment on latitudinal

differences in the receipt of solar radiation. !
Yo .

Annual temperature patterns

There are important large-scale east—west temperature zones
(Figure 2.15). For example, in January highest temperatures over
land (above 30 °C) are found in Australia and southern Africa. By
contrast the lowest temperatures (less than —40 °C) are found over
parts of Siberia, Greenland and the Canadian Arctic. In general
there is a dedline in temperatures northwards from the Tropic of

Capricorn, although there are important anomalies, such as the
effect of the Andes in South America, and the effect of the cold
current off the coast of Namibia. By contrast, in July maximum
temperatures are found over the Sahara, Near East, northern India
and parts of southern USA and Mexico. By contrast, areas in the
southern hemisphere are cooler than in January.

These patterns reflect the general decrease of insolation from
the equator to the poles. There is little seasonal variation at the
equator, but in mid or high latitudes large seasonal differences
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occur, due to the decrease in insolation from the eguator to the
poles, and changes in the length of day. There is also a time lag
hetween the aoverhead Sun and the period of maximum insolation
— up to two months is some places — largely because the air is
heated from below, not above. The coolest period is after the
winter solstice (the shortest day), since the ground continues to
lose heat even after insolation has resumed. Over oceans the lag
time is greater than over the land, due to differences in their
specific heat capacities.

Saction 2.2 Activities

Describe the differences in temperature as shown in
| Figure 2.15. Suggest reasons for these contrasts.

e

Pressure variations

Pressure is measured in millibars (mb) and is represented by
isobars, which are lines of equal pressure. On maps pressure is
adjusted to mean sea level (MSL), therefore eliminating elevation
as a factor. MSL pressure is 1013 mb, although the mean range
is from 1060 mb in the Siberian winter high pressure system to
940 mb (although some intense low pressure storms may be much
lower). The trend of pressure change is more important than the
actual reading itself. Decline in pressure indicates poorer weather,
and rising pressure better weather.

Surface pressure belts

Sea-level pressure conditions show marked differences between
the hemispheres. In the northern hemisphere there are greater
seasonal contrasts whereas in the southern hemisphere (SH)
much simpler average conditions exist (Figure 2.16 on page 34).
The differences are largely related to unequal distribution of land
and sea, because ocean areas are much more equable in terms of
temperature and pressure variations.

One of the more permanent features is the subtropical high
pressure (STHP) belts, especially over ocean areas. In the SH
these are almost continuous at about 30° latitude, although in
summer over South Africa and Australia they tend to be broken.
Generally pressure is about 1026 mhb. In the northern hemisphere,
by contrast, at 307 the belt is much more discontinuous because
of the land. High pressure only occurs aver the ocean as discrete
cells such as the Azores and Pacific highs. Owver continental areas
such as south-west TISA, southern Asia and the Sahara, major
fluctuations occur: high pressure in winter, and summer lows
because of overheating.

Over the equatorial trough, pressure is low — 1008-1010 mb.
The trough coincides with the zone of maximum insolation. In the
northern hemisphere (July) it is well north of the equator (25 °C
over India), whereas in the SH (January) it is just south of the
equator because landmasses in the SH are not of sufficient size
to displace it southwards. ‘The doldrums’ refers to the equatorial
trough over sea areas, where slack pressure gradients have a
becalming effect on sailing ships.
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Figure 2.16 Variations in pressure
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In temperate latitudes pressure is generally less than in subtropical areas.
The most unique feature is the large number of depressions (low pressure)
and anticyclones Chigh pressure) which do not show up on a map of mean
pressure. In the northern hemisphere there are strong winter low pressure
zones over Icelandic and oceanic areas, but over Canada and Siberia there is
high pressure, due to the coldness of
the land. In summer, high pressure is Saction 2.2 Activities
reduced. In polar areas pressure is
relatively high throughout the year, | Describe the variations in pressure
especially over Antarctica, owing to as shown on Figure 2.16.
the coldness of the land mass.

Surface wind belts

Winds between the Tropics converge on a line known as the intertropical
convergence zone (ITCZ) or equatorial trough (Figure 2.17). This convergence
zone is a few hundred kilometres wide, into which winds blow inwards and
subsequently rise (thereby forming an area of low pressure). The rising air
releases vast quantities of latent heat, which in turn stimulates convection.

| ===ITCZ Intertropical Convergence Zone

Sourca: Linacre, E. and Geerts, B., Cimatas and

Weather Explained, Routledge, 1097 | ===e- ZAB Zaire Air Boundary
—-==SPCZ South Pacific Convergence Zone
Figure 2.17 Surface winds H  Centre of high pressure
— Equator




Latitudinal variations in the ITCZ occur as a result of the
movement of the overhead Sun. In June the ITCZ lies further
north, whereas in December it lies in the southern hemisphere.
The seasonal variation in the ITCZ is greatest over Asia, owing
to its large landmass. By contrast, over the Atlantic and Pacific
Oceans its movement is far less. Winds at the ITCZ are generally
light (the doldrums), occasionally broken by strong westerlies,
generally in the summer months.

Low-latitude winds between 10° and 30° are mostly easterlies
— that is, they flow towards the west. These are the reliable trade
winds; they blow over 30 per cent of the world's surface. The
weather in this zone is fairly predictable — warm, dry mornings
and showery afternoons, caused by the continuous evaporation
from tropical seas. Showers are heavier and more frequent in the
WArer sUmmer season.

Occasionally there are disruptions w the pattern; easterly
waves are small-scale systems in the easterly flow of air. The
flow is greatest not at ground level but at the 700 mb level.
Ahead of the easterly wave air is subsiding, hence there is
surface divergence. At the easterly wave there is convergence of
air, and descent — as in a typical low pressure system. Easterly
waves are important for the development of tropical cyclones
(pages 282-86).

Westerly winds dominate between 35° and 60° of latitude,
which accounts for about a quarter of the world’s surface. However
unlike the steady trade winds, these contain rapidly evolving and
decaying depressions.

The word monsoon means ‘reverse’, the monsoon is reversing
wind systems. For example, the south-east trades from the SH
cross the equator in July. Owing to the Coriolis effect these
south-east trades are deflected to the right in the northern
hemisphere and become south-west winds. The monsoon is
induced by Asia — the world’s largest continent — which causes
winds to blow outwards from high pressure in winter but pulls
the southern trades into low pressure in the summer.

The monsoon is therefore influenced by the reversal of land
and sea temperatures between Asia and the Pacific during
the summer and winter. In winter, surface temperatures in
Asia may be as low as —20 °C. By contrast the surrounding
oceans have temperatures of 20 °C. During the summer the
land heats up quickly and may reach 40 °C. By contrast the
sea remains cooler at about 27 °C. This initiates a land/
sea breeze blowing from the cooler sea (high pressure) in
summer to the warmer land (low pressure), whereas in winter
air flows out of the cold landmass (high pressure) to the warm
water (low pressure). The presence of the Himalayan Plateau
also disrupts the strong winds of the upper atmosphere,
forcing winds either to the north or south and consequently
deflecting surface winds.

The uneven pattern shown in Figure 217 is the result of
seasonal variations in the overhead Sun. Summer in the southern
hemisphere means that there is a cooling in the northern
hemisphere, thereby increasing the differences between polar
and equatorial air. Consequently high level westerlies are stronger
in the northern hemisphere in winter.

2.2 The global energy budget

Section 2.2 Activities

- \
| Describe the main global wind systems shown [
[ in Figure 2.17. “

Explaining variationsin
temperature, pressure and winds

Latitude

On a global scale latiude is the most important factor
determining temperature (Figure 2.13). Two factors affect the
temperature; the angle of the overhead Sun, and the thickness
of the atmosphere. At the equator the overhead Sun is high
in the sky, so the insolation received is of a greater quality or
intensity. At the poles, the overhead Sun is low in the sky, so the
quality of energy received is poor. Secondly, the thickness of the
atmosphere affects temperature. Energy has more atmosphere to
pass through at A, so more energy is lost, scatiered or reflected
by the atmosphere than at B — therefore temperatures are lower
at A than at B. In addition, the albedo (reflectivity) is higher in
polar regions. This is because snow and ice are very reflective,
and low-angle sunlight is easily reflected from water surfaces.
However, variations in length of day and season partly offset
the lack of intensity in polar and arctic regions. The longer the
Sun shines the greater the amount of insolation received, which
may overcome in part the lack of intensity of insolation in polar
regions. (On the other hand, the long polar nights in winter lose
vast amounts of energy.)

Specific heat capacity

The specific heat capacity is the amount of heat needed to
raise the temperature of a body by 1 °C. There are important
differences between the heating and cooling of water. Land heats
and cools more quickly than water. It takes five times as much
heat to raise the temperature of water by 2 °C as it does to raise
land temperatures.

Water heats more slowly because:
@ it is clear, so the Sun's rays penetrate to great depth,

distributing energy over a wider area
s tides and currents cause the heat to be further distributed.
Therefore a larger volume of water is heated for every unit of
energy than of land, so water takes longer to heat up. Distance
from the sea has an important influence on temperature. Water
takes up heat and gives it back much more slowly than the
land. In winter, in mid latitudes sea air is much warmer than
the land air, so onshore winds bring heat to the coastal lands.
By contrast, during the summer coastal areas remain much
cooler than inland sites. Areas with a coastal influence are
termed maritime or oceanic whereas inland areas are called
continental.
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Sea currents

Surface ocean currenis are caused by the influence of prevailing
winds blowing steadily across the sea. The dominant pattern
of surface ocean currents (known as gyres) is roughly circular
flow. The pattern of these currents is clockwise in the northern

hemisphere and anti-clockwise in the southern hemisphere. The
i main exception is the circumpolar current that flows around

i
SN ey
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oOporto
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N

Antarctica from west to east. There is no equivalent current in
the northern hemisphere because of the distribution of land and
sea there. Within the circulation of the gyres water piles up into a

N dome. The effect of the rotation of the Earth is to cause water in

the oceans to push westward; this piles up water on the western
km 3000 edge of ocean basins — rather like water slopping in a bucket. The
; return flow is often narrow, fast-flowing currents such as the Gulf
; e=> Cold currents Stream. The Gulf Stream in particular transports heat northwards
— =h Warm currents and then eastwards across the North Atlantic; the Gulf Stream
H { is the main reason why the British Isles have mild winters and

The effect of an ocean current depends upon whether it is a warm relatively cool summers (Figure 2.18).

current or a cold current. Warm currents move away from the equator, The effect of ocean currents on temperatures depends upon
whereas cold currents move towards it. The cold Labrador Current

reduces the temperatures of the western side of the Atlantic, while : : ; :
the warm Morth Atlantic Drift raises temperatures on the eastern side. equatorial regions raise the temperature of polar areas (with the

Source: Nagle, ., Geography through diagrams, OUP, 1908 | aid of prevailing westerly winds). However, the effect is only
s - noticeable in winter. For example, the North Atlantic Drift raises
Figure 2,18 The effects of the North Atlantic Drift/Gulf Stream the winter temperatures of north-west Europe. By contrast, other

whether the current is cold or warm. Warm currents from

- i == S
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Source: Barry, R. and Chorley, R,
Routledge, 1998

Figure 2.19 The ocean corveyor belt
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areas are made colder by ocean currents. Cold currents such as
the Labrador Current off the north-east coast of North America
may reduce summer temperatures, but only if the wind blows
from the sea to the land.

In the Pacific Ocean there are two main atmospheric states.
The first is warm surface water in the west with cold surface water
in the east; the other is warm surface water in the east with cold in
the west. In both cases the warm surface causes low pressure. As
air blows from high pressure to low pressure there is a movement
of water from the colder area to the warmer area. These winds
push warm surface water into the warm region, exposing colder
deep water behind them and maintaining the pattern.

The ocean conveyor belt

In addition to the transfer of energy by wind and the transfer of
energy by ocean currents there is also a transfer of energy by
deep sea currents. Oceanic convection movement is from polar
regions where cold salty water sinks into the depths and makes
its way towards the equator (Figure 2.19). The densest water is
found in the Antarctic, where sea water freezes to form ice at a
temperature of around about -2 °C. The ice is fresh water, so the
sea water that is left behind is much saltier and therefore denser.
This cold dense water sweeps around Antarctica at a depth of
about 4 km. It then spreads into the deep basins of the Atlantic,
the Pacific and the Indian Oceans. In the oceanic conveyor belt
maodel, surface currents bring warm water to the North Atlantic
from the Indian and Pacific Oceans. These waters give up their
heat to cold winds which blow from Canada across the North
Atlantic. This water then sinks and starts the reverse convection
of the deep ocean current. The amount of heat given up is about
a third of the energy that is received from the Sun. The pattern
is maintained by salt: because the conveyor operates in this way,
the North Atlantic is warmer than the North Pacific, so there is
proportionally more evaporation there. The water left behind by
evaporation is saltier and therefore much denser, which causes it
to sink. Eventually the water is transported into the Pacific where
it picks up more water and its density is reduced.

Section 2.2 Activities

; Outline the main factors affecting global and regional \
| temperatures. |
A\

Factors affecting air movement

Pressure and wind

Vertical air motion is important on a local scale whereas horizontal
motion (wind) is important at many scales, from small-scale
eddies to global wind systems. The basic cause of air motion is
the unequal heating of the Earth’s surface. The major equalising
factor is the transfer of heat by air movement. Variable heating of
the Earth causes variations in pressure and this in turn sets the

2.2 The global energy budget

air in motion. There is thus a basic correlation between winds
and pressure.

Pressure gradient

The driving force is the pressure gradient — that is, the
difference in pressure between any two points. Air blows from
high pressure to low pressure (Figure 2.20). Globally very high
pressure conditions exist over Asia in winter due to the low
temperatures. Cold air contracts, leaving room for adjacent air
to converge at high altitude, adding to the weight and pressure
of the air. By contrast the mean sea-level pressure is low over
continents in summer. High surface temperatures produce
atmospheric expansion and therefore a reduction in air pressure.
High pressure dominates at around 25-30° latitude. The highs are
centred over the oceans in summer and over the continents in

winter — whichever is cooler.
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Figure 2.20 Pressure gradient winds
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The Coriolis effect is the deflection of moving objects caused
by the easterly rotation of the Earth (Figure 2.21). Air flowing
from high pressure to low pressure is deflected to the right of its
path in the northern hemisphere and to the left of its path in the
southern hemisphere. The Coriolis force is at right angles to wind
direction.

The apparent deflection '

of a parcel of air moving
from a belt of high

Low
| pressure '

Geostrophic

pressure in the southern
| wind . hemisphere (e.g. from
= the band of subtropical
High high pressures). The

parcel is assumed
stationary initially. As
soon as it starts to
move, it suffers a

Geostrophic
wind

| Low sideways Coriolis force,
pressure increasing in proportion
Southern Hemisphere to its acceleration. The

force deflects the parcel

mme pressure—gradient force
Coriclis force
—» Wind

Source: Linacre, E and Geerts, B., Climates and

until it is travelling along
an isobar, with a
constant speed such
that the Coriclis force
balances the

potatied, Rocides e, A7 pressure—gradient force.

Figure 2.21 The Coriolis force

Every point on the Earth completes one rotation every 24
hours. Air near the equator travels a much greater distance than
air near the poles. Air that originates near the equator is carried
towards the poles, taking with it a vast momentum. The Coriolis
force deflects moving objects to the right of their path in the
northern hemisphere and to the left of their path in the southern
hemisphere.

The balance of forces between the pressure gradient force and
the Coriolis force is known as the geostrophic balance and the
resulting wind is known as a geostrophic wind. The geostrophic
wind in the northern hemisphere blows anti-clockwise around
the centre of low pressure and clockwise around the centre of
high pressure.

This centrifugal force is the outward force experienced
when you drive around a corner. The centrifugal force acts
at right angles to the wind, pulling objects outwards, so for a
given pressure air flow is faster around high pressure (because
the Coriolis and centrifugal forces work together rather than in
opposite directions).

The drag exerted by the Earth's surface is also important.
Friction decreases wind speed, so it decreases the Coriolis force,
hence areas more likely to flow towards low pressure.

Section 2.2 Activities

-
| Briefly explain the meaning of the terms a pressure gradient |

-:\{orce and b Coriolis force.
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General circulation model

In general:

& warm air is transferred polewards and is replaced by cold air
moving towards the equator

® air that rises is associated with low pressure whereas air that
sinks is associated with high pressure

o low pressure produces rain, high pressure produces dry
conditions.

Any circulation model must take into account the meridional

(north/south) transfer of heat, and latitudinal wariations in rainfall

and winds. (Any model is descriptive and static — unlike the

atmosphere.} In 1735 George Hadley described the operation of

the Hadley cell, produced by the direct heating over the equator.

The air here is forced to rise by convection, travels polewards

and then sinks at the subtropical anticyclone Chigh pressure belt).

Hadley suggested that similar cells might exist in mid latitudes and

high latitudes. William Ferrel suggested that Hadley cells interlink

with a mid latitude cell, rotating it in the reverse direction, and

these cells in turn rotate the polar cell.

There are very strong differences between surface and upper
winds in tropical latitudes. Easterly winds at the surface are
replaced by westerly winds above, especially in winter, Atthe ITCZ,
convectional storms lift air into the atmosphere, which increases
air pressure near the tropopause, causing winds to diverge at high
altitude. They move out of the equatorial regions towards the
poles, gradually losing heat by radiation. As they contract more air
moves in and the weight of the air increases the air pressure at the
subtropical high pressure zone (Figure 2.22). The denser air sinks,
causing subsidence (stability). The north/south component of the
Hadley cell is known as a meridional flow.

a Simple thermally b Hadleys three-cell model

direct mode|
Pole \\ Pole Direct ®
® Indirect
@
i@}@
Direct
&
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Pole (® Easterly
Haorizon tal
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Figure 2.22 General drculation model



The zonal flow (east—west) over the Pacific was discovered by
Gilbert Walker in the 1920s. The Southern Oscillation Index (SOT)
is a measure of how far temperatures vary from the ‘average’.
A high SOI is associated with strong westward trades (because
winds near the equator blow from high pressure to low pressure
and are unaffected by the Coriolis effect). Tropical cyclones are
more common in the South Pacific when there is an El Nifo
Southern Oscillation warm episode.

The polar cell is found in high latitudes. Winds at the
highest latitudes are generally easterly. Air over the North Pole
continually cools, and being cold it is dense and therefore it
subsides, creating high pressure. Air above the polar front flows
back to the North Pole, creating a polar cell. In between the
Hadley cell and the polar cell is an indirect cell, the Ferrel cell,
driven by the movement of the other two cells, rather like a
cog in a chain.

In the early twentieth century researchers investigated patterns
and mechanisms of upper winds and clouds at an altitude of
between 3 and 12 km. They identified large-scale fast-moving
belts of westerly winds, which follow a ridge and trough wave-like
pattern known as Rossby waves or planetary waves (Figure 2.23).
The presence of these winds led to Rossby's 1941 model of the
atmosphere. This suggested a three-cell north/south (meridional)
circulation with two thermally direct cells and one thermally
indirect cell. The thermally direct cell is driven by the heating at
the equator (the Hadley cell) and by the sinking of cold air at the
poles (the polar cell). Between them lies the thermally indirect
cell whose energy is obtained from the cells to either side by
the mixing of the atmosphere at upper levels. The jet streams
are therefore key locations in the transfer of energy through the
atmosphere, Further modifications of Rossby's models were made

2.2 The global energy budget

New models change the relative importance of the three
convection cells in each hemisphere. These changes are influenced
by jet streams and Rossby waves:
® Jet streams are strong, regular winds which blow in the
upper atmosphere about 10 km above the surface; they blow
between the poles and tropics (100-300 km/h).

There are two jet streams in each hemisphere — one between
307 and 507, the other between 20° and 30° In the northern
hemisphere the polar jet flows eastwards, and the subtropical
jet flow westwards.

Rossby waves are ‘meandering rivers of air’ formed by
westerly winds. There are three to six waves in each
hemisphere. They are formed by major relief barriers such

as the Rockies and the Andes, by thermal differences and
uneven land-sea interfaces.

The jet streams result from differences in equatorial and
sub-tropical air, and between polar and sub-tropical air. The
greater the temperature difference, the stronger the jet stream.
Rosshy waves are affected by major topographic barriers such
as the Rockies and the Andes. Mountains create a wave-like
pattern, which typically lasts six weeks. As the pattern becomes
more exaggerated (Figure 2.23b) it leads to blocking anticyclones
(blocking highs) — prolonged periods of unusually warm weather.

Jet streams and Rossby waves are an important means of
mixing warm and cold air.

Section 2.2 Activities

| 1 Describe and explain how the Hadley cell operates.

2 Define the term Rossby wave. Suggest how an
understanding of Rossby waves may help in our

by Palmen in 1951 1 understanding of the general circulation. )
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2.3 Weather processes
and phenomena

Moisture in the atmosphere

Armospheric moisture exists in all three states — vapour, liquid and
solid (Figure 2.24). Energy is used in the change from one phase to
another, for example between a liguid and a gas. In evaporation,
heat is absorbed. It takes 600 calories of heat to change 1 gramme
of water from a liquid to a vapour. Heat loss during evaporation
passes into the water as latent heat (of vaporisation). This would
cool 1 kg of air by 2.5 °C. By contrast, when condensation occurs,
latent heat locked in the water vapour is released, causing a rise
in temperature. In the changes between vapour and ice, heat is
released when vapour is converted to ice (solid), for example rime
at high altitudes and high latitudes. In contrast, heat is absorbed
in the process of sublimation, for example when snow patches
disappear without melting. When liquid water turns to ice, heat is
released and temperatures drop. In contrast, in melting ice heat is
absorbed and temperatures rise.

Figure 2.24 Atmospheric moisture — condensation

Factors affecting evaporation

Evaporation occurs when wvapour pressure of a water surface

exceeds that in the atmosphere. Vapour pressure is the pressure

exerted by the water vapour in the atmosphere. The maximum

vapour pressure at any temperature occurs when the air is

saturated (Figure 2.25). Evaporation aims to equalise the pressures.

It depends on three main factors:

# initial humidity of the air — if air is very dry then strong
evaporation occurs; if it is saturated then very little occurs

& supply of heat — the hotter the air the more evaporation that
takes place

# wind strength — under calm conditions the air becomes
saturated rapidly.
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Figure 2.25 Maximum vapour pressure

Factors affecting condensation

Condensation occurs when either (a) enough water vapour is
evaporated into an air mass for it to become saturated or (b)
when the temyperature drops so that dew point (the temperature
at which air is saturated) is reached. The first is relatively rare, the
second common. Such cooling occurs in three main wavs:

¢ radiation cooling of the air

# contact cooling of the air when it rests over a cold surface

s adiabatic (expansive) cooling of air when it rises.
Condensation is very difficult to achieve in pure air. It requires
some tiny particle or nucleus onto which the vapour can
condense. In the lower atmosphere these are quite common, such
as sea salt, dust and pollution particles. Some of these particles
are hygroscopic — that is, water-seeking — and condensation may
occur when the relative humidity is as low as 80 per cent.

Humidity and precipitation
The properties of absolute bumidity and relative bumidity are
described on page 27.

The term precipitation refers to all forms of deposition of
moisture from: the atmosphere in either solid or liquid states.
It includes rain, hail, snow and dew. Because rain is the most
common form of precipitation in many areas, the term is




sometimes applied to rainfall alone. For any type of precipitation
to form, clouds must first be produced.

When minute droplets of water are condensed from water
vapour, they float in the atmosphere as clouds. If droplets coalesce
they form large droplets which, when heavy enough to overcome
by gravity an ascending current, they fall as rain. Therefore cloud
droplets must get much larger to form rain. There are a number of
theories to suggest how raindrops are formed.

The Bergeron theory suggests that for rain to form, water
and ice must exist in clouds at temperatures below 0 °C.
Indeed, the temperature in clouds may be as low as —40 °C.
At such temperatures, water droplets and ice droplets form.
Ice crystals grow by condensation and become big enough to
overcome turbulence and coud updrafts, so they fall. As they
tall, crystals coalesce to form larger snowflakes. These generally
melt and become rain as they pass into the warm air layers
near the ground. Thus, according to Bergeron, rain comes from
clouds that are well below freezing at high altitudes, where the
coexistence of water and ice is possible. The snow/ice melts as
it passes into clouds at low altitude where the temperatures are
above freezing level.

Other mechanisms must also exist as rain also comes from
clouds that are not so cold. Mechanisms include:

e condensation on extra-large hygroscopic nuclei

» coalescence by sweeping, whereby a falling droplet sweeps
up others in its path

# the growth of droplets by electrical attraction.

Adiabatic processes (lapse rates)

Adiabatic processes are those that relate to the rising and sinking
of air. This means that the temperature of the air is changed
internally, withour any other influence, It is the rising (expanding
and cooling) and sinking (contracting and warming) of air that
causes it to change temperature. As air rises in the atmosphere it
is cooled and there may be condensation. Air may rise for four
reasons:
e convection (caused by the heating of the ground below)
# orographic barriers (air forced to rise over hills or mountains)
o turbulence (in the air flow)
# at frontal systems,
When air rises from one elevation to another, the temperature
changes. The decrease of pressure with height allows the rising
parcel of air to expand. As it expands it uses up energy from
within the air parcel (since air is a poor conductor of heat it will
not gain any heat from the surrounding atmosphere). Likewise,
when air is sinking it gains heat by contraction. Therefore
adiabatic heating and cooling is an internal mechanism without
any heat exchange. By contrast, diabatic processes involve the
physical mixing of air. Normal or environmental lapse rate
(ELR) is the actual temperature decline with height, on average
6 °C/km.

Adiabatic cooling and warming in dry (unsaturated) air occurs
at a rate of approximately 10 °C/km. This is known as the dry
adiabatic lapse rate (DALR). Air in which condensation is

2.3 Weather processes and phenomena

occurring cools at the lower saturated adiabatic lapse rate
(SALR) of berween 4 °C and 9 °C/km. This is because latent
heat released in the condensation process partly offsets the
temperature loss from cooling. The rate varies according to the
amount of latent heat released. It will be less for warm saturated
(4 °C/km) air than cold saturated air (9 °C/ km). For example,
an air mass of 27 °C may contain so much water vapour, and
therefore release so much latent heat, that the SALR may be as
low as 4 °C/km. In a very cold air mass, on the other hand, there
may be so little water vapour that very little latent heat is released
and so the SALR differs very little from the DALR. However, an
average of 5 °C/km is generally accepted for the SALR.

Lapse rates can be shown on a temperature/height diagram
(Figure 2.26). For example, an air temperature of 20 “C may
have a dew point of 10 *C. At first when the air is lifted it cools
at the DALR. When it reaches dew point (the temperature at
which air is saturated and condensation occurs), it cools at the
SALR. Saturation level is the same as the condensation level.
This marks the base of the cloud. Air continues to rise at the
SALR until it reaches the same temperature and density as the
surrounding air. This marks the top of the cloud development.
Thus the changes in lapse rates can be used to show the lower
and upper levels of cloud development in a cumulus cloud (see
Figure 2.5).

Saturated adiabatic lapse rate
{rising air)
e
= Cloud top
=
2 4- Environmental
k= lapse rate
g
A
s
1 Condensation Cloud base
level T TN NS e _
Dry adiabatic lapse
rate (rising air)
0 I I I |
20 -10 30 40

Temperature (°C)

Figure 2.26 Unstable air conditions, with air rising first at the DALR
and then at the SALR. Ascent ceases when the rising air has the same
temperature and density as the surrounding air.

A wvery noticeable effect of adiabatic processes is the fhn
effect, in the Furopean Alps (Figure 2.27). Winds approach the
mountains as very warm moist air streams, rise, quickly reach
condensation level, and therefore are cooling at the SALR. At
the summit, most moisture is already lost. Hence, on descent,
winds warm up at the DALR. They reach the plains/valleys as hot
winds with low relative humidity, and can have a drastic effect by
clearing snow very rapidly.
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Figure 2.27 Airflow on @ mountain — the fohn effect

Atmospheric stability and
instability

Air stability and instability refers to the buoyancy characteristics
of air:

& Instability — instability occurs when a parcel of air is
warmer and therefore less dense than the air above, causing
rising and expansion. There is uplift and adiabatic cooling of
maoist air. This is the result of instability and is the main cause
of precipitation. Air is unstable if the ELR is greater than the
DALR, as on Figure 2.28. If a parcel of air is lifted, it rises at
the DALR and immediately becomes warmer and lighter than

its surroundings. It therefore continues to rise. Unstable air

Section 2.3 Activities

1 Study Figure 2.26. !

a At what height will a parcel of air rising from the
ground level at X become stable? (Assume the
DALR is 10°C per 1000 m and the SALR is 5°C per
1000 m.)

b What is the significance of the ‘condensation
level'?

¢ Suggest three different causes of the initial uplift
of the parcel of air.

2 Figure 2.27 shows the flow of air over a mountain.

a Why does air not continue to rise on the lee side of
the mountain?

b State two differences between the air at A and the
air at B. Explain each of these differences.

¢ Suggest two consequences of this airstream
modification for the weather on the lee side of the
mountain.

Altitude (km)

Temperature (°C)

tends to occur on very hot days when the ground layers are
heated considerably. Tf the air is moist enough, there will be
strong vertical cloud development,

Stability — stable air conditions (stability) exist when the ELR
is greater than the DALR and the SALR. If a parcel of air is
displaced upwards, it immediately gets cooler and denser and
sinks (Figure 2.29). Uplift cannot be sustained. Conditions in
an anticyclone (high pressure) with subsiding air are usually
stable. The only time when stable air can rise is when it is
forced upwards, such as over high ground.

Conditional instability — when the ELR lies between the
SALR and DALR, moist saturated air will rise whereas dry
unsaturated air will sink. Air is therefore stable in respect

to the dry rate and would normally sink to its original level.
But if air should then become saturated because it is forced
to rise to higher elevations, it may become warmer than the
surrounding air and would continue to rise of its own accord.
Thus the air is unstable, if it is saturated.

F=
*\ DAR Time: 1500 hrs
iR "\ Wind speed: 15 kmth
N Stevenson screen temp: 24 °C
1
0 | 1
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— Figure 2.28 |nstability
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Figure 2.29 Stability and conditional instability

2.3 Weather processes and phenomena

Section 2.3 Activities

. Define the terms stability and instability.

%
S

Weather phenomena

A fundamental distinction can be made
between atmospheric stability and instability,
and associated weather phenomena. Stability
{or stable conditions) means that air does not
rise. On a global scale it produces the great
high pressure belts such as those in the sub-
tropical high pressure belt. On a local scale
stability can lead to the formation of fog, mist
and frost. Under clear skies, temperatures may
drop enough to form frost. Where there is
moisture present, the cooling of air at night
may be sufficient to produce mist and fog.
Instability, on the other hand, produces
unstable or rising air. This produces clouds and
is the mechanism for the formation of rain. So
cloud formation, and the formation of rain and
snow, is dependent on there being unstable air
(instability) causing the rising of air and

subsequent condensation.

Clouds

Clouds are formed of millions of tiny water

droplets held in suspension. They are classified

in a number of ways, the most important being:

® form or shape, such as stratiform (layers) and
cumuliform Cheaped type)

o height, such as low (<2000 m), medium

or alto (2000-7000 m) and high

(7000-13 000 m).

There are a number of different types of clouds
(Figure 2.30). High clouds consist mostly of ice
crystals. Cirrus are wispy clouds, and include
cirrocumulus (mackerel sky) and cirrostratus
(halo effect around Sun or Moon). Alto or middle-
height clouds generally consist of water drops.
They exist at temperatures lower than 0 °C.
Low clouds indicate poor weather. Stratus clouds
are dense, grey and low-lving (Figure 2.31)
Nimbostratus are those that produce rain (nimbis
means ‘storm’). Stratocumulus are long cloud
rolls, and a mixture of stratus and cumulus (see
Figure 2.5).

Vertical development suggests upward move-
ment. Cumulus clouds are flat-bottomed and
heaped. They indicate bright brisk weather.
Cumulonimbus clouds produce heavy rainfall
and often thunderstorms.
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Figure 2.30 Classification of clouds

| Figure 2.31 Stratus clouds

The important facts to keep in mind:
# In unstable conditions the dominant form of uplift is

convection and this may cause cumulus clouds.

® With stable conditions stratiform clouds generally occur.

o Where fronts are involved a variety of clouds exist.

# Relief or topography causes stratiform or cumuliform clouds,
depending on the stability of the air.

Banner clouds

These are formed by orographic uplift (that is, air forced to rise,
over a mountain for example) under stable air conditions. Uplifted
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moist air streams reach condensation only at the very summit,
and form a small cloud. Further downwind the air sinks, and
the cloud disappears. Wave cdouds reflect the influence of the
topography on the flow of air.

Types of precipitation

The Bergeron theory relates mostly to snow making. Snow is a
single flake of frozen water. Rain and drizzle are found when the
temperature is above 0°C (drizzle has a diameter of < 0.5 mm).
Sleet is partially melted snow.

There are three main types of rainfall — convectional, frontal
(depressional) and orographic (relief) (Figure 2.32).

Convectional rainfall

When the land becomes very hot it heats the air above it. This
air expands and rises. As it rises, cooling and condensation take
place. If it continues to rise rain will fall. It is very common in
tropical areas (Figure 2.33) and is associated with the permanence
of the ITCZ (see page 34). In temperate areas, convectional rain is
Mmore Ccommon in summer.

Frontal or cyclonic rainfall

Frontal rain occurs when warm air meets cold air. The warm
air, being lighter and less dense, is forced to rise over the cold,
denser air. As it rises it cools, condenses and forms rain. It is most
common in middle and high latitudes where warm tropical air
and cold polar air converge.
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Relief or orographic rainfall

Air may be forced to rise over a barrier such as a mountain.
As it rises it cools, condenses and forms rain. There is often
a rainshadow effect whereby the leeward slope receives a
relatively small amount of rain. Altitude is important, especially
on a local scale. In general, there are increases of precipitation
up o about 2 km. Above this level rainfall decreases because
the air temperature is so low.

Hail

Hail is alternate concentric rings of clear and opaque ice, formed
by raindrops being carried up and down in vertical air currents
in large cumulonimbus clouds. Freezing and partial melting may
occur several times before the pellet is large enough to escape

from the cloud. As the raindrops are carried high up in the
cumulonimbus cloud they freeze. The hailstones may collide
with droplets of supercoocled water, which freeze on impact
with and form a layer of opaque ice around the hailstone.
As the hailstone falls, the outer layer may be melted but may
freeze again with further uplift. The process can occur many
times before the hail finally falls to ground, when its weight
is great enough to overcome the strong updraughts of air.

Section 2.3 Activities

' Using diagrams, explain the meaning of the terms
a convectional rainfall, b orographic rainfall and ¢ frontal
rainfall.
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Figure 2.34 Stages im a thunderstorm

Light rain

Thunderstorms
These are special cases of rapid cloud formation and heavy
precipitation in unstable air conditions. Absolute or conditional
instability exists to great heights causing strong updraughts
to develop within cumulonimbus clouds. Thunderstorms are
especially common in tropical and warm areas where air can hold
large amounts of water. They are rare in polar areas.

Several stages can be identified (Figure 2.34):
1 Developing stage: updraught caused by uplift; energy (latent heat)
is released as condensation occurs, air becomes very unstable;
rainfall occurs as cloud temperature is greater than 0 °C; the great
strength of uplift prevents snow and ice from falling.
Mature stage: sudden onset of heavy rain and maybe thunder

[ B8]

and lightning; rainfall drags cold air down with it; upper parts
of the cloud may reach the tropopause; the cloud spreads,
giving the characteristic anvil shape.

3 Dissipating stage: downdraughts prevent any further convective
instability; the new cells may be initiated by the meeting of
cold downdraughts from cells some distance apart, triggering
the rise of warm air in between.

Lightning occurs to relieve the tension between different charged

areas, for example between cloud and ground or within the cloud

itself. The upper parts of the cloud are positive whereas the
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lower parts are negative. The very base of the cloud is positively
charged. The origin of the charges is not very clear, although they
are thought to be due to condensation and evaporation. Lightning
heats the air to very high temperatures. Rapid expansion and
vibration of the column produces thunder.

Snow

Snow is fromen precipitation. Snow crystals form when the
temperature is below freezing and water vapour is converted
into a solid. However, very cold air conrains a limited amount
of moisture, so the heaviest snowfalls tend to occur when warm
meoist air is forced over very high mountains or when warm moist
air comes into contact with very cold air at a front.

Frost

Frost is a deposit of fine ice crystals on the ground or on
vegetation (Figure 2.35). It occurs on cloud-free nights when there
has been radiation cooling to below freezing point. Water vapour
condenses directly onto these surfaces by sublimation. Black ice
is a solid sheet of ice found on a road, and is caused by raindrops
falling through a layer close to the surface with below freezing
temperatures. On vegetation it is called glazed frost.



Figure 2.35 Frost— here ice crystals have lifted some soil and a small pebble

Dew

Dew is the direct deposition of water droplets onto a surface. It
occurs in clear, calm anticyclonic conditions (stability) where
there is rapid radiation cooling by night. The temperature reaches
dew point, and further cooling causes condensation and direct
precipitation anto the ground and vegetation (Figure 2.36).

Figure 2.36 Dew —direct condensation onto vegetation

2.3 Weather processes and phenomena

Fog

Fog is cloud at ground level. Radiation fog (Figure 2.37) is
formed in low-lying areas during calm weather, especially during
spring and autumn. The surface of the ground, cooled rapidly at
night by radiation, cools the air immediately above it. This air
then flows into hollows by gravity and is cooled to dew point
(the temperature at which condensation occurs). Ideal conditions
include a surface layer of moist air and clear skies, which allow
rapid radiation cooling.

The decrease in temperature of the lower layers of the air
causes air to go below the dew point. With fairy light winds, the
fog forms close to the water surface, but with stronger turbulence
the condensed layer may be uplifted to form a low stratus sheet.

Figure 2.37 Fog in the Wicklow mountains, Ireland

As the Sun rises, radiation fog disperses. Under cold anti-
cyclonic conditions in late autumn and winter, fog may be thicker
and more persistent, and around large towns smog may develop
under an inversion layer. An inversion means that cold air is found
at ground level whereas warm air is above it — unlike the normal
conditions in which air temperature declines with height In
industrial area emissions of sulphur dioxide act as condensation
nuclei and allow fog to form. Along motorways the heavy
concentration of vehicle emissions does the same. By contrast,
in coastal areas the higher minimum temperatures means that
condensation during high pressure conditions is less likely.

Fog commonly occurs over the sea in Autumn and Spring
because the contrast in temperature between land and sea is
significant. Warm air from over the sea is cooled when it moves
on land during anticyclonic conditions. In summer, the sea is
cooler than the land so air is not cooled when it blows onto the
land. By contrast, in winter there are more low pressure systems,
causing higher winds and mixing the air.
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Fog is more common in anticyclonic conditions. Anticyclones
are stable high pressure systems characterised by clear skies and
low wind speeds. Clear skies allows maximum cooling by night.
Ajr is rapidly cooled to dew point, condensation occurs and fog
is formed.

Advection fog is formed when warm moist air flows
horizontally over a cooler land or sea surface. Steam fog is very
localised. Cold air blows over much warmer water. Evaporation
from the water quickly saturates the air and the resulting
condensation leads to steaming. It occurs when wvery cold polar
air meets the surrounding relatively warm water.

Section 2.3 Activities

( 1 Distinguish between radiation fog and advection fog.
| 2 Under which atmospheric conditions (stability or instability)
do mist and fog form? Briefly explain how fog is formed.

| 2 Under which atmospheric conditions do thunder and
lightning form? Briefly explain how thunder is created.

2.4 The human impact

Global warming

The role of greenhouse gases

Greenhouse gases are essential for life on Earth. The Moon is an
airless planet which is almost the same distance from the Sun as
is the Earth. Average temperatures on the Moon are about —18 °C
compared with about 15 °C on Earth. The Earth's atmosphere
therefore raises temperatures by about 33 °C. This is due to
the greenhouse gases — such as water vapour, carbon dioxide,
methane, ozone, nitrous oxides and chlorofluorocarbons (CFCs).
They are called greenhouse gases because, as in a greenhouse,
they allow short-wave radiation from the Sun to pass through
them, but they trap outgoing long-wave radiation, thereby raising

Table 2.2 Properties of key greenhouse gases

the temperature of the lower atmosphere (Figure 2.38). The
greenhouse effect is both natural and good — without it there
would be no human life on Earth. On the other hand, there are
concerns about the enhanced greenhouse effect.

The enhanced greenhouse effect is built up of certain
greenhouse gases as a result of human activity. Carbon dioxide
(COZ) levels have risen from about 315 ppm in 1950 to 355 ppm
and are expected to reach 600 ppm by 2050. The increase is due
to human activities — burning fossil fuels (coal, oil and natural
gas) and deforestation. Deforestation of the tropical rainforest is a
double blow — not only does it increase atmospheric CO, levels, it
also removes the trees that convert CO, into oxygen.

Methane is the second largest contributor to global warming,
and is increasing at a rate of between 05 and 2 per cent per
annum. Cattle alone give off between 65 and 85 million tonnes of
methane per year. Natural wetland and paddy fields are another
important source — paddy fields emit up to 150 million tonnes of

Greenhouse gases absorb some of the long-wave radiation coming
from the Earth. Some of this energy is radiated to space, but some
back towards Earth, causing warming,
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Figure 2.38 The greenhouse effect

_ Direct global
Average atmospheric |Rate of change warming potenti al Type of indirect
concentration (ppmv) | (% per annum) (GWP) Lifetime (years) effect
Carbon dioxide 355 0.5 1 120 None
Methane 1.72 0.6-0.75 n 10.5 Positive
Nitrous oxide 0.21 0.2-0.3 270 132 Uncertain
CFC-11 0.000255 4 3400 55 Negative
CFC12 0.000453 4 7100 116 Negative
Co Months Positive
NO, Uncertain
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methane annually. As global warming increases, bogs trapped
in permafrost will melt and release vast quantities of methane.
Chlorofluorocarbons (CFCs) are synthetic chemicals that destroy
ozone, as well as absorb long-wave radiation. CFCs are increasing
at a rate of 6 per cent per annum, and are up to 10 000 times more
efficient at trapping heat than CO,,

As long as the amount of water vapour and carbon dioxide stay
the same and the amount of solar energy remains the same, the
temperature of the Earth should remain in equilibrium. However,
human activities are upsetting the natural balance by increasing
the amount of carbon dioxide in the atmosphere, as well as the
other greenhouse gases.

How human activities add to
greenhouse gases

Much of the evidence for the greenhouse effect has been taken
from ice cores dating back 160 000 years. These show that the
Earth's temperature closely paralleled the levels of CO, and
methane in the atmosphere. Calculations indicate that changes in
these greenhouse gases were part, but not all, of the reason for
the large (5°-7°) global temperature swings between ice ages and
interglacial periods.

Accurate measurements of the levels of CO, in the atmosphere
began in 1957 in Hawaii. The site chosen was far away from major
sources of industrial pollution and shows a good representation
of unpalluted atmosphere. The trend in CO, levels shows a clear
annual pattern, associated with seasonal changes in vegetarion,
especially those over northern hemisphere. By the 1970s there
was a second trend, one of a long-term increase in CO,levels,
superimposed upon the annual trends.

Studies of cores taken from ice packs in Antarctica and
Greenland show that the level of CO, between 10 000 years ago
and the mid-nineteenth century was stable at about 270 ppm.
By 1957 the concentration of CO, in the atmosphere was 315
ppm and it has since risen to about 360 ppm. Most of the extra
CO, has come from the burning of fossil fuels, especially coal,
although some of the increase may be due to the disruption of
the rainforests. For every tonne of carbon burned, 4 tonnes of
CO, are released.

By the early 1980s 5 gigatonnes (5000 million tonnes, or 5 Gt)
of fuel were burned every year. Roughly half the CO, produced
is absorbed by natural sinks, such as vegetation and plankton.

Other factors have the potential to affect climate, too. For
example, a change in the albedo (reflectivity of the land brought
about by desertification or deforestation) affects the amount of
solar energy absorbed at the Earth's surface. Aerosols made from
sulphur, emitted largely in fossil fuel combustion, can modify
clouds and may act to lower temperatures. Changes in ozone in
the stratosphere due to CFCs may also influence climate.

Since the Industrial Revolution the combustion of fossil fuels
and deforestation have led to an increase in 26 per cent of CO,
concentration in the atmosphere (Figure 2.39). Emissions of
CFCs used as aerosol propellants, solvents, refrigerants and foam
blowing agents are also well know. They were not present in

2.4 The human impact

the atmosphere before their invention in the 1930s, The sources
of methane and nitrous oxides are less well known. Methane
concentrations have more than doubled because of rice praduction,
cattle rearing, biomass burning, coal mining and ventilation of
natural gas. Also fossil fuel combustion may have also contributed
through chemical reactions in the atmosphere which reduce the
rate of removal of methane. Nitrous oxide has increased by about
8 per cent since preindustrial times, presumably due to human
activities. The effect of ozone on climate is strongest in the upper
troposphere and lower stratosphere.

# The increasing carbon dioxide in the atmosphere
since the pre-industrial era, from about 280 to 382
ppmv (parts per million by volume), makes the largest
individual contribution to greenhouse gas radiative
forcing 156 W/mz (watts per square metre)

» The increase of methane (CH) since pre-industrial times
(from 0.7 to 1.7 ppmv) contributes about 0.5 W/mg.

» The increase in nitrous oxide (NO,) since pre-industrial
times from about 275 to 310 ppbv? contributes about
0.1 W/m®.

# The observed concentrations of halocarbons, including
CFCs, have resulted in direct radiative forcing of about
0.3 W/m’,

Figure 2.39 Changes in greenhouse gases since pre-industrial times

Arguments surrounding global
warming

There are many causes of global warming and climate change.

Natural causes include:

e variations in the Earth’s orbit around the Sun

& variations in the tilt of the Earth's axis

# changes in the aspect of the poles from towards the Sun to
away from it

® variations in solar output (sunspot activity)

# changes in the amount of dust in the atmosphere (partly due
to volcanic activity)

# changes in the Earth's ocean currents as a result of
continental drift.

All of these have helped cause climate change, and may still be

doing so, despite anthropogenic forces.

Complexity of the problem

Climate change is a very complex issue for a number of reasons:

s Scale — it includes the atmosphere, oceans, and landmasses
across the world.

# Interactions between these three areas are complex.

e It includes natural as well as anthropogenic forces.

# There are feedback mechanisms involved, not all of which
are fully understood.

# Many of the processes are long-term and so the impact of
changes may not yet have occurred.
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Figure 2.40 The effects of global warming

The effects of increased global
temperature change

The effects of global warming are varied (see Table 2.3). Much

depends on the scale of the changes. For example, some

impacts could include:

® a rise in sea levels, causing flooding in low-lying areas such
as the Netherlands, Egypt and Bangladesh — up to 200 million
people could be displaced

e 200 million people at risk of being driven from their homes
by flood or drought by 2050

¢ 4 million km? of land — home to one-twentieth of the world's

population — threatened by floods from melting glaciers
# an increase in storm activity such as more frequent and

intense hurricanes (owing to more atmospheric energy)
e changes in agricultural patterns, for example a decline in the

USA's grain belt, but an increase in Canada's growing season

Table 2.3 Some potential etfects of & changing dimate in the UK

Positive effects

Negative effects.

# An increase in timber yields (up
to 25% by 2050) especially in
the north (with perhaps some
decrease in the south).

& Increased damage effects of
increased storminess, flooding
and erosion on natural and
human resources and human
resource assets in coastal areas.

A northward shift of farming
zones by about 200-300 km per
°C of warming, or 50-80 km per
decade, will improwve some forms
of agriculture, especially pastoral
farming in the north-west.

# An increase in animal spedes,
especially insects, as a result of
northward migration from the
continent and a small decrease
in the number of plant species
due to the loss of northern and
montane (mountain types).

Enhanced potential for tourism
and recreation as a result of
increased temperatures and
reduced precipitation in the
summer, especially in the south.

» An increase in soil drought, soil
erosion and the shrinkage of clay
soils,
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# reduced rainfall over the USA, southern Europe and the
Commonwealth of Independent States (CIS) (Figure 2.40)

® 4 hillion people could suffer from water shortages if
temperatures rise by 2 °C

® a 35 per cent drop in crop yields across Africa and the Middle
East expected if temperatures rise by 3 °C

e 200 million more people could be exposed to hunger if
world temperatures rise by 2 °C, 550 million if temperatures
rise by 3 °C

# 60 million more Africans could be exposed to malaria if
wotld temperatures rise by 2 °C

o extinction of up to 40 per cent of species of wildlife if
temperatures rose by 2 °C.

The Stern Review

The Stern Review (2000) was a report by Sir Nicholas Stern
analysing the financial implications of climate change. The report
has a simple message:

# Climate change is fundamentally altering the planet.

® The risks of inaction are high.

e Time is running out.

The effects of climate change vary with the degree of temperature
change (Figure 2.41). The Report states that climate change poses
a threat to the world economy and it will be cheaper to address
the problem than to deal with the consequences. The global
warming argument seemed a straight fight between the scientific
case to act, and the economic case not to. Now, economists are
urging action.

The Stern Review says doing nothing about climate change —
the business-as-usual (BAU) approach — would lead to a reduction
in global per capita consumption of at least 5 per cent now and
for ever. According to the Stern Review, global warming could
deliver an economic blow of between 5 and 20 per cent of GDP
to world economies because of natural disasters and the creation
of hundreds of millions of climate refugees displaced by sea-level
rise. Dealing with the problem, by comparison, will cost just 1 per
cent of GDP, equivalent to £184 billion.
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Falling crop yields in many areas, particularly LEDCs.

Food
Possible rising yields in some high latitude regions
Small mountain glaciers
Water disappear — water supplies
threatened in several areas
Ecosystems

Extensive damage to coral reefs.

Extreme weather
events

Risk of abrupt and major
irreversible changes

availability in many areas, including
Mediterranean and Southern Africa

Falling yields in many MEDCs

Significant decreases in water

Sea level rise threatens major cities

Rising number of species face extinction
Rising intensity of storms, forest fires, droughts, flooding and heatwaves

Increasing risk of dangerous feedbacks and
abrupt, large-scale shifts in the climate system

0'°C 1°5C 2°C

Main points

# Carbon emissions have already increased global temperatures
by more than 0.5 °C.

® With no action to cut greenhouse gases, we will warm the
planet by another 2-3 °C within 50 years.

# Temperature rise will transform the physical geography of the
planet and the way we live,

# Floods, disease, storms and water shortages will become
more frequent.

8 The poorest countries will suffer the earliest and the most.

# The effects of climate change could cost the world between 5
and 20 per cent of GDP.

# Action to reduce greenhouse gas emissions and the worst of
global warming would cost 1 per cent of GDP.

® With no action, each tonne of carbon dioxide we emit will
cause at least §85 (£45) of damage.

e Levels of carbon dioxide in the atmosphere should be limited
to the equivalent of 450-550 ppm.

# Action should include carbon pricing, new technology and
robust international agreements,

International policy to protect
climate

The first world conference on climate change was held in Geneva
in 1979. The Toronto Conference of 1988 called for the reduction of
carbon dioxide emissions by 20 per cent of the 1988 levels by 2005.
Also in 1988, UNEP and the World Meteorclogical Organisation
established the Intergovernmental Panel on Climate Change (IPCC).

‘The ultimate objective is to achieve .. stabilisation of
greenhouse gas concentrations in the atmosphere at a level
that would prevent dangerous anthropogenic interference with

the climate system.”

The Kyoto Protocol (1997) gave all MEDCs legally binding
targets for cuts in emissions from the 1990 level by 2008-12. The
EU agreed to cut emissions by 8 per cent, Japan 7 per cent and
the USA by 6 per cent.

35¢C

a°C 59¢
Global temperature change (relative to pre-industrial)

Figure 2.41 Projected impacts of climate change, according to the
Stern Review

Section 2.4 Activities

1 Figure 2.41 shows some of the projected impacts related to

global warming.

a Describe the potential changes as a result of a 3 °C rise in
temperature.

b Explain why there is an increased risk of hazards in coastal
cities.

¢ Outline the ways in which it is possible to manage the
impacts of global warming.

d Evaluate the potential impacts of global warming.

2 Figure 2.42 shows variations in mean air temperature

between 1880 and 2000.

a i ldentify the reason why the temperature in the early
1960s fell below 15 °C.
ii Describe the impact of Pinatubo on global climate in
the 1990s.

b Outline the natural sources of greenhouse gases.

¢ Using an annotated diagram, explain what is meant by
the term the greenhouse effect.

d Outline the benefits of the greenhouse effect.
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Urban climates

Urban climates occur as a result of extra
sources of heat released from industry,
commercial and residential buildings as well
as from wvehicles, concrete, glass, bricks,
tarmac — all of these act very differently from
soil and vegetation. For example, the albedo
(reflectivity) of tarmac is about 5-10 per cent
while that of concrete is 17-27 per cent. In
contrast, that of grass is 20-30 per cent. Some
of these — notably dark bricks — absorb large
quantities of heat and release them slowly by
night (Figure 2.43). In addition, the release
of pollutants helps trap radiation in urban
areas. Consequently, urban microclimates
can be wvery different from rural ones.
Greater amounts of dust mean an increasing
concentration of hygroscopic particles. There
is less water vapour, but more carbon dioxide
and higher proportions of noxious fumes
owing to combustion of imported fuels.
Discharge of waste gases by industry is also
increased.

Urban heat budgets differ from rural ones.
By day the major source of heat is solar
energy, and in urban areas brick, concrete
and stone have high heat capacities. A
kilometre of an urban area contains a greater
surface area than a kilometre of countryside,
and the greater number of surfaces in urban
areas allow a greater area to be heated.
There are more heat-retaining materials with
lower albedo and better radiation-absorbing
properties in urban areas than in rural ones.

In urban areas there is relative lack of
moisture. This is due to:
® a lack of vegetation
® a high drainage density (sewers and

drains) which removes water.

Thus there are decreases in relative humidity
in inner cities due to the lack of available
moisture and higher temperatures there.
However, this is partly countered in very
cold, stable conditions by early onset of
condensation in low-lying districts and
industrial zones.

Nevertheless, there are more intense storms,
particularly during hot summer evenings
and nights, owing to greater instability and
stronger convection above builtup areas.
There is a higher incidence of thunder (due to
more heating and instability) but less snowfall
(due to higher temperatures), and any snow
that does fall tends to melt rapidly.
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Figure 2.43 Processes in the urban heat island
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Figure 2.44 The urban heat island (Chester, UK)

Hence little energy is used for evapotranspiration, so more is
available to heat the atmosphere. This is in addition to the man-
made sources of heating such as industries, cars, and people.

At night the ground radiates heat and cools. In urban areas the
release of heat by buildings offsets the cooling process, and some
industries, commercial activities and transport networks continue
to release heat throughout the night.

2.4 The human impact

There is greater scattering of shorter-wave radiation by dust,
but much higher absorption of longer waves owing to the surfaces
and to carbon dioxide. Hence there is more diffuse radiation,
with considerable local contrasts owing to variable screening by
tall buildings in shaded narrow streets. There is reduced visibility
arising from industrial haze,

There is a higher incidence of thicker cloud cover in summer
because of increased convection, and radiation fogs or smogs in
winter because of air pollution. The concentration of hygroscopic
particles accelerates the onset of condensation. Daytime
temperatures are, on average, 0.6 °C higher.

The contrast between urban and rural areas is greatest under
calm high pressure conditions. The typical heat profile of an
urban heat island shows a maximum at the city centre, a plateau
across the suburbs and a temperature cliff between the suburban
and rural areas (Figure 2.44). Small-scale variations within the
urban heat island occur with the distribution of industries, open
spaces, rivers, canals and so on.

The heat island is a feature that is delimited by isotherms (lines
of equal temperature), normally in an urban area. This shows
that the urban area is warmer than the surrounding rural area,
especially by dawn during anticyclonic conditions (Figure 2.45).
The heat island effect is caused by a number of factors:

# heat produced by human activity: a low lewel of radiant heat
can be up o 50 per cent of incoming energy in winter

8 changes of energy balance: buildings have a high thermal
capacity in comparison to rural areas — up to six times greater
than agricultural land

# the effect on air flow: turbulence of air may be reduced
overall, although buildings may cause funnelling effects
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Figure 2.45 The effect of terrain roughness on wind speed
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@ there are fewer bodies of open water, so less evaporation and
fewer plants, therefore less transpiration
# the composition of the atmosphere: the blanketing effect of

smog, smoke or haze,

# reduction in thermal energy required for evaporation and
evapotranspiration due to the surface character, rapid
drainage, and generally lower wind speeds

# reduction of heat diffusion due to changes in airflow patterns

strong local pressure gradients from windward to leeward walls.
Deep narrow streets are much calmer unless they are aligned with
prevailing winds to funnel flows along them — the ‘canyon effect’.

The nature of urban climates is changing (Table 2.4). With the

decline in coal as a source of energy there is less sulphur dioxide
pollution and so fewer hygroscopic nuclei, there is therefore less
fog. However, the increase in cloud cover has occurred for a
number of reasons:

as a result of urban surface roughness. # greater heating of the air (rising air, hence condensation)

Air flow over an urban area is disrupted, winds are slow and

increase in pollutants

s
deflected over buildings (Figure 2.45). Large buildings can produce e frictional and turbulent effective air flow
®

eddying. Severe gusting and turbulence around tall buildings causes

Table 2.4 Average changes in climate caused by urbanisation

changes in moisture,

>
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Source: . Tivy, Agricuftural Ecology, Longman 1990 p.372

Factor | Comparison with rural environments Section 2.4 Activities
Radiation Global 2-10% less r )
Uttraviolet, winter 30% |ess 1 Describe and account for the main
Ultraviolet, summer 504 |ess differences in the climates of urban areas
Sunshinediration 5_159% |ess and their surrounding rural areas.
Temperature | Annual mean 1°C more 2 What is meant by the urban heat island?
Sunshine days _ 2R o 3 Describe one effect that atmospheric
Greatest difference at night U5 thaee pollution may have on urban climates.
Winter maximum 1.5°C more
Eroct ee seaton % ek rore 4 Explain how buildings, tarmac and concarete
Windsead. || Zopanlmean 10-20% less can affect the climate in urban areas.
Gusts 10-20% less 5 Why are microclimates, such as urban heat
Calms 5-20% more islands, best observed during high pressure
Relative Winter 2% less (anticydonic) weather conditions?
humidity Summer B—10% less
Precipitation | Total 5-30% more
Number of rain days 10% more
Snow days 14% less
Cloudiness Cover 5-10% more
Fog, winter 1009 more
Fog, summer 30% more
Condensation nuclei 10 times more
Gases 5-25 times more



Paper 1: Core Geography

Physical Core

3 Rocks and weathering

3 '1 EI e m e nt a ry pl a te Table 31 A comparison of oceanic crust and cortinental crust
tecton i cs Examples Continental crust Oceanic crust

Thickness 3510 70 km on average 6to 10 km on average
Age of Very old, mainly over 1500 | Very young, mainly
h h; . . rocks million years under 200 million years

T e Eart S Interlor Colour and Lighter with an average Heawier with an average
density of density of 2.6; light in density of 2.0; dark in

The theory of plate tectonics states that the Earth is made up of | gcks COlGE Ealonir

a number of layers (Figure 3.1). On the outside there is a very Niturs of Wiiakes tbes — wiany Feii typas, mainly

thin crust, and underneath is a mantle that makes up 82 per cent | gcks contain silica and oxygen, basaltic

of the volume of the Earth. Deeper still is a very dense and very granitic is the most

hot core. In general these concentric layers become increasingly common

Morth Pole

Figure 3.1 The Earth's internal structure
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Source: Advancad Geography:
Concepts & Cases
200 by P. Guinness & G. Nagle

{Hodder Education, 1999, p.332
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more dense towards the centre. The density of these layers is
controlled by temperature and pressure. Temperature softens or
melts rocks.

Close to the surface rocks are mainly solid and brittle. This upper
surface layer is known as the lithosphere, which includes the
crust and the upper mantle, and is about 70 km deep. The Earth's
crust is commonly divided up into two main types: continental
crust and oceanic crust (Table 3.1). In continental areas silica
and aluminium are very common. When combined with oxygen
they make up the most common type of rock, granitic. By contrast,
below the oceans the crust consists mainly of basaltic rock in which
silica, iron and magnesium are most common.

The evidence for plate tectonics

In 1912 Alfred Wegener proposed the idea of continental drift.
Others, such as Francis Bacon in 1620, had commented on how the
shape of the coast of Africa was similar to that of South America.
Wegener proposed that the continents were slowly drifting about
the Earth. He suggested that, starting in the Carboniferous period
some 250 million vears ago, a large single continent, Pangaea,
broke up and began to drift apart, forming the continents we

=
| Gaps and
overlaps along — 2000 m below
continental sea level contour
margins {edge of continents)

Figure 3.2 Evidence for plate tectonics
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know today. Wegener's theory provoked widespread debate

initially, but with the lack of a mechanism to cause continental

drift, his theory failed to receive widespread support.

In the mid-twentieth century the American Harry Hess
suggested that convection currents would force molten rock
(magma) to well up in the interior and to crack the crust above and
force it apart. In the 1960s research on rock magnetism supported
Hess. The rocks of the Mid Atlantic Ridge were magnetised in
alternate directions in a series of identical bands on both sides of
the ridge. This suggested that fresh magma had come up through
the centre and forced the rocks apart. In addition, with increasing
distance from the ridge the rocks were older. This supported the
idea that new rocks were being created at the centre of the ridge
and the older rocks were being pushed apart.

In 1965 a Canadian geologist J. Wilson linked together the
ideas of continental drift and seafloor spreading into a concept
of mobile belts and rigid plates, which formed the basis of plate
tectonics.

The evidence of plate tectonics includes:

# the past and present distribution of earthquakes

@ changes in the Earth's magnetic field

e the ‘fit’ of the continents: in 1620 Francis Bacon noted how
the continents on either side of the Atlantic could be fitted
together lilke a jigsaw (Figure 3.2)

8 glacial deposits in Brazil match those in West Africa

s the fossil remains in India match those of Australia

& the geological sequence of sedimentary and igneous rocks in
parts of Scotland match those found in Newtoundland

8 ancient mountains can be traced from east Brazil to
west Africa, and from Scandinavia through Scotland to
Newfoundland and the Appalachians (eastern TUSA)

8 fossil remains of a small aquatic reptile, Mesosaurus, which
lived about 270 million years ago, are found only in a
restricted part of Brazil and in south-west Africa. It is believed
to be a poor swimmer!

Plate boundaries

The zone of earthquakes around the world has helped to define
six major plates and a number of minor plates (Figures 3.3 and
3.4). The boundaries between plates can be divided into three
main types: spreading plates, colliding plates and conservative
plates. Spreading ridges where new crust is formed are mostly
in the middle of oceans (Figure 3.5a). These ridges are zones of
shallow earthquakes (less than 30 km below the surface). Where
two plates converge, the deep-sea trench may be formed and
one of the plates is subducted (forced downwards) into the
mantle. In these areas fold mountains are formed and chains
of island arcs may be formed (Figure 3.5b). Deep earthquakes,
up to 700 km below the surface, are common. Good examples
include the trenches off the Andes and the Aleutian Islands that
stretch out from Alaska. If a thick continental plate collides with
an ocean plate a deep trench develops. The partial melting of
the descending ocean plate causes volcanoes to form in an arnc-
shaped chain of islands, such as in the Caribbean.



3.1 Elementary plate tectonics
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a Divergent margin Plate 2

| Plate 1
Rift valley

Mid-ocean ridge

Oceanic crust

b Convergent margin (subduction)
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~ |
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!
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I | | |
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Source: Advanced Geography: Concgpts & Cases by P Guinness & G. Nagle (Hodder Education, 1999), p.334

Figure 3.5 Types of plate boundary

Along some plate boundaries plates slide past one another
to create a transform fault (fault zone) without colliding or
separating (Figure 3.5¢). Again these are associated with shallow
earthquakes, such as the San Andreas Fault in California. Where
continents embedded in the plates collide with each other there
is no subduction but crushing and folding may create young fold
mountains such as the Himalayas and the Andes (Figure 3.5d).

The movement of plates

There are three main theories about movement.

1 The convection current theory —this states that huge convection
currents occur in the Barth's interior. Magma rises through the
core to the surface and then spreads out at mid-ocean ridges.
The cause of the movement is radioactive decay in the core.

2 The dragging theory — plates are dragged or subducted by
their oldest edge which have become cold and heavy. Plates
are hot at the mid ocean ridge but cool as they move away.
Complete cooling takes about a million years. As cold plates
descend at the trenches, pressure causes the rock to change
and become heavier.

3 A hotspot is a plume of lava which rises vertically through the
mantle. Most are found near plate margins and they may be
responsible for the original rifting of the crust. However, the
world’s most abundant source of lava, the Hawaiian Hotspot, is
not on the plate margin. Hotspots can cause movement — the
outward flow of viscous rock from the centre may create a
drag force on the plates and cause them to move.
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Section 3.1 Activities

1 Briefly outline the evidence for plate tectonics.

2 What is a convection current? How does it help explain the
theory of plate tectonics?

3 What happens at a a mid-ocean ridge and b a subduction
zone?

Sea-floor spreading

It was not until the early 1960s that R.S. Dietz and H.H. Hess
proposed the mechanism of sea-floor spreading to explain
continental drift. They suggested that continents moved in
response to the growth of oceanic crust between them. Oceanic
crust is thus created from the mantle at the crest of the mid-ocean
ridge system.

Confirmation of the hypothesis of sea-floor spreading came
with the discovery by FJ. Vine and D.H. Matthews that magnetic
anomalies across the Mid-Atlantic Ridge were symmetrical on
either side of the ridge axis (Figure 3.6). The only acceptable
explanation for these magnetic anomalies was in terms of sea-
floor spreading and the creation of new oceanic crust. When lava
cools on the sea floor, magnetic grains in the rock acquire the
direction of the Earth's magnetic field at the time of cooling. This
is known as paleomagnetism.
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Figure 3.6 Sea-floor spreading and paleomagnetism

3.1 Elementary plate tectonics

The anomalies found across the Mid-Atlantic Ridge could,
moreover, be matched with similar anomalies that had been
discovered in Iceland and other parts of the world where young
volcanic rocks could be dated.

The reason why the ridges are elevated above the ocean floor
is that they consist of rock that is hotter and less dense than
the older, colder plate. Hot mantle material wells up beneath
the ridges to fill the gap created by the separating plates; as this
material rises it is decompressed and undergoes partial melting.

Spreading rates are not the same throughout the mid-ocean ridge
system but vary considerably from a few millimetres per year in the
Gulf of Aden to 1 cm per year in the North Atlantic near Iceland and
& cm per year for the Fast Pacific Rise. This variation in spreading
rates appears to influence the ridge topography. Slow-spreading
ridges, such as the Mid-Atlantic Ridge, have a pronounced rift down
the centre. Fast-spreading ridges, such as the East Pacific Rise,
lack the central rift and have a smooth topography. In addition,
spreading rates have not remained constant through time.

The main reason for the differences in spreading rates is that the
slow-spreading ridges are fed by small and discontinuous magma
chambers, thereby allowing for the eruption of a comparatively
wide range of basalt types. Fast-spreading ridges have large,
continuous magma chambers that generate comparatively similar
magmas. Because of the higher rates of magma discharge, sheet
lavas are more common.

Although mid-ocean ridges appear at first sight to be continuous
features within the oceans, they are all broken into segments by
transverse fractures (faults) that displace the ridges by tens or
even hundreds of kilometres. Fractures are narrow, linear features
that are marked by near-vertical fault planes.

Section 3.1 Activities

' Briefly explain what is meant by a paleoragnetism and
| b sea-floor spreading.

Mid-ocean ridges

The longest linear, uplifted features of the Earth’s surface are
to be found in the oceans. They are giant submarine mountain
chains with a total length of more than 60 000 km, they are
between 1000 and 4000 km wide, and have crests that rise
2-3 km above the surrounding ocean basins, which are 5 km
deep. The average depth of water over their crests is thus about
2500 m. These features are the mid-ocean ridges, famous now
not only for their spectacular topography, but because it was with
them, in the early 1960s, that the theory of ocean-floor spreading,
the precursor of plate tectonic theory, began. We now know that
it is at these mid-ocean ridges that new lithosphere is created.

Similar ridges occur at the margins of oceans; the East Pacific
Rise is an example. There are other spreading ridges behind
the volcanic arcs of subduction zones. These are usually termed
back-are spreading centres. The first ridge to be discovered, the
Mid-Atlantic Ridge, was found during attempts to lay a submarine
cable across the Atlantic in the mid-nineteenth century.
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Subduction zones

Subduction zones form where an oceanic lithospheric plate
collides with another plate — whether continental or oceanic
(Figure 3.7). The density of the oceanic plate is similar to that
of the aesthenosphere, so it can be easily pushed down into
the upper mantle. Subducted (lithospheric) oceanic crust remains
cooler, and therefore denser than the surrounding mantle, for
millions of years, so once initiated subduction carries on, driven,
in part, by the weight of the subducting crust. As the Earth has
not grown significantly in size — not enough to accommodate the
new crustal material created at mid-ocean ridges — the amount
of subduction roughly balances the amount of production at the
constructive plate margins.

Subduction zones dip mostly at angles between 30° and 707,
but individual subduction zones dip more steeply with depth. The
dip of the slab is related inversely to the velocity of convergence
at the trench, and is a function of the time since the initiation
of subduction. The older the crust the steeper it dips. Because
the downgoing slab of lithosphere is heavier than the plastic
aesthenosphere below, it tends to sink passively; and the older
the lithosphere, the steeper the dip.

The evidence for subduction is varied:

s the existence of certain landforms such as deep-sea trenches
and folded sediments — normally arc-shaped and containing
volcanoes

# the Benioff zone — a narrow zone of earthquakes dipping
away from the deep-sea trench

# the distribution of temperature at depth — the oceanic slab is
surrounded by higher temperatures.

At the subduction zone, deep-sea trenches are found. Deep-sea

trenches are long, narrow depressions in the ocean floor with

depths from 6000 m to 11 000 m. Trenches are found adjacent
to land areas and associated with island arcs worldwide. They
are more numerous in the Pacific Ocean. The trench is usually

asymmetric, with the steep side towards the landmass. Where a
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trench occurs off a continental margin, the turbidites (sediments)
from the slope are trapped, forming a hadal plain on the floor of
the trench.

Benioff zone

A large number of events take place on a plane that dips on
average at an angle of about 45° away from the underthrusting
oceanic plate. The plane is known as the Benioff (or Benioff-
Wadati) zone, after its discoverer(s), and earthquakes on it extend
from the surface, at the trench, down to a maximum depth of
about 680 km. For example, shallow, intermediate and deep-focus
earthquakes in the south-western Pacific occur at progressively
greater distances away from the site of underthrusting at the
Tonga Trench.

Section 3.1 Activities

R e = =
Describe the main characteristics of a mid-ocean ridges and
Lb subduction zones.

Island arcs

Island arc systems are formed when oceanic lithosphere is
subducted beneath oceanic lithosphere. They are consequently
typical of the margins of shrinking oceans such as the Pacific,
where the majority of island arcs are located. They also occur in
the western Atlantic, where the Lesser Antilles (Caribbean) and
Scotia arcs are formed at the eastern margins of small oceanic
plates. The Lesser Antilles (Eastern Caribbean) Arc shows all the
features of a typical island arc. Ocean—ocean subduction zones
tend to be simpler than ocean—continental subduction zones, In
a typical ocean—ocean subduction zone there are a number of
characteristic features (Figure 3.8):
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| Figure 3.8 lsland arcs in the Caribbean

s Ahead of the subduction zone there is a low bulge on the
sea floor (known as the trench outer rise) caused by the
bending of the plate as it subducts. One of the most well-
known features is the trench which marks the boundary
between the two plates. In the Eastern Caribbean, the trench
associated with the subduction zone is largely filled with
sediment from the Orinoco River. These sediments, more
than 20 km thick, have been deformed and folded into the
Barbados Ridge, which emerges above the sea at Barbados.

# The outer slope of the trench is generally gentle, but
broken by faults as the plate bends. The floor of the trench
is often flat and covered by sediment (turbidites) and ash.
The trench inner slope is steeper and contains fragments
of the subducting plate, scraped off like shavings from a
carpenter’s plane. The subduction complex (also known as
accretionary prisms) is the slice of the descending slab and
may form significant landforms — for example in the Lesser
Antilles, the islarnds of Trinidad, Tobago and Barbados are
actually the top of the subduction complex.

& Most subduction zones contain an island are, located
parallel to a trench on the overriding plate. Typically they are
found some 150-200 km from the trench. Volcanic island arcs
such as those in the Caribbean, including the islands from
Grenada to St Kitts, are island arcs above sea level.

Section 3.1 Activities

1 Describe the main features of an island arc system.
2 Briefly explain how island arcs are formed.

3.1 Elementary plate tectonics

Mountain building

Plate tectonics is associated with mountain building. Linear or
arcuate chains — sometimes called orogenic mountain belts —
are associated with convergent plate boundaries, and formed
on land. Where an ocean plate meets a continental plate, the
lighter, less dense continental plate may be folded and buckled
into fold mountains, such as the Andes. Where two continental
plates meet, both may be folded and buckled, as in the case
of the Himalayas, formed by the collision of the Eurasian and
Indian plates. Mountain building is often associated with crustal
thickening, deformation and volcanic activity, although in the
case of the Himalayas, volcanic activity is relatively unimportant.

The Indian subcontinent moved rapidly north during the
last 70 million years, eventually colliding with the main body of
Asia. A huge ocean (Tethys) has been entirely lost berween these
continental masses. Figure 3.9a shows the situation just prior to the
elimination of the Tethys Ocean by subduction beneath Asia. Note
the volcanic arc on the Asian continent (rather likethe Andes today).

In Figure 39b the Tethys Ocean has just closed, The leading
edge of the Indian subcontinent and the sedimentary rocks of its
continental shelf have been thrust beneath the edge of the Asian
continent.

Finally, in Figure 3.9c the Indian subcontinent continues to
move north-eastward relative to the rest of Asia. In the collision
zone the continental crust is thickened because Asia overrides
India. and it is this crustal thickening that results in the uplift of
the Himalayan mountain range. The red lines show the many
locations in the collision zone where thrust faults are active to
accommodate the deformation and crustal thickening.
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Figure 3.9 Formation of the Himalayas

In contrast the Andes were formed as a result of the subduction
of oceanic crust under continental crust. The Andes are the
highest mountain range in the Americas with 49 peaks over 6000
m high. Unlike the Himalayas, the Andes contains many active

volcanoes.
Before about 250 million years ago, the western margin of  Figure 2,10 Fold mountains

South America was a passive continental margin. Sediments

accumulated on the continental shelf and slope. With the break-  along the coast are the deformed rocks of the accretionary wedge.

up of Pangaea, the South American plate moved westward, and  And to the east of the central core are sedimentary rocks that

eastward-moving oceanic lithosphere began subducting beneath  have been intensely folded. Present-day subduction, volcanism

the continent. and seismicity indicate that the Andes Mountains are still actively
As subduction continued, rocks of the continental margin and  forming.

trench were folded and faulted and became part of an accretionary

wedge along the west coast of South America (Figure 3.10) Section 3.1 Activities

Subduction also resulted in partial melting of the descending

plate, producing andesitic volcanoes at the edge of the continent. Compare and contrast the formation of the Andes and the
The Andes Mountains comprise a central core of granitic rocks formation of the Himalayas.

capped by andesitic volcanoes. To the west of this central core
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3.2 Weathering and rocks

Weathering is the decomposition and disintegration of rocks
in sttu. Decomposition refers to chemical weathering and creates
altered rock substances, such as kaolinite (china clay) from granite.
By contrast, disintegration or mechanical weathering produces
smaller, angular fragments of the same rock, such as scree. A
third type, biological weathering, has been identified, whereby
plants and animals chemically alter rocks and physically break
rocks through their growth and movement. Biological weathering
is not a separate type of weathering, but a form of disintegration
and decomposition. It is important to note that these processes
are interrelated rather than operating in isolation.

Weathering is central to landscape evolution, as it breaks down
rock and enables erosion and transport. A number of key features
can be recognised:

# Many minerals are formed under high pressure and high
temperatures in the Earth’s core. As they cool they become
more stable.

® Weathering produces irreversible changes in a rock. Some
rocks change from a solid state to a fragmented or clastic
state, such as scree. Others are changed to a pliable or
plastic state, such as clay.

& Weathering causes changes in volume, density, grain size,
surface area, permeability, consolidation and strength.

® Weathering forms new minerals and solutions.

# Some minerals such as quartz may resist weathering.

@ Minerals and salts may be remowved, transported, concentrated
or consolidated.

® Weathering prepares rocks for subsequent erosion and
transport.

o New landforms and features are produced.

Mechanical/physical weathering

There are four main types of mechanical weathering: freeze—
thaw (ice crystal growth), salt crystal growth, disintegration and
pressure release, Mechanical weathering operates at or near the

Earth's surface, where temperature changes are most frequent.
Freeze-thaw (also called ice crystal growth or frost shattering)
occurs when water in joints and cracks freezes at 0 °C. It expands
by about 10 per cent and exerts pressure up to a maximum of
2100 kgfcmz at —22 °C, These pressures greatly exceed most
rocks’ resistance (Table 3.2).

Table 3.2 Resistance to weathering However, the average pres-

S = (ka/em?) sure reached in freeze—thaw
2
% SEEnLe e is only l4kg/cm™.
Marble 100 Freeze—thaw  is  most
effective in environments
Granite 70 ; . £
where moisture is plentiful
Limestone 35 and there are frequent
— _— fluctuanons‘ abc‘we and
below freezing point. Hence

3.2 Weathering and rocks

it is most effective in periglacial and alpine regions. Freeze—thaw
is most rapid when it operates in connection with other processes,
notably pressure release and salt crystallisation.

Salt crystallisation causes the decomposition of rock by
solutions of salt. There are two main types of salt crystal
growth. First, in areas where temperatures fluctuate around
26-28 °C sodium sulphate (NaZSO and sodium carbonate
(_Nazooa) expand by about 300 per cent. This creates pressure
on joints, forcing them to crack, Second, when water evaporates,
salt crystals may be left behind. As the temperature rises, the
salts expand and exert pressure on rock. Both mechanisms
are frequent in hot desert regions where low rainfall and high
temperatures cause salts to accumulate just below the surface.
It may also occur in polar areas when salts are deposited from
snowflakes.

Experiments investigating the effectiveness of saturated salt
solutions have shown a number of results.

1 The most effective salis are sodium sulphate, magnesium
sulphate and calcium chloride.

2 Chalk decomposes fastest, followed by limestone, sandstone
and shale,

3 The rate of disintegration of rocks is closely related to porosity

and permeahility.

Surface texture and grain size control the rate of rock

breakdown. This diminishes with time for fine materials and

(=8

increases over time for coarse materials.

5 Salt crystallisation is more effective than insolation weathering,
hydration, or freeze—thaw. However, a combination of freeze—
thaw and salt crystallisation produces the highest rates of
breakdown.

Disintegration is found in hot desert areas where there is a
large diurnal temperature range. In many desert areas daytime
temperatures exceed 40 °C whereas night-time ones are little
above freezing. Rocks heat up by day and contract by night.
As rock is a poor conductor of heat, stresses occur only in the
outer layers. This causes peeling or exfoliation to occur. Griggs
(1936) showed that moisture is essential for this to happen. In the
absence of moisture, temperature change alone did not cause the
rocks to break down. The role of salt in insolation weathering has
also been studied. The expansion of many salts such as sodium,
calcium, potassium and magnesium has been linked with the
exfoliation. However, some geographers find little evidence to
support this view.

Pressure release is the process whereby overlying rocks are
removed by erosion. This causes underlying rocks to expand and
fracture parallel to the surface. The remowval of a great weight,
such as a glacier, has the same effect. Rocks are formed at very
high pressure in confined spaces in the Earth's interior. The
unloading of pressure by the removal of overlying rocks causes
cracks or joints to form at right-angles to the unloading surface.
These cracks are lines of weakness within the rock. For example,
if overlying pressure is released, horizontal pseudo-bedding
planes will be formed. By contrast, if horizontal pressure is
released, as on a cliff face, vertical joints will develop. The size
and spacing of cracks varies with distance from the surface: with
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B Rocks and weathering

increasing depth the cracks become smaller and further apart
Hence the part of the rock that is broken the most is the part that
is most subjected to denudation processes, namely at the surface.

Section 3.2 Activities

1 Define mechanical weathering. \-
2 Explain how freeze—thaw weathering operates.

3 Comment on the resistance to weathering (Table 3.2)
compared with the pressure exerted by ice when it expands.

4 Describe the process of exfoliation. Why is it characteristic of

hot desert environments? |
" »

Chemical weathering

Water is the key medium for chemical weathering. Unlike

mechanical weathering, chemical weathering is most effective
sub-surface since percolating water has gained organic acids from
the soil and vegetation. Acidic water helps to break down rocks
such as chalk, limestone and granite. The amount of water is
important as it removes weathered products by solution. Most
weathering therefore takes place above the water table since
weathered material accumulates in the water and saturates it
There are four main types of chemical weathering: carbonation-
solution, hydrolysis, hydration and oxidation.
Carbonation-solution occurs on rocks with calcium carbonate,
such as chalk and limestone. Rainfall combines with dissolved
carbon dioxide or organic acid to form a weak carbonic acid.

CO, +H,0 < Ha(JC.?!3 (carbonic acid)

Calcium carbonate (calcite} reacts with an acid water and forms
calcium bicarbonate (also termed calcium hydrogen carbonate),
which is soluble and removed by percolating water:

CaCO, + H,CO, — Ca(HCO,),
calcite + carbonic acid — calcium bicarbonate

The effectiveness of solution is related to the pH of the water. For
example, iron is highly soluble when the pH is 4.5 or less, and
alumina (Al,0,) is highly soluble below 4.0 or above 9.0 but not
in between.

Hydrolysis occurs on rocks with orthoclase feldspar, notably
granite. Feldspar reacts with acid water and forms kaolin (also
termed kaolinite or china clay), silicic acid and potassium
hydroxyl:

2KAISL,0, + 2 H,0 — ALSi,O, (OH), + K,0 + 4 SiO,

silicic
acid

potassium

orthoclase o
+water — kaolinite + it +

feldspar

The acid and hydroxyl are removed in the solution leaving kaolin
behind as the end product. Other minerals in the granite, such as
quartz and mica, remain in the kaolin, Hydrolysis also involves
solution as the potassiuvm hydroxyl is carbonated and removed
in solution.
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Hydration is the process whereby certain minerals absorb
water, expand and change. For example, anhydrite is changed
to gypsum. Although it is often classified as a type of chemical
weathering, mechanical stresses occur as well. When anhydrite
(CaSO,) absorhs water to become gypsum (CaSO,2H,0) it
expands by about 0.5 per cent. More extreme is the increase in
volume af up to 1600 per cent by shales and mudstones when clay
minerals absorb water.

Oxidation occurs when iron compounds react with oxygen to
produce a reddish-brown coating. Dissolved oxygen in the soil or
the atmosphere affects iron minerals. Oxidation is most common
in areas that are well drained. FeO is oxidised to Fe,O,. This is
soluble only under extreme acidity (pH < 3.0). Hence it remains
in soils and accounts for the red colour in many rocks and soils,
especially in tropical areas. By contrast, reduction of ferric iron to
ferrous iron allows iron oxides o be removed from solution. This
typically occurs in waterlogged, marshy areas and forms blue-grey
clays associated with anaerobic {oxygen deficient) conditions.

Section 3.2 Activities

1 Compare the character of rocks affected by mechanical
weathering with those affected by chemical weathering.

2 Briefly explain the processes of carbonation-solution and

| hydrolysis.
\

Controls of weathering

Climate

In the simplest terms, the type and rate of weathering vary
with climate (Figure 3.11). But it is very difficult to isclate the
exact relationship, at any scale, between climare type and rate
of process. Peltier’s diagrams (1950) show how weathering is
related to moisture availability and average annual temperature
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Figure 3.11 Depth of weathering profile and dimate
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Figure 3.12 Peltier's diagram showing variations of chemical and
mechanical weathering with climate

(Figure 3.12; see also Table 3.3). In general, frost-shattering
increases as the nmumber of freeze—thaw cycles increases. By
contrast, chemical weathering increases with moisture and heat.
According to Van't Hoff's Law, the rate of chemical weathering
increases 2-3 times for every increase of temperature of 10 °C (up

Table 3.3 Generalised weathering characteristics in four dimatic regions

3.2 Weathering and rocks

to a maximum temperature of 60 °C). The efficiency of freeze—
thaw, salt crystallisation and insolation weathering is influenced by:
e critical temperature changes

# frequency of cycles

& diurnal and seasonal variations in temperature.

Geology

Rock type and rock structure influence the rate and type of
weathering in many ways due to:

# chemical compaosition

# the nature of cements in sedimentary rock

s joints and bedding planes.

For example, limestone consists of calcium carbonate and is
therefore susceptible to carbonation-solution. By contrast granite
is prone to hydrolysis because of the presence of feldspar. In
sedimentary rocks, the nature of the cement is crucial. Iron-oxide
based cements are prone to oxidation whereas quartz cements are
very resistant. The effect of rock structure varies from large-scale
folding and faulting to localised patterns of joints and bedding
planes. Joint patterns exert a strong control on water movement.
These act as lines of weakness thereby creating differential
resistance within the same rock type. Similarly, grain size
influences the speed with which rocks weather. Coarse-grained
rocks weather quickly owing to a large void space and high
permeability (Table 3.4). On the other hand, fine-grained rocks
offer a greater surface area for weathering and may be highly
susceptible to weathering. The importance of individual minerals
was stressed by Goldich in 1938, Rocks formed of resistant
minerals, such as quartz, muscovite and feldspar in granite, will

Climatic

region Characteristics

Examples = rates of
weathering (mm yr)

Glacial/
Periglacial

Frost very important. Susceptibility to frost increases with increasing grain size.
Taiga: fairly high sail leaching, low rates organic matter decomposition.

Marvik 0.001
Spitzbergen 0.02-0.2

Tundra: low precipitation, low temperatures, permafrost — moist conditions, slow organic production and Alaska 0.04
breakdown. May have slower chemical weathering. Algal, fungal, bacterial weathering may occur. Granular
disintegration occurs. Hydrolytic action reduced on sandstone, quartzite, clay, calcareous shales, phyllites,
dolerites. Hydration weathering common due to high moisture.

Precipitation and evaporation generally fluctuate. Both mechanical weathering and chemical weathering
occur. Iron oxides leached and redeposited. Carbonates deposited in drier areas, leached in wetter areas.
Increased precipitation, lower temperatures, reduced evaporation. Organic content moderate to high,

breakdown moderate. Silicate clays formed and altered.

Askrigg 0.5-1.6
Austria 0.015-0.04

Temperate

Dediduowus forest areas: abundant bases, high nutrient status, biclogical activity moderate to high.

Coniferous areas: acidic, low biological activity, leaching common.

Evaporation exceeds precipitation. Rainfall low. Temperatures high, seasonal. Organic content low.
Mechanical weathering, salt weathering, granular disintegration, dominant in driest areas. Thermal effects
possible. Low organic input relative to decomposition. Slight leaching produces CaC0Oy, in soil. Sulphates and
chlorides may accumulate in driest areas. Increased precipitation and decreased evaporation toward semi-arid
areas and steppes yield thick organic layers, moderate leaching and CaCO; accumnulation.

High rainfall often seasonal. Long periods of high temperatures. Moisture availability high. Weathering
products (a) removed or (b) accumulate to yield red and black clay seils, ferruginous and aluminous soils
(lateritic), calcium-rich soils. Calcareous rocks generally heavily leached where silica content is high, soluble
weathering products removed and parent silica in stable products are sandy. Where products remain, iron
and aluminium are common. Usually intense deep weathering, iron and alumina oxides and hydroxides
predominate. Organic content high but decomposition high.

Aridf
semi-arid

Eqypt 0.0001-2.0
Australia 0.6-1.0

Humid Florida 0.005

tropical
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B Rocks and weathering

resist weathering (Figure 3.13). By contrast, rocks formed of
wealter minerals will weather rapidly. The interrelationship of
geology and climate on the development of landforms is well
illustrated by limestone and granite.

Table 3.4 Average porosity and permeability for common rock types

Rock type Porosity (%) Relative permeability
Granite 1 1
Basalt 1 1

Shale 18 5
Sandstone 18 500
Limestane 10 30

Clay 45 10

Silt 40 -

Sand 35 1100
Gravel 25 10 000

Source: D. Brunsden, “Weathering processes” in C. Embleton and J. Thornes (eds)
Processes in Geomorphology, Edward Arnold 1979

Dark-coloured  Light-coloured
minerals minerals
least  Olivine Least
stable Lime plagioclase susceptible
Augite 1
Lime soda
plagioclase
Hornblende Soda lime
plagioclase
Olivine Soda plagioclase.
Biotite 3
Most Orthoclase Muscovite hMost
stable Quartz susceptible
Figure 3.13 Goldich's weathering system
Section 3.2 Activities
1 a Define the terms porosity and permeability. \\

b Choose a suitable method to show the relationship
between porasity and permeability.

¢ Describe the relationship between porosity and
permeability.

d What are the exceptions, if there are any, to this
relationship?

2 Describe and explain how the type and intensity of
mechanical weathering varies with climate.

2 Describe and explain how the type and intensity of chemical
weathering varies with climate.

4 How useful are mean annual temperature and mean annual
rainfall as a means of explaining variations in the type and
intensity of weathering processes?

5 How do a evaporation and b leaf fall affect the type and
rate of weathering?

b6

Limestone scenery

Limestone scenery is unique on account of its:

o permeability

# solubility in rain and groundwater.

Variations exist between the different types of limestone on
account of their hardness, chemical composition, jointing and
bedding planes.

Limestone consists mainly of calcium carbonate (CaCOS) and
is known as a calcareous or base-rich rock. It is formed of the
remains of organic matter, notably plants and shells. Owing to
its permeability, limestone areas are often dry on the surface and
are known as karst areas (from the Yugoslav krs meaning dry)
Karst features are best developed on carboniferous limestone
on account of its greater strength, and its lower porosity and
permeability compared with other limestones.

Carboniferous limestone has a distinctive bedding plane and
joint pattern, described as being massively jointed. These joints
act as weaknesses allowing water to percolate into the rock and
to dissolve it. One of the main processes to affect limestone is
carbonation-solution. The process is reversible, so under certain
conditions calcium carbonate can be deposited in the form of
speleothems (cave deposits such as stalactites and stalagmites)
and tufa (calcium deposits around springs). Limestone is also
affected by freeze—thaw, fluvial erosion, glacial erosion and mass
movements,

The ability of water to dissolve calcium carbonate is known as
its aggressivity, Water containing carbon dioxide can dissolve
limestone and is termed ‘aggressive’. It can continue to dissolve
limestone until it reaches saturation point. After this the river
is described as non-aggressive. If the water is over-saturated
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For example, water with a temperature of 30 °C and a CO, content
of 50 mg/| can absorb 250 ppm CaCO;.

The two most important factors for the solution of limestone are:
» temperature — CO, diffuses faster with lower temperatures
¢ speed and turbulence of water movement.

C If saturated water is cooled, it can dissclve more limestone

W If water is warmed, it will deposit more limestone

H If it comes in contact with air with more CO,, it will take in CO,
and dissolve mare limestone

L If it comes in contact with air with less €O, it will lose co, and
precipitate calcium carbonate

Figure 3.14 Tombe's curves of imestone solution



calcium carbonate is likely to be precipitated. Mixing of streams
and changes in temperature cause changes in aggressivity and
saturation. This can lead to changes in solution and precipitation
of calcium carbonate (Figure 3.14).

Factors controlling the amount and
rate of limestone solution

The amount and rate of limestone solution is affected by:

o the amount of carbon dioxide in the atmosphere, soil and
groundwater

# the amount of water in contact with the limestone

® water temperature (carbon dioxide is more soluble at low
temperatures)

e the turbulence of the water

o the presence of organic acids

o the presence of lead, iron sulphides, sodium or potassium in
the water.

In the Burren, western Ireland, the average depth of solution is

8 cm on bare ground, 10 cm under soil and 22 cm underground.

This has taken place over the last 10 000 years, representing an

average of 15 cm in 10 000 years or 0.015 mm per year.
Accelerated solution occurs under certain conditions:

» Impermeable rocks join limestone — waters from non-karstic
areas have aggressive waters and will cause above-average
rates of solution.

& Solution by rivers: intense solution takes place by water
which passes through alluvium and morainic sands and
gravels,

# Solution by mixture: this occurs when waters of different
hardness mix.

® At the margins of snow and ice fields, snow meliwater is able
to dissolve more limestone than rainwater.

# Solution of limestone increases as annual rainfall and runoff
increase,

# Limestone weathers more quickly under soil cover than on
bare surfaces.

3.2 Weathering and rocks

Surface features

As the joints and cracks are attacked and enlarged over
thousands of years, limestones permeability increases. Clints
and grikes develop on the surface of the exposed limestone
(Figure 3.15). Large areas of bare exposed limestone are known
as limestone pavements. The processes involved include
carbonation-solution, freeze—thaw and ice action. The last
stripped away horizontal bedding planes and the overlying
soil. Karren or lapies are small-scale solution grooves, only a
few centimetres deep, caused by runoff and solution on limestone.

Dolines are large depressions formed by the solution or
collapse of limestone. Frequently they are covered by glacial
deposits. Depressions can range from small-scale sinks to large
vvaalas up to 30 m in diameter. Swallow holes (or sinks) are
smaller depressions in the landscape, also caused by the solution
of limestone, They can also be formed by the enlargement of a
grike system, by carbonation or fluvial activity, or by the collapse
of a cavern. Often a river disappears down the hole, hence the
term ‘sink’. Resurgent streams arise when the limestone is
underlain by an impermeable rock, such as clay.

Other important surface features include dry valleys. A dry
valley is a river valley without a river and is a common feature on
chalk and limestone. A number of ideas have been put forward
to explain their origin.

1 Carboniferous limestone is initially impermeable, but becomes
increasingly permeable owing to carbonation over a long
time period of, say, 100 000 to 1 million years. Therefore river
systems that developed on the impermeable limestone will
tend to disappear as it becomes more permeable.
Alternatively, dry valleys could be formed by the collapse of a
cave system.

bt

3 Climatic change and decreased levels of precipitation since the
creation of the valley have left it dry.

The periglacial hypothesis argues that limestone became
temporarily impermeable during a cold periglacial phase (as

1o

water in the limestone was frozen to become permafrost).
Surface melting of snow would have produced torrents of

Strearn
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Impermeable
rack Cavern with stalactites

and stalagrnites

Limestone pavement

Resurgence
stream

Impermeable rock

Figure 3.15 Limestone scenery
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Figure 3.16 Harisons Cave, Barbados

water that were able to carve valleys in the cold phase. When

temperatures rose, the permafrost melted and the limestone

became permeable once more.
The idea that different processes can create the same end-product
or landform is known as equifinality.

The term karst refers to well-developed features on dry lime-
stone (without surface drainage). Underground features include
caves and tunnels formed by carbonation-solution and erosion
by rivers. Carbonation is a reversible process. When saturated,
calcium-rich water drips from the ceiling it leaves behind calcium
in the form of speleothems. These are cave deposits formed by
the precipitation of dissolved calcium carbonate. Tufa is formed
by the precipitation of dissolved calcium carbonate, usually found
at springs or in streams and often around algae and mosses. It is
a soft porous rock and forms features such as tfa dams, mounds
and waterfall curtains. Stalactites develop from the top of the
cave whereas stalagmites are formed on the base of the cave
(Figure 3.16). Rates of deposition are slow, about 1 mm,/100 years
(thickness of a coat of paint). The speed at which water drips
from the cave ceiling appears to have some influence on whether
stalactites (slow drip) or stalagmites (fast drip) are formed.

Section 3.2 Activities

"1 What are the main processes affecting limestone?
2 Explain the formation of swallow holes.
2 Account for the formation of caves in limestone.
4 'What are the factors necessary for dolines to develap?

5 How do dolines developed on chalk differ from those on
carboniferous limestone?

08

Figure 3.17 The Holy Farnily tor, Zimbabwe

Granite

Granite is an igneous, crystalline rock. It has great physical
strength and is very resistant to erosion. There are many types
of granite but all share certain characteristics. They contain
quartz, mica and feldspar. These are resistant minerals. The main
processes of weathering at work on granite are freeze—thaw and
hydrolysis.

Characteristic granite landscapes include exposed large-scale
batholiths, which form mountains. Tors are isolated masses of
bare rock which can be up to 20 m high. One example is the Holy
Family tor, Zimbabwe (Figure 3.17} — some of the boulders of the
mass are attached to part of the bedrock, others merely rest on
the top.

Because of granite’s resistance to weathering, there is only
a thin, gritty soil cover in these regioms. Such soils are
generally infertile, so rough grazing is the dominant land use.
Granite is an impermeable rock and many marshy hollows
at the heads of the wvalleys indicate the limited downward
movement of water.

Equifinality: the formation of tors

Linton (1955) argued that the well-developed jointing system
{of irregular spacing) was chemically weathered. This occurred
under warm humid conditions during warm wet periods of the
Tertiary era. Decomposition was most rapid along joint planes.
Where the distance between the joint planes was largest,
masses of granite remained relatively unweathered. These core
stones were essentially embryonic tors. Subsequent denudation,
perhaps under periglacial conditions, has removed the residue of
weathering. This left the unweathered blocks standing out as tors
(Figure 3.18a).
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Figure 3.18 The development of tors

3.2 Weathering and rocks

An alternative theory, proposed by Palmer and Neilson (1962)
also relates tor formation to the varied spacing of joints within the
granite. However, they believe that frost action under periglacial
conditions was the dominant process involved. This led to the
removal of the more closely jointed portions of the rock. The
evidence tends to support their idea, as the amount of kaolin in
the joints is limited. So too is the amount of rounding that has
occurred. Both of these would be expected to be dominant if
chemical weathering were the main process in operation. Palmer
and Neilson suggest that intense frost-shattering under periglacial
conditions, followed by removal of material — first soil and then
weathered growan — by solifluction took away the finer material
and left the tors remaining (Figure 3.18b).

Tors are a good example of equifinality. This means that
different processes can produce the same end resuli. Hence,
whether tors are formed by chemical weathering or mechanical
weathering, or indeed by a combination of the two, is highly
debatable. What is clear, however, is that the joints and bedding
planes, and the great physical strength and resistance of the rocks,
have determined the distribution of tors on the landscape.

Section 3.2 Activities

1 The sketch plan in Figure 3.19 shows the distribution of
joints in an area of unweathered granite.
a Which parts of the rock are likely to produce resistant
tors? Justify your answer.
b How might the type of weathering differ between an
alpine area and a subtropical region?
¢ Explain your answer to part b.

2 Evaluate the role of rock type and climate in the
development of granite tors.
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Figure 3.19 loints in unweathered granite
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B Rocks and weathering

3.3 Slope processes and
development

Introduction and definitions

The term siope refers to:

# an inclined surface or hillslope

e an angle of inclination or slope angle.

Slopes therefore include any part of the solid land surface,
including level surfaces of 0°. These can be sub-aerial (exposed)
or sub-marine (underwater), aggradational (depositional),
degradational (erosional), transportational or any mixture
of these. Given the large scope of this definition, Geographers
generally study the hillslope. This is the area between the
watershed (or drainage basin divide) and the base. Tt may or
may not contain a river or stream.

¢ Slope form is the shape of the slope in cross-section.

@ Slope processes are the activities acting on the slopes.

e Slope evolution is the development of slopes over time.
Slopes can be seen as natural systems in which processes,
forms and factors of development can be related. Clark and
Small (1982) regard slopes as the outcome of ‘active’ processes
shaping ‘passive’ materials. Form depends on the time during
which the processes have operated. Slopes are examples of
open systems. Inputs to the slopes include energy, such as
insolation, and mass, such as water and sediment. QOutputs
from the system also include energy (reradiated heat) and mass
(water, regolith). The profile of the slope creates a store of
potential energy. This is due to the difference in height between
the crest and the base of the slope. This potential energy is
converted into kinetic energy (energy of movement) through
mass movement and erosion (Figure 3.20).

Exogenetic (external) factors

I_Ciimate ! ——>| Vegetation |

- | .

Section 3.3 Activities

1 Refer to Figure 3.20. What is an ‘open system’? \‘

2 Explain how slopes can be described as open systemns.

Slope controls

Many slopes wvary with climate. In humid areas, slopes are
frequently rounder, due to chemical weathering, soil creep and
fluvial transport. By contrast, in arid regions slopes are jagged
or straight owing to mechanical weathering and sheetwash.
Climatic geomorphology is a branch of geography that studies
how different processes operate in different climatic zones, and
produce different slope forms or shapes (see Table 3.3).

However, although generalisations are made about slopes and
climate, slope form is so variable that climate is rarely the main
factor. Nevertheless, climate affects the type and rate of processes
that operate in a region, and when they occur. For example, in the
humid tropics accelerated chemical weathering dominates. This
is due to the hot, wet conditions and the availability of organic
acids. Deep clays are produced favouring low-angle slopes.

Geological structure is another important control on slope
development. This includes faults, angle of dip and vulcanicity.
These factors influence the strength of a rock and create lines of
potential weakness within it. In addition, rock type and character
affect vulnerability to weathering and the degree of resistance to
downslope movement.

Geological structure has an important bearing on slope
development. Faulting may produce steep valley sides, as in a
rift valley, and folding can produce either steep or gentle slopes
depending on the angle of the dip. Another structural control
is vulcanicity. The Great Whin Sill is an example of an igneous
intrusion. It is a harder and more resistant rock than the surrounding
dolomite, and so has produced a steep slope.

Geological  structure can
influence the occurrence of landslips.

also

Slopes composed of many different
types of rock are often more vulnerable
to landslides due to differential erosion
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crease the risk of movement, as well
as increase the amount of water that

Figure 3.20 The slope as an open system
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Endogenetic (internal) factors

enters a rock.
The regolith is the superficial
and unconsolidated material found



at the Earth’s surface. It includes soil, scree, weathered bedrock
and deposited material. Its unconsolidated nature makes it
prone to downslope movement. The extra weight of a deep
regolith will increase the likelihood of instability. Clay-rich
regoliths are particularly unstable because of their ability
to retain water, By contrast, susceptibility to slope failure is
reduced where the regolith has a high percentage of sand
particles, as seen in landslides in Hong Kong (see page 75 and
Figure 3.30 on page 76).

S0il can be considered as part of the regolith. Its structure
and texture will largely determine how much water it can hold.
Clay soils can hold more water than sandy soils. A deep clay on
a slope where vegetation has been removed will offer very little
resistance to mass movement.

Aspect refers to the direction in which a slope faces. In
some areas, past climatic conditions varied depending on the
direction a slope faced. During the cold periglacial period in
the northern hemisphere, the south slope, which faced north,
remained in the shade. Temperatures rarely rose above freezing.
By contrast, the north slope, facing south, was subjected to
many more cycles of freeze—thaw. Solifluction and overland
runoff lowered the level of the slope, and streams removed the
debris from the valley, The result was an asymmetric valley.

Vegetation can decrease overland runoff through the
interception and storage of moisture. Deforested slopes are
frequently exposed to intense erosion and gullying. However,
vegetation can also increase the chance of major landslips. Dense
forests reduce surface wash, causing a build-up of scil between
the trees, thus deepening the regolith and increasing the potential
for failure.

Section 3.3 Activities

' 1 Briefly describe two ways in which climate affects slope
development. What does the term climatic geomorphology
mean?

! 2 Briefly describe two ways in which geology affects slope
development. How would you expect slopes developed on
chalk to differ from those developed on granite?

Mass movements

Mass movements include any large-scale movement of the Earth's
surface that are not accompanied by a moving agent such as a
river, glacier or ocean wave. They include:

very slow movements, such as soil creep

fast movement, such as avalanches

dry movement, such as rockfalls

very fluid movements such as mudflows (Figure 3.21).

A range of slope processes occur which vary in terms of
magnitude, frequency and scale. Some are large and occur
infrequently, notably rockfalls, whereas others are smaller and
more continuous, such as soil creep.

3.3 Slope processes and development

River 7
vl \
5 L\
Y\ A
Mudflowy # \
e N
Earthflow b4
N - N
b £ \ - A
N 5 s \
\,f N
> > A\
i == =
\ # =
P i N
(s 7 \‘r_/ ‘F‘__-r \
L : ;
Sc}rﬁumpn(’ A e
S 2 N L e
Al v~ Landslide
W K Y -
b 5 i T
N ol oS : e \
e N === T TN
£l 'E.asoﬁar 5-____.--' \ S Df)"
P smi‘greep “Talus cree D Rt:c‘}cl.i;lide
S e 3 A =
Heave|4#= s P S Slide
M 3 & e
Slow A 2 A b Fast

Figure 3.21 A classification of mass movements

The types of processes can be dassified in a number of
different ways:
# speed of movement (Figure 3.22)
& water content
8 type of movement: flows, slides, slumps
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B Rocks and weathering

Causes of mass movements

The likelihood of a slope failing can be expressed by its safety
factor. This is the relative strength or resistance of the slope,
compared with the force that is trying to move it. The most
important factors that determine movement are gravity, slope
angle and pore pressure.

Gravity has two effects. First it acts to move the material
downslope (a slide component). Second it acts to stick the particle
to the slope (a stick component). The downslope movement is
proportional to the weight of the particle and slope angle. Warer
lubricates particles and in some cases fills the spaces between the
particles. This forces them apart under pressure. Pore pressure
will greatly increase the ability of the material to move. This factor
is of particular importance in movements of wet material on low-
angle slopes.

Shear strength and shear resistance

Slope failure is caused by two factors:

1 a reduction in the internal resistance, or shear strength, of the
slope, or

2 an increase in shear stress, that is the forces attempting to pull
a mass downslope.

Both can occur at the same time.

Table 3.5 Increasing stress and decreasing resistance

Factor Example

Factors that contribute to increased shear stress

Erosion by rivers and glaciers, wave action,
faulting, previous rockfalls or slides

Removal of lateral support
through undercutting or
slope steepening

Removal of underlying
support

Undercutting by rivers and waves,
subsurface solution, loss of strength by
extrusion of underlying sediments

Weight of water, vegetation, accumulation
of debris

Water in cracks, freezing in cracks, swelling
(especially through hydration of clays),
pressure release

Loading of slope

Lateral pressura

Transient stresses Earthquakes, movement of trees in wind
Factors that contribute to reduced shear strength

Weathering effects

Disintegration of granular rocks, hydration
of clay minerals, dissolution of cementing
minerals in rock or soil

Saturation, softening of material

Changes in pore-water
pressure

Changes of structure Creation of fissures in shales and clays,

remoulding of sand and sensitive clays

Organic effects Burrowing of animals, decay of tree roots

Increases in shear stress can be caused by a multitude of factors
(Table 3.3). These include material characteristics, weathering
processes and changes in water availability. Weaknesses in rocks
include joints, bedding planes and faults. Stress may be increased

by:
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steepening or undercuiting of a slope

addition of a mass of regolith

dumping of mining waste

sliding from higher up the slope

vibrational shock

earthquakes.

Weathering may reduce cohesion and resistance. Conseguently,
material may be more susceptible to movement on slopes even
though the original material was stable.

Water can weaken a slope by increasing shear stress and

decreasing shear resistance. The weight of a potentially mobile

mass is increased by:

8 an increase in the volume of water

s heavy or prolonged rain

® a rising water table

® saturated surface layers.

Moreover, water reduces the cohesion of particles by saturation.

Water pressure in saturated soils (pore water pressure) decreases

the frictional strength of the solid material. This weakens the slope.

Over time the safety factor for a particular slope will change. These

changes may be gradual, for example percolation carrying away

finer material. By contrast, some changes are rapid.
There are a number of ways that downslope movement can
be opposed:

8 Friction will vary with the weight of the particle and slope
angle. Friction can be overcome on gentle slope angles if
water is present. For example, solifluction can occur on
slopes as gentle as 3°,

8 Cohesive forces act to bind the particles on the slope. Clay
may have high cohesion, but this may be reduced if the water
content becomes so high that the clay liquefies, when it loses
its cohesive strength.

e Pivoting occurs in the debris layers which contain material
embedded in the slope.

# Vegetation binds the soil and thereby stabilises slopes.
However, vegetation may allow soil moisture to build up and
make landslides more likely (see pages 74—73).

Section 3.3 Activities

1 a Define the term mass movement.
b Suggest how mass movements can be dassified.

2 Define the terms strength and shear stress.

3 With the use of examples, explain why mass movements
J\ occur.

Types of mass movement

Surface wash occurs when the scil's infiltration capacity
is exceeded. In the UK this commonly occurs in winter as
water drains across saturated or frozen ground, following
prolonged or heavy downpours or the melting of snow. It is
also common in arid and semi-arid regions where particle size
limits percolation.



3.3 Slope processes and development

Sheetwash is unchannelled flow of water over a soil compaction, cohesion and vegetation will have a significant effect
surface. On most slopes sheetwash breaks into areas of high  on the rate of creep.
velocity separated by areas of lower velocity. It is capable Observation of soil creep is difficult. Traditional qualitative
of transporting material dislodged by rainsplash. Sheetwash  evidence such as bent trees (Figure 3.24) is misleading and now
occurs in the UK on footpaths and moorlands. For example, largely discredited. The slow rate of movement may mean that
during the Lynmouth floods of 1952, sheetwash from the measurement errors are serious,
shallow moorland peat caused gullies 6 m deep to form. In the

semi-arid areas of the south-west UUSA it lowers surfaces by 2-5 Teniion
asnes f
mm/year compared with 0.01 mm/year on vegetated slopes in ign coad Tilted telegraph pole

a temperate climate.

Throughflow refers to water moving down through the soil. It Exposed
is channelled into natural pipes in the scil. This gives it sufficient ) L%Tl;:; iren
energy o transport material, and added to its solute load, may '
amount to a considerable volume. : o \ Base of tree
; ; “ turned
Heave or creep is a slow, small-scale process which occurs \
downslope

mostly in winter. It is one of the most important slope processes
in environments where flows and slides are not common. Talus
creep is the slow movement of fragments on a scree slope.
Individual soil particles are pushed or heaved to the surface
by (a) wetting, (b) heating or (c) freezing of water (Figure 3.23).
About 75 per cent of the soil creep movement is induced by
moisture changes and associated volume change. Nevertheless

freeze—thaw and normal temperature-controlled expansion and J?Srcirsék _ e
contraction are important in periglacial and tropical climates. downslope Soil piled up H‘m N - = =
behind wall, - T =
forcing it to lean ==
Particles move at right-angles to the surface (2) as it is the zone of least
resistance. They fall under the influence of gravity (5) once the particles o = :
have dried, cooled, or the water has thawed. Mext movement is Figure 2.24 The evidence for soil creep

downslope.

Rainsplash erosion

Raindrops can have an erosive effect on hillslopes (Figure 3.25).
On a 5° slope about 60 per cent of the movement is downslope,
This figure increases to 95 per cent on a 25° slope. The amount of
erosion depends upon the rainfall intensity, velocity and raindrop
distribution. It is most effective on slopes of between 33° and 45°
and at the start of a rainfall event when the soil is still loose.

On flat surfaces (a) raindrops compact the soil and dislodge particles
equally in all directions. On steep slopes (b) the downward compeonent
is more effective than the upward motion due to gravity. Erosion

I? downslope increases with slope angle.
£ 8
0 X @ (b) d
Raindro
= B Raindrop } E

L

Figure 3.23 Soil creep Splash \‘\\ plash
Ground i /_\
surface oy a
Rates of soil creep are slow, 1-3 mm/year in temperate areas / S pushing
and up to 10 mm/year in tropical rainforest. They form terracettes. Compaction Compaction \\compnnent
In wellvegetated humid temperate areas soil creep can be ten component

times more important than slope wash. In periglacial areas it can
be as much as 300 mm per year. By contrast, in arid environments
slope wash is more important. Small-scale variations in slope, Figure 3.25 Rainsplash erosion
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B Rocks and weathering

Falls

Falls occur on steep slopes (greater than 409), especially on bare
rock faces where joints are exposed. The initial cause of the
fall may be weathering, such as freeze—thaw or disintegration,
or erosion prising open lines of weakness. Once the rocks are
detached they fall under the influence of gravity (Figure 3.26), If
the fall is short it produces a relatively straight scree. If it is long,
it forms a concave scree. Falls are significant in producing the
retreat of steep rock faces and in providing debris for scree slopes
and talus slopes.
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Figure 3.26 Falls

Slides

Slides occur when an entire mass of material moves along a slip
plane. These include:
o rockslides and landslides of any material, rock, or regolith
& rotational slides, which produce a series of massive steps or
terraces.
Slides commonly occur where there is a combination of weak
rocks, steep slopes and active undercutting. Slides are often
caused by a change in the water content of a slope or by very
cold conditions. As the mass moves along the slip plane it tends
to retain its shape and structure until it hits the bottom of a slope
(Figure 3.27). Slides range from small-scale slides close to roads,
to large-scale movements killing thousands of people. One of the
classic examples of a slide is the Vaiont Dam in Italy where more
than 2000 people died on 9 October 1963,
Slip planes occur for a variety of reasons:
e at the junction of two layers
e at a fault line
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e where there is a joint

e along a bedding plane

# at the point heneath the surface where the shear stress
becomes greater than the shear strength.
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Figure 3.27 Slides

Weak rocks such as clay have little shear strength to start with and
are particularly vulnerable to the development of slip planes. The

slip plane is typically a concave curve and as the slide occurs the
mass will be rotated backwards.

Rockslides

In 1959 the sixth strongest earthquake ever to affect the USA
occurred in Montana. Close to the epicentre of the earthquake,
in the Madison River valley, a slope of schists and gneiss with
slippery mica and clay was supported by a base of dolomite. The
earthquake cleanly broke the dolomite. A huge volume of rock,
400 m high and 1000 m long, slid into the valley. Eighty million
tonnes of material moved in less than a minute! The Madison
River was dammed and a lake 60 m deep and 8 km long was
created.

Landslides

Loose rock, stones and soil all have a tendency to move downslope.
They will do so whenever the downward force exceeds the
resistance produced by friction and cohesion. When the material
moves downslope as a result of shear failure at the boundary of
the moving mass, the term landslide is applied. This may include
a flowing movement as well as straightforward sliding. Landslides



are very sensitive to water content. This reduces the strength of
the material by increasing the water pressure. This effectively
pushes particles apart, thereby weakening the links berween
them. Moreover, water adds weight to the mass, increasing the

downslope force.

In June 1966 rainstorms triggered massive landslides which killed
64 people. Over 2500 people were made homeless and a further
2000 were evacuated. Rainfall had been high for the first ten days
in June. Over 300 mm had fallen compared with 130 mm in a
normal year. On 11 and 12 June over 400 mm fell — nearly a third
of this occurred in just one hour! By 15 June the area had received
over 1650 mm of rain. Over 700 landslides were recorded in Hong
Kong that month!

Vegetation intensified the problem. The plants held back many
of the smaller landslides and allowed the larger ones to build up.
The main form of landslide was a washout. These are large-scale,
deep-seated landslides which involve some rotational movement.
They were accompanied by the emergence of subsurface water
which helped to erode the slopes below, Other forms of landslides
were sheetflows, debris avalanches and rockslides.

Figure 3.28 Hong Kong landscape

3.3 Slope processes and development
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Figure 3.29 Mass movements
in Hong Keng

Section 3.3 Activities

[ 1 Compare and contrast

the characteristics of
falls and slides.

2 Study Figures 3.28 and
3.29, which show the
relationship between
mass movements in
Hong Kong and rock
type, gradient and
vegetation. Using the
data, describe and
explain the relationship
between mass
movermnents and:

a rock type
b gradient
¢ vegetation.
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B Rocks and weathering

Slumps and flows

Slumps occur on weaker rocks, especially clay, and have a
rotational movement along a curved slip plane (Figure 3.30).
Clay absorbs water, becomes saturated, and exceeds its liquid
limit. It then flows along a slip plane. Frequently the base of
a cliff has been undercut and weakened by erosion, thereby
reducing its strength. By contrast, flows are more continuous, less
jerky, and are more likely to contort the mass into a new form
(Figure 3.31). Material is predominantly of a small size, such as
deeply weathered clavs. Particle size involved in flows is generally
small, for example sand-sized and smaller.
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Figure 3.30 Slumps

e.g. Aberfan
21 October 1966

where 144 people
were killed, 116 of
‘., them school children

Toe of flow
spreading out

Over 33% of

the material is

fine-grained
Highly fluidl;
lacks cohesion; \\
saturated with water R

Velocity profile

Velocity at y

each depth/f Ground surface

Base at flow

Figure 3.31 Flows
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The speed of a flow varies — mudflows are faster and more fluid
than earthflows, which tend to be thicker and deeper. A higher
water content will enable material to flow across gentle angles.

Earthflows and mudflows can occur on the saturated toe (end)
of a landslide, or may form a distinctive type of mass movement
in their own right. Small flows may develop locally whereas
others may be larger and more rapid. In theory, mudflows give
way to sediment-laden rivers — but the distinction is very blurred.

| Sidoarjo mudflow

Since May 2006 more than 50 000 people in Porong District,
Indonesia, have been displaced by hot mud flowing from a natural
well. Gas and hot mud began spewing out when a drill penetrated
a layer of liguid sediment. The amount of material spilling out
peaked at 135 000 m3/day in September 2006, By 2010, the main
thoroughtare in Porong was raised 80 cm to avodd further mudflows.
The Sidoarjo mudflow is an ongoing eruption of gas and mud.

B
Avalanches

Avalanches are rapid movements of snow, ice, rock or earth
down a slope. They are common in mountainous areas: newly
fallen snow may fall off older snow, especially in winter (a dry
avalanche), while in spring partially melted snow moves (a wet
avalanche), often triggered by skiers (Figure 3.32). Avalanches

. Fresh
dry snow

N\

Old snow

Collecting area \

Wet snow = X )

Figure 3.32 Avalanches



frequently occur on steep slopes over 22° especially on north-
facing slopes where the lack of sun inhibits the stabilisation of
snow. Debris avalanches are a rapid mass movement of sediments,
often associated with saturated ground conditions.

Section 3.3 Activities

‘1 Explain the terms mass movement, soil creep, rotational slide
and avalanche.

2 Outline the main characteristics of slumps and flows.

2 Qutline how avalanches are formed.

w

Case Study 1
The Abbotsford landslide, Dunedinﬁ
_ New Zealand

The landslide that took place in East Abbotsford, South Island,
New Zealand is a very good example of how human and physical
factors can interact to produce a hazardous event. It also shows
clearly how such hazards can be managed.

From 1978 several families in Abbotsford noticed hairline cracks
were appearing in their homes — in the brickwork, concrete floors
and driveways. During 1979 workmen discovered that a leaking
water main had been pulled apart. Geologists discovered that
water had made layers of clay on the hill soft, and the sandstone
above it was sliding on this slippery surface.

As a result of this, an early warning system was put in place.
A civil defence emergency was declared on 6 August, although
the situation wasn't thought to be urgent as geologists believed
that landslip would continue t© move only slowly. However, on
9 August a 7 ha section of Abbotsford started down the hill at a rate
of over 3 m a minute (Figure 3.33), with houses and 17 people on
board. No-one was killed, although 69 homes were destroyed or
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Figure 3.33 Abbotsford landslide, New Zealand

3.3 Slope processes and development

damaged and over 200 people were displaced. The total cost from
the destruction of the homes, infrastructure and relief organisation
amounted to over £7 million. An insurance scheme designed to
cope with such disasters, and government and voluntary relief
measures, meant that many of the residents were compensated for
their loss, However, other costs such as depressed house prices in
the surrounding area, psychological trauma and the expense of a
prolonged public enquiry, were not immediately appreciated.

The landslide was essentially a block slide of sandstone resting
on a bed of weaker clay. Displacement of 50 m took place in
about 30 minutes, leaving a small rift 30 m deep at the head of
the slope. Such geological conditions — in which a permeable
hard rock rests on an impermeable soft rock — are commonly
associated with landslides. In addition, the slope was dipping at
an angle of 7°. Water collected in the impermeable clay, reduced
its strength and cohesion, and caused the sandstone to slip along
the boundary of the two rocks.

The landslide involved 5.4 million m? of material. At first the
land moved as a slow creep, followed by a rapid movement with
speeds of 1.7 m/minute. Rapid sliding lasted for about 30 minutes.
An area of about 18 ha was affected.

However, other factors are also believed to have made a
contribution. Deforestation in the area, even over a century before,
had reduced evapotranspiration in the area and there was less
binding of the soil by plant roots. Urbanisation in the previous
forty years had modified the slopes by cutting and infilling, and
had altered surface drainage (speeding up the removal of surface
water). Quarrying of material at the toe of the slope in the 1960s
and 1970s had removed support from the base of the slope. The
trigger of the landslide is believed to have been a combination of
leaking water pipes and heavy rainfall.

A number of lessons can be learnt from the Abbotsford landslide:
» Dangerous landslides can occur on relatively gentle slopes if

the right conditions exist.

& Atention to early warning can help preparedness and reduce
the loss of life.

® Human activity can destabilise slopes.

# Low-frequency, high-magnitude events may be hard

to predict, but mapping and dating of old hazards may

indicate areas of potential risk — a regional landslide hazard

assessment should be made where there is evidence of
previous landslide activity.

o A landslide insurance scheme eased the cost of the event
— however, money was available only after the event rather
than beforehand, and the insurance only covered houses, not
land damage.

Section 3.3 Activities

1 What were the causes of the Abbotsford landslide?

2 Describe the impacts of the Abbotsford landslide.
2 What lessons can be learnt from the Abbotsford landslide?
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(L :i i\
| Mexican landslides, 2010

In October 2010 mud buried part of a remote town in the
southern Mexican state of Oaxaca when a large chunk of a nearby
mountain collapsed after three days of relentless rain. Initially it
was thought that the landslide had caused a massive tragedy with
up to 1000 people killed. However, the number of deaths was
believed to be less than ten. The landslide happened at about
4 am in the morning. The authorities were unsure how many
houses had been buried because it was dark, so they estimated.

The rescue progress along the unpaved mountain road was
hampered by smaller landslides and a collapsed bridge. Heavy
cloud cover prohibited helicopters from getting a clear view of
the situation on the ground. When the first rescue workers and
soldiers eventually reached the town, they found considerable
destruction in one relatively small part of the town. Two houses
were completely interred, two partially buried, and thirty more
in serious danger because they lay within the path of the still
unstable mudflow.

In 2010 Mexico experienced one of the most intense rainy
seasons on record with large areas under water in lowland regions
of Oaxaca as well as in other southern states. Landslides are a major
danger in mountainous parts of the country — particularly those,
such as Oaxaca, that have long suffered from severe deforestation.

Section 3.3 Activities

1 Study Figure 3.29 which provides details on landslides in

Hong Kong.

a Using the data, describe and explain the relationship
between mass movements and i rock type, ii gradient and
iii vegetation.

b What type of mass movement was most common in Hong
Kong?

¢ What do you think is the difference between a washout
and a landslip? Give reasons for your answer.

d Which type of rock was most affected by a washouts and
b landslips?

e What type of mass movement most affected a granite and
b volcanic rocks? How do you explain these differences?

f What is the relationship between gradient and mass
movement? Give reasons for your answer.

g What impact does vegetation have on the type and
number of mass movemnents? Briefly explain your answer.

ki Briefly discuss the impact of human activity on mass
mavements. Use the evidence in Figure 3.29 to support
your answer.

2 Explain the effect of a climate and b rock type on slope
development.
3 With the use of examples, explain how mass movements
take place.
L P
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@ 3.4 The human impact

There are very few areas of human activity that do not have an
impact on environments and landforms. Landforms can be created
by constructional activities (tipping, excavation, hydrological
interference, farming). Hillsides have been terraced in many parts
of the world for centuries.

Landscape-forming processes are a product of geological struc-
ture, time and geomorphological processes over different scales of
time and space. It is only the geomorphological processes that can
be modified significantly by human activity, Geomorphological
processes are largely cdimatically determined, such as weathering,
or gravity controlled, such as mass movement. Hence, they are
not readily controllable.

Changes in landforms caused by people can be deliberate
or unintentional. Artificial valleys can be created by road or rail
cuttings, and drainage systems may be constructed to control the
hydrology of an area. New land may be created by the infill of
marshes or lagoons, or may be generated by estuarine deposition
of excess sediment load carried by rivers as a result of high levels
of soil erosion. Hollows may be excavated for mineral extraction or
may result from land subsidence due to mining or land drainage.

The shape of the Earth’s surface has had a major impact upon
human activity. Many ancient settlements, such as Iron Age hill
forts, are located on hilltops. Lines of communication are strongly
influenced by the shape of the land, and so is the siting of many
towns and settlements. In recent decades, the siting of airports and
nuclear plants have been heavily influenced by physical geography.

Figure 3.34Cixdard Castle moundy,!



The shape of the land may also impose opportunities and
restraints upon towns and cities. The influence of the shape is not
restricted to urban environments. Slope geometry is important
in relation to soil control. Slope angles have been modified by
terracing and the surface has also been affected by mining and
quarrying. A number of landforms are the direct result of human
activity, such as mounds, embankments and cuttings (Figure 3.34).

Our ability to affect the natural environment has increased
as technology has developed. In spite of all the activity, actual
changes to the shape of the land surface have been small relative
to the scale of the natural landforms. Indirect human activities are
often difficult to recognise but they may lead to acceleration of
natural processes. The indirect modification of process and form
is one of the most crucial aspects of human activity. For example,
removing natural vegetation cover through cutting, burning and
grazing can lead to increased erosion and sedimentation. Human
activity can often set into effect the train of events. For example,
attempts to protect coastal areas in one part may lead to increased
erosion elsewhere.

Weathering

Weathering is the breakdown of rock on the spot. Weathering
processes can be intensified by changes in local climate as
shown by increased chemical weathering in urban areas.
Changes in the nature and rate of weathering are closely linked
to air quality. Increased emissions of sulphur dioxide (from the
burning of fossil fuels) has led to higher levels of sulphuric acid.
Chemical reactions with sulphur dioxide can create salts, such

Section 3.4 Activities

| Outline the ways in which human
activity is affecting the type and
rate of weathering. Consider for
example a tourism in limestone caves,
b increasing numbers of cars in

urban areas and ¢ rapid rural-urban

| migration in LEDCs.

o

3.4 The human impact

Figure 3.35 The
effects of weathering on
limestone at Worcester

College, Oxford, UK

as calcium sulphate and magnesium sulphate. These are able to
chemically weather rocks (Figure 3.35). Similarly, as atmospheric
levels of carbon dioxide have risen, the potential for carbonation

increases. Carbonation is the process whereby atmospheric

carbon dioxide combines with water to form a weak carbonic

acid. This chemically attacks rocks, especially those with calcium
carbonate such as limestones and chalk. Thus, as levels of
atmospheric carbon dioxide rise, so too does the potential for
increased weathering.

Human activity has many impacts on the nature and rate of
limestone denudation:

e The burning of fossil fuels and deforestation has increased
atmospheric levels of carbon dioxide, so the weathering of
limestone might increase.

# There are increasing levels of acidity in rainwater due to
sulphur dioxide and nitrogen oxides in the atmosphere (see
pages 83-61

e Agriculture and forestry are affecting soil acidity and carbon
dioxide contents.

® Increased lighting in caves allows plants to grow and
biological weathering has increased in some cases due to
increased levels of organic acids.

Mass movement

Mass movement is the movement under gravity of material on a
slope. The rate and nature of such movement varies with the nature
of the material, the topography, the climate and the vegetation. It
can be very slow (creep) or very rapid (slides and slumps). Rates of
mass movement can be altered by building or excavation, drainage
or agriculture. Mass movements can be accelerated by destabilising
slopes. Local erosion can be intensified by footpath trampling in
recreational areas. Some mass movements are created by humans
piling up waste soil and rock into unstable accumulations that
move without warning. Landslides can be created by undercutting
or overloading. As well as causing mass movements, human
activities can reduce them (Table 3.6, overleaf).
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Table 3.6 Examples of methods of controlling mass movement

Type of
movement | Method of control
Falls Flattening the slope
Benching the slope
Drainage
Reinforcement of rock walls by grouting with cement,
anchor bolts
Covering of wall with steel mesh
Slides and | Grading or benching to flatten the slope
flows Drainage of surface water with ditches
Sealing surface cracks to prevent infiltration
Subsurface drainage
Rock or earth buttresses at foot
Retaining walls at foot
Pilings through the potential slide mass

Source: Goudie, 1993

Slopes

Most changes to slopes caused by human activities have been
very minor in relation to the scale of the natural land surface.
Human interference of slopes tends to have been most effective
in speeding up naturally occurring processes rather than creating
new features.

In urban areas the intensity of slope modification is often very
high, given the need for buildings and roads to be constructed
safely, using sound engineering principles. Almost all buildings
with foundations cause some modification to the natural slope of
the land, and even on flat sites, large modern buildings generally
involve the removal of material to allow for proper foundations.

Pollution

Pollution is defined as the contamination of the Earth/atmosphere
system to such an extent that normal environmental processes are
adversely affected. Polluted elements are disagreeable, noxious,
toxic, harmful and/or objectionable, Pollution can be natural,
such as from volcanic eruptions, as well as human in origin. It
can be deliberate or it may be accidental.

The costs of pollution are widespread: death, decreased levels
of health, declining water resources, reduced soil quality, and
poor air quality. Thus it is vital to control and manage pollution.
To be effective pollution must be treated at its source. However,
unless point sources can be targeted it may be impossible to treat
pollution effectively.

Mineral workings

Materials that are mined are normally classified in four groups:
& metals such as iron ore and copper

s industrial minerals such as lime and soda ash

e construction materials such as sand and gravel

e energy minerals such as coal, oil and natural gas.

The environmental impacts of mining are diverse (Table 3.7).
Habitat destruction is widespread, especially if opencast or strip
mining is used. Open cast mining is a form of extensive excavation
in which the overlying material (overburden) is removed by
machinery, revealing the seams or deposits below. In the USA it

is referred to as strip mining. Disposal of waste rock and ‘tailings’

Table 3.7 Environmental problems assogated with mining

Slope modification tends to increase as a construction moves Problem Type of mining operation
on to steeper slopes. In these conditions, in order to provide a Open : Dredging
horizontal base plus reasonable access a cut-and-fill technique pit and Opencast (as in tin
is often used (Figure 3.36), thereby creating a small level terrace quarrying | (asin coal) |Underground |or gold)
with an over-steepened slope at both ends. The steep slopes, Habitat X X = X
devoid of soil and vegetation, are potentially much less stable destruction
than the former natural slope and are, in times of intense rainfall, Dump failure/ X X X -
susceptible to small but quite damaging landslips. erosion
- = - Subsidence - - X -
Water x X bt x
e em pollution
Eﬁ'wersiof;t of Ll 'f,f' Air pollution* X X X =
| e - / Noise X X 2 =
on to loase fill e /
. . Airfblast/ X X . -
ground
vibration
\ Visual X X x X
Undercutting intrusion
of upper slope Dereliction X . X X

Owverloading of lower
hillslope by debris
excavated for road

Figure 3.36 Slope instability caused by road building
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X Problem present
— Problem unlikely

* Can be associated with smelting which may not be at the site of ore/
mineral extraction
Source: N. Middleton, The Giobal Casino, Edward Arnold 1995



(the impurities left behind after a mineral has been extracted
from its ore} may destroy whole ecosystems. Copper mining is
especially polluting: to produce 9 million tonnes of copper (world
production levels in the 1990s) creates about 990 million tonnes of
waste rock. Even the production of 1 tonne of china clay (kaolin)
creates 1 tonne of mica, 2 tonnes of undecomposed rock, and 6
tonnes of quartz sand. Smelting causes widespread deforestation.
The Grande Carajas project in Brazil removes up to 50 000 ha of
tropical forest each vear.

Moreover, there is widespread pollution from many forms
of mining. This results from the extraction, transport and
processing of the raw material, and affects air, soil and water.
Water is affected by heavy metal pollution, acid mine drainage,
eutrophication and deoxygenation. Dust can also be an important
local problem. The use of mercury to separate fine gold particles
from other minerals in riverbed sediments leads to contamination
in many rivers. In Brazil up to 100 tonnes of mercury have been
introduced into rivers by gold prospectors. Mercury is highly toxic
and accumulates in the higher levels of the food chain, and can
enter the human food chain.

Derelict land that results from extraction produces landforms
of different size, shape and origin. A major subdivision is between
excavations and heaps. Spoil heaps are large unconsolidated
mounds of waste materials extracted in the process of obtaining
an ore. Heaps can be wvisually intrusive and have a large
environmental impact. Heaps include those composed of blast
furnace slag, fly-ash from power stations, as well as spoils of
natural materials (overmatter) such as the white cones associated
with china clay workings, oil shale wastes in Lothian, and colliery
spoil heaps.

Damaged areas can be rehabilitated and managed. In many
cases forward planing is the most useful method of cleaning.
Proper site surveys, replacement of topsoil after excavation, and
reseeding with original species all help to restore mined areas.
Alternatively, spoil heaps can be stabilised with vegetation, reduced
in height or landscaped. Waste materials can be used for landfill, as
long as it is economic to transport it. Legislative controls, such as
Environmental Impact Assessments, enable planners to work out
the environmental costs of developments, and to assess whether
the benefits of any plan outweigh the costs. In many cases it is a
matter of time. Many of the wetlands of lowland England result
from flooded sand and gravel quarries. The pollution caused was
temporary — but the consequences may have lasted decades.

Many former sand and gravel pits have been converted into
recreational lakes for angling, watersports and nature reserves.

Bauxite mining in Cockpit Country,
Jamaica

Cockpit Country is an area of outstanding ecological and
cultural significance. It is an island-within-an-island and contains
especially adapted plants and animals found nowhere else in the

3.4 The human impact

world. Coclkpit Country’s biodiversity is of global significance. It
is the largest remaining intact primary wet limestone forest in
Jamaica and is the home to the endangered Giant Swallowtail
butterfly. Many of Jamaica's threatened birds are found there,
including the endangered Jamaican blackbird, and 95 per cent of
the black-billed parrot population.

Cockpit Country is also of historical significance. It is renowned
in Jamaican history as the refuge of the fiercely independent
Maroons, descendants of the earliest slaves who were freed by
the Spanish settlers around the time of the British conguest in
1655. After almost a century of resistance to British rule in the
‘Land of Look Behind), the Maroons forced the British into signing
a peace treaty in 1739,

Cockpit Country is now threatened by bauxite mining.
Although 22 327 ha of Cockpit Country is a designated Forest
Reserve, prospecting or mining bauxite can be done within
the Forest Reserve, Alcoa Minerals of Jamaica and Clarendon
Alumina Production applied for the renewal of a Special
Exclusive Prospecting Licence, which was first granted in May
2004. This allowed them to exclusively prospect for bauxite
within a specified area in Cockpit Country. In November 2006,
the Minister of Agriculture renewed Alcoa’s licence. The public
outcry that ensued prompted the Minister to suspend the licences
almost immediately.

The impacts of mining

During the exploration or prospecting phase considerable
damage can be done because roads are needed to bring in
drilling equipment. In the mining phase a more extensive road
network would be needed, and all the vegetation on the surface
of the land where bauxite deposits occur would be removed.
This would cause increased surface runoff and possibly impede
infiltration to the groundwarer,

Because the water resources are based on underground
caves and tunnels, underground streams in the region are very
prone to damage through in-filling, siltation, and accumulation
of solid waste. These result in reduced flow and reduced water
quality downstream, and flooding upstream. Mining could lead to
flooding of previously safe areas and a reduction in the volume
of major rivers flowing from Cockpit Country, reducing the water
supplies for the western half of Jamaica's north coast.

Furthermore, deforestation due to bauxite mining in the
Cockpit Country would contribute to greenhouse gas emissions.
Bauxite mining itself is energy-intensive and most of the energy
comes from fossil fuels, further adding to greenhouse gases,

It is clear that no matter what approach is taken to the
reclamation of mined lands, the biological diversity would be lost
for ever. And if bauxite mining were allowed even on the edges of
Cockpit Country, the region would soon be opened up to logging
and limestone quarrying on a massive scale.
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Coal mining

The mining of coal has a number of environmental impacts
{Table 3.8). Where the overburden is shallow (less than 15 m)
small depressions are formed over the mined area. These may
develop for up to fifty years after the mining has stopped. There
is also a considerable impact on water resources and quality. Up
to 17 litres of water are needed for each tonne of coal mined.
Underground mining uses 63-120 |/tonne and a further 33 |/tonne
for surface waste disposal.

Table 3.8 Major direct environmental impacts of coal use (excluding human
health)

Impact Characteristics

Effects potentially global but
unpredictable spatially and temporally.
Resistant to technical amelioration.

Accumulation of carbon
dioxide in the atmosphere

Acid precipitation from
sulphur dioxide and nitrogen
oxides; acid mine drainage

Regional damage (often across
international boundaries) to forest
productivity and freshwater fisheries.
Emission control of gases feasible.

Local to regional scale. May be only
temporary if reclamation is practised;
technology for this is available.

Land use for mining
operations

Consumptive water use for
conversion plants, opencast
mining and reclamation

Regional impacts on agricultural and
other ecosystems where water is
scarce. 'Mining’ of aquifers is possible.
Resistant to technical amelioration.

Source: |. Simmons, Changing the Face of the Earth: Cuiture,

Table 3.9 Effluents from a coal-fired power station

Type of effluent Tonnes per GW(e) per year
Airborne effluents
Particulates 3x10°
Sulphur oxides 1M %10°
Nitrogen oxides 27x10°
Carbon monoxide 2% 10°
Hydrocarbons 400
Liquid effluents
Organic material 66.2
Sulphuric acid 825
Chlorides 26.3
Phosphates ni
Boron 331
Suspended solids 497
Solid waste (ash) 36x10°

GWie) = Gigawatt of energy

Source: | Simmons, Changing the Face of the Earth: Cufture,
Environment, History, Blackwell, 1989

Sectlon 3.4 Activities

' 1 Using a dictionary, explain the meaning of the term technical
amelioration.

' 2 Study Table 3.9, which shows effluents from a coal-fired

. station.
a Which is the largest emission from the station?
b Why is a table a better way of showing this datathan a pie

chart?

i 2 Briefly outline some of the environmental implications of the
data shown in Figure 3.37 (such as pollution, subsidence,

L\ floading: try to link cause with result).

Environment, History, Blackwell, 1989 7
Air Organic material Organic material Trace elemen‘ts Radicnuclides Organic material
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Figure 3.37 Ervironmental linkages in the extraction of coal
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Opencast mining in West Virginia, W
USA

America’s second largest coal producer, Arch Coal, has been
blasting away mountaintops and dumping the spoil in the
valleys below. One ongoing conflict has been at Pigeonroost
Hollow, West Virginia. Eleven families once lived in Pigeonroost
Hollow. Most families sold their homes rather than endure the
dynamiting, noise and dust, as the company prepares the land
while waiting for a permit to start a strip-mining operation
known as mountaintop removal.,

Pigeonroost Hollow is a nature lover's paradise, with large
butterflies, humming birds, and trout in the brook. One local
resident filed a lawsuit against the state and federal governments
for granting permits that allow companies to decapitate
mountaintops and deposit tons of debris in the wvalleys. These
huge waste disposal areas violate the Surface Mining Act and the
Clean Water Act, so the permits should never have been issued.

Mountaintop removal mining (MTR), also known as
mountaintop mining (MTM), is a form of surface mining that
involves the mining of the summit or summit ridge of a mountain.
Mountaintop removal — lopping 5000 m from the top of a mountain
— involves little human labour and the use of gigantic £63 million
machines called draglines wielding 53-cubic-yvard scoops. Once
the trees are cut and the topsoil removed, the rock above the
coal seams is blasted away. The debris is removed by trucks and
draglines. Coal companies claim that mountaintop remowval is the
least destructive and most efficient way to extract a vital resource.
Entire coal seams are removed from the top of a mountain, hill or
ridge by removing the overburden above them, and restacking the
overburden back on the ridge to reflect the approximate original
contour of the mountain. The land is then smoothed over, and
grass and trees planted. The excess amounts of overburden that
cannot be placed on the ridge top are moved into neighbouring
valleys.

West Virginia, one of America’s poorest states, possesses
great beauty, rivers that are a whitewater-rafter’s dream, and lush
mountains, It is also blessed — and cursed — with coal. Coal has
brought jobs, but the rapacity of coal companies has fermented
conflict with the unions, notably the Battle of Blair Mountain in
1921 when 7000 workers fought 2000 government troops. West
Virginia coal is prized, as the southern mountains contain low-
sulphur coal which burns efficiently and produces less pollution
than other coal. The 1990 Clean Air Act made West Virginia a
favourite site with coal companies because the law fed demand
for such coal.

Since 1995 West Virginia's division of environmental protection
has permitted at least 38 new mountaintop removal mines,
covering 12 000 ha. Governor Cecil Underwood, a former coal
executive, previously appointed two coal executives in sequence
as the state’s environmental protection director!

3.4 The human impact

Arch Coal wants to remove several mountaintops, extract coal,
and dump 150 million cubic yards of rock into five valley fills. If
waork begins in earnest, Pigeonroost Hollow will become part of a
1255 ha strip-mine, the largest in the state’s history. If the mining
continues unabated, environmentalists predict that by 2020 half
of the peaks of southern West Virginia will disappear.

In 2007 The Army Corps of Engineers approved a permit in 2007
to blast 120 m off the hilltops here to expose the rich coal seams,
disposing of the debris in the upper reaches of six valleys, including
Pigeonroost Hollow. However, the Environmental Protection
Agency under the Obama administration, in a break with President
George W. Bush's more coal-friendly approach, has threatened to
halt or sharply scale back the project known as Spruce 1.
that mountaintop mining has
environmental impacts, including loss of biodiversity, which
mitigation practices cannot successfully address. There are also

Studies  show serious

adverse human health impacts which result from contact with
affected streams or exposure to airborne toxins and dust.

B -ﬁ ﬂ
Acidification

Sulphur dioxide (SO,) and nitrogen oxides (NO_) are emitted
from industrial complexes, vehicles and urban areas. Some of
these oxides fall directly to the ground as dry deposition (dry
particles, aerosols and gases) close to the source (Figure 3.38).
By contrast, the longer the sulphur dioxide and nitrogen oxides
remain in the air the greater the chance they will be oxidised,
forming sulphuric acid (H,80,) and nitric acid (HNO,). These
acids dissolve in cloud droplets (rain, snow, mist, hail) and reach
the ground as wet deposition. This can be carried thousands
of kilometres from the source. The dissolved acids consist of
sulphate ions {5042_}, nitrate jons (NO3 ) and hydrogen ions (H*).
These ions form acid rain.

The pH scale is logarithmic — this means that pH 6.0 is ten
times more acid than pH 7.0, natural rainwater of pH 5.6 is about
twenty-five times more acidic than distilled water (neutral water)
of pH 7.0. Natural rain is acidic, largely due to the presence of
carbon dioxide in the atmosphere, and combined with rainwater
it forms a weak carbonic acid. Acid rain is frequently more than
rwenty times more acidic than natural rainwater. Rain over
Scandinavia commonly has a pH of 4.2-4.3.

The direct effects of sulphur oxides and nitrogen oxides in
the air include damage to human health, damage to plants,
and atmospheric corrosion. The worst-hit areas used to include
Sweden, Norway, eastern North America, Germany, Belgium,
the Netherlands, Scotland, the former Yugoslavia, Austria and
Denmark (Figure 3.39). Future trends are likely to see increased
sulphur emissions in NICs (newly industrialising countries) such
as China, India and Brazil. The worst-hit areas have a number of
features in common:

s industrialised belts
¢ downwind of dense concentration of fossil fuel power
stations, smelters and large cities
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Figure 3.38 Types of acid deposition

e upland areas
® high rainfall
o they contain lots of forest, streams and lakes
@ they have thin soils.
The effects of acid rain are to create acid surges and acid flushes,
especially after snowmelts and after droughts. A surge may also
occur when dry deposits are flushed through a system, perhaps
during floods. There are also natural causes of acidification:
bog moss secretes acid, heather increases acidity and conifer
plantations acidify soils — so the increasing acidification might not
necessarily be due to acid rain.

The first effects of acid rain were noted in Scandinavian lakes
in the 1960s. Over 18 000 lakes in Sweden are acidified, 4000 of
which are seriously affected. Fish stocks in about 9000 Swedish

T T e e

lakes, mostly in the south and the centre of the country, are also
badly affected. The most important health effect of acid water
is due to its ability to flush trace metals from soil and pipes.
Some wells in Sweden have aluminium levels of up to 1.7 mg/1
compared with the WHO safe limit of 0.2 mg/l. High levels of
metal mercury in fish can cause serious health problems when
they are eaten by people.

Trees and forests are severely affected by acid rain. Sulphur
dioxide interferes with the process of photosynthesis. Coniferous
trees seem to be most at risk from acid rain because they do
not shed their needles at the end of year year. On a healthy
conifer, needles can be traced back for up o seven years but
trees affected by acid rain often have needles from only the last
two or three years. If a tree loses over 65 per cent of its needles,
it will probably die.
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Young trees in soils affected by acid rain often show abnormally
rapid growth. This is because the nitrogen in the pollutants acts
as a fertiliser. However, the root systems do not develop as well
as in trees that have to collect their matrients from a larger area,
and the trees are more easily blown over. Also, they are short of
other vital nutrients and the wood can be very soft, making the
trees more prone to attacks from insects.

Damaged coniferous trees can be recognised because the
extremities of the trees die, especially the crown which is most
exposed. Needles drop and leave the tree looking very thin.
Branches on some trees droop. In most cases acid rain does not kill
the tree. It is one more pressure on the tree which becomes stressed
and more likely to suffer damage from insects, fungi, frost, wind
and drought. Although deciducus trees generally do not suffer as
much, research is showing that their growth is also affected.

Farming and forestry can also increase acidification. When
plants grow they take up nutrients from the soil and it becomes
more acid. When they die and rot back into the soil the nutrients
are replaced and the soil becomes less acid. In farming and
forestry the plants are harvested, not left to rot back into the soil,
which gradually becomes more acid. The removal of a whole
tree, including the branches and roots, can be equivalent to the
accumulation of 60 years of acid rain. Only taking the trunks
reduces this to the equivalent of 20 years of acid rain.

Acidified lakes are characterised by:

an impoverished species structure

visibility in the water being several times greater than normal
white moss spreading across the bottom of the lake

metals such as cadmium, copper, aluminium, zinc and lead
becoming more soluble and more easily available to plants
and animals.

It is the extreme pH values that cause most damage to plants and
animals. Very often organisms are exposed to extremely low pH
levels during the most sensitive part of their life cycle (for fish
this may be the fry stage) These short periods coincide with
snowmelt and the accompanying acid surge. At these times the
water also has a high metal content.

When plants absorb nutrients from the soil they release hydrogen
ions, thereby acidifying the soil. However, decomposition of
plants returns nutrients to the scil and offsets the acidification
process. In arable areas plants are not left to rot on the land but are
removed for consumption. Hence a natural buffering mechanism
is removed. In addition, the use of nitrogenous fertilisers causes
acidification.

The low pH of soil and the presence of metals may cause damage
to root filaments (they are used by the tree to absarb nutrients). The
tree loses vitality, growth is retarded, there is an inability to cope
with stress (such as frost, drought and pests), and the tree becomes
susceptible to injury. Needles turn brown and fall off, and eventually
whole branches snap away. In parts of Germany more than 50 per
cent of the spruce trees are dead or damaged.

Sulphur deposition damages plants and corrodes materials,
including steel, zinc, copper, nickel, aluminium, plastics, paper,
leather, textiles, plaster, electrical contacts, sandstones and
limestones. Acid rain corrodes metal and stonework, making the

3.4 The human impact

maintenance of buildings more costly. The major threats are to
older historic buildings (Figure 3.40).

As the land becomes more acid, it is less suitable for growing
crops and yields can be reduced. The crops themselves can be
damaged, for example pollen on maize affected by acid rain does
not germinate so well and cannot fertilise the female plant.

The effect on humans is to increase morbidity and mortality.
The elderly are especially vulnerable, and those with a heart
problem or respiratory problems.

Some environments are able to neutralise the effects of
acid rain — this is referred to as the buffering capacity. Chalk
and limestone areas are very alkaline and can neutralise acids
very effectively. However, the underlying rocks over much of
Scandinavia, Scotland and northern Canada are granite, They are
naturally acid, and have a very low buffering capacity. It is in
these areas that there is the worst damage from acid rain.

Acid waters can be neutralised by adding lime. This causes
the aluminium ions to be fixed and precipitated to the lake bed.
However, this may poison species that live on the lake bed. The
simplest way to reduce sulphur emissions is to:

& make more use of low-sulphur fuels

# desulphurise oil (which is possible, and relatively cheap,
whereas desulphurisation of coal is not as effective)

# fix sulphur to lime (a fluidised bed does not involve much
additional expense)

Figure 3.40 The effects of acid rain on buildings
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B Rocks and weathering

@ cut down emissions of nitrogen oxides

o apply flue gas desulphurisation

# burn less oil and coal.

Since the 1960s sulphur concentrations in precipitation have
remained fairly constant. However, it is likely that dry deposition
has increased (the more acid the air the more difficult it is for
sulphur dioxide to become sulphuric acid).

Acidification is largely related to human activity, but problems
related to its effects on lakes, groundwater, soils and vegetation are
diverse. There are environmental, social, economic and medical
implications. It is said to be a ‘postindustrial form of ruination,
which pays little heed to international boundaries’. Many countries
produce acid rain and some, like the UK, export it.

Nevertheless there are wvariations within these areas: some
storms produce more acid rain depending on the source of
the airmass movement in relation to the source of the oxides;
and lime-rich soils and rocks have a large buffering capacity.
Moreover, some active volcanoes acidify rainfall through their
release of sulphur — the impact of acid rain on the Soufriere Hills
in Montserrat is related to voleanic activity there (Figure 3.41).

Figure 3.41 Natural acid rain

Management: prevention or cure?

Repairing the damage caused by acid rain may include liming —

but this is not really sustainable. There are a number of options

for prevention:

e Burn less fossil fuel (this requires a government initiative in
order to switch to nuclear power or HEP).

# Switch to low-sulphur fuel (oil/gas plus high-grade coal).

# Remove sulphur before combustion (an expensive process).

o Reduce sulphur oxides released on combustion (fluidised bed
technology — FBT).

® Burn coal in the presence of crushed limestone in order to
reduce acidification.

# Remove sulphur from waste gases after combustion (FGD).

Both FBT and FGD are well developed and effective but they are

very expensive.
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Most nitrogen oxides in the UK come from power stations
(46 per cent} and vehicle exhausts (28 per cent). Emissions from
power stations can be reduced by FGD and the use of different
types of boiler, which reduce the amounts of air present at
combustion. Car exhaust gases can be reduced by different types
of engine or exhaust, lower speed limits and the provision of
more public transport.

Section 3.4 Activities

‘\1

1 a QOutline the natural and man-made causes of acidification.
b Describe the effects of acidification.
¢ Inwhat ways is it possible to manage the effects of
acidification?
2 Study Figure 3.42. Identify two ways in which human
activities have altered the natural landscape.
3 Outline the environmental impacts of either mining or
quarrying.
4 'The human impact upon the natural environment is largely
negative.” Discuss this statement, using examples to support
your case.

5 To what extent is the human impact on rocks and

\_ weathering sustainable?

Figure 3.42 Some human impacts in southern England



Paper 1: Core Geography

Human Core

1 Population

1.1 Natural increase as
a component of
population change

Early humankind

The first hominids appeared in Africa around 5 million years ago,
on a planet that is generally accepted to be 4600 million years

old. They differed from their predecessors, the apes, in the fact
that they walked on two legs and did not use their hands for

weight-bearing. During most of the period of early humankind,

Figure 1.1 The Great Wall of China — the history of the
Great Wall goes back more than 2000 years when world
population was only about 250 millicn

the global population was very small, reaching perhaps some 125
000 people a million years ago. It has been estimated that 10 000
years ago, when people first began to domesticate animals and
cultivate crops, world population was no more than 5 million.
Known as the Neolithic Revolution, this period of economic
change significantly altered the relationship between people and
their environments. But even then the average annual growth
rate was less than 0.1 per cent per year — extremely low compared
with contemporary trends, This figure represents a rate of
natural increase of one per thousand (1/1000). Natural increase
(or decrease) is the difference between the birth rate and the
death rate.

However, as a result of technological advances the carrying
capacity of the land improved and population increased. By
3500sc global population had reached 30 million and by the time
of Christ this had risen to about 250 million (Figure 1.1).
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Demographers estimate that world population reached
500 million by about 1650. From this time population grew at
an increasing rate. By 1800 global population had doubled to
reach 1 billion (Figure 1.2). Table 1.1 shows the time taken for
each subsequent billion to be reached, with the global total
reaching 6 billion in 1999. It had taken only 12 years for world
population to increase from 5 billion to 6 billion — the same time
span required for the previous billion to be added. It is estimated
that the time taken for future billions to be reached will be 12
years until 7 billion is reached in 2011 and a further 13 years until
8 billion is reached in 2024.
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Figure 1.2 World population growth, 1750-2050

Table 1.1 World population growth by each billion

1st 1800 All of human history
Znd 1930 130
3rd 1860 30
Ath 1974 14
Sth 1987 132
6th 1999 12
Tth 2011 12
8th 2024 132

Recent demographic change

Figure 1.3 shows that both total population and the rate of
population growth are much higher in the less economically
developed countries (LEDCs) than in the more economically
developed countries (MED(Cs). However, only since the Second
World War has population growth in the LEDCs overtaken that
in the MEDCs. The MEDCs had their period of high population
growth in the nineteenth and early twentieth centuries, while for
the LEDCs high population growth has occurred since 1950,

The highest ever global population growth rate was reached
in the early to mid-1960s when population growth in the LEDCs
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peaked at 2.4 per cent a year. At this time the term ‘population
explosion’ was widely used to describe this rapid population
growth. But by the late 1990s the rate of population growth was
down to 1.8 per cent. However, even though the rate of growth
has been falling for three decades, population momentum
meant that the numbers being added each year did not peak until
the late 1980s (Figure 1.4).
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Figure 1.3 Population grawth in MEDCs and LEDCs, 1950-2050
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The demographic transformation, which took a century to
complete in MEDCs, has occurred in a generation in some LEDCs.
Fertility has dropped further and faster than most demographers
foresaw two or three decades ago, except in Africa and the Middle
East, where in over 30 countries families of at least five children
are the norm and population growth is still over 2.5 per cent — this
is a very high rate of natural increase.



The components of population
change

Figure 1.5 illustrates the components of population change for
world regions and smaller areas. In terms of the planet as a whole,
natural change accounts for all population increase. Natural
change is the balance between births and deaths, while net
migration is the difference between immigration and emigration.
The corrugated divide on Figure 15 indicates that the relative
contributions of natural change and net migration can vary over
time within a particular country as well as between countries at
any one point in time. The model is a simple graphical alternative
to the population equation:

P=(B-D)+M

where P = population, B = births, D = deaths and M = migration.

Births Immigration
<
Matural b Net
change } migration
3
. P -
Deaths Emigration

Source: Advancad aphy: Concapts & Cases, |
P. Guinness & G. Magle (Hodder Education, 199%) p.17

Figure 1.5 Input—output model of population change

Natural change can be stated in absolute or relative terms.
Absolute natural change gives the actual change in population
as a result of the difference between the number of births and
deaths, for example, 200 000. Relative natural change is expressed
as a rate per thousand, for example 3/1000. Table 1.2 shows
natural change by world region for 2010.

Table 1.2 Birth rate, death rate and rate of natural change by world region,
2010

1.1 Natural increase as a component of population change

Section 1.1 Activities

1 Define the term natural increase.
2 Describe the change in world population since 1750
illustrated by Figure 1.2.
2 Describe and explain the trends shown in Figure 1.4.
4 Discuss the global variations in birth rate, death rate and rate

of natural change shown in Table 1.2.
- ——

The factors affecting levels of
fertility

Fertility varies widely around the world. According to the 2010
World Population Data Sheet the crude birth rate, the most
basic measure of fertility, varied from a high of 52/1000 in Niger
to a low of 771000 in Monaco. The word ‘crude’ means that the
birth rate applies to the total population, taking no account of
gender and age. The crude birth rate is heavily influenced by the
age structure of a population. The crucial factor is the percentage
of young women of reproductive age, as these women produce
most children.

For more accurate measures of fertility, the ‘fertility rate’
and the ‘total fertility rate’ are used. The fertility rate is the
number of live births per 1000 women aged 1549 years in a
given year. The total fertility rate is the average number of
children that would be born alive to a woman (or group of
women) during her lifetime, if she were to pass through her
childbearing years conforming to the age-specific fertility rates
of a given year. The total fertility rate varies from a high of
7.4 in Niger to a low of 1.0 in China (Macao) and China (Hong
Kong). Table 1.3 shows the variations in total fertility rate by
world region alongside data for the percentage of women
using contraception for each region. The latter is a major factor
influencing fertility. Figure 1.6 shows in detail how the fertility
rate varies by country around the world.

Table 1.3 Variations in total fertility rate and the percentage of women
using contraception by world region, 2010

% of women using
Rate of natural contraception (all

Region Birth rate Death rate change Region Total fertility rate methods)
World 20 ] 12 World 2.5 62
MEDCs 1 10 1 MEDCs 1.7 71
LEDCs 22 8 14 LEDCs 2.7 &0
Africa 37 13 24 Africa 4.7 20
Asia 19 7 12 Asia 2.2 66
Latin Americal 19 B 13 Latin America/ 23 73
Caribbean Caribbean

North America 13 g8 6 Morth America 2.0 78
Oceania 18 7 11 Oceania 2.5 a2
Eurcpe 11 11 a Europe 1.6 70

Source: Population Reference Bureau, 2010 World Population Data Sheet

Sources Population Reference Bureau, 2070 Wowid Population Data Sheet
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Figure 1.6 Total fertility rate by cc

The factors affecting fertility can be grouped into four main

categories:

# Demographic: other population factors, particularly
mortality rates, influence fertility,. Where infant mortality is
high, it is usual for many children to die before reaching adul
life. In such societies, parents often have many children to
compensate for these expected deaths.

& Social/Cultural: in some societies, particularly in Africa,
tradlition demands high rates of reproduction. Here the
opinion of women in the reproductive years may have little
influence weighed against intense cultural expectarions.
Education, especially female literacy, is the key to lower
tertility (Figure 1.7). With education comes a knowledge of
birth control, greater social awareness, more opportunity
for employment, and a wider choice of action generally. In
some countries religion is an important factor. For example,
the Muslim and Roman Catholic religions oppose artificial
birth control. Most countries that have population policies
have been trying to reduce their fertility by investing in birth
control programmes, Within LEDCs it is usually the poorest
neighbourhoods that have the highest fertility, due mainly to
a combination of high infant mortality and low educational
opportunities for women.

# Economic: in many LEDCs children are seen as an economic
asset because of the work they do and also because of the Figur

support they are expected to give their parents in old age, affect
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1.1 Natural increase as a component of population change

In MEDCs the general perception is reversed and the cost of the world’s population would peak at 10.6 billion in 2080.

the child dependency years is a major factor in the decision The global peak population has been continually revised
to begin or extend a family. Economic growth allows greater downwards in recent decades. This is in sharp contrast to
spending on health, housing, nutrition and education, which warnings in earlier decades of a population ‘explosion’. The
is important in lowering mortality and in turn reducing main reason for the slowdown in population growth is that
fertility. Also, the nature of employment can have an impact fertility levels in most parts of the world have fallen faster than
on fertility. Many companies, particularly in MEDCs, do not was previously expected.
want to lose valuable female workers and therefore may In the second half of the 1960s, after a quarter-century of
provide workplace childcare and offer the opportunity of increasing growth, the rate of world population growth began to
flexible working time. slow down. Since then some LEDCs have seen the speediest falls
@ Political: there are many examples in the past century of in fertility ever known and thus earlier population projections did
governments attempting to change the rate of population not materialise,
growth for economic and strategic reasons. During the late A fertility rate of 2.1 children per woman is replacement
1930s Germany, Italy and Japan all offered inducements and level fertility, below which populations eventually start falling,
concessions to those with large families. In more recent vears According to the 2010 World Population Data Sheet there are
Malaysia has adopted a similar policy. However, today, most already 87 countries with total fertility rates ar or below 2.1, This
governments that are interventionist in terms of fertility still number is likely to increase. The movement to replacement level
want to reduce population growth. fertility is undoubtedly one of the most dramatic social changes

The above factors do not affect fertility directy; they influence  in history, enabling many more women to work and children to
another set of variables that determine the rate and level of be educated.
childbearing. Figure 1.8 shows these ‘intermediate variables’

These factors operate in every couniry, but their relative

" Saction 1.1 Activities

importance can vary from one country to another, 3 . ) 3 o
' 1 a Define the terms fertility rate and total fertility rate.

it . b Why is the fertility rate a better measure of fertility than
Fertility decline the crude birth rate?
2 a Describe and explain the differences in fertility by world
region shown in Table 1.3
b Describe and attempt to explain the more detailed pattern
of global fertility shown by Figure 1.6.

2 How can a government policies and b religious philosophy
influence fertility?

A study by the United Nations published in 2007 predicted
that global population would peak at 9.2 billion in 2050. This
contrasts with a report published in 1996 which forecast that

Fecundity

o Ability to have intercourse

AL e 4 Why is replacement level fertility an important concept?

5 Discuss the importance of three of the intermediate variables
| shown in Figure 1.8.

\_ ; _j

& Ability to carry a pregnancy to term

Sexual unions®

& The formation and dissolution of unions

® Age at first intercourse & g

s Proportion of women who are married or in a union The faCtorS affeCtI ng mo rtal Ity
# Time spent outside a union (separated, divorced or

witdowed. for-exmmple) Like crude birth rate, crude death rate is a very generalised

measure of mortality. It is heavily influenced by the age structure
of a population. For example, the crude death rate for the UK
is 9/1000 compared with 6/1000 in Brazil. Yet life expectancy
at birth in the UK is 80 years compared with 73 years in Brazil.
Brazil has a much younger population than the UK, but the
average quality of life is significantly higher in the latter.

» Frequency of intercourse

o Sexual abstinence (religious or cultural customs, for
example)

& Temporary separations (military service, for example)

Birth control

: In 2010 the crude death rate varied around the world, from a
e Use of contraceptives

high of 20/1000 in Zambia to a low of 1/1000 in Qatar. Table 1.4
shows variations by world region and also includes data for infant
mortality and life expectancy at birth. The infant mortality
*Indudes marriage as well as long-term and casual relationships rate and life expectancy are much more accurate measures of

@ Contraceptive sterilisation
& Induced abortion

mortality. The infant mortality rate is an age-specific rate — that is,
Figure 1.8 The intermediate variables that affect fertility it applies to one particular year of age.



n Population

Table 1.4 Death rate, infant mortality rate and life expectancy at birth by
world region, 2010

Life
_ Crude death Infant .expectancy at

Region rate mortality rate | birth
World 2 46 59
MEDCs 10 6 77
LEDCs 8 50 a7
Africa 13 76 55
Asia 7 41 70
Latin Americal 6 22 74
Caribbean

North America 8 6 78
Oceania i 21 76
Europe 11 6 76

Source: Population Reference Bureau, 2010 Wond Population Data Sheet

The causes of death vary significantly between the MEDCs and
LEDCs (Figure 19; and see also Figure 1.10). In LEDCs, infectious
and parasitic diseases account for over 40 per cent of all deaths.
They are also a major cause of disability and social and economic
upheaval. In contrast, in MEDCs these diseases have a relatively
low impact. In these countries heart disease and cancer are the
big killers. Epidemiology is the study of diseases. As countries
develop, the ranking of major diseases tends to change from
infectious to degenerative. This change is known as the
epidemiclogical transition.

Apart from the challenges of the physical environment in many
LEDCs, a range of social and economic factors contribute to the
high rates of infectious diseases. These include:
® poverty
poor access to healthcare
antibiotic resistance
evolving human migration patterns

new infectious agents.
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Figure 1.9 Contrasts in the causes of death between MEDCs
and LEDCs
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When people live in overcrowded and insanitary conditions,
communicable diseases such as tuberculosis and cholera can
spread rapidly. Limited access to healthcare and medicines
means that otherwise treatable conditions such as malaria and
tuberculosis are often fatal to poor people. Poor nutrition and
deficient immune systems are also key risk factors involved in
many deaths from conditions such as lower respiratory infections,
tuberculosis and measles.

Within most individual countries variations in mortality occur
due to:

e social class

s ethnicity

8 place of residence

® occupation

® age structure of the population.

As Table 1.4 shows, there is a huge contrast in infant mortality by
world region. Africa has the highest rate (76/1000) and Europe
and North America (6/1000) the lowest rate. The wvariation
among individual countries is even greater. In 2010 the highest
infant mortality rates were in Afghanistan (155/1000) and Chad
(130/1000). In contrast the lowest rate was in Hong Kong
(1.7/1000). The infant mortality rate is frequently considered to
be the most sensitive indicator of socio-economic progress, being
heavily influenced by fundamental improvements in the quality
of life such as improvements in water supply, better nutrition,
and improved healthcare. Once children survive the crucial first
vear, their life chances improve substantially. Infant mortality in
today’s rich countries has changed considerably over time. In
1900, infant mortality in the USA was 120/1000. In 2009 it was
down to 6.4/1000.

Table 1.4 shows that the lowest average life expectancy by
wotld region is in Africa (55 years), with the highest average
figure in northern America (78 years). Rates of life expectancy at
birth have converged significantly between MEDCs and LEDCs
during the last 50 years or so, in spite of a widening wealth gap.
These increases in life expectancy have to a certain extent offset

the widening disparity between per capita incomes in MEDCs

Figure 1.10 Drinking and dangerous driving waming to motorists in Mongelia: a significant
cause of death among young men



1.1 Natural increase as a component of population change

and LEDCs. However, it must not be forgotten that the ravages of

AIDS in particular has caused recent decreases in lite expectancy
in some countries in sub-Saharan Africa. It is likely that the life
expectancy gap between MEDCs and LEDCs will continue to
narrow in the furure.

Section 1.1 Activities

1 Define the terms a crude death rate, b infant mortality rate
and c life expectancy.

2 Why is crude death rate a very limited measure of martality?

2 Using Figure 1.9, describe and explain the contrast in the
causes of death between MEDCs and LEDCs.

4 To what extent does infant mortality vary around the world?

5 Discuss the main reasons for such large variations in infant
mortality.

6 Describe the global variations in life expectancy.

The interpretation of age/
gender pyramids

The most studied aspects of population structure are age and
gender (Figure 1.11). Other aspects of population structure that
can also be studied include race, language, religion, and social/
occupational groups.

Figure 1.11 Young children cutside a ger in central Asia

Age and gender structures are conventionally illustrated by the
use of pepulation pyramids, Pyramids can be used to portray
either absolute or relative data. Absolute data show the figures
in thousands or millions, while relative data show the numbers
involved in percentages. The latter is most frequently used as it
allows for easier comparison of countries of different population
sizes. Fach bar represents a five-year age-group, apart from the
uppermost bar which illustirates the population of a certain age
and older, such as 85 or 100. The male population is represented
to the left of the vertical axis with females to the right.

Population pyramids change significantly in shape as a country
progresses through demographic transition (Figure 1.12).
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Figure 1.12 Four population pyramids
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@ The wide base in Niger's pyramid reflects extremely high
fertility. The birth rate in Niger is 53/1000, the highest in the
world. The marked decrease in width of each successive bar
indicates relatively high mortality and limited life expectancy.
The death rate at 14/1000 is high, particularly considering
how young the population is. The infant mortality rate is
a very high 88/1000. Life expectancy in Niger is 53 years;

49 per cent of the population is under 15, with only 3 per
cent aged 65 or more. Niger is in stage 2 of demographic
transition.

# The base of the second pyramid, showing the population
structure of Bangladesh, is narrower, reflecting a considerable
fall in fertility after decades of government-promoted birth
control programmes. The almost equal width of the youngest
three bars is evidence of recent falls in fertility. The birth
rate is currently 23/1000. Falling mortality and lengthening
life expectancy is reflected in the relatively wide bars in
the teenage and young adult age groups. The death rate at
7/1000 is almost half that of Niger. The infant mortality rate
is 48/1000. Life expectancy in Bangladesh is 65 years; 32 per
cent of the population are under 15, while 4 per cent are 65
or over., Bangladesh is an example of a country in stage 3 of
demographic transition.

# In the pyramid for the UK much lower fertility still is
illustrated by narrowing of the base. The birth rate in the UK
is only 13/1000. The reduced narrowing of each successive
bar indicates a further decline in mortality and greater life
expectancy compared with Bangladesh. The death rate in
the UK is 9/1000, with an infant mortality rate of 4.6/1000.
Life expectancy is 79 years; 18 per cent of the population are
under 15, while 16 per cent are 65 or over. The UK is in stage
4 of demographic transition.

# The final pyramid (Japan) has a distinctly inverted base
reflecting the lowest fertility of all four countries. The
birth rate is 9/1000. The width of the rest of the pyramid
is a consequence of the lowest mortality and highest life
expectancy of all four countries. The death rate is /1000
with infant mortality at 2.6/1000. Life expectancy is 83 years.
Japan has only 13 per cent of its population under 15, with
23 per cent at 65 or over. With the birth rate and the death
rate in balance Japan is on the boundary of stages 4 and 5 of
demographic transition.

Figure 1.13 provides some useful tips for understanding population

pyramids. A good starting point is to divide the pyramid into

three sections:

e the young dependent population

# the economically active population

& the elderly dependent population.

Population structure: differences
within countries

In countries where there is strong rural to urban migration, the
population structures of the areas affected can be markedly
different. These differences show up clearly on population
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Figure 1.13 An annctated population pyramid

pyramids. Out-migration from rural areas is age-selective with
single young adults and young adults with children dominating
this process. Thus, the bars for these age groups in rural areas
affected by out-migration will indicate fewer people than expected
in these age groups. In contrast, the population pyramids
for urban areas attracting migrants will show age-selective in-
migration, with substantially more people in these age groups
than expected. Such migrations may also be sex-selective. If this
is the case it should be apparent on the population pyramids.

Sex structure

The sex ratio is the number of males per 100 females in a
population. Male births consistently exceed female births, for a
combination of biological and social reasons. For example, more
couples decide to complete their family on the birth of a boy than
on the birth of a girl. In the UK 105 boys are born for every 100
girls. However, after birth the gap generally begins to narrow
until eventually females outnumber males, as at every age male
mortality is higher than female mortality. This process happens
most rapidly in the poorest countries where infant mortality is
markedly higher among males than females. Here the gap may be
closed in less than a year. In the UK it is not until the 45-59 age
group that females outnumber males. In the age group 85 and
over, females make up 74 per cent of the population.

However, there are anomalies to the picture just presented. In
countries where the position of women is markedly subordinate
and deprived, the overall sex ratio may show an excess of males.
Such countries often exhibit high mortality rates in childbirth.
For example, in India there are 107 males per 100 females for the
population as a whole.

A report published in China in 2002 recorded 116 male births
for every 100 female births due to the significant number of
female foetuses aborted by parents intent on having a male child.
Even within countries there can be significant differences in the
sex ratio. In the USA, Alaska has the highest ratio at 103.2, while
Mississippi has the lowest at 92.2.



1.1 Natural increase as a component of population change

Section 1.1 Activities
1 What do you understand by the terms a population )
structure and b population pyramid?

2 a Describe and explain the differences between the four
population pyramids shown in Figure 1.12.

b Produce a table to show all the statistical data given for
the four countries. Keep the same order of countries as
in the text. For how many of the data sets is there a clear
trend?

2 How and why might the population structures of rural and
urban areas in the same country differ?
4 a Define the sex ratio.

b Suggest reasons why the sex ratio can differ both
between and within countries.

The dependency ratio

Dependants are people who are too young or too old to work. The
dependency ratio is the relationship between the working or
economically active population and the non-working population.
The formula for calculating the dependency ratio is:

% population aged 0-14 +
% population aged 65 and over -
i % population aged 15-64

Dependency
ratio

A dependency ratio of 60 means that for every 100 people in the
economically active population there are 60 people dependent
on them. The dependency ratio in MEDCs is usually between
50 and 75. In contrast, LEDCs typically have higher ratios which
may reach over 100, In LEDCs, children form the great majority of
the dependent population, In contrast, in MEDCs there is a2 more
equal balance between yvoung and old dependants. Calculations
of the youth dependency ratio and the elderly dependency
ratio can show these contrasts more clearly.

Youth % population aged 0-14 i
depentriency % population aged 15-64 i
ratio
Elderly % population aged 65 and over i
depf;’%{?ﬂency % population aged 15-64 &

For any country or region the dependency ratio is eqqual to the sum
of the youth dependency ratio and the elderly dependency ratio.

The dependency ratio is important because the economically
active population will in general contribute more to the economy
in income tax, VAT and corporation tax. In contrast, the dependent
population tend to be bigger recipients of government funding,
particularly for education, healthcare and public pensions. An
increase in the dependency ratio can cause significant financial
problems for governments if it does not have the financial reserves
to cope with such a change.

The dependency ratio is an internationally agreed measure.
Partly because of this it is a very crude indicator. For example:

# In MEDCs, few people leave education before the age of 18
and a significant number will go on to university and not get
a job before the age of 21. In addition, while some people
will retire before the age of 65, others will go on working
beyond this age. Also, a significant number of people in
the economically active age group do not work for various
reasons, such as parents staying at home to look after
children (Figure 1.14). The number of people in this situation
can vary considerably from one country to another.

e In LEDCs a significant proportion of children are working
full or part-time before the age of 15. In some LEDCs there is
very high unemployment and underemployment within the
economically active age group.

Figure 1.14 Early Learning Centre: this shop caters for the needs of young
dependants, creating economic demand and jobs

However, despite its limitations the dependency ratio does allow
reasonable comparisons between countries (Table 1.5). It is also
useful to see how individual countries change over time. Once
an analysis using the dependency ratio has been made, more
detailed research can look into any apparent anomalies.

Table 1.5 Dependency ratio calculations

_ Dependency

Country % population ratio
<15 years 65 and over

USA 20 13

Japan 13 23

Germany 14 20

UK 18 16

Russia 15 14

Brazil 27 6

India 32 5

China 18 8

Migeria 43 3

Bangladesh 32 4

Egypt 33 4

Bolivia 37 4

Source: Population Reference Bureau, 2010 Wowid Popuiation Data Sheet
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Section 1.1 Activities

1 Define the term dependency ratio.
2 Identify two limitations of the dependency ratio.

3 Describe and explain the variations in the dependency ratio
as a result of your calculations in completing a copy of
Table 1.5.

1.2 Demographic
transition

Changes in birth rate and death
rate over time: the demographic
transition model

Birth and death rates change over time. Although the birth and
death rates of no two countries have changed in exactly the same
way, some broad generalisations can be made about population
growth since the middle of the eighteenth century. These
generalisations are illustrated by the model of demographic
transition (Figure 1.15) which is based on the experience of
north-west Europe, the first part of the world to undergo such
changes as a result of the significant industrial and agrarian
advances which occurred during the eighteenth and nineteenth
centuries.

No country as a whole retains the characteristics of stage 1,
which applies only to the most remote societies on Earth, such as
isolated tribes in New Guinea and the Amazon which have little
or no contact at all with the outside world. All the MEDCs of the

5

Stages 1 2 3 4 = U
High Early Late Low 5 i

stationary  expanding  expanding  stationary 5 i

=

Birth rate

Death rate

Population
growth
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Time
Sounce: (GCSE Geography by P Guinness & G. Nagle (Hodder Education, 2003), p.7

Figure 1.15 Model of demographic transition
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world are now in stages 4 or 5, most having experienced all of the
previous stages at different times. The poorest of the LEDCs (for
example Bangladesh, Niger, Bolivia) are in stage 2 but are joined
in this stage by a number of oil-rich Middle East nations where
increasing affluence has not been accompanied by a significant
fall in fertility. Most LEDCs that have registered significant social
and economic advances are in stage 3 (for example Brazil, China,
India) while some of the newly industrialised countries such as
South Korea and Taiwan have entered stage 4. With the passage
of time there can be little doubt that more countries will attain the
demographic characteristics of the final stages of the model. The
basic characteristics of each stage are as follows.

The high fluctuating stage (stage 1): The crude birth rate is
high and stable while the crude death rate is high and fluctuating
due to the sporadic incidence of famine, disease and war. The use
of the word ‘crude’ means that the birth and death rates are based
on the total population and as such they are very generalised,
with dear limitations. In this stage population growth is very
slow and there may be periods of considerable decline. Infant
mortality is high and life expectancy low (see Figure 1.16). A high
proportion of the population is under the age of 15. Society is
pre-industrial with most people living in rural areas, dependent
on subsistence agriculture.

Figure 1.16 A graveyard dating from the eighteenth century in the LIK.
Inscriptions show that life expectancy at that time was very low.



1.2 Demographic transition

Figure 1.17 Children on horses in Mongelia — a country in stage 3 of demographic transition

The early expanding stage (stage 2): The death rate declines
significantly. The birth rate remains at its previous level as the social
norms governing fertility take time to change. As the gap between
the two vital rates widens, the rate of natural change increases
to a peak at the end of this stage. Infant mortality falls and life
expectancy increases. The proportion of the population under 15
increases. Although the reasons for the decline in mortality vary
somewhat in intensity and sequence from one couniry to another,
the essential causal factors are: better nutrition; improved public
health, particularly in terms of clean water supply and efficient
sewerage systems; and medical advance. Considerable rural-to-
urban migration occurs during this stage. However, for LEDCs in
recent decades urbanisation has often not been accompanied by
the industrialisation that was characteristic of the MEDCs during
the nineteenth century.

The late expanding stage (stage 3): After a period of time
social norms adjust to the lower level of mortality and the birth
rate begins to decline. Urbanisation generally slows and average
age increases. Life expectancy continues to increase and infant
mortality to decrease. Countries in this stage usually experience
lower death rates than nations in the final stage, due to their
relatively young population structures (Figure 1.17).

The low fluctuating stage (stage 4): Both birth and death
rates are low, The former is generally slightly higher, fluctuating
somewhat due to changing economic conditions. Population
growth is slow. Death rates rise slightly as the average age of the
population increases. However, life expectancy still improves as
age-specific mortality rates continue to fall.

The natural decrease stage (stage 5): In an increasing
number of countries the birth rate has fallen below the death rate,
resulting in natural decrease. In the absence of net migration
inflows these populations are declining, Most countries in this
stage are in eastern or southern Europe,

Criticisms of the model

Critics of the demographic transition model see it as too

Eurocentric as it was based on the experience of Western Europe.

It is therefore not necessarily relevant to the experience of other

countries. Critics argue that many LEDCs may not follow the

sequence set out in the model. It has also been criticised for its
failure to take into account changes due to migration.

The model presumes that all countries will eventually pass
through all stages of the transition, just as the MEDCs have
done. Because these countries have achieved economic success
and enjoy generally high standards of living, completion of the
demographic transition has come to be associated with socio-
ECONOIMIC progress.

This raises two major questions:

# Can LEDCs today hope to achieve either the demographic
transition or the economic progress enjoyed by the MEDCs
which passed through the transition at a different time and
under different circumstances?

® Is the socio-economic change experienced by MEDCs a
prerequisite or a consequence of demographic transition?
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Demographic transition in LEDCs

There are a number of important differences in the way that
LEDCs have undergone population change compared with the
experiences of most MEDCs, In LEDCs:

@ Birth rates in stages 1 and 2 were generally higher. About a
dozen African countries currently have birth rates of 45/1000
or over. Twenty years ago many more African countries were
in this situation.

# The death rate fell much more steeply and for different
reasons. For example, the rapid introduction of Western
medicine, particularly in the form of inoculation against
major diseases, has had a huge impact in reducing mortality,
However, AIDS has caused the death rate to rise significantly
in some countries, particularly in sub-Saharan Africa.

® Some countries had much larger base populations and thus
the impact of high growth in stage 2 and the early part of
stage 3 has been far greater. No countries that are now
classed as MEDCs had populations anywhere near the size of
India and China when they entered stage 2 of demographic
transition.

o For those countries in stage 3 the fall in fertility has also
been steeper. This has been due mainly to the relatively
widespread availability of modern contraception with high
levels of reliability.
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Figure 1.18 Types of demographic transition
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# The relationship between population change and economic
development has been much more tenuous.

Different models of demographic
transition

Although most countries followed the classical or UK model of
demographic transition illustrated above, some countries did not.
The Czech demographer Pavlik recognised two alternative types
of population change, shown in Figure 1.18. In France the birth
rate fell at about the same time as the death rate and there was
no intermediate period of high natural increase. In Japan and
Mexico the birth rate actually increased in stage 2 due mainly
to the improved health of women in the reproductive age range.

demographic transition)?

2 Explain the reasons for declining mortality in stage 2 of
demographic transition.

3 Why does it take some time befare fertility follows the fall in
mortality (stage 3)7

4 Suggest why the birth rate is lower than the death rate in
some countries (stage 5).

& Discuss the merits and limitations of the model of
demographic transition.

6 Why has the death rate in LEDCs fallen much more steeply
over the last 50 years, compared with the fall in the death

rate in earlier times in MEDCs?
.

Issues of ageing populations

According to the United WNations, ‘Population ageing is
unprecedented, without parallel in human history and the twenty-
first century will witness even more rapid ageing than did the
century just past” In western Europe in 1800, less than 25 per
cent of men would live to the age of 60. Today, more than 90 per
cent do.

The world’s population is ageing significantly. Ageing of
population (demographic ageing) is a rise in the median age of a
population. Tt occurs when fertility declines while life expectancy
remains constant or increases,

The following factors have been highlighted by the United
Nations:

8 The global average for life expectancy increased from

46 years in 1950 to nearly 65 in 2000, It is projected to reach

T4 years by 2050.

e In LEDCs the population aged 60 years and over is expected

to quadruple between 2000 and 2050.

# In MEDCs the number of older people was greater than that
of children for the first time in 1998, By 2050 older people in

MEDCs will outnumber children by more than two to one.



e The population aged 80 years and over numbered 69 million
in 2000, This was the fastest-growing section of the global
population which is projected to increase to 375 million by
2050.

# Europe is the ‘aldest’ region in the world. Those aged 60
years and over currently form 20 per cent of the population.
This should rise to 35 per cent by 2050.

@ Japan is the oldest nation with a median age of 41.3 years,
followed by Ttaly, Switzerland, Germany and Sweden (Figure
1.19).

# Africa is the ‘voungest’ region in the world, with the
proportion of children accounting for 43 per cent of the
population today. However, this is expected to decline to
28 per cent by 2050. In contrast the proportion of older
people is projected to increase from 5 per cent to 10 per cent
over the same time period.

Figure 1.19 An elderly woman — demographic ageing is a worldwide
phenomenan

Table 1.6 shows that 8 per cent of the world's population are
aged 65 years and over. On a continental scale this varies from
only 3 per cent in Africa to 16 per cent in Burope. Population
projections show that the world population in the age group
65 years and over will rise to 10 per cent in 2025, and to 16 per
cent by 2050.

Table 1.6 The percentage of total population aged 65 years and over, 2010

World 8
Africa 3
North America 13
Latin America/Caribbean 7
Asia 7
Europe 16
Oceania 11

Source: Population Reference Bureau, 2010 World Population Data Sheet

1.2 Demographic transition

The problem of demographic ageing has been a concern of
MEDCs for some time, but it is now also beginning to alarm
LEDCs. Although ageing has begun later in LEDCs it is progressing
at a faster rate. This follows the pattern of previous demographic

change, such as dedlining mortality and falling fertility where
change in LEDCs was much faster than that previously experienced
by MEDCs:

Demographic ageing will put healthcare systems, public
pensions, and government budgets in general, under increasing
pressure (Figure 1.20). Four per cent of the UUSA's population was
65 years of age and older in 1900. By 1995 this had risen to 12.8
per cent and by 2030 it is likely that one in five Americans will be
senior citizens. The fastest-growing segment of the population is
the so-called ‘oldest-old’: those who are 85 years or more, It is this
age group that is most likely to need expensive residential care,
The situation is similar in other MEDCs.

Some countries have made relatively good pension provision
by investing wisely over a long period of time. However, others
have more or less adopted a pay-as-you-go system, as the elderly
dependent population rises. It is this latter group who will be
faced with the biggest problems in the future.

For much of the post1950 period the main demographic
problem has been generally perceived as the ‘population
explosion’, a result of very high fertility in LEDCs. However, greater
concern is now being expressed about demographic ageing in
many countries where difficult decisions about the reallocation of
resources are having to be made. At present very few countries
are generous in looking after their eldedy. Poverty amongst the
elderly is a considerable problem but technological advance might
provide a solution by improving living standards for everyone. If
not, other less popular solutions, such as increased raxation, will
have to be examined.

However, some demographers argue that there needs to be a
certain rethinking of age and ageing, with older people adopting
healthier and more adventurous lifestyles than people of the same
age only one or two generations ago. Sayings such as ‘50 is the
new 40" have become fairly commonplace. They argue that we
should not just think of chronological age, but also of prospective
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age — the remaining years of life expectancy people have
{Table 1.7).
It is of course easy to underestimate the positive aspects of
ageing:
& Many older people make a big contribution to childcare by
looking after their grandchildren.
# Large numbers of older people work as volunteers, for
example in charity shops.

Table 1.7 Remaining life expectancy among French women, 1952 and 2005

Year Years lived  |Remaining life expectancy (years)
1952 30 447
2005 30 54.4

Source: Population Bulletin Vol.63 No.4 2008

Section 1.2 Activities

' 1 Describe the variations shown in Table 1.6. h
2 Why is a large elderly dependent population generally
viewed as a problem?
3 Discuss the possible benefits of a large elderly population.
4 Briefly explain the data shown in Table 1.7.
h o

Case Study

PopManonagemg|nJapan

Japan has the most rapidly ageing population in the hxstory of
the world:

& One in five Japanese are over the age of 60.

e Nearly 2 million Japanese are now over B0 years of age.

e The country’s population peaked in 2005 at 128 million
(Figure 1.21). The most extreme population projection
predicts a decline of 50 million by the end of this century.

e Fertility has declined substantially and the total fertility rate is
an extremely low 1.3.

s No other country has a lower percentage of its population
under 15.

A high elderly dependency ratio presents considerable economic
and social challenges to the country, not least in terms of pensions,
healthcare and long-term care. Japan's workforce peaked at 67.9
million in 1998 and has been in decline since. This presents an
increasing economic burden on the existing workforce. However,
it must be noted that there is a high labour force participation rate
among the elderly. Japanese men work an average of five years
after mandatory retirement.

Japan has a long tradition of positive attitudes towards older
people. Every vear, National Respect the Aged Day is a public
holiday. However, while there is a strong tradition of elderly
people being looked after by their families, the number of old
people living in care homes or other welfare facilities is steadily
rising. The cost of care is shared between the elderly person,
their family and the government. As the number of people in
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this situation increases, more pressure is placed on the country’s
economy. Social changes are also occurring, for example the
emergence of ageing as a theme in films and books.

Younger workers are at a premium and there is considerable
competition to recruit them. One solution is for manufacturers
to set up affiliated companies in China or other countries, but
past results have been mixed. The possibility of expanding
immigration to help reduce the rising dependency ratio appears
to be politically unacceptable in Japan. Foreigners make up only
1 per cent of Japan's labour force. Legal immigration is practically
impossible (except for highly skilled ethnic Japanese workers)
and illegal immigration is strictly suppressed.

The UN predicts that, by 2045, for every four Japanese aged
20-64 there will be three people aged 65 or over. The key
question is what is a socially acceptable level of provision for
the elderly in terms of the proportion of the country’s total GDP?
This is a question many other countries are going to have to
ask themselves as well. Pension reforms have been implemented,
with later retirement and higher contributions from employers.
However, it is likely that further changes will be required as the
cost of ageing rises.

Nearly one in five }apanese is aged 65
or older, and the frgure will jump to
more than one in three in the next
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Figure 1.21 Population trends in Japan

Section 1.2 Activities

' 1 Describe the changes in Japan's population shown in
Figure 1.21.

2 Why does Japan have a rapidly ageing population?

3 Suggest why this trend may contribute to changing attitudes
towards the elderly.

B




The link between population
and development

Development, or improvement in the quality of life, is a wide-

ranging concept. It includes wealth, but it also includes other

important aspects of our lives. For example, many people would

consider good health to be more important than wealth. People

who live in countries that are not democracies and where freedom

of speech cannot be taken for granted often envy those who do

live in democratic countries. Development occurs when there are

improvements to the individual factors making up the quality of

life. For example, development occurs in a low-income country

when:

e the local food supply improves due to investment in
machinery and fertilisers

e the electricity grid extends outwards from the main urban
areas to rural areas

® a new road or railway improves the accessibility of a remote
province

o levels of literacy improve throughout the country

@ average incomes increase above the level of inflation.

There has been much debate about the causes of development.

Detailed studies have shown that variations between countries

are due to a variety of factors:

Physical geography

@ Landlocked countries have generally developed more slowly
than coastal ones.

# Smuall island countries face considerable disadvantages in
development.

# Tropical countries have grown more slowly than those in
temperate latitucles, reflecting the cost of poor health and
unproductive farming in the former. However, richer non-
agricultural tropical countries, such as Singapore, do not
suffer a geographical deficit of this kind.

e A generous allocation of natural resources has spurred
economic growth in a number of countries.

Economic policies

s Open economies that welcomed and encouraged foreign
investment have developed faster than closed economies.

s Fasi-growing countries tend to have high rates of saving and
low spending relative to GDP.

# Institutional quality in terms of good government, law and
order and lack of corruption generally result in a high rate of
growth.

Demography

@ Progress through demographic transition is a significant
factor, with the highest rates of economic growth experienced
by those nations where the birth rate has fallen the most.

In 1990 the Human Development Index (HDI) was devised by

the United Nations to indicate levels of development in countries.

The HDI contains three variables:

e life expectancy

1.2 Demographic transition

# educational attainment (adult literacy and combined primary,
secondary and tertiary enrolment)
e GDP per capita (PPP$).
One of the three variables used in the HDI is therefore a key
demographic factor. The actual figures for each of these three
measures are converted into an index (Figure 1.22) which has a
maximumvalue of 1.0 in each case. The three index values are then
combined and averaged to give an overall Human Development
Index value. This also has a maximum value of 1.0. Every year
the United Nations publishes the Human Development Report
which uses the Human Development Index (HDI) to rank all the
countries of the world in terms of their level of development.

A decent
A long and standard
Dimension healthy life Knowledge of living
Adult Gross
Indicator Life literacy  enralment GDP per
expectancy rate ratio (GER) capita
at birth {PPPUSSH)
Adult GER
literacy index
index
Dimension Life Ediication indax GDP index
index expectancy
index l
Human
development
index (HDI)

Figure 1.22 Constructing the Human Development Index

Various academic studies have concluded that there is no
straightforward relationship between population and economic
growth. Thus some economies with a low level of economic
growth may not be hugely affected by population growth, but are
more affected by other factors such as political instability and lack
of investment. On the other hand, some economies that achieve
a high level of economic growth may not have done so mainly
because of declining population growth, but due to other factors.

Table 1.8 shows the top 25 countries listed in the Human
Development Report for 2009, All 25 countries are in stage 4
(or stage 5) of demographic transition, suggesting a very strong
link between the rate of population growth and the level of
economic development (Figure 1.23). Two first-generation newly
industrialised countries (NICs) are on the list — Singapore and
Hong Kong. In both of these countries the rate of natural increase
declined as economic growth progressed. Of course, the debate is
— which comes first? Does economic growth lead to lower natural
increase, or vice versa? Or is there a more complex relationship
between the two variables?
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Table 1.8 Top 25 countries in the Human Developmeant Report 2009

| Adult | Combined GOP per
Life  |literacy  |gress | capita
‘expectancy | rate (% enrolment |GDPper | Life - rank
: at birth aged 15 ratio in capita expectancy | Education minus HDI
N HDl value | (years) and above) |education |(PPPUSS)  index index GDP index | rank
HDI rank 2007 2007 1999-2007 (%J 2007 2007 2007 2007 2007 2007
1 | Norway 04971 &80.5 - 98.6 53433 0.925 0.989 1.000 4
2 | Australia 0970 g81.4 - 114.2 34923 0.940 0.993 0.977 20
3 |lceland 0.869 81.7 - 96.0 35742 0846 0.980 0.981 16
4 |Canada 0.966 &80.6 993 35812 0.927 0.991 0.982 14
5 |lreland 0.965 79.7 - 976 44 613 09N 0.985 1.000 =
6 | Netherlands 0964 79.8 - g97.5 38 694 0.914 0.985 0.994 8
7 | Sweden 0.963 a0.8 - 94.3 36712 0.930 0.974 0.986 a
8 | France 0.981 81.0 - a5.4 33 674 0.833 0.978 0.971 17
0 | Switzerland 0.960 81.7 - 827 40 658 0945 0.936 1.000 4
10 |Japan 0.960 82.7 - 86.6 33632 0.961 0.949 0.971 16
11 | Luxembourg 0.860 79.4 - a4.4 79 485 0.906 0.975 1.000 —
12 | Finland 0.959 79.5 - 101.4 34 526 0.908 0.993 0.975 11
13 | USA 0.956 791 - 92.4 45 582 0902 0.968 1.000 -4
14 | Austria 0.855 799 - Q0.5 37 370 0.915 0.962 0.989 1
15 | Spain 0.955 a0.7 a7 9 96.5 31 560 0.929 0.975 0.860 12
16 | Denmark 0.955 78.2 - 101.3 36130 0.887 0.993 0.983 1
17 | Belgium 0.953 79.5 - a94.3 34835 0.908 0.974 0.977 4
18 | ltaly 0.951 81.1 989 91.8 30 353 0.935 0.965 0.954 11
19 | Liechtenstein 0.951 - - 86.8 85 382 0.903 0.949 1.000 -18
20 | New Zealand 0.950 a0.1 - 107.5 27 336 0.919 0.993 0.936 2
21 UK 0.847 79.3 - 89.2 35130 0906 0.957 0.978 -1
22 | Germany 0.947 79.8 - 881 34 4M 0913 0.954 0.975 2
23 | Singapore 0.944 &80.2 94.4 - 49 704 0.920 0,913 1.000 -16
24 | Hong Kong 0.944 82.2 - 74.4 42 306 0.953 0.879 1.000 -13
{China)
25 | Greece 0.942 79.1 971 101.6 28517 0.902 0.981 0.944 &

Figure 1.23 The Waterfront,
of human development
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San Francisco — the USA has a very high level

Source: Human Development Report 2009

Figure 1.24 shows the variation in human development in 2007.
Countries are divided into three categories — high, medium and
low human development. The ‘high’ category also includes those
countries with ‘very high’ human development shown in Table
1.9, which shows the human development index values for each
category. The countries with low human development invariably
have high rates of population growth and most are in stage 2 of
demographic transition. The more advanced LEDCs are generally
in stage 3 of demographic transition. This includes countries such
as Brazil, Mexico, India and Malaysia. However, again it must be
stated that the development process is complex and is the result
of the interaction of a wide range of factors.

Table 1.9 Human Developmerit Index values

Level of human _ Number of countries
development HDI value 2007

Very high 0.900 and over 38

High 0.800-0.899 45

Medium 0.500-0.799 75

Low Below 0.500 24

Source: Human Development Report 2009
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stages 1, 2 and 3 broadly correspond to those in many poorer
societies today. For example, infant mortality in England fell from
200/1000 in 1770 to just over 100/1000 in 1870. Today the average
infant mortality for the developing world as a whole is 50/1000.
Only the very poorest countries in the world today have infant
mortality rates over 100/1000. Infant mortality is regarded as a key

Fertility and mortality

Figure 1.25 illustrates change in birth and death rates in England
and Wales between 1700 and 2000. The birth and death rates in

measure of socio-economic development. Figure 1.25 identifies a
range of important factors that influenced birth and death rates in
England and Wales during the time period concerned.
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Figure 1.25 England and Wales: changes in birth and death rates, 1700-2000
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Child mortality

Figure 1.26 shows how child mortality rates have changed
around the world between 1990 and 2006. Globally, the number
of children under 5 years who died in 2006 dropped below
10 million for the first time. Unicef estimated the total at 97
million, down from almost 13 million in 1990, The main reasons
for the decline included measles vaccinations, mosquitc nets
and increased rates of breast-feeding. In some countries such as
Morocco, Vietnam and the Dominican Republic, the number of
children under 5 dying dropped by a third. The majority of child
deaths occurred in sub-Saharan Africa (4.8 million) and south
Asia (3.1 million). In Vietham the steep fall has been attributed
to the training of 30 000 health workers to treat people in their
own villages.

Unicef argues that the majority of the remaining child deaths
are preventable. In 2007 Unicef called on the global community
to invest another §5 billion to help the UN achieve its Millennium
Development Goals.
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Figure 1.26 Child mortality rates by world region, 1990-2006

Maternal mortality

Reducing maternal mortality is one of the UN's eight Millennium
Development Goals. There is a huge contrast in maternal mortality
between the MEDCs and LEDCs. Globally, 1 in 92 women die
from pregnancy-relaied causes. However, in MEDICs the risk is
only 1in 6000 compared with 1 in 22 in sub-Saharan Africa. Major
influencing factors in maternal mortality are the type of pre-natal
care available, and the type of attendance at birth. These factors
depend to a very significant extent on how much a country can
afford to invest in its health services.

Life expectancy

The decline in levels of mortality and the increase in life
expectancy has been the most important reward of economic
and social development. On a global scale 75 per cent of the total
improvement in longevity has been achieved in the twentieth
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century and the early vears of the twenty-first century. In 1900 the
world average for life expectancy is estimated to have been about
30 years but by 1950-55 it had risen to 46 years. By 1980-85 it
had reached a fraction under 60 years. The current global average
is 68 years. Here there is a three-year gap between males and
females (67 and 70 years). The gender gap is wider in MEDCs (74
and 81 years) than in LEDCs (65 and 68 years).

Table 1.4 shows that the lowest average life expectancy by
world region is in Africa (55 years), with the highest average
figure in northern America (78 years). Rates of life expectancy at
birth have converged significantly between MEDCs and LEDCs
during the last fifty years or so, in spite of a widening wealth gap.
These increases in life expectancy have to a certain extent offset
the widening disparity between per capita incomes in MEDCs
and LEDCs. However, it must not be torgotten that the ravages of
AIDS in particular has caused recent decreases in life expectancy
in some countries in sub-Saharan Africa. It is likely that the life
expectancy gap between MEDCs and LEDCs will continue to
narrow in the future {(Figure 1.27).
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=== | e=s developed regions
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0 I | T 1 |
1950-55 1975-80 2000-05 2025-30 2045-50
Year
Figure 1.27 Life expectancy at birth: world and development regions,
1950-2050

Section 1.2 Activities

"1 a What is development?
b Give three examples of how development occurs.

2 Discuss the demographic and other factors that influence
development.

3 Describe the data presented in Table 1.8.

4 With reference to Figure 1.24, analyse the global distribution
of human development.

S Comment on the variations in birth and death rates for
England and Wales over time, shown in Figure 1.25.

6 Describe and explain the variations and changes in child
rmortality shown in Figure 1.26.

| 7 Discuss the changes in life expectancy shown in Figure 1.27.
| y



1.3 Population-resource
relationships

Carrying capacity

Carrying capacity is the largest population that the resources of
a given environment can support. Carrying capacity is not a fixed
concept as advances in technology can significantly increase the
carrying capacity of individual regions and the world as a whole.
For example, Abbé Raynal (Révolution de IAmérigue, 1781) said of
the USA: ‘If ten million men ever manage to support themselves
in these provinces it will be a great deal.” Yet today the population
of the USA is over 300 million and hardly anyone would consider
the country to be overpopulated.

Resources can be classed as either natural or human. The
traditional distinction is between renewable or flow resources
and non-renewable or stock resources. However, the importance
of aesthetic resources is being increasingly recognised. Further
subdivision of the non-renewable category is particularly relevant
to both fuel and non-fuel minerals. Renewable resources can be
viewed as either crirical or non-critical. The former are sustainable
if prudent resource management is employed, while the latter can
be seen as everlasting.

The relationship between population and resources has
concerned those with an understanding of the subject for
thousands of years. However, the assumptions made by earlier
writers were based on very limited evidence, as few statistical
records existed more than two centuries ago.

1.3 Population—resource relationships

The enormous growth of the global economy in recent decades
has had a phenomenal impact on the planet’s resources and
natural environment (Figure 1.28). Many resources are running out
and waste sinks are becoming full. The remaining natural world
can no longer support the existing global economy, much less
one that continues to expand. The main responsibility lies with
the rich countries of the world. The world’s richest 20 per cent
accounted for 76.6 per cent of the world’s private consumption in
2005, while the world's poorest 20 per cent were responsible for
only 15 per cent of global consumption.

Climate change will have an impact on a number of essential
resources for human survival, increasing the competition between
countries for such resources. An article in the British newspaper
The Times (9 March 2009) about this global situation was entitled
“World heading for a War of the Resources’. In the same month
an article appeared in The Guardian newspaper (20 March 2009)
entitled ‘Deadly crop fungus brings famine threat to developing
world. Tt reported that leading crop scientists had issued a
warning that a deadly airborne fungus could devastate wheat
harvests in poor countries and lead to famines and civil unrest
over significant regions of central Asia and Africa. A further article
in The Times (14 May 2009) was entitled ‘Russia warns of war
within decade over hunt for oil and gas’.

The ecological footprint has arguably become the world's
foremost measure of humanity’s demands on the natural
environment. It was conceived in 1990 by M. Wackernagel and
W. Rees at the University of British Columbia. The concept of
ecological footprints has been used to measure natural resource
consumption, how it varies from country to country, and how it
has changed over time. The ecological footprint (Figure 1.29) for a
country has been defined as ‘the sum of all the cropland, grazing
land, forest and fishing grounds required to produce the food, fibre

ir: Lake Viyrmary, Wales —
icient water supply &

Figure 1.28 Water tower in a res
even in temperate countries like the L
becoming of increasing concern
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and timber it consumes, to absotb the wastes emitted when it uses
energy, and to provide space for its infrastructure’ (Living Flanet
Report 2008). Thus the ecological footprint, calculated for each
country and the world as a whole, has six components (Figure 1.29):
builtup land

fishing ground

forest

grazing land

cropland

carbon footprint.

In previous years an additional component reflecting the electricity
generated by nuclear power plants was included in ecological

footprint accounts. This component is no longer used because the
risks and demands of nuclear power are not easily expressed in
terms of biocapacity.

The ecological footprint is measured in global hectares. A global
hectare is a hectare with world-average ability to produce resources
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Figure 1.29 Ecological footprint per person for the highest footprint
countries
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and absorb wastes. In 2005 the global ecological footprint was 175
billion global hectares (gha) or 27 gha per person. This can be
viewed as the demand side of the equation. On the supply side, the
total productive area, or biocapacity of the planet, was 13.6 billion
gha, or 2.1 gha per person. With demand greater than supply, the
Earth is living beyond its environmental means,

Figure 129 shows the ecological footprint of countries with the
highest per capita figures and how the footprint of each country is
made up. The United Arab Emirates, the USA, Kuwait and Denmark
have the highest ecological footprints in the world. All four countries
have figures above 8 global hectares per person. Nations at different
income levels show considerable disparities in the extent of their
ecological footprint. The lowest per capita figures were arttributed
to Bangladesh, Congo, Haiti, Afghanistan and Malawi. All these
countries have an ecological footprint of about 0.5 gha per person.
Footprint and biocapacity figures for individual countries are
calculated annually by Global Footprint Network.

In many of the countries illustrated in Figure 1.29 the carbon
footprint is the dominant element of the six components that
comprise the ecological footprint, but in others like Australia,
Uruguay and Sweden other aspects of the ecclogical footprint are
more important. In Uruguay, the demand on grazing land is by far
the dominant component of the ecological footprint. In Sweden, the
demands on its forests is the country’s major impact on the natural
environment. In general the relative importance of the carbon
footprint declines as the total ecological footprint of countries falls.
In many sub-Saharan African countries the contribution of carbon o
the total ecological footprint is extremely low.

The ecological footprint is strongly influenced by the size of
a country’s population. The other main influences are the level
of demand for goods and services in a country (the standard of
living), and how this demand is met in terms of environmental
impact. International trade is taken into account in the calculation
of a country’s ecological footprint. For each country its imports
are added to its production while its exports are subtracted from
its total.

The expansion of world trade has been an important factor
in the growth of humanity’s total ecological footprint. In 1961,
the first year for which full datasets are available, global trade
accounted for B per cent of the world's ecological footprint. By
2005, this had risen to more than 40 per cent.

The ecological footprint includes only those aspects of resource
consumption and waste production for which the Earth has
regenerative capacity, and where data exist that allow this demand
to be expressed in terms of productive area. For example, toxic
releases do not figure in ecological footprint accounts. Ecological
footprint calculations provide snapshots of past resource demand
and availability. They do not:

# attempt to predict the future

e indicate the intensity with which a biologically productive
area is being used

e evaluate the social and economic dimensions of sustainability.

Assessing human pressure on the planet is a vital starting point.

The ecological footprint can be calculated at the full range of

scales from the individual to the total global population. Knowing



Figure 1.30 Forested landscape, westemn USA — depletion of forest
resources is part of the ecological footprint
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Figure 1.31 Global ecological footprint, 1961-2005

the extent of human pressure on the natural environment helps
us to manage ecological assets more wisely on both an individual
and a collective basis (Figure 1.30). It is an important tool in the
advancement of sustainable development.

Figure 131 how humanity’s ecological footprint
increased from 1961 to 2005. According to the Living Planet Report
2008, the global ecological footprint now exceeds the planet's

shows

regenerative capacity by about 30 per cent. This global excess is
increasing and as a result ecosystems are being run down and
waste is accumulating in the air, land and water. The resulting

1.3 Population—resource relationships

Figure 1.32 Fishing boats off the coast of Tunisia —fish are an important

resgource

deforestation, water shortages, declining biodiversity and climate
change are putting the future development of all countries at risk.

Human demand on the Earth has more than doubled over
the past 45 years due to a combination of population growth
and rising living standards which has involved greater individual
consumption (Figure 1.32). In 1961, most countries in the world
had more than enough biocapacity to meet their own demand.
But by the mid-1980s humankind's ecological footprint had
reached the Earth's biocapacity. Since then humanity has been
in ecological ‘overshoot’ with annual demand on resources
each year exceeding the Earth's regenerative capacity. The WWF
calculates that it now takes the Earth one year and four months
to regenerate what the global population uses in a year. This
is a very significant threat to both the well-being of the human
population and the planet as a whole.

Section 1.3 Activities
' 1 Define the term carrying capacity.

2 a What is the ecological footprint?
b How is it calculated?

2 Describe the variations in the ecological footprint for the
countries illustrated in Figure 1.29,

| 4 Present a brief analysis of Figure 1.31. |

% F

The causes and consequences
of food shortages

About 800 million people in the world suffer from hunger.
The problem is mainly concentrated in Africa but also affects
a number of Asian and Latin American coumntries. In early 2006
the UN’s Food and Agriculture Organisation warned that 27 sub-
Saharan countries could need food assistance. Food shortages can
occur because of both natural and human problems. The natural
problems that can lead to food shortages include:

s soil exhaustion

s drought
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e floods

e tropical cyclones

& pests

o disease.

However, economic and political factors can also contribute to
food shortages. Such factors include;

# low capital investment

# rapidly rising population

o poor distribution/transport difficulties

e conflict situations.

The impact of such problems has been felt most intensely in
LEDCs, where adequate food stocks to cover emergencies affecting
food supply usually do not exist. However, MEDCs have not been
without their problems. In 2007, the USA faced its worst summer
drought since the Dust Bowl years in the 1930s. Other MEDCs
such as Australia have also experienced major drought problems.
Thus MEDCs are not immune from the physical problems that can
cause food shortages. However, they invariably have the human
resources to cope with such problems, so actual food shortages
do not generally occur.

The effects of food shortages are both short-term and longer-
term. Malnutrition can affect a considerable number of people,
particularly children within a relatively short period when food
supplies are significantly reduced. With malnutrition people are
less resistant to disease and more likely to fall ill. Such diseases
include beri-beri (vitamin Bl deficiency), rickets (vitamin D
deficiency) and kwashiorkor (protein deficiency). People who
are continually starved of nutrients never fulfil their physical or
intellectual potential. Malnutrition reduces people's capacity to
work, so the land may not be properly tended and other economic
activities may not be pursued to their full potential. This is
threatening to lock parts of the developing world into an endless
cyde of ill-health, low productivity and underdevelopment.

Sudan

In recent years there have been severe food shortages in Sudan
(Figure 1.33), Africa’s largest country. The long civil war and drought
there have been the main reasons for famine in Sudan, but there are
many other associated factors (Figure 1.34). The civil war, which has
lasted for over 20 vears, is between the government in Khartoum
and rebel forces in the western region of Darfur and in the south.
A Christian Aid decument in 2004 described Sudan as ‘a country
still gripped by a civil war that has been fuelled, prolonged and
part-financed by oil’. One of the big issues between the two sides in
the civil war is the sharing of cil wealth between the government-
controlled north, and the south of the country where much of the
oil is found. The United Nations has estimated that up to 2 million
people have been displaced by the civil war and more than 70 000
people have died from hunger and associated diseases. At times,
the UN World Food Programme has stopped deliveries of vital food
supplies because the situation has been considered too dangerous
for the drivers and aid workers.

108

S EGYPT !
S CHBYR  pimssimesimimdfm el 8
Y 1
s J "’—‘*—l fed
i 1 Sea
| Significant numbers of refugees
“H have fled from Darfur to Chad,
| acountry with few resources | =
CHAD | tosupport them i Ef’
i A & !
o X Khartoum, S
-~ Darfur ) Capital, centre i pe
L 1 for the ruling y
by [_9 Muslim P
' lh government 2
' ;
2% S0 N supan ¢ 'L ETHIOPIA
’ g \ ," \\_._ ! T

1
Southern Sudan il reserves
here. Rebels and government

AFRICAN < reached peace settlement

;"  CENTRAL !

: in Jan 2005
REPUBLIC A Mt L
pi=, . T % e
. (e Pt S P ey
! -t 3 Yoo B - F =
_-~ DEMOCRATIC REPUBLIC ll’: ' s, %
g OF CONGO ' UGANDA® RENY
@ Main cause of famine is conflict o
e Famine here caused by influx of refugees from Darfur
€ Famine in south largely caused by drought
o km 500
= Significant movement of refugees

Source; MGCSE Geography by P Guinness & G. Magle (Hodder Education, 200%)p.117

Figure 1.23 5Sudan

Economic/political factors

® High dependency on farming (70% of labour force; 37 % of GDF)

# Dependency on food imports (13% of consumption 1998-2000)
whilst exporting non-food goods, e.g. cotton

® Limnited access to markets to buy food or infrastructure to distribute it

® Debt and debt repayments limit social and economic spending

# High military spending

Agricultural factors
# Highly variable per capita food production; long-term the trend
is static
® Static (cereals and pulses) or falling (roots and tubers) crop yields
® Low and falling fertiliser use (compounded by falling export receipts)
® | ack of a food surplus for use in crisis

Social factors

* High population growth (3%} linked to use of marginal land
(overgrazing, erosion)

* High female illiteracy rates (65 %)

* Poor infant health

* Increased threat of AIDS

Physical factors

® | ong-term decline of rainfall in southern Sudan

® |ncreased rainfall variability

® |ncreased use of marginal land leading to degradation
® Flooding

Figure 1.34 Summary of causes of famine in Sudan



Figure 1.35 The fertile banks of the River Nile in Sudan with desert beyond
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1.3 Population—resource relationships

The role of technology
and innovation in resource
development

The global use of resources has changed dramatically over

time. Such changes can be illustrated with reference to the UK.

Technological advance has been the key to:

the development of new resources
the replacement of less efficient with more efficient resources.

The combination of the many advances in technology during the
Industrial Revolution brought about a huge increase in resource

use and considerable changes in the demand for different
resources. Such changes included the following:

In

The replacement of water power by steam power which
resulted in the rapid development of the UK's coalfields from
the mid-1700s. Steam power was the fundamental invention
of the Industrial Revolution.

The invention of the Gilchrist-Thomas process in the iron
and steel industry in 1878, This made it possible to smelt iron
from phosphoric iron ores tor the first time, leading to the
development of the Jurassic iron ore fields of Lincolnshire
and the East Midlands. Before 1878 these ores had no
economic use. The mining of the Jurassic iron ores led to the
construction of steelworks in the region and the expansion of
urban settlements.

more recent times:

The intense pressure on food supplies during the Second
World War resulted in the ploughing-up of large areas of
chalk dowmnland for the first time. Advances in agricultural
science made it possible to obtain reasonable crop yields
with the application of the correct fertiliser mix. Prior to this
understanding, the economic use of the chalk downlands was
almost totally for sheep farming.

The development of the nuclear power industry in the UK
and other countries found a new use for uranivm which
significantly increased its price.

The railway system, which was once totally steam-driven,
was electrified.

North Sea oil and gas was exploited — the location of oil and
gas in the deeper parts of the North Sea was established
some time before production from these areas began. What
was required was (a) higher oil prices to justify the costs

of deepwater production and (b) advances in deep-sea oil
production technology (oil had never been produced in such
deep waters before). Experience gained in the North Sea

has been invaluable in drilling for oil in other deepwater
locations around the world.

Renewable energy technology, particularly the construction
of offshore wind farms, is now beginning to utilise flow
resources in a significant way.

Recycling has increased considerably in importance over the
last decade, involving a much wider range of materials and
products.
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As society has changed, attitudes to certain resources and their
use have also changed. For example, the demand for organic
food is much higher today than it was even ten years ago and
this strong upward trend is expected to continue. Some power
companies provide ‘green energy’ options which are attracting
an increasing number of customers. Attitudes to plastic bags and
the packaging of goods in general are changing, too. More and
more people are questioning the environmental credentials of the
companies from which they purchase goods and services.

Food production: the Green
Revolution

Innovation in food production has been essential o feeding a
rising global population. The package of agricultural improve-
ments generally known as the Green Revolution was seen as
the answer to the food problem in many LEDCs. India was one
of the first countries to benefit when a high-yvielding variety seed
programme (HVP} commenced in 1966—67. In terms of production
it was a turning point for Indian agriculture, which had virtually
reached stagnation. The HVP introduced new hybrid varieties
of five cereals: wheat, rice, maize, sorghum and millet. All were
drought-resistant with the exception of rice, were very responsive
to the application of fertilisers, and they had a shorter growing
season than the traditional varieties they replaced. Although the
benefits of the Green Revolution are clear, serious criticisms have
also been made. The two sides of the story can be summarised
as follows:

Advantages

e Yields are twice to four times greater than of traditional
varieties.

# The shorter growing season has allowed the introduction of
an extra crop in some areas.

# Farming incomes have increased, allowing the purchase of
machinery, better seeds, fertilisers and pesticides.

o The diet of rural communities is now more varied.

® Local infrastructure has been upgraded to accommodate a
stronger market approach.

o Employment has been created in industries supplying farms
with inputs.

¢ Higher returns have justified a significant increase in
irrigation.

Disadvantages

e High inputs of fertiliser and pesticide are required to
optimise production. This is costly in both economic and
environmental terms. In some areas rural indebtedness has
risen sharply.

o High-yielding varieties (HYVs) require more weed control and
are often more susceptible to pests and disease.

e Middle- and higher-income farmers have often benefited
much more than the majority on low incomes, thus widening
the income gap in rural communities, Increased rural-to-
urban migration has often been the result.

# Mechanisation has increased rural unemployment.
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s Some HYVs have an inferior taste.

e The problem of salinisation has increased along with the
expansion of the irrigated areas.

e HYVs can be low in minerals and vitamins. Because the new
crops have displaced the local fruits, vegetables and legumes
that traditionally supplied important vitamins and minerals,
the diet of many people in LEDCs is now extremely low in
zinc, iron, vitamin A and other micronutrients.

Perennial crops: the next
agricultural revolution?

The answer to many of the world’s current agricultural problems
may lie in the development of perennial crops. Today’s annual
crops die off once they are harvested and new seeds have to be
planted before the cycle of production can begin again. The soil
is most vulnerable to erosion in the period between harvesting
and the next planting. Perennial crops would protect the soil
from erosion and also offer other advantages. Over the next few
vears, plant biologists hope to breed plants that closely resemble
domestic crops but retain their perennial habit. Classical crossing
methods have been proved to work in the search for perennial
crop plants but the process is slow. Some plant breeders aim to
speed up the process by using genetic engineering. The objective

is to find the genes that are linked to domestication and then
insert these into wild plants.

Section 1.3 Activities
' 1 Describe three ways in which technological development has |
changed resource use in the UK.

2 Discuss one way in which major technological advance
might change resource use in the future.

3 Discuss the advantages and disadvantages of the Green
Revolution.

4 How might perennial crops lead to a new agricultural
. revolution? |

LY F |

The role of constraints in
sustaining populations

There are a significant number of potential constraints in
developing resources to sustain changing populations. Figure 1.36
illustrates the factors affecting the development of a particular
resource body. The factors included in the diagram are those
which operate in normal economic conditions and thus do not
include war or other types of conflict which can greatly increase
the constraints operating on resource development.

War is a major issue for development. It significantly retards
development and the ability of a country to sustain its population.
Major conflict can set back the process of development by
decades. In many conflicts water, food and other resources are
deliberately destroyed to make life as difficult as possible for the
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Figure 1.36 Factors affecting the development of a particular resource
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opposing population. Conversely, where development succeeds,

countries become progressively safer from violent conflict, making

subsequent development easier.

Trade barriers are another significant constraint. Many LEDCs
complain that the trade barriers (tariffs, quotas and regulations)
imposed by many MEDCs are too stringent. This reduces the export
potential of poorer countries and hinders their development.

Climatic and other hazards in the short term, and climate
change in the medium and long term, have a serious impact on
the utilisation of resources. For example:

# Tropical storms are a major hazard and an impediment to
development in a number of LEDCs such as Bangladesh and
the countries of Central America and the Caribbean.

# Regions at significant risk of flooding, due to trapical storms
and other factors, are often deprived of investment in
agriculture and other aspects of development because of the
potential losses involved.

@ Drought has a considerable impact on the ability to
sustain changing populations in many parts of the world.
Desertification is reducing the agricultural potential of many
countries, for example those in the Sahel region in Africa.

# Volcanic eruptions can devastate large areas, covering
farmland with lava, burying settlements and destroyving
infrastructure. A major eruption on the island of Montserrat
in the Caribbean in 1995 has had a huge impact on the
development of the island. The southern third of the island
had to be evacuated and all public services had to be
removed to the north of the island.

» Earthquakes can have a significant impact on resource
development, adding considerably to the costs of

1.3 Population—resource relationships

development because of the costly construction techniques
required to mitigate the consequences of this hazard.
Climate change has the potential to increase the frequency of
extreme events in many parts of the world. In some regions there
will be wide-ranging implications for human health.

Section 1.3 Activities

1 How can technology and innovation affect resource
developrment?

2 Explain the role of constraints in sustaining changing
populations. |

e S

Overpopulation, optimum
population and underpopulation

The idea of optimum population has been mainly understood

in an economic sense (Figure 137). At first, an increasing
population allows for a fuller exploitation of a country’s resource
base, enabling living standards to rise. However, beyond a certain
level rising numbers place increasing pressure on resources, and
living standards begin to decline. The highest average living
standard marks the optimum population, or more accurately
the economic optimum. Before that population is reached, the
country or region can be said to be underpopulated. As the
population rises beyond the optimum, the country or region can
be said to be overpopulated.
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Figure 1.27 The optimum population

There is no historical example of a stationary population having
achieved appreciable economic progress, although this may not
be so in the future. Tt is not coincidental that in the past, periods
of rapid population growth have paralleled eras of technological
advance which have increased the carrying capacity of countries
and regions. Thus we are led from the idea of optimum population
as a static concept to the dynamic concept of optimum rhythm
of growth (Figure 1.38) whereby population growth responds to
substantial technological advances.
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Figure 1.38 Optimurn rhythrm of growth

The most obvious examples of population pressure are to
be found in LEDCs, but the question here is: are these cases of
absolute overpopulation, or the results of underdevelopment that
can be rectified by adopting remedial strategies over time?

The ideas of Thomas Malthus

The Rev. Malthus (1766-1834) produced his Essay e the Principle
of Popeddation in 1798, He said that the crux of the population
problem was ‘the existence of a tendency in mankind to increase,
if unchecked, beyond the possibility of an adequate supply of food
in a limited territory”. Malthus thought that an increased food supply
was achieved mainly by bringing more land into arable production.
He maintained that while the supply of food could, at best, only be
increased by a constant amount in arithmetical progression (1 - 2 -
3 -4 -5 -6), the human population tends to increase in geometrical
progression (1 - 2 - 4 - 8 - 16 - 32), multiplying itself by a constant
amount each time. In time, population would outstrip food supply
until a catastrophe occurred in the form of famine, disease or war,
War would occur as human groups fought over increasingly scarce
resources. These limiting factors maintained a balance between
population and resources in the long term. In a later paper Malthus
placed significant emphasis on ‘moral restraint’ as an important
factor in controlling population.

Clearly Malthus was influenced by events in and before the
eighteenth century and could not have foreseen the great advances
that were to unfold in the following two centuries which have
allowed population to grow at an unprecedented rate alongside
a huge rise in the exploitation and use of resources. There have
been many advances in agriculture since the time of Malthus that
have contributed to huge increases in agriculiural production.
These advances include: the development of artificial fertilisers
and pesticides, new irrigation techniques, high-vielding varieties
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Figure 1.39 The Gobi desert in central Asia — the process of desertification
has been spreading in recent decades

of crops, cross-breeding of cattle, greenhouse farming, and the
reclamation of land from the sea.

However, neatly all of the world’s productive land is already
exploited. Most of the unexploited land is either too steep, too wet,
too dry or too cold for agriculture (Figure 1.39). In Asia, nearly 80
per cent of potentially arable land is now under cultivation.

Figure 140 summarises the opposing views of the neo-
Malthusians and the resource optimists such as Esther Boserup
(1910-99). Nen-Malthusians argue that an expanding population
will lead to unsustainable pressure on food and other resources.
In recent yvears neo-Malthusians have highlighted:

e the steady global decline in the area of farmland per person
e the steep rise in the cost of many food products in recent
years

There are two opposing views of the effects of population growth:
1 Neo-Malthusian

Population increase

lGncrea sed demand for faod)

Less food per person

Increased
mortality

Decreased

2 Resource optimists
(e.g. Boserup)

Population increase

Increased demand
for food

Improvement in
technology

Population growth

Decrease

fertility ) continues unchecked
Expanding population means People are the ultimate
increasing food production resource — through innovation

‘causing environmental and

or.intemi'ﬁcat_ian humans can
financial problems.

respond to increased numbers.

Source: Advanced Geography. Concepts & Cases
by P Guinness & G. Nagle (Hodder Education, 1999), p.35

Figure 1.40 The cpposing views of the neo-Malthusians and the anti-
Malthusians



@ the growing scarcity of fish in many parts of the world

# the already apparent impact of climate change on agriculture
in some world regions

o the switchover of large areas of land from food production to
the production of biofuels, helping to create a food crisis in
order to reduce the energy crisis

# the continuing increase in the world's population

@ the global increase in the level of meat consumption as
incomes rise in newly industrialised countries in particular.

The anti-Malthusians or resource optimists believe that human

ingenuity will continue to conquer resource problems, pointing

to many examples in human history where, through innovation

or intensification, humans have responded to increased numbers.

Resource optimists highlight a number of continuing advances

which include:

o the development of new resources

# the replacement of less efficient with more efficient resources

@ the rapid development of green technology with increasing
research and development in this growing economic sector

& important advances in agricultural research

e stabilising levels of consumption in some MEDCs.

Section 1.3 Activities

1 Explain the following:
a underpopulation, b overpopulation and ¢ optimum
population.

‘ 2 Study Figure 1.38.
a Suggest why the population initially started to
increase,
b What could account for the increases in carrying capacity
at Times A and B?
¢ Why can Figure 1.38 be described as a dynamic model
while Figure 1.37 is a static model?

the neo-Malthusians and the resource optimists.
\_ J

The concept of a population
ceiling and population
adjustments over time

Studies of the growth of animal and fungus populations show

| 2 With the aid of Figure 1.40, explain the opposing views of
{.

that population numbers may either crash after reaching a high
level or reach an equilibrium around the carrying capacity. These
contrasting scenarios are represented by S- and J-growth curves.
Both incorporate the concept of a population ceiling beyond
which a population cannot grow because of the influence of
limiting factors such as lack of food, limited space and disease.
S-curves (Figure 1.41) begin with exponential growth, but
beyond a certain population size the growth rate gradually slows,
eventually resulting in a stable population. Research shows that
population growth reduces more in larger populations. Figure 1.41
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Figure 1.41 S-shaped growthcurve  Figure 1.42 J-shaped growth curve
shows an S-shaped growth curve for a yeast colony in a constant
but limited supply of nutrient:

s Owver the first few days the colony grows slowly as it begins

to multiply (the lag phase),

# This is followed by a phase of rapid growth due to a plentiful
supply of nutrient. This is known as the exponential phase.

® Later the population size stabilises because only a set number
of yeast cells can survive on the limited resources available

(the stationary phase). The population has stabilised at the

carrying capacity of the environment.

The pattern of growth in an S-shaped growth curve is consistent
with density-dependent limiting factors. Here the effects of
limiting factors increase with greater population size.

J-curves (Figure 1.42) illustrate a ‘high growth and collapse’
pattern:

# The population initially grows exponential ly.
8 Then the population suddenly collapses. Such collapses

are known as ‘diebacks’. Often the population exceeds the

carrying capacity (overshoot) before the collapse occurs.
J-shaped growth curves have been observed in populations of
microbes, invertebrates, fish and small mammals.

S- and J-shaped curves are viewed as conceptual situations,
with many animal populations showing a combination of the
characteristics of both curves.

The growth of the human population has been slowing since
the latter part of the 1960s as it is predicted that global population
is reaching or has reached the carrying capacity of the global
environment. Will the future of the human population follow:

# the S-shaped curve
8 the Jshaped curve
& a combination of the two curves?

Section 1.3 Activities

-

| 1 What do you understand by the term population
ceiling?
2 Describe and explain the differences between 5- and
J-shaped population curves.

2 What is the relevance of studying animal populations in
terms of predicting future trends in human population?
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1.4 The management of
natural increase

Population policy encompasses all of the measures explicitly or
implicitly taken by a government aimed at influencing population
size, growth, distribution or composition. Population policies
generally evolve over time and are clearly documented in writing.

Such policies may promote large families (pro-natalist
policies) or immigration to increase population size, or encourage
limitation of births (anti-natalist policies) to decrease it. A
population policy may also aim to modify the distribution of
the population over the country by encouraging migration or by
displacing populations. Population policies that narrow people’s
choices are generally very controversial.

A significant number of governments have officially stated
positions on the level of the national birth rate. However, forming
an opinion on demographic issues is one thing, but establishing
a policy to do something about it is much further along the line,
Thus not all nations stating an opinion on population have gone
as far as establishing a formal policy.

Most countries that have tried to control fertility have sought
to curtail it. For example, in 1952 India became the first LEDC
to introduce a policy designed to reduce fertility and to aid
development, with a government-backed family planning
programme. Rural and urban birth control clinics rapidly
increased in number. Financial and other incentives were offered
in some states for those participating in programmes, especially
for sterilisation. In the mid-1970s the sterilisation campaign
became increasingly coercive, reaching a peak of 8.3 million
operations in 1977, Abortion was legalised in 1972 and in 1978 the
minimum age of marriage was increased to 18 years for females
and 21 years for males. The birth rate fell from 45/1000 in 1951-61
to 41/1000 in 1961-71. By 1987 it was down to 33/1000, falling
further to 29/1000 in 1995, By 2008 it had dropped to 24,1000, Tt
was not long before many other LEDCs followed India’s policy of
government investrnent to reduce fertility. The most severe anti-
natalist policy ever introduced has been in operation in China
since 1979,

Vietnam is planning to return to a two-child policy to limit
population growth. This policy was introduced in the 1960s,
but stopped in 2003, However, with a current population of
86 million and two-thirds of the population aged under 35, the
government is concerned that high population growth will hinder
economic growth and put education and health services under
too much strain. A spokesperson for the government's population
and family planning office said that ‘the demographic boom
is damaging the country’s sustainable development. The UN
Population Fund is puzzled by the reintroduction of the two-child
policy as fertility levels have already fallen below replacement
rates. However, population momentum means that the population
will continue increasing for some time even with the recently
reduced fertility levels.
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What is perhaps surprising is the number of countries that now

see their fertility as too low. Such countries are concerned about:
# the socio-economic implications of population ageing
e the decrease in the supply of labour
# the long-term prospect of population decline.
Russia has seen its population drop considerably since 1991
Alcoholism, ATDS, pollution and poverty are among the factors
reducing life expectancy and discouraging births. In 2008 Russia
began honouring families with four or more children with a Paternal
Glory medal. The government has urged Russians to have more
children, sometimes suggesting it is a matter of public duty.

Section 1.4 Activities

1 Define the term population policy. h

2 What is the difference between a pro-natalist policy and an
anti-natalist policy?

3 Suggest why the governments of some countries want to
reduce their fertility while others want to increase it.

4 Why does the management of natural increase focus on
\ fertility as opposed to mortality?

S

Case Study 0

. Managing natural increase in China

China, with a population in excess of 1.3 billion, has been
operating the world’s most strict family planning programme
since 1979. Known as the one-child policy, it has drastically
reduced population growth, but also brought about a number of
adverse consequences, including:

Figure 1.43 The central business district of Beijing



demographic ageing
an unbalanced sex ratio
a generation of ‘spoiled’ only children

T @& @& @

a social divide as an increasing number of wealthy couples
‘buy their way round’ the legislation.
Chinese demographers say that the one-child policy has been
successful in preventing at least 300 million births, and has played
a significant role in the country’s economic growth.

Although it is the third largest country in the world in terms
of land area, 25 per cent of China is infertile desert or mountain
and only 10 per cent of the total area can be used for arable

Table 1.10 China's administrative regions by population

Administrative Comparable country
Rank | division, China | Population {country rank worldwide)
CHINA 1358 650 000 |India{1.2 billion) or
combined populations of
western Europe, North
America and South America
1 | Guangdong 95 440 000 | Mexico (11)
2 | Henan 04 290 000 | Ethiopia (15) + Guatemala
(66)
3 | Shandong 94170 000 | Vietnam (13) + Sierra Leone
(107)
4 | Sichuan 81380000 |Germany (14}
5 | Jiangsu 76 770000 |Egypt (16)
6 |Hebei 60 890 000  |lran (18)
7  |Hunan 63800000 |Thailand (21)
8 | Anhui 61 350000 |UK(22)
9 | Hubei 57 110000 | ltaly (23}
10 | Zhejiang 51200000 | Myanmar (24)
11 | Guangxi 48 160 000 | South Korea {26)
12 | Yunnan 45 430000 | Spain (28)
13 | liangxi A4 000000 | Colombia {29)
14 | Liaoning 43 150000 |Sudan (31)
15 | Heilongjiang 38250000 | Argentina (33)
16 | Guizhou 37930000 | Kenya(32)
17 | Shaanxi 37620000 |Poland (34)
18 | Fujian 36 040 000 | Algeria (35)
19 | Shanxi 34 110000 | Canada (36)
20 |Chongging 28390000 |Nepal (40)
21 | lilin 27 340000 | Uzbekistan (45)
22 | Gansu 26 280 000 | Saudi Arabia (45)
23 | Inner Mongolia 24140000 | North Korea (47)
Taiwan Province 22 98B0 000 | Texas state, LUSA
(Republic of
China)
24 | Xinjiang 21 310 000 | Mozambigue (51)
25 | Shanghai 18880000 |Cameroon (58)
26 |Beijing 16 950 000 | Netherlands (61)
27 | Tianjin 11760000 |Greece(73)
28 | Hainan 8540000 |Austria (92)
29 | Hong Kong 7 000 000 | Tajikistan (98)
30 | Ningxia 6 180 000 | Paraguay (102)
31 | Qinghai 5540000 |Denmark (108)
32 |Tibet 2870000 | Kuwait (136)
33 | Macau 540000 |Solomon lslands (164)
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farming. Most of the best land is in the east and south, reflected
in the extremely high population densities found in these regions.
Table 1.10 ranks China's administrative regions by population size
and shows a comparable country in terms of total population
for each region. For example, Guangdong, with over 95 million
people, equivalent to the population of Mexico, has the largest
population in China. Anhui has a population similar to that of
the UK, and seven Chinese provinces have populations higher
than the UK.

The balance between population and resources has been a
major cause of concern for much of the latter part of the rwentieth
century, although debate about this issue can be traced as far
back in Chinese history as Confucius (Chinese philosopher and
teacher of ethics, 551-479 Bc). Confucius said that excessive
population growth reduced output per worker, depressed the
level of living and produced strife. He discussed the concept of
optimum numbers, arguing that an ideal proportion between land
and numbers existed and any major deviation from this created
poverty. When imbalance occurred, he believed the government
should move people from overpopulated to underpopulated
areas.

Table 111 shows key demographic changes in China's
population between 1950 and 2005, during which time the total
population increased from 555 million to 1.316 billion. In 1950
the population growth rate was 1.87 per cent. This increased to
2.61 per cent in 1965, declining thereafter. By 2005 the population
growth rate had fallen to 0.65 per cent. Figure 1.44 shows changes
in the birth and death rates for the same period and beyond.
Between 1950 and 2005 the crude birth rate fell from 43.8/1000 to
13.6/1000. China’s birth rate is now at the level of many MEDCs
such as the UK. The impact of the one-child policy is very clear
to see on the table and graph.
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Figure 1.44 Birth and death rates, 1950-2050
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Table 1.11 Demographic changes in China, 1950-2005

Indicators  |1950-55' |1955-60 1196065 |19€5-70

1970-75

1995

1975-80 |1980-85 |1985-90 |1990-95 2000  |2000-05

Population

(thousands) R84 260

609005 | 657492 | 729191

830675

927 808 | 998877 (1070175 |1 155305 |1 219331 |1272 979

Population

growth rate (3%) 18

153 207 2.61 221

1.48 138 1.538 1.08 0.88 0.65

Crude birth
rate (per 1000
popn)

43.8 36.1 38.0 366 28.6

215 204 221 18.3 16.0 13.6

Crude death
rate (per 1000
popn)

2541 20.7 17.1 108 6.3

6.7 b.b 6.7 73 10 6.8

Total fertility
rate (children
per woman)

6.22 5.59 572 6.06 4.86

g2 2.55 2.46 1.92 1.78 1.70

Infant mortality
rate (per 1000
births)

195.0 178.7 120.7 80.8 61.1

520 50.0 471 41.5 34.7

Life expectancy
at birth, both
genders
combined
(years)

40.8 44.6 495 59.6 63.2

65.3 66.6 68.1 89.7 71.5

For people in the West it is often difficult to understand the
all-pervading influence over society that a gowvernment can
have in a centrally planned economy: In the aftermath of the
communist revolution in 1949, population growth was encouraged
for economic, military and strategic reasons. Sterilisation and
abortion were banned and families received a benefit payment
for every child. However, by 1954 China’s population had reached

600 million and the government was now worried about the
pressure on food supplies and other resources. Consequently,
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the country's first birth control programme was introduced
in 1956. This was to prove short-lived, for in 1958 the ‘Great
Leap Forward’ began. The objective was rapid industrialisation
and modernisation. The government was now concerned that
progress might be hindered by labour shortages and so births
were again encouraged. But by 1962 the government had changed
its mind, heavily influenced by a catastrophic famine due in large
part to the relative neglect of agriculture during the pursuit of
industrialisation. An estimated 20 million people died during the

Figure 1.45 Crowds
at the Forbidden

City, Beijing— China's
population was only
about 75 million when
the Forbidden City was
built in the early 15th
century



famine. Thus a new phase of birth contral ensued in 1964, Just as
the new programme was beginning to have some effect, a new
social upheaval — the Cultural Reveolution — got underway. This
period, during which the birth rate peaked at 45/1000, lasted
from 1966 to 1971,

With order restored, a third family planning campaign was
launched in the early 1970s with the slogan ‘Late, sparse, few’.
However, towards the end of the decade the government felt
that its impact might falter and in 1979 the controversial one-
child policy was imposed. The Chinese demographer Liu Zeng
calculated that China’s optimum population was 700 million,
and he locked for this figure to be achieved by 2080. Some
organisations, including the UN Fund for Population Activities,
have praised China’s policy on birth control. Many others see it as
a fundamental violation of civil liberties.

Ethnic minorities were exempt from parts of the policy, which
applied mainly to the Han ethnic majority which makes up more
than 90 per cent of the total population. China's policy is based
on a reward and penalty approach. Rural households that obey
family planning rules get priority for loans, materials, technical
assistance, and social welfare. The slogan in China is, 'shao sheng
kuai fu’ — ‘fewer births, quickly richer. The one-child policy has
been most effective in urban areas where the traditional bias of
couples wanting a son has been significantly eroded. However,
the story is different in rural areas where the strong desire for
a male heir remains the norm. In most provincial rural areas,
government policy has relaxed so that couples can now have two
children without penalties.

The policy has had a considerable impact on the sex ratio
which at birth in China is currently 119 boys to 100 girls. This
compares with the natural rate of 106:100. In some provinces it is
estimated the figure may be as high as 140. A paper published in

Figure 1.46
The metro in Beijing

1.4 The management of natural increase

2008 estimated that China had 32 million more men aged under
20 than women. The imbalance is greatest in rural areas because
women are ‘marrying out’ into cities. This is already causing social
problems which are likely to multiply in the future. Selective
abortion after pre-natal screening is a major cause of the wide
gap between the actual rate and the natural rate. But even if a
female child is born, her lifespan may be sharply curtailed by
infanticide or deliberate neglect. Feminist writers in China see
‘son preference’ as a blatant form of gender discrimination and
gender-based violence. However, this is an issue that affects other
countries as well as China.

The significant gender imbalance means that a very large
number of males will never find a female partner, which could
result in serious social problems as significant numbers of males
are unable to conform to the basic social norms of society which
revolve around marriage and parenthood. Such unmarried men
are known as ‘bare branches’!

In recent vears, reference has been made to the ‘Four-Two-
One’ prablem whereby one adult child is left with having to
provide support for two parents and four grandparents. Care for
the elderly is clearly going to become a major problem for the
Chinese authorities, since the only social security system for most
of the country’s poor is their family.

In July 2009, newspapers in the UK and elsewhere reported
that dozens of babies had been taken from parents who had
breached China’s one-child policy and sold for adoption abroad.
In the cities, the fines for having a second child can be up to
200000 yuan (£20 000). This is meant to reflect the schooling and
healthcare costs of additional children. However, an increasing
number of affluent parents are prepared either to pay these fines

outright or to travel to Hong Kong where no permit for a second
child is needed.
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SECOND CHILD NOT RIGHT POPULATION RECIPE

Shanghai’s announcement on encouraging couples who have
no siblings to have a second child is sending a wrong signal.

By claiming the city is suffering from an increasingly aging
population and a possible shortage of workforce 40 years
from now, these officials seem to talk as if Shanghai were an
independent ‘republic’.

This, of course, has no basis. if you count the 6.4 million
people, mostly young, residing and working in Shanghai
without a local hukou, or permanent residence permit,
Shanghai's greying threat would not look that gloomy. These
people actually make up a third of the city's 19 million.

Since Shanghai has long been a top destination in China
for both young professionals and migrant rural workers, it
would be near-sighted to examine the population prablem
from the viewpoint of the hukou-holding people, while
ignaring those without a hukou.

With 1.3 billion people, China is the world's most populous
country that would be surpassed by India in 2028, according
to a recent study by the South Korea National Statistical
Office.

The achievernent of China moving towards becoming the
second most populous country may be attributed to the last
30 years of family planning work, which translated into 300
to 400 million fewer births,

However, China still gives birth each year to some 8 million
children.

Population pressure has long been an impediment to social
and economic progress, despite the benefit China has reaped
from its population dividend — the rise in the economic
growth rate due to a rising share of working-age people.

Figure 1.47 Extract from China Daify, 28 July 2009

Figure 1.47 shows that there is a certain level of debate

Chen Weihua

On the employment side, China is still fighting a tough
battle to create jobs for an estimated 10 million people
entering the workforce each year. In addition, some 200
million surplus rural laborers are also in need of jobs.

It is true that the increasing graying population will and
should be a matter of great concern. Yet that problem cannot
be solved by ignoring the pressure from an even larger
population — as a result of encouraging couples to have a
second child.

There are other ways of dealing with this problem. Key
among them is to build an effective social security system and
better community service system offering good care to the
elderly both in urban and rural areas.

While having one more child might mean more attention
for the elderly, it is by no means a guarantee.

The real problem we are facing now or in the future is not
a shortage of people, but an excess of people who don’t have
access to proper education and medical resources, especially
in the vast rural areas. We are challenged by a rural labor
force that lacks proper training, and a rural population which
still counts on more children for old age security. And that
vicious cyde will continue if we choose to ignore the issues.

The right approach to the population problem is to divert
more resaurces, such as in education and medical care, to the
countryside.

Having fewer, yet healthy and well-educated children is a
policy that should be encouraged.

It was only 60 years ago that China’s population was
around 450 million. If we had that number of people today,
we would have faced fewer problems.

within China about the one-child policy. The article highlights
Shanghai's concerns about its ageing population. To counteract
this trend the city government wants to encourage couples
who have no siblings to have a second child. However, this
view has drawn considerable criticism, as the colummnist Chen
Weihua explains, Even with the low birth rate of today, there
are still 8 million births in China every year,

Another consequence of the one-child rule has been
the creation of a generation of so-called ‘little emperors’
— indulged and cosseted boy children who are often
overweight, arrogant and lacking in social skills.

Although many Chinese couples would undoubtedly
have more children if allowed by the government, in urban
areas a new class of city workers has arisen with a Western-
style reluctance to have more than one child, because they
want to preserve their rising standard of living.

Section 1.4 Activities

"1 Write a brief bullet-point summary of the main changes in

Chinese fertility policy since 1949,

2 Look at Table 1.11 and Figure 1.44.
a Describe the changes in the birth rate between 1950 and 2005.
b How did the total fertility rate change over the same period?
¢ Comment on the changes in the death rate between 1950 and
2005.
d What impact did these changes have on the population growth
rate?

2 a Describe the changes in the infant mortality rate in China
between 1950 and 2005.

; b How did this help most people to accept the one-child policy?

I,



Paper 1: Core Geography

Human Core

2 Migration

2.1 Migration as a
component of
population change

Movements of populations:
definitions

Migration is more volatile than fertility and mortality, the other
two basic demographic variables. It can react very quickly indeed
to changing economic, political and social circumstances.
However, the desire to migrate may not be achieved if the
constraints imposed on it are too great.

Migration is defined as the movement of people across a
specified boundary, national or international, to establish a new
permanent place of residence (Figure 2.1). The United Nations
defines ‘permanent’ as a change of residence lasting more than

= TOUNG AND T
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Figure 2.1 Chinatown in 5an Francisco — the Chinese community has been long established in this city

one year. Movements with a time scale of less than a year are
termed ‘circulatory movements’,

It is customary to subdivide the field of migration into two areas:
internal migration and international migration. International
migrants cross international boundaries; internal migrants move
within the frontiers of one nation. The terms immigration and
emigration are used with reference to international migration.
The corresponding terms for internal movements are in-
migration and out-migration. Internal migration streams are
usually on a larger scale than their international counterparts.
Net migration is the number of migrants entering a region or
country less the number of migrants who leave the same region or
country. The balance may be either positive or negative.

Migrations are embarked upon from an area of origin and are
completed at an area of destination. Migrants sharing a common
origin and destination form a migration stream. For every
migration stream a counterstream or reverse flow at a lower
volume usually results as some migrants dissatisfied with their
destination return home. Push and pull factors (Figures 2.2 and 2.3)
encourage people to migrate. Push factors are the observations
that are negative about an area in which the individual is presently
living, while pull factors are the perceived better conditions in
the place to which the migrant wishes
to go. Once strong links between a
rural and an urban area are established
the phenomenon of chain migration
frequently results. After one or a small
number of pioneering migrants have
led the way, others from the same rural

community follow. In some communities
the process of relay migration has been
identified, whereby at ditferent stages
in a family’s life cycle different people
take responsibility for migration in order
to improve the financial position of the

tamily. Another

is step migration whereby the rural

recognisable process

migrant initially heads for a familiar small
town and then after a period of time
moves on to a larger urban settlement.
Ovwer many years the migrant may take a
number of steps up the urban hierarchy.
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Destination

Intervening obstacles/
opportunities

+ Positive factors

(O Factors perceived as unimportant to the individual

— Megative factors

Source; [GCSE Geography by P Guinness & G. Nagle (Hodder Education, 2009), p.23

Figure 2.2 Push and pull factors

The most basic distinction drawn by demographers is
between voluntary and forced migration (Figure 2.4). Voluntary
migration is where the individual or household has a free choice
about whether to miove or not. Forced migration occurs when
the individual or household has little or no choice but to move.
This may be due to environmental or human factors. Figure 2.4
shows that there are barriers to migration. In earlier times the
physical dangers of the journey and the costs involved were major
obstacles. However, the low real cost of modern tran sportation and
the high level of safety have reduced these barriers considerably.
In the modern world it is the legal restrictions that countries place
on migration that are the main barriers to international migration.
Most countries now have very strict rules on immigration, and
some countries restrict emigration.

Intolerance

Adverse climatic

conditions \ /

Natural disasters Push

1

Sodial upheaval

Poor employment

Low income

Housing shortages

Amenities lob prospects
Attracti \ /
i Pull High wages
environment / \
High stanclard Improved housing
of living Tolerance

Source: HGCSE Geoegraphy by B Guinness & G. Nagle (Hodder Education, 2009), p 23

Figure 2.3 Push and pull factors
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Section 2.1 Activities

1 Define migration.
2 Distinguish between a immigration and emigration and b
in-migration and out-migration.
3 Explain the terms a origin and destination and b stream and
counterstream.

4 Briefly describe each of the following:
a chain migration
b relay migration
¢ step migration.

S Discuss three push factors and three pull factors shown in
Figure 2.3.
| & Write a brief summary to explain Figure 2.4.

\ J

Causes of migration

Various attempts to classify migration have helped improve

understanding of its causes. In 1958 W. Peterson noted the

following five migratory types: primitive, forced, impelled, free,
and mass.

# The nomadic pastoralism and shifting cultivation practised
by the world’s most traditional societies are examples of
primitive migration. Physical factors such as seasonal rainfall
and the limits of soil fertility govern such migratory practices.

o The abduction and transport of Africans to the Americas
as slaves wras the largest forced migration in history. In the
seventeenth and eighteenth centuries 15 million people were
shipped across the Atlantic Ocean as slaves. The expulsion
of Asians from Uganda in the 1970s, when the country
was under the dictatorship of Idi Amin, and the forcible
movement of people from parts of the former Yugoslavia
under the policy of ‘ethnic cleansing’, are much more recent
examples. Migrations may also be forced by natural disasters
(volcanic eruptions, floods, drought etc) or by environmental
catastrophe such as nuclear contamination in Chernobyl.

o Impelled migrations take place under perceived threat, either
human or physical, but an element of choice lacking in forced
migrations remains. Arguably the largest migration under
duress in modern times occurred after the partition of India
in 1947, when 7 million Muslims fled India for the new state
of Pakistan and 7 million Hindus moved with equal speed
in the opposite direction. Both groups were in fear of their
lives but they were not forced to move by government, and
minority groups remained in each country.

# The distinction between free and mass migration is one
of magnitude only. The movement of Europeans to North
America was the largest mass migration in history.

Within each category Peterson classed a particular migration as

either innovating or conservative. In the former the objective of

the move was to achieve improved living standards while in the
latter the aim was just to maintain present standards.



2.1 Migration as a component of population change

Forced migration
e.q. religious persecution (Pilgrim Fathers
to New England), famine, natural disasters

| y

= mmtry—-ama barriers
of origin

PUSH —»

Prevention of voluntary movement
e.g. lack of money, lack of awareness
of opportunities

Figure 2.4 Voluntary and forced migration

E.S. Lee (1966) produced a series of Principles of Migration, in
an attempt to bring together all aspects of migration theory at that
time., Of particular note was his origin-intervening obstacles —
destination model which emphasised the role of push and pull
factors (Figures 2.2 and 2.3). Here he suggests there are four
classes of factors that influence the decision to migrate:

1 those associated with the place of origin

2 those associated with the place of destination

3 intervening obstacles which lie between the places of origin
and destination

4 a variety of personal factors that moderate 1, 2 and 3.

Each place of origin and destination has numerous positive,

negative and neutral factors for the individual. What may

constitute a negative factor at destination for one individual —

a very hot climate, say — may be a positive factor for another

Figure 2.5 A severz winter in Mongolia forces people to leave the
countryside for the capital city, Ulaanbaatar

Voluntary migration

e.g. higher salaries (British doctors to the
USA), retirement to a warmer climate
{Americans to Florida)

>

Barriers to return

L e.g. racial or political
Reasons to return problems in original arsa

e.g. earmed enough money to return,
causes of initial migration removed

Source: JGCSE Geography by P. Guinness & G. Nagle (Hodder Education, 20009, p.22

person. Lee suggested that there is a difference in the operation
of these factors at origin and destination as the latter will always
be less well known, ‘There is always an element of ignorance or
even mystery about the area of destination, and there must always
be some uncertainty with regard to the reception of a migrant in
a new area’. This is particularly so with international migration.
Another important difference noted by Lee between the factors
associated with area of origin and area of destination related
to stages of the life cycle. Most migrants spend their formative
years in the area of origin enjoying the good health of youth
with often only limited social and economic responsibilities. This
frequently results in an overvaluation of the positive elements in
the environment and an undervaluation of the negative elements.
Conversely, the difficulties associated with assimilation into a
new environment may create in the newly arrived a contrary but
equally erroneous evaluation of the positive and negative factors
at destination. The intervening obstacles between origin and
destination include distance, the means and cost of transport and
legal restraints (mainly in the form of immigration laws).

Akin Mabogunje, in his analysis of rural-urban migration in
Africa, attempted to set the phenomenon in its economic and social
context as part of a system of interrelated elements (Figure 2.6).
The systems approach does not see migration in over-simplified
terms of cause and effect, but as a circular, interdependent and
self-modifying system.

In Mabogunje's framework the African rural-urban migration
system is operating in an environment of change. The system and
the environment act and react upon each other continuously. For
example, expansion in the urban economy will stimulate migration
from rural areas, while deteriorating economic conditions in the
larger urban areas will result in a reduction of migration flows
from rural areas.

If the potential migrant is stimulated to mowve to an urban area
by the positive nature of the environment, he/she then comes
under the influence of the ‘rural control subsystem’. Here the
attitudes of the potential migrant’s family and local community
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Figure 2.6 A systems approach to migration

Geography: Migration

by P Guinness {Hodder
Education, 2002), p.18

Figure 2.7 The trans-Siberian railway — an important routeway for people moving between the
European and Asiatic regions of Russia
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come into strong play, either encouraging or
restraining movement. If movement occurs,
the migrant then comes under the influence of
the ‘urban control subsystem' The latter will
determine, by means of the employment and
housing opportunities it offers, the degree to
which migrants assimilate.

In addition there are adjustment
mechanisms. For example, at the rural point
of origin a positive adjustment resulting from
out-migration might be increased income per
head for the remaining willagers. The most
likely negative adjustment will be the reduced
level of social interaction between the out-
migrants and their families. At the urban
destination the in-migrant may benefit from
the receipt of regular wages for the first time
but as a result may be drawn into the negative
aspects of lower-income urban life such as
gambling, excessive drinking and prostitution.

The flow of information between out-
migrants and their rural origin is an important
component of the system. Favourable reports
from the new urban dwellers will generally
increase the migration flow while negative
perceptions will slow down the rate of
movement (Figure 2.7).

Section 2.1 Activities

. 1 What is meant by primitive migration?

2 What is the difference between
forced migration and impelled
migration?

2 With reference to Figure 2.2:
a Explain the terms origin, destination
and intervening obstacles.
b Suggest how intervening obstacles
between origin and destination
have changed over time.

4 ook at Figure 2.6.

a What do you understand by a
systemns approach to migration?

b Suggest how the ‘rural control
subsystem’ might affect a potential
migration decision.

¢ Qutline three ways in which the
urban subsystemn can have an
impact on rural-urban migration.

d Explain the influence of positive
and negative feedback channels on
new potential migrants.




Recent approaches to migration

Figure 2.8 summarises the main differences to the most recent
approaches to migration, each of which is briefly discussed below.

The Todaro model: the cost—benefit
approach

In the post-1950 period there has been a huge movement of
population from rural to urban areas in LEDCs. For many migrants
it appeared that they had just swapped rural poverty for urban
poverty. The simplistic explanation put forward was that many
rural dwellers had been attracted by the ‘bright lights' of the large
urban areas without any clear understanding of the real deprivation
of urban life for those at or near the bottom of the socio-economic
scale. They had migrated due to false perceptions picked up from
the media and other sources. The American economist Michael
Todaro challenged this view, arguing that migrants’ perceptions
of urban life were realistic, being strongly based on an accurate
flow of information from earlier migrants from their rural
community. Potential migrants carefully weighed up the costs and
benefits of moving to urban areas, including the ‘anticipated
income differential’. They were very aware that in the short term
they might not be better off, but weighing up the odds the
likelihood was that their socio-economic standing would improve
in the long term. Thus people were willing to endure short-term
difficulties in the hope of better prospects eventually, if not for
themselves then for their children. Expected wages were
discounted against the prospects of remaining unemployed for
any length of time.

Figure 2.9 summarises the typical net-income stream of a young
rural—urban migrant. While at school the young rural dweller’s net
income is zero. At A he migrates to a large urban area but is
initially unable to find work because of the intense competition
for employment and the limited nature of his contacts. His net
income is negative as he has no option but to live on savings or
borrowed money. However, in time, as his knowledge of the city
improves and his contact base widens, he finds employment and
his net income becomes positive (A,), rising to a peak and then
decreasing with age as his productivity begins to fall.

Determinants Unit of analysis
of migration Effects
2 Individual  Household/family  Institutions
Economic Positive | Todaro Stark and
others;
Push—pull  ‘new economics’
of migration
Negative Mantism
Structuralism |
Sociological/
anthropological «— Structuration theory ——
«——— Gender analyses ——>

Figure 2.8 Recent approaches to migration studies

2.1 Migration as a component of population change

Stark’s ‘new economics of
migration’

Stark, in what i s often referred toas the ‘new economics of migration’,
has extended the Todaro model by replacing the individual with
the household as the unit of analysis. Stark, along with others,
argued that insufficient attention had been paid to the institutions
that determine migration. For example, in the Todaro model it is
assumed that migrants act individually according to a rationality
of economic self-interest. However, migration, according to Stark,
is seen as a form of economic diversification by families whereby
the costs and rewards are shared. It is a form of risk spreading. She
asserts that ‘even though the entities that engage in migration are
often individual agents, there is more to labour migration than
an individualistic optimising behaviour. Migration by one person
can be due to, fully consistent with, or undertaken by a group of
persons, such as the family’

So often the initial cost of establishing the rural migrant in an
urban area is carried by the family in the expectation of returns
in the form of remittances. The migrant also has expectations
in maintaining the link, for example in the form of inheritance.
A number of studies have described how families invest in the
education of one member of the family, usually the firstborn son,
for migration to the urban formal sector. The expectation is that
the remittances received will be crucial to the up-bringing of the
remaining children and have an important effect on the general
standard of living of the family.

The Stark model also takes account of incomplete and
imperfect information, imperfections in rural capital markets
and transaction costs, and stresses the impostance in migration
decisions of relative deprivation in the local income distribution
rather than absolute deprivation.

Marxist/structuralist theory

Some writers, often in the tradition of Marxist analyses, see labour
migration as inevitable in the transition to capitalism (Figure 2.10).
Migration is the only option for survival after alienation from the
land. Structuralist theory draws attention to the advantages of
migrant labour for capitalist production and emphasises the control

Expected annual net income

Age

Figure 2.9 A typical net income stream
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that capitalism has over migrant labour. For example, employers
in destinations do not bear the cost of their workers’ reproduction
as the latter maintain ties with their rural communities, and
emplovers use migrant labour to reduce the bargaining power
of lacal labour. In the international arena migration is seen as a
global movement in which labour is manipulated in the interest
of MEDCs to the detriment of LEDCs. According to Rubenstein
remittances are ‘a minor component of surplus labour extraction,
a small charge to capital in a grossly unequal process of exchange
between core and peripheral societies’.

Figure 2.10 East Furopean food shop in London - the population of East
Europeansin the UK has increased rapidly since Poland and other East
European countries joined the EU in 2004

Structuration theory

Structuration theory incorporates both individual motives for
migration and the structural factors in which the migrants operate,
It stresses that rules designed to regulate behaviour also provide
opportunity and room for manoeuvre for those they seek to constrain.
This approach also builds in an awareness of cultural factors,

Gender analyses

In recent decades gender has come to occupy a significant place
in migration literature. According to Arjan de Haan, ‘There is now
much more emphasis on the different migration responses hy
men and women, which themselves are context dependent, and
on gender discrimination in returns to migrant labour.

b, =52

While recognising that individuals can react differently to similar
circumstances, it is still important to consider the negative factors

Push and pull factors in Brazil

that act to ‘push’ people from rural areas of origin, and the

positive influences that ‘pull’ them towards towns and cities. In

Brazil the push factors responsible for rural-urban migration can

be summarised as follows:

@ The mechanisation of agriculture has reduced the demand for
farm labour in most parts of the country.
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s Farms and estates have been amalgamated, particularly by
agricultural production companies. In Brazil, as elsewhere in
Latin America, the high incidence of landlessness has led to
a much greater level of rural-urban migration than in most
parts of Africa and Asia.

o Conditions of rural employment are generally poor.
Employers often ignore laws relating to minimum wages and
other emplovee rights.

# There is desertification in the north-east and deforestation in
the north.

» Unemployment and underemployment are significant.

» Social conditions are poor, particularly in terms of housing,
health and education.

The pull factors for internal migrants in Brazil revolve around

individuals wanting to better their own and their children’s lives.

Within the larger urban areas such as Sio Paulo, Rio de Janeiro,

Belo Horizonte and Brasilia migrants hope to find particular

advantages:

» A greater likelihood of paid employment — many people will
be unable to find work in the formal sector, but opportunities
in the informal sector, even if only part-time, may be
available. Developing skills in the informal sector may open
the way to work in the formal sector at a later date, Paid
employment provides the opportunity to save money, even if
the amounts initially are very small.

o Greater proximity to health and education services — this
factor is particularly important for migrants with children.
There is a clear urban/rural divide in standards for both
health and education.

» Most migrants end up in favelas or corticos (deteriorating
tormal inner city housing). However, even favela housing may
be better than that found in some rural areas. Many favelas
show substantial signs of upgrading over time and develop an
important sense of community.

o Greater access to retail services than in rural areas —
competition in the urban retail services sector can result in
lower prices, enabling the individual/household to purchase a
wider range of goods.

e The cultural and social attractions of large cities may be
viewed as important factors in the quality of life.

» Access to internet services is often lacking in rural areas. This
is often an important factor for younger migrants.

D — W]

The role of constraints,
obstacles and barriers

Brief reference has already been made to factors that can
either prevent migration or make it a difficult process. Here a
distinction has to be made between internal and international
migration. In most countries there are no legal restrictions on
internal migration. Thus the main constraints are distance and



cost. In contrast, immigration laws present the major barrier in

international migration.

The cost of migration can be viewed in three parts.

e ‘Closing up’ at the point of origin — this will vary considerably
according to the assets owned by an individual or househald.
In LEDCs the monetary value may be small, although the
personal value may be high. In MEDCs costs such as those
of estate agents and legal fees for selling a house, selling
possessions that cannot be transported at below market
value, and other associated costs, can be substantial.

# The actual cost of movement itself will depend on the mode
of transport used and the time taken on the journey. Costs
may involve both personal transport costs and the freight
costs of transporting possessions.

# The costs of ‘opening up’ at the point of destination — many
MEDCs impose a ‘stamp duty’ on the purchase of a house
above a certain walue, This is in addition to estate agents’ and
legal fees. Other legal costs may also be required to begin life
at the destination. If the migration is linked to employment,
costs may be paid by an employer. In poorer countries
such costs may appear low in monetary value, but may be
substantial for the individuals concerned because of their
very low income.

The consideration of distance uvsuvally involves the dangers
associated with the journey. Such dangers can be subdivided into
physical factors and human factors. Physical factors include risks
such as flood, drought, landslide and crossing water bodies
(Figure 2.11). Human factors centre around any hostility from
other people that may be encountered on the journey, and the
chances of an accident while travelling. For example, in recent
vears people fleeing Zimbabwe for South Africa have encountered
bandits on both sides of the border, waiting at these locations to
rob them. Ethnic tensions along a migration route may also result
in significant danger.

In terms of international migration, government attitudes in the
form of immigration laws usually present the most formidable barrier
to prospective migrants. A number of reasonably distinct periods
can be recognised in terms of government attitudes 1o immigration:

Figure 2.11 lguacu Falls, Brazil — the physical environment is much less of a
barrier to migration than it once was

2.1 Migration as a component of population change

® Prior to 1914 government controls on international migration
were almost non-existent. For example, the USA allowed
the entry of anybody who was not a prostitute, a convict,

a lunatic and, after 1882, Chinese. Thus the obstacles to
migration at the time were cost and any physical dangers that
might be associated with the journey.

o Partly reflecting security concerns, migration was curtailed
between 1914 and 1945. During this period many countries
pursued immigration policies that would now be classed as
overtly racist.

& After 1945 many European countries, facing labour shortages,
encouraged migrants from abroad. In general, legislation was
not repealed but interpreted very liberally. The West Indies
was a major source of labour for the UK during this period.
The former West Germany attracted ‘guest workers' from
many countries but particularly from Turkey.

s In the 1970s slow economic growth and rising unemployment
in MEDCs led to a tightening of policy which, by and
large, has remained in force. However, in some countries
immigration did increase again in the 1980s and early 1990s,
spurring the introduction of new restrictions.

Thus over time the legal barriers to immigration have generally

become more formidable. Most countries favour immigration

applications From people with skills that are in short supply
and from people who intend to set up businesses and create
employment.

Migration data

There are three principal sources of migration data: censuses,
population registers and social surveys. For all three, moves are
recorded as migration when an official boundary used for data
collection is crossed. Moves that do not cross a boundary may go
unrecorded even though they may cover longer distances. This is
one of the major problems encountered by the researcher in the
study of migration.

Poprilation censuses are important sources of information
because they are taken at regular intervals and cover whole
countries. The two sorts of data generally provided are
o birthplaces of the population
® period migration figures (movement over a particular period

of time).

Birthplace data tells us a great deal about the broad picture
of migration but it is not without its deficiencies. For example,
there is no information about the number of residential moves
between place of birth and present residence. In terms of
period migration, recent British censuses have asked for place
of residence a year before as well as place of birth. When
these are compared with the present addresses of people at the
time of the census we can begin to trace migration patterns.
However, again, intervening moves during the one-year period
and between censuses (every ten years in the UK) will go
unrecorded.

Japan and a number of European countries (including Norway,
Sweden and Switzerland) collect ‘continuous data’ on migration
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through popedation registers. Inhabitants are required to register an
address with the police or a civic authority and to notify all changes
of residence. Population registers aim to record every move, rather
than just those caught by the rather arbitrary administrative and
period framework of the census. In the UK and many other countries
only partial registers exist to record movements for some parts
of the population. Examples are electoral rolls, tax registers and
school rolls. Social researchers have argued for the introduction of
population registers in countries like the UK but strong opposition
has focused on possible infringements of individual liberties. Thus
it was only under the exceptional circumstances of the Second
World War and its immediate aftermath that a national register
operated in the UK.

Specific social surveys can do much to supplement the
sources of data discussed above. An example from the UK is the
International Passenger Survey, a sample survey carried out at
seaports and airports. It was established to provide information
on tourism and the effect of travel expenditure on the balance of
payments, but it also provides useful information on international
migration. The annual General Household Survey of 15 000
households also provides useful information, as does the quarterly
Labour Force Survey. Questionnaire-based surveys are perhaps
the only means by which the relationship between attitudes and
behaviour in the migration process can be fully analysed.

Even when all the available sources of information are used to
analyse migration patterns the investigator can be left in no doubt
that a large proportion of population movements go entirely
unrecorded and even in those countries with the most advanced
administrative systems there is only partial recording of migrants
and their characteristics.

Conclusion

Migration has been a major process in shaping the world as it
is today. Its impact has been economic, social, cultural, political
and environmental. Few people now go through life without
changing residence several times. Through the detailed research
of geographers, demographers and others we have a good
understanding of the causes and consequences of the significant
migrations of the past, which should make us better prepared
for those of the future whose impact may be every bit as great.
We can only speculate about the locations and causes of future
migrations. Causal factors may include the following: continuing
socio-economic disparity between rich and poor nations, global
warming and all its implications, nuclear catastrophe, civil wars,
and pandemics due to current and new diseases.

Section 2.1 Activities

| 1 Briefly discuss the cost—benefit approach of the Todaro
model.
2 What are the main elements of Stark’s new economics of
migration?

| 2 Discuss the principal sources of migration data.

|
h |

k"
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2.2 Internal migration
(within a country)

Distance, direction and patterns

Figure 2.12 provides a comprehensive classification of population
movements in LEDCs, covering distance, direction and patterns.
The ‘distance continuum’' ranges from relatively limited local
movements to very long-distance movements, often crossing
international frontiers. The majority of the movements shown in
Figure 2.12 are internal migrations. In terms of settlement size, the
following movements are included:
s rural-rural
s rural-urban
& urban-rural
s urban—urban.
In this section particular consideration will be given to rural-
urban migration in LEDCs and urban-rural movements in
MEDCs (Figure 2.13).

As Parnwell states in relation to Figure 2,12, ‘Distance provides
a useful basis for differentiating between types of movement and
types of mover, because the distance over which a person travels
can also be used as a proxy for other important variables’. As cost is
a significant factor in the distance over which migration takes place,
the relative distance of movements may have a filtering effect upon
the kinds of people who are moving berween different areas. There
is also a broad relationship between social/cultural change and
distance. A change of dialect or differences in the social organisation

Distance Direction
Imtra-national Rural-rural
Local Rural-urban
Intra-district Urban—rural
Inter-district Urban—urban
Intra-provingial Peripheny—core
Inter-provincial Core—periphery
Traditional-

Intra-regional

modern spheres

Inter-regional
Patterns
International o
Step migration
LEDCs—LEDCs ==
Migration stream
LEDCs—MEDCs

Counter-stream

Figure 2.12 Spatial dimensions of population movements in LEDCs



Figure 2.13 Rural depopulation in northern Spain as a result of out-
migration

of groups may make the migrant seem an ohvious ‘outsider. To
avoid such changes the prospective migrant may decide on a shorter
distance movement. Long-distance movement may also involve entry
into areas with different ethnicity, colour or religion, which may all
hinder the process of assimilation.

In terims of direction the most prevalent forms of migration are
from rural to urban environments and from peripheral regions to
economic core regions. Thus the main migration streams are from
culturally traditional areas to areas where rapid change, in all
its manifestations, is taking place. In LEDCs the socio-economic
differences between rural and urban areas are generally of a much
greater magnitude than in MEDCs. This may necessitate some
quite fundamental forms of adaptation by rural-urban migrants
in the poorer nations of the world.

Although of a lesser magnitude, rural-rural migration is
common in LEDCs for a variety of reasons, including employment,
family reunion and marriage. In some instances governments
have encouraged the agricultural development of frontier areas
such as the Amazon basin in Brazil.

Movements between urban areas consist in part of step
migration up the urban hierarchy as migrants improve their
knowledge base and financial position, adding to a range of other
urban—urban migrations for reasons such as employment and
education. Urban—rural migration is dominated by counterstream
movement — that is, urbanites who are returning to their rural
origins. Very few people, apart from the likes of government
officials, teachers and doctors, move to the countryside for the
first time to live or work. Apart from perhaps Brazil and a few
other more affluent developing nations, counterurbanisation
has yet to gain any kind of foothold in LEDCs.

Section 2.2 Activities

' 4 What is internal migration?
2 Provide a brief explanation of Figure 2.12.

| 3 Define a step migration and b counterurbanisation.

2.2 Internal migration (within a country)

The causes of internal migration

The reasons why people change their place of permanent
residence can be viewed at three dimensions of scale: macro-
level, meso-level and micro-level.

The macro-level

This dimension highlights socio-economic differences at the
national scale, focusing particularly on the core-periphery
concept. The development of core regions in many LEDCs had
its origins in the colonial era, which was characterised by the
selective and incomplete opening-up of territories, supporting
development in a restricted range of economic sectors. At this
time migration was encouraged to supply labour tor new colonial
enterprises and infrastructural projects, such as the development
of ports and the construction of transport links between areas
of raw material exploitation and the ports through which export
would take place.

The introduction of capitalism, through colonialism, into
previously non-capitalist societies had a huge influence on
movement patterns. The demand for labour in mines, plantations
and other activities was satisfied to a considerable extent by
restricting native access to land and by coercing people into
migration to work either directly through forced labour systems or
indirectly through taxation. The spread of a cash economy at the
expense of barter into peripheral areas further increased the need
for paid employment which, on the whole, could only be found
in the economic core region (Figure 2.14).

In the postcolonial era most LEDCs have looked to
industrialisation as their path to a better world, resulting in
disproportionate investment in the urban-industrial sector and
the relative neglect of the rural economy. Even where investment
in agriculture has been considerable, either the objective or the

Figure 2.14 The Ger district in Ulaanbaatar, Mongolia, which i expanding
rapidly due to high levels of rural-urban migration
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end result was to replace labour with machinery, adding further

to rural out-migration.

The macro-level perspective provides a general explanation
of migration patterns in LEDCs. However, this approach has two
wealnesses:

o it fails to explain why some people migrate and others stay
put when faced with very similar circumstances in peripheral
areas

o it offers no explanation as to why not all forms of migration
occur in the direction of economic core regions.

The meso-level

The meso-level dimension includes more detailed consideration
of the factors in the origin and destination that influence people’s
migration decisions. E. 5. Lee’s origin-intervening obstacles-
destination model, which was discussed in the previous section,
is a useful starting point in understanding this level of approach,
which looks well beyond economic factors and recognises the
vital role of the perception of the individual in the decision-
making process.

Lee argues that migration occurs in response to the prevailing
set of factors both in the migrant’s place of origin and in one or
a number of potential destinations. However, what is perceived
as positive and what is viewed as negative at origin and
destination may vary considerably between individuals, as may
the intervening obstacles. As Lee states, ‘It is not so much the
actual factors at origin and destination as the perception of these
factors which result in migration’. Lee stressed the point that the
factors in favour of migration would generally have to outweigh
considerably those against, due to the natural reluctance of people
to uproot themselves from established communities.

High population growth is often cited as the major cause of
rural-urban migration. However, in itself population growth is
not the main cause of cut-migration. Its effects have to be seen
in conjunction with the failure of other processes to provide
adequately for the needs of growing rural communities. Even
when governments focus resources on rural development, the
volume of cut-migration may not be reduced. The irony in many
LEDCs is that people are being displaced from the countryside
because in some areas change is too slow to accommodate the
growing size and needs of the population, or because in other
areas change is too quick to enable redundant rural workers
to find alternative employment in their home areas. In such
circumstances out-migration does indeed provide an essential
‘safety valve’,

The evidence in Table 2.1 and in other similar studies is that
the economic motive underpins the majority of rural-urban
movements. During the 1960s most demographers cited the higher
wages and more varied employment opportunities of the cities as
the prime reason for internal migration. It was also widely held
that the level of migration was strongly related to the rate of urban
unemployment. However, while rural/urban income differentials
are easy to quantify, they do not take into account the lower cost
of living in the countryside and the fact that non-cash income
often forms a significant proportion of rural incomes.
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Table 2.1 Reasons for migration from rural areas in Peru and Thailand

PERU

% respondents citing
Reason reason
To earn more money 39
To join kin already working 25
Mo work in the villages 12
Work opportunities presented themselves | 11
Dislike of village life 1
To be near the village and family 11
To support nuclear and/or extended family | 9
Poor 8
To pay for education 7

Source: J. Laite “The migrant response in central Perw’, in ). Gugler (ed.) The
Urbanization of the Third Wond, OUP 1988

NORTH-EAST THAILAND

No. %
respondents |respondents
Principal reason citing reason | citing reason
To earn more money for the household | 138 52.9
To eam more money for self 57 21.8
To earn more money for parents 31 11.9
To further education 12 4.6
To earn money to build a house 10 3.8
To earn money to invest in farming 4 1.5
For fun 3 1.1
To earn money to purchase land/land 2 0.8
title
To earn money to repay a debt 1 0.4
To eam money to pay for hired labour 1 0.4
To see Bangkok 1 0.4
Toeamn money to get married 1 0.4
Total 261 100.0

Source: M. Parmwell, Popuiation Movements and the Third World, Routledge, 1993

In the 1970s, as more and more cities in LEDCs experienced
large-scale in-migration in spite of high unemployment,
demographers began to reappraise the situation. Michael Todaro
was one of the first to recognise that the paradox of urban
deprivation on the one hand and migration in pursuit of higher
wages on the other could be explained by taking a long-term
view of why people move to urban areas. As the more detailed
consideration of the Todaro model in the previous section
explains, people are prepared to ensure urban hardship in the
short term in the likelihood that their long-term prospects will
be much better in the city than in the countryside. Apart from
employment prospects the other perceived advantages of the
cities are a higher standard of accommaodation, a better education
for migrants’ children, improved medical facilities, the conditions
of infrastructure often lacking in rural areas, and a wider range of
consumer services. The most fortunate migrants find jobs in the
formal sector. A regular wage then gives some access to the other
advantages of urban life. However, as the demand for jobs greatly
outstrips supply, many can do no better than the uncertainty of
the informal sector.



Of all the factors that migrants take inio account before
arriving at a decision, the economic perspective invariably
dominates the decision to leave the countryside. However, all
the evidence shows that other factors, particularly the social
environment, have a very strong influence on the direction that
the movement takes. This largely explains why capital cities,
with their wide range of social opportunities, attract so many
rural migrants,

The micro-level

The main criticisms of the macro- and meso-level explanations of

migration are that:

# they view migration as a passive response to a variety of
stimuli

» they tend to view rural source areas as an undifferentiated
entity.

The specific

communities in terms of urban contact are of crucial importance

circumstances of individual families and
in the decision to move, particularly when long distances are
involved. The alienation experienced by the unknown new
migrant to an urban area should not be underestimated and is
something that will be avoided if at all possible. The evidence
comes from a significant number of sample surveys and of
course from the high incidence of ‘area of origin® communities
found in cities, For example:

# A sample survey of rural migrants in Mumbai found that more
than 75 per cent already had one or more relatives living in
the city, from whom 90 per cent had received some form of
assistance upon arrival.

& A survey of migration from the Peruvian Highlands to Lima
found that 90 per cent of migrants could rely on shori-term
accommaodation on arrival in the city, and that for about half
their contacts had managed to arrange a job for them.

The importance of established links between urban and rural
areas frequently results in the phenomenon of ‘chain migration’.
After one or a small number of pioneering migrants have led
the way, subsequent waves of migration from the same rural
community follow. The more established a migrant community
becomes in the city, the easier it appears to be for others in the
rural community to take the decision to move and for them to
assimilare into urban society.

Apart from contact with, and knowledge of urban locations,
differentiation between rural households takes the following
forms:
® level of income
size of land holding
size of household
stage in the life cycle
level of education

cohesiveness of the family unit.

All of these factors have an influence on the decision to migrate
(Figure 2.15). Family ties and commitments may determine whether
or not someone is able to migrate, and may also influence who
from a family unit is most likely to take on the responsibility of
seeking employment in the citv. Here the stage in the life cycle is

2.2 Internal migration (within a country)

crucial and it is not surprising that the great majority of migrants
in LEDCs are aged between 15 and 25 years. In some communities
the phenomenon of ‘relay migration’ has been identified whereby
at different stages in a family's life cycle, different people take
responsibility for migration.

It is only by examining all three dimensions — macro, meso
and micro — that the complexity of the migration process can
be fully understood. As elsewhere in geographical analysis there
is a tendency to over-simplify. This is often useful in the early
stages of enguiry but unless we are careful the understandable
generalisation may mask essential detail.

Figure 2.15 Migrants from North East Brazil farming asmallholding in the
Amazon basin

Section 2.2 Activities

1 Why is it important to consider different dimensions of scale
when examining internal migration?

2 Produce a brief summary of the information in Table 2.1.
-~

The impacts of internal
migration

Socio-economic impact

Figure 2.16 provides a useful framework for understanding the
costs and returns from migration. It highlights the main factors
that determine how rural areas are affected by migration — namely
the two-way transfers of labour, money, skills and attitudes.
However, while all of the linkages seem fairly obvious, none is
easy to quantify. Therefore, apart from very clear-cut cases, it is
often difficult to decide which is greater — the costs or benefits
of migration.

129



E Migration

| —b‘ Migration for education

4‘ Return of educated migrants |-<7

|

—:-‘ ‘Support costs l—
1_1 Remittances ’4—‘
Lo . —
| > Village ‘ City )
— e

%

h
|—>[ Labour: mostly unskilled
—{ lob skills and experience

Young, impressionable
dynamic villagers?

Changed attitudes, outlock,
ideas and aspirations?

i

Figure 2.16 The costs and returns from migration

Remittances from internal migration are even more difficult
to estimate than those arising from international migration. Thus
it is not surprising that research has produced a fairly wide range
of conclusions, of which the following are but a sample:

o Williamson (1988) put urban—rural remittances at 10-13 per
cent of urban incomes in Africa.

e Reardon (1997) noted that in rural areas in Africa not close to
major cities, migrant earnings accounted for only 20 per cent

of total non-farm earnings, whereas it reached as high as 75

per cent of total non-farm earnings in areas close to major

cities.
o Adepoju and Mbugua (1997) note that migrants often remit up
to 60 per cent of their income.
However, it is important to note that the flow of money and
suppott in general is not always one-way. Some studies have
highlighted village-to-town remittances to support education or
the search for employment.

Helweg (1983) studied the changing use of remittances over
time, noting three stages: initially they are spent on family
maintenance and improving land productivity, in the following

stage spending tends to be on

conspicuous’ consumption; in
the third and final stage remittances are also invested to start
commercial, non-agricultural activities.

The relationship between migration and development is
complex and still the subject of much debate. The four questions
that have been the subject of much research are:

How does development in areas of destination affect migration?
How does development in the area of origin affect migration?
How does migration affect development in areas of destination?

[ R

How does migration affect development in areas of origin?
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The first question is the least problematic. The importance of pull
factors in explaining both national and international movements
is widely accepted. Clearly migrants do move in reaction to newly
developed opportunities. However, a number of recent studies
have shown that people in the poorest areas of LEDCs do not
exhibit the highest levels of out-migration. In such regions levels
of literacy and skill may be so low that access to even very menial
urban jobs can be difficult.

It is in many ways ironic that development in rural areas of
origin often acts as a stimulus to out-migration. In China the
development of rural enterprises appears to increase rates of out-
migration. In the Punjab, the Green Revolution witnessed both
high rates of out-migration by the resident population and in-
migration from a number of poorer Indian states. Development
often acts as an important stimulus, widening the horizons of a
significant number among the rural population.

There is some evidence that internal migration in LEDCs is
beneficial for receiving regions. The fact that rural migrants are
often the most dynamic young adults from their communities
should be of benefit to the receiving urban areas, providing
enough opportunities are available for most to gain reasonable
employment. However, newcomers can place a massive burden
on over-siretched urban amenities and services, particularly if
large numbers are unemployed.

The impact of out-migration on areas of origin is not at all clear.
The traditional view has been that by reducing unemployment
and underemployment, and providing inputs such as remittances
and newly acquired skills, migration promotes development in
rural areas of origin, narrows regional disparities and eventually
makes migration unnecessary. However, recent research on this
issue has in some respects been contradictory and the possibility
of such maobility having an adverse effect on the economy of
labour-exporting areas cannot be ruled out. Lipton, with
reference to the Indian Village Studies Programme, emphasised
the inequality-increasing effects of rural-urban migration in areas
of origin. High emigration from a village was strongly related
to the unequal distribution of resources, usually land. Migration
frequently involved both the richest and poorest households in
the village. Richer potential migrants were ‘pulled’ towards fairly
firm job prospects in the formal sector whereas the poor were
‘pushed’ by rural poverty and labour-replacing methods. The
much higher remittances from rich migrants compared with those
from poorer migrants from the same community acted to increase
inequalities in villages and between villages in the same region.

An important issue is the impact of cut-migration on local
agriculture. In some cases out-migration undoubtedly causes
a shortage of labour, although in other instances it clearly
alleviates unemployment and underemployment. In some areas
large numbers of women now perform agricultural tasks that
were once the preserve of men. This ‘new’ work is frequently
in addition to an existing heavy household workload. Although
remittances help, they are often too low to hire-in labour. There
is also a tendency for land to become concentrated in the hands
of migrant families, who gradually turn into non-farmers resulting
in a fall in agricultural production.



Whether the impact of out-migration on agriculture is positive
or negative depends on the complex interaction of a range of
social and economic factors which may be subject to change over
time.
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Figure 2.17 Lovelock, Nevada — on the historic Humboldt Trail

Political impact

Internal migration at a significant scale can have considerable

political repercussions. For example:

o Where migration results in depopulation, the reduced
number of people in a region can reduce the ‘political
voice’ of the community. A lower population can also result
in decreased funding from central government. Such a
downward spiral may result in a region becoming more and
more peripheral to its country as a whole.

e In contrast, where population is growing rapidly, partly at
least as a result of in-migration, the political voice of such
regions will become more important. In some LEDCs in
particular, capital cities have grown rapidly, attaining an
increasingly dominant political and economic role. Such
economic and political primacy may be of considerable
benefit to the residents of the capital city, but to the detriment
of the rest of that country.

@ Internal migration can significantly change the ethnic
compaosition of a region or urban area, which may result in
tension. In the Niger Delta many local people feel that most
jobs go to members of the country’s majority ethnic groups —
the Igbo, Yoruba, Hausa and Fulani, who traditionally come
from elsewhere in Nigeria. The local ethnic groups, whose
numbers are small in national terms, feel that they have been
largely overlooked by the government. This has resulted in
a high level of resentment and is certainly one cause of the
development of armed groups which have become a major
threat to the large oil industry in the region.

2.2 Internal migration (within a country)

st , T

Tibet's changing ethnic balance VU

In some countries governments have been accused of deliberately
using internal migration to change the ethnic balance of a region.
Tibet is an example where the in-migration of large numbers
of Han Chinese has had a huge impact. Prior to the Chinese
occupation of Tibet in 1950, very few Chinese lived in what is
now the Tibetan Autonomous Region (TAR). This has changed
completely, with Chinese migrants now in the majority in some
parts of Tibet. In the capital Lhasa there are 200 000 Chinese
and 100 000 Tibetans, If the present influx continues, Tibetans
could become the minority population within a few decades.
Most Tibetans see this as an immense threat to the survival of
their culture and identity, The Dalai Lama, Tibet’s exiled spiritual
leader, has stated that this policy of ‘demographic aggression’ has
led to ‘cultural genocide’.

Most in-migrants to Tibet are Han Chinese, by far the largest
ethnic group in China. They fall into two general groups:

# government officials and technical experts who can be
thought of as inveluntary migrants

& economic migrants — miners, construction workers, retail and
other service workers.

Incentives provided by the government for Han Chinese to go to

Tibet include tax incentives, allowances, higher wages and better

housing.

In 2006, the world's highest railway, the Qinghai-Tibet line,
was opened. Tt runs from Golmud to Lhasa (Figure 2.18). China
says the 1140 km line will bring economic opportunities to
Tibet. However, many Tibetans fear it will encourage even more
in-migration.
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Figure 2.18 The Qinghai-Tibet railway
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Environmental impact

Large-scale rural-urban migration has led to the massive expansion

of many urban areas in LEDCs (Figure 2.19) which has swallowed

up farmland, forests, floodplains and other areas of ecological

importance. In turn, the increased impact of these enlarged urban

areas is affecting environments even further afield, in a variety of

different ways. These include:

o deforestation due to the increasing demand for firewood

# increasing demands on regional warer supplies and other
resources

# the expansion of landfill sites

# air and water pollution from factories, households, power
stations, transportation and other sources.

Internally displaced people and refugees can have a considerable

impact on the environment. They often concentrate in marginal and

vulnerable environments where the potential for environmental

degradation is high. Apart from immediate problems concerning

sanitation and the disposal of waste, long-term environmental

damage may result from deforestation associated with the need

for firewood and building materials. Increased pressure on the

land can result in serious soil degradation.

A study of high in-migration into the coastal areas of Palawan
in the Philippines found that the historical social processes which
helped maintain reasonable patterns of environmental use had
been overwhelmed by the rapid influx of migrants. The newcomers
brought in new resource extraction techniques which were
more efficient, but also more destructive than those previously

Figure 2.19 Cairo has
expanded rapidly due to
both high in-migration
and high natural increase
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emploved by the established community. The study concluded
that high in-migration had caused severe environmental damage
to the coastal environment.

Impact on population
structures

The age-selective (and often gender-selective) nature of migration
can have a very significant impact on both areas of origin and
destination. This is no more so than in rural areas of heavy out-
migration and urban areas where heavy in-migration is evident.

Population pyramids for rural areas in LEDCs frequently show
the loss of young adults (and their children) and may also show
a distinct difference between the number of males and females
in the young adult age group, due to a higher number of males
than females leaving rural areas for urban destinations. However,
in some rural areas female out-migration may be at a higher level
than male ocut-migration, as Figure 2.20 illustrates. In contrast,
urban population pyramids show the reverse impact, with age-
selective in-migration.

In Figure 2.20, women aged 20 to 35 years in Grant County
comprise just 4.3 per cent of the population. This is a mainly
rural area. The county’s ageing population lowers the birth rate
and increases the death rate. Here out-migration has caused
depopulation — an actual fall in the population. In contrast in
Orange County, Florida, 12 per cent of the population are women

aged 20 to 35 years. Orange County is a predominantly urban area.
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Figure 2.20 Population pyramids for Grant County, North Dakota and
Orange Courty, Florida

Section 2.2 Activities

1 With reference to Figure 2.16:
a Give two reasons for rural-urban migration.
b To what extent and why is rural-urban migration
selective?
¢ Discuss the support costs’ flowing from village to city.
d What are remittances? Suggest how remittances are used
in rural areas.

2 In what ways can internal migration have a political impact?

2 Describe how internal migration can have an impact on the
environment.

4 Explain how rural-urban migration can have an impact on

population structures.
L "

2.2 Internal migration (within a country)

Stepped migration and
urban—urban movements

A number of analyses of internal migration, for example in Nigeria,
have recognised a stepped structure to such movements, with
migrants from rural areas often moving to a local town before
later making a move further up the urban hierarchy. Figure 2.21
shows three ways stepped migration might occur in an LEDC,

During the initial move from a rural environment to a relatively
small urban area, migrants may develop skills and increase their
knowledge of and confidence in urban environments. They may
become aware of better employment opportunities in larger urban
areas and develop the personal contacts that can be so important
in the migration process. For those working in the formal sector,
a move up the urban hierarchy may be linked to a promotion
within the company in which they work, or a transfer linked to
public sector employment.

>
> -
O e O > [] s t
Village Market Regional National
town city conurbation

Figure 2.21 Stepped migration

Another important form of wrban—urban migration is from
towns and cities in economic periphery areas to urban areas in the
economic core, An example is Brazil, with significant movement
in the past 50 years from urban areas in the relatively poor North
East such as Fortaleza, Natal, Recife and Salvador to the more
prosperous cities of the South East, such as Sio Paulo, Rio de
Janeiro and Belo Horizonte, Greater employment oppertunities
and higher average wages have been the main reason for such
movements, but many of the other push and pull factors discussed
eatlier have also been significant.

Causes and impacts of
intra-urban movements

Demographic analysis shows that movements of population within
cities are closely related to stages in the family life cycle, with
the available housing stock being a major determinant of where
people live ar different stages in their life. Studies in Toronto show a
broad concentric zone pattern {(Figure 2.22), Young adults frequently
choose housing close to the CBD, while older families oocupy the
next ring out. Middle-aged families are more likely to reside at a
greater distance from the central area; and farther out sill, in the
newest suburban areas, young families dominate. This simplified
maodel applies particularly well to a rapidly growing metropaolis like
Toronto where an invasion and succession process evolves over time.,
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Figure 2.22 Toronto — changing social structure in a growing dty
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Figure 2.23 Middle- and low-income maodels of the family life cyde in
the UK

Toronto's inner city has a much higher percentage of rented
and small unit accommodation than the outer regions which,
along with the stimulus of employment and the social attractions
of the central area, has attracted voung adults to the area. Most
housing units built in the inner area in recent decades have been
in the form of apartments.

Studies in the UK have highlighted the spatial contrasts in life
cycle between middle- and low-income groups (Figure 2.23). With
life cycle and income being the major determinants of where
people live, residential patterns are also influenced by a range
of organisations, foremost of which are local authorities, housing
associations, building societies and landowners, On top of this is
the range of choice available to the household. For those on low
income this is frequently very restricted indeed. As income rises
the range of choice in terms of housing type and location increases.

Counterurbanisation

According to G.J. Lewis ‘counterurbanisation involves a series of
fundamental changes in the redistribution of population including
a population shift out of core industrial regions and into the
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peripheral regions as well as movements
down the urban hierarchy’ Changes in
telecommunications  in  particular
helped to diversify many non-metropolitan

have

economies so that they are now viable
locations for emplovers and residents in
search of less congestion, lower costs and a
better quality of life.

The general consensus is that counter-
urbanisation first became clearly evident
in the USA in the 19705 and that since then
most countries of western Europe as well as
Australia, New Zealand, Canada and Japan
have followed suit. However, this is not to
say that evidence of counterurbanisation
could not be found o some degree before
1970 in wvarious parts of the developed
world. It the starting point of
counterurbanisation was the transformation

SeCimns

of the most accessible rural settlements
within the metropolitan hinterland into
commuter communities, As a ‘rural’ lifestyle
became more popular amongst urbanites, its
spatial impact gradually diffused into more
remote regions.

In all the countries affected, the movement
of urbanites into rural areas has reduced
differences in culture, lifestyle and population
composition. There has been much debate
about the causes of counterurbanisation. The
most plausible explanations are as follows:

# The ‘period’ explanation emphasises the role of the peculiar

economic and demographic circumstances of the 1970s.

The energy crisis, periods of recession, the sharp growth in

retirees and the impact of the post-war baby boom combined
to weaken metropolitan growth. In metropolitan areas push

factors had never been stronger, while — perhaps for the first
time — rural location was a viable alternative for many. This

perspective viewed counterurbanisation as a very temporary
phenomenon which would subside once economic and

demographic conditions returned to ‘normal’.
The ‘regional restructuring’ explanation emphasises the role of

the new organisation of production, the changing spatial division
of labour and the increasing importance of service industries.

All these factors stimulated a greater spread of activities and

population towards smaller places and the rural periphery.

The ‘de-concentration’ explanation highlights the lowering
of institutional and technological barriers to rural location.

Long-standing preferences for lower-density environments are
now much less constrained than in the past and an increasing
number of businesses and households have felt free to leave the
metropolitan areas, confident that their prospects were more

likely to improve rather than diminish. The key factor here is
the convergence, across size and place, in the availability of

amenities that were previously accessible only in larger places.



While all three explanations have their merits, it would appear
from the literature on the subject that the third argument is
viewed as the most important,

Section 2.2 Activities

1 Describe and explain Figure 2.21.

2 a What is the family life cycle?
b Describe and explain the two family life cycles shown in
Figure 2.23.

2 a What is counterurbanisation?
b What are the reasons for this process occurring?

\, /

2.3 International
migration

Voluntary migration

International migration is a major global issue. In the past it
has had a huge impact on both donor and receiving nations. In
terms of the receiving countries the consequences have generally
been beneficial. But today few countries favour a large influx of
outsiders, for a variety of reasons.

In terms of voluntary migration it is useful to differentiate
between independeni and dependent movements. In independent
movemenis the decision to move to a new location is made by
the individual whereas in dependent movements the decision is
taken collectively by the household. In the latter case the individual
concerned may or may not have a significant say in the final decision,
often depending on the age and gender of the prospective migrant.

Currently, one in every 35 people around the world is living
outside the country of their birth. This amounts t© about 175
million people, higher than ever before. Recent migration data
shows that:
® With the growth in the importance of labour-related

migration and international student mobility, migration has

become increasingly temporary and circular in nature. For
example in 2006,07 there were 583 000 foreign students in
the USA. The international mobility of highly skilled workers
increased substantially in the 1990s and 2000s.

# The spatial impact of migration has spread, with an increasing
number of countries affected either as points of origin

or destination. While many traditional migration streams

remained strong, significant new streams have developed.
# The proportion of female migrants has steadily increased

(now over 47 per cent of all migrants). For some countries

of origin, for example The Philippines, Sri Lanka, Thailand

and Indonesia, women now make up the majority of contract

worlers.

2.3 International migration

® The great majority of international migrants from MEDCs go
to other affluent nations. Migration from LEDCs is more or
less equally split between MEDCs and LEDCs (Figure 2.24).
However, there is an important qualification here in that the
movement between LEDCs is usually from weaker to stronger
economies.

® MEDCs have reinforced controls, in part in response to security
issues, but also to combat illegal immigration and networks
that deal in trafficking and exploitation of human beings.

Migrants from MEDCs
Millions

To LEDCs
To MEDCs

0 10 20 30 40 50 80 70

Migrants from LEDCs
Millions

To LEDCs
To MEDCs |

Figure 2.24 Origin and destination of international migrants, 2005

Globalisation in all its aspects has led to an increased awareness
of opportunities in other countries. With advances in transportation
and communication and a reduction in the real cost of both, the
world’s population has never had a higher level of potential
mobility (Figure 2.25). Also, in varicus ways, economic and social
development has made people more mobile and created the
conditions for emigration.

Eachreceiving countryhasits ownsources, the results of historical,
economic and geographical relationships. Earlier generations of
migrants form networks that help new ones to overcome legal and
other obstacles. Today's tighter rules tend to confine immigration to
family members of earlier ‘primary’ migrants.

Figure 2.25 The development of air transport (Air China) has been a
significant factor in high levels of international migration in recent decades
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Section 2.3 Activities

1 In terms of voluntary migration distinguish between
independent and dependent movements.

2 Describe and comment on the information illustrated in
Figure 2.24.

Forced migration

In the historical writings on migration in LEDCs, there is an
emphasis on the forced recruitment of labour. The abduction and
transport of Africans to the Americas as slaves was the largest
forced migration in history. In the seventeenth and eighteenth
centuries 15 million people were shipped across the Atlantic
Ocean as slaves.

Even in recent times the scale of involuntary movement in
LEDCs is considerably higher than most people think. However,
giving due consideration to such movements should not blind us
to the increasing scale of free labour migration that has occurred

Spiralling global conflicts and worldwide O Asylum seeker

instahility have forced millions of people to leave
their homes and seek refuge either abroad or in
their own countries. The latest figures do not
include the wars in Sri Lanka and Pakistan's Swat

valley, which have displaced thousands more O Refugee

Recognised under the UN 1951 Convention
on Refugees as having a well-founded fear of
persecution, has been forced to flee their own
country and is unable to return

Countries with high IDPs

People dizplaced around the world 42 million

EURCPE

THE AMERICAS *,Q‘b’"bh

e

Figure 2.26 Giobal human displacement, June 2009
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Has left their own country and seeks
protection in another. In the UK — a person
who has made an official claim for asylum and
is waiting for a decision on their claim

Chad
166 TR
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in recent decades. Here the focal points have been the most
dynamic economies of the LEDCs which have sucked in labour
from more laggard neighbouring countries.

In the latter part of the twentieth century and the beginning
of the twenty-first century, some of the world's most violent
and protracted conflicts have been in the LEDCs, particularly in
Africa and Asia. These troubles have led to numerous population
movements of a significant scale. Not all have crossed international
frontiers to merit the term ‘refugee’ movements. Instead many
have involved internal displacement. This is a major global
problem which is showing little sign of abatement.

A number of trends appear to have contributed to the growing
scale and speed of forced displacement:

s the emergence of new forms of warfare involving the
destruction of whole social, economic and political systems

s the spread of light weapons and land mines, available at
prices that enable whole populations to be armed

® the use of mass evictions and expulsions as a weapon of

war and as a means of establishing culturally and ethnically

homogeneous societies — the term ‘ethnic cleansing’ is

commeonly used to describe this process.

O Internally displaced person (IDP)
Forced to flee their home because their
life was in danger but, unlike a refugee,
did not cross international borders

O Stateless person
Someone who, under national laws,
does not enjoy citizenship or nationality
—the legal bond between a state and
an individual — with any country

3596 065

BUrma
&7 250
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2.3 International migration

KENYA-SOMALIA: DADAAB GRAPPLING WITH DRAMATIC

REFUGEE SITUATION

NAIROB! — The UN Refugee Agency (UNHCR) is to support
livelihood and environmental protection programmes for local
Kenyan communities in Dadaab, says a senior UN official.

The Dagahaley, Hagadera and Ifo camps in Dadaab
comprise the largest refugee site in the world. As of 5 July,
the site hosted an estimated 284 306 refugees, mainly from
Somalia. This number was triple the designated capacity.

"We have witnessed in the recent months arrivals [in]
the region [of] 5000 per month, creating a situation that
is extremely dramatic,” the UN High Commissianer for
Refugees, Anténio Guterres, said.

Relations between refugees and the surrounding host
population often sour with increasing insecurity and
environmental degradation being blarmed on the refugee
influx, aid workers say.

Dadaab, some 90 km from the Kenya—Somalia border,
has seen a large number of asylum-seekers fleeing years of
conflict in Somalia.

Guterres said there was a need to adequately screen people
coming into Dadaab to improve safety for the refugees and locals,
and to address Kenya's security concerns.

Figure 2.27 Somalian refugees in Kenya

In a number of locations around the world, whole ‘neighbourhoods
of states have become affected by interlocking and mutually
reinforcing patterns of armed conflict and forced displacement,
for example in the Caucasus and Central Africa. The United
Nations High Commission for Refugees (UNHCR) is responsible
for guaranteeing the security of refugees in the countries where
they seek asylum and aiding the governments of these nations in
this task. The UNHCR has noted a growing number of situations
in which people are repeatedly uprooted, expelled or relocated
within and across state borders, forcing them to live a desperately
insecure and nomadic existence. The UNHCR has cbserved that
‘the forced displacement of minorities, including depopulation
and repopulation tactics in support of territorial claims and
self-determination, has become an abominable characteristic of
the contemporary world'. Figure 2.26 shows that a total of 42
million people were classed as displaced in 2009, with the largest
numbers being in Africa and the Asia/Pacific region.

Three refugee camps in Dadaab, Kenya comprise the largest
refugee site in the world, with an estimated 284 000 refugees
(Figure 2.27). The impact on the region has been immense. The
countries most affected by the refugee problem are the poorest
in the world. Refugee populations are dominated by women
and children. Adult males tend to be heavily under-represented
because they are engaged in other activities,

Many LEDCs are prone to natural disasters, Because poor
nations do not possess the funds to minimise the consequences
of natural disaster, forced migration is often the result. Some
areas have been devastated time and time again, often eliciting
only a minimal response from the outside world. Ecological

7 August 2009

"UNHCR is preparing a comprehensive strategy for
decongestion, rehabilitation and security in Dadaab,” he
said, adding that immediate priorities were in health, water
and sanitation.

A measles outbreak was reported in Hagadera camp in
July. Earlier, a cholera outbreak had been reported.

In a briefing note, UNHCR said the inability to provide
adequate shelter for refugees had exposed them to
exploitation by their hosts. For example, cases of sexual- and
gender-based viclence reported this year had increased by
30 per cent.

To decongest Dadaab, UNHCR plans to maove some
refugees to Kakuma in the northwest, along the border
with Sudan, and hopes to secure additional land in Dadaab.
Kakuma already hosts some 45017 refugees and has
inadequate shelter.

The first group of 12900 refugees from Dadaab is
expected to go to Kakuma — about 1000 km away — before
the rainy season. “As soon as the minimum logistic and
reception conditions are established, the movement to
Kakuma can start,” Guterres said.

and environmental change are a common cause of human
displacement. Much of Central Asia is affected by problems such as
soil degradation and desertification, a situation created by decades
of agricultural exploitation, industrial pollution and overgrazing.
The worst situation is in and around the Aral Sea, a large lake
located between Kazakstan and Uzbekistan. In a large-scale effort
to increase cotton production in the region, most of the river
water flowing into the Aral Sea was siphoned off for irrigation.
Since 1960 the surface area of the sea has been reduced by half
Dust from the dried-up bed of the sea, containing significant
amounts of agricultural and industrial chemicals, is carried long
distances by the wind, adding further to the pollution, salinisation
and desertification of the land. Agricultural production has fallen
sharply and food has increased in price, the fishing industry has
been almost totally destroyed, and local people are plagued by
significant health problems. It has been estimated that more than
100 000 people have left the Aral Sea area since 1992 because of
these problems.

Semipalatinsk in Kazakhstan, where almost 500 nuclear
bombs were exploded between 1949 and 1989, 150 of them above
ground, is another environmental disaster zone. Here 160 000
people decided to leave, due to concerns about the consequences
of nuclear radiation. Around half of these people moved to other
parts of Kazakhstan, with the remainder going to a number of
other former Soviet states. Tackling environmental degradation
in this region will not be an easy task. The problem is so deep-
rooted and was kept hidden for so long under Soviet rule that it
may in some instances be too late for effective remedial action
to be taken.
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Increasingly large numbers of people have been displaced by
major infrastructural projects and by the commercial sector’s huge
appetite for land. In LEDCs the protests of communities in the
way of ‘progress’ are invariably ignored for reasomns of ‘national
interest’ or pure greed. The World Bank and other international
organisations have been heavily criticised in recent decades for
financing numerous large-scale projects without giving sufficient
consideration to those people directly affected.

It is predicted that climate change will force mass migrations
in the future. In 2009 the International Organisation for Migration
estimated that worsening tropical storms, desert droughts and
rising sea levels will displace 200 million people by 2050.

Section 2.3 Activities

. 1 What is the difference between a refugee and an internally
displaced person?

| 2 Describe the extent of global human displacement shown in
Figure 2.26.

E; Briefly describe the refugee situation in Kenya (Figure 2.27).

| 4 Suggest how climate change may cause forced migrations in
| the future.
\

e it

The impacts of international
migration

Socio-economic impact

Recent international migration reports have stressed the sharp
rise in the number of people migrating to the world’s richest
countries for work, although the 2008/10 global recession has
had a considerable impact on this trend. Such movement is
outpacing family-related and humanitarian movements in
many countries. The rise in labour-related migration has been
for both temporary and permanent workers and across all
employment categories — skilled workers, seasonal employees,
trainees, working holiday-makers, transfers of staff within
transnational corporations, and cross-border workers. Of the
major industrial economies, only Japan has not had a significant
influx of migrant workers.

While the inflow of skilled labour remains the priority for MEDCs,
some countries also welcome less skilled workers, particularly in
agriculture (eg. USA, Australia, Spain and Greece), construction,
care for the elderly and other business and household services (e.g.
the UK, Italy, Portugal). The distribution of immigrants in receiving
countries is far from uniform, with significant concentration in
economic core regions. Factors that influence the regional destination
of immigrants into OECD (Organisation for Economic Cooperation
and Development) countries are:

# the extent of economic opportunities
# the presence of family members or others of the same ethnic
origin
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s the point of entry into the country.
The socio-economic status of OECD immigrants was frequently
low. Immigrants were more likely to:
® be unemployed compared to nationals — in most European
countries unemployment rates for foreigners are twice as high
as for native workers
& have ‘3DY jobs — that is jobs that were *dirty, dangerous and
dull difficult’
# be over-represented in construction, hospitality and catering,
and in household services.
Although many migrants rely on family contacts and migrant
networks, others may have little choice but to use a labour broker
who will try to match a potential migrant to a job in a richer
country. For example, in Bangladesh workers can pay up to $2000
to a broker for a job in Saudi Arabia.
Some international labour migration takes the form of
commuting. Examples include:
e workers travelling daily from Malmo in Sweden to
Copenhagen, the Danish capital city
# German, French and Belgium ‘frontaliers’ commuting daily
into Luxembourg, where they account for a quarter of the
labour force.
The World Bank estimates that international remittances totalled
$397 billion in 2008, of which $305 billion went to LEDCs, involving
some 190 million migrants or 3.0 per cent of world population.
Figure 2.28 shows how much remittances have increased since
1990, The graph also compares the value of remittances with official
development assistance, foreign direct investment, and private debt
and portfolio equity. Figure 2.29 shows (a) the top recipients of
remittances by value in 2007 and (b) countries where remittances
formed the highest percentage of GDP in Z006. Research in a
number of countries has linked rising remittance payments to
reduced levels of poverty. For example, Figure 2.30 shows the
relationship between remitiances and poverty in Nepal.
Some economists argue that remittances are the most effective
source of financing in LEDCs. Although foreign direct investment

—— Foreign =~ Private debt  -=— Recorded -~ Official
direct and portfolio remittances development
investment equity assistance

Figure 2.28 Recorded remittances, 1990-2007e
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Figure 2.29 Top recipients of remittances
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Figure 2.30 Ramittances and poverty in Nepal

is larger it varies with global economic fluctuations. Remittances
exceed considerably the amount of official aid received by LEDCs
(Figure 2.28). Remittances have been described as ‘globalisation
bottom up’. Migration advocates stress that these revenue flows:
# help alleviate poverty
@ spur investment
@ cushion the impact of global recession when private capital
flows decrease.
The major sources of remittances are the USA, Western Europe and
the Gulf (Figure 2.31). The number of foreigners working in these
areas is rising significantly. About 1.3 million migrants settle in the
USA annually, around one-third of them illegally. The top destinations
of remittances are India, China, Mexico and the Philippines. The 20
million people who make up the Indian diaspora are scattered over
135 countries. In 2007 they sent back to India $27 billion — a source
of foreign exchange that exceeds revenues generated by India's
software industry. The Indian state of Kerala has nearly 1 million
‘Gulf wives' living apart from their husbands.

Apart from the money that migrants send directly to their
families, their home communities and countries also benefit from:
» donations by migrants to community projects
o the purchase of goods and services produced in the home

country by migrants working abroad
e increased foreign exchange reserves.

2.3 International migration

Figure 2.31 Moneygram sign — remittances are an important element of
international migration

All three forms of economic benefit mentioned above combine to
form a positive multiplier effect in donor countries.

In the past the perceived major disadvantage of emigration
has been that it will lead to a ‘brain drain’ in which countries will
lase their best workers. However, the direct and indirect effects of
remittances may more than compensate for this. For some countries
the proportion of graduates working overseas is high — 25 per cent
for Iran, 26 per cent for Ghana, 10 per cent for the Philippines, 6 per
cent for South Korea. It has been estimated that about $60 billion
worth of LEDC investment in tertiary education has been ‘drained’
to OEDC countries. However, it should be noted that some LEDCs
have more graduates in some areas than they need.

Social assimilation usually follows on the back of economic
assimilation, although the speed and degree to which it is achieved
tends to be strongly related to the socio-political maturity of the
host society as well as o the degree of difference between an
immigrant community and the host society. Racial differences
create the greatest barrier to social assimilation but differences
in language, religion and culture can also be important. As
social barriers decline, the benefits that different cultures can
bring to society as a whole become more apparent. One of the
great attractions of cities such as London and New York is their
multiculturalism. The social impact on the donor country can also
be considerable. This tends to occur in two stages, The first stage
is the initial loss of many of its most dynamic individuals. The
second stage occurs as new ideas from the adopted country filter
back to the home country, often clashing with traditional values.

Section 2.3 Activities

1 Comment on the socio-economic status of immigrants in
OECD countries.

2 Describe the trend in international remittances shown in
Figure 2.28.
2 Produce tables to present the data shown in Figure 2.29.

4 Analyse the data shown in Figure 2.30.
\ >
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The cultural impact

Migration has played a major role in shaping the global cultural
map. The phenomenon is essentially a series of exchanges
between places. The impact of migration on population change has
been greatest where mass migrations have overwhelmed relatively
small indigenous populations, as exemplified by the demographic
histories of the Americas and of Australia and New Zealand. In turn
the old colonial powers have relatively cosmopolitan populations
compared with most of their non-colonial counterparts, as significant
numbers of people from former colonies have sought a higher
standard of living in the ‘mother’ country. The Afro-Caribbean and
Asian elements of the British population are a reflection of this
process. In countries such as the UK, France, Germany, Italy and
the USA there is a considerable difference in ethnic composition
between the large metropolitan areas and rural regions as most
immigrants invariably head for large urban areas where the greatest
concentration of employment opportunities can be found.

Significant diaspora populations have been established in many
MEDCs resulting in growing cultural hybridity. A recent example
is the enlargement of the Buropean Union in 2004 to include
Eastern European countries such as Poland. A considerable number
of Polish workers migrated to the UK. In areas such as London
and Reading where the Polish community concentrated, shops
providing goods and services to the expanding Polish community
opened up and a number of Catholic churches began offering a
weekend mass conducted in the Polish language. The building
industry and hotels, pubs and catering attracted particularly large
numbers of Polish workers. High immigration from Poland and a
number of other countries increased the birth rate in the UK and
widened the range of first languages spoken by children in schools.
This placed considerable demands on many education authorities,

In the USA the large inflow of migrants from Latin America
has resulted in a substantial increase in the proportion of Spanish
speakers in the country. Many areas in the southern part of the
USA, in states such as California, New Mexico, Texas and Florida,
are effectively bilingual. Many other traits of Latin American
culture are also evident in the region. In turn, the contact that
migrant workers have with their families and communities elicits
a certain reverse flow of cultural traits as workers relate their
experiences and send money home,

The political impact
Significant levels of international migration can have a considerable
political impact both within and between countries. In many
countries there is a clear trend of immigrants being more likely to
vote for parties of the centre and the left as opposed o political
parties to the right of centre. In MEDCs immigrants tend to head for
economic core regions and to inner city areas within these regions.
Such concentrations can have a big impact on voting patterns.
Over time, immigrants gradually assimilate into host societies.
In general, economic assimilation comes first, followed by social
assimilation and then political assimilation. When immigrant groups
reach a certain size and standing they begin to develop their own
politicians as opposed to voting for politicians from the host society.
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This process is more likely to happen in mature democracies where
there is a long history of immigration. The UK and the USA are
examples of countries where this process has been evident.

High levels of international migration between one country
and another can lead to political tension. The high level of
Mexican migration into the USA, both legal and illegal, has
created tensions between the US and Mexican governments. In
recent years the USA has greatly increased the size of its Border
Patrol. Critics refer to the ‘militarisation of the Mexican border’
which is costing $3 billion a year.

In a number of EU countries immigration from Muslim
countries over the last 50 years or so has resulted in sizeable
Muslim communities. Some people and politicians have become
worried about this trend, referring to the ‘Islamisation of Europe’.
One of the big concerns is the number of Muslims who favour
introducing Sharia Law into European countries.

Many LEDCs are looking to MEDCs to adopt a more favourable
attitude to international migration. The subsject is brought up
regularly at international conferences. This political pressure is
kenown as ‘the pro-migration agenda of developing nations’.

Living within a new political system can also affect the attitudes
of immigrant communities to what goes on back in their home
country. The harshest critics of authoritarian governments in the
Middle East and Asia are invariably exiles living in other countries.

The environmental impact

In an article entitled *The Environmental Argument for Reducing
Immigration to the United States’, Winthrop Staples and Philip
Cafaro argue that ‘a serious commitment to environmentalism
entails ending America’s population growth by implementing a
more restrictive immigration policy. The need to limit immigration
necessarily follows when we combine a clear statement of our main
environmental goals — living sustainably and sharing the landscape
generously with other species — with uncontroversial accounts of our
current demographic trajectory and of the negative environmental
effects of U.5. population growth, nationally and globally’

Staples and Cafaro explain how population growth contributes
significantly to a host of environmental problems in the USA.
They also argue that a growing population increases America’s
large environmental footprint beyond its borders and creates a
disproportionate role in stressing global environmental systems.

There have been growing environmental concerns about
immigration it other countries too as the concept of sustainability

has become understood in a more detailed way. However, some
critics see such arguments as a disingenuous way of attempting
to curtail immigration.

Section 2.3 Activities

=

"1 With brief reference to one country, describe the cultural \
impact of international migration.
2 Give two examples of the way international migration can
have a political impact.
2 How can international migration have an impact on the

L environment? /




Diasporas in London

London is undoubtedly the most cosmopolitan city
in Burope (Figure 2.3Z). Some commentators go
further and view London as the most multiracial
city in the world. The diverse ethnicity of the
capital is exemplified by the fact that over 200
languages are spoken within its boundaries. The
lobby group Migration Watch estimate that two-
thirds of immigration into the UK since the mid-
1990s has been into London. Within the UK the
process of racial assimilation is much more
advanced in London than anywhere else. Almost
30 per cent of people in London were born outside
the UK compared with 2.9 per cent in notth-east
England. In 2000 16 per cent of all new solicitors
in London were black or Asian, and a third of
London's doctors are now non-white. London has
the highest proportion of each ethnic minority
group apart from Pakistanis, of whom there is a
higher proportion in Yorkshire.
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Figure 2.33 Percentage population non-white ethnic group in London, and the highest proportion of particular ethnic groups in England and Wales
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Vancha Ghar
NEPALESE RESTAURANT
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Figure 2.34 A Nepalese restaurant in South London

Just over 50 per cent of London's population described
themselves as white British in the 2001 census. A further 14 per
cent are either white Irish or white Other (Europeans, Americans,
Australians, New Zealanders etc.). There are now more ethnically
African residents (8 per cent) in London than black Caribbean.
The largest Asian community is Bangladeshis (5 per cent).
London’s non-white population — 28.8 per cent of the capital’s
total — is the largest of any European city. Demographers at
the Greater London Authority predict that, due to continuing
immigration, this will rise to a third of London’s population
within the next ten years. The biggest growth will be in London’s
Asian communities, which still have relatively large families, and
also black Africans, due mainly to migration. Tt is also likely that
the number of British-born children of Afro-Caribbean and mixed
parentage will increase at a significant rate.
The highest proportion of most ethnic groups in the UK can be
found in one London borough or another (Figure 2.33). A range of
factors affect ethnic concentration (Figure 2.34):
¢ There is a tendency for more recent immigrants to live in
wards with a high ethnic minority concentration.
¢ Those who are not fluent in English are more likely to live in
areas with a high ethnic minority concentration.

# Those in the highest social classes live in areas with a lower
concentration of ethnic minority communities.

# Higher levels of qualification are also associated with lower
levels of ethnic minority concentration.

¢ The more paid workers there are in a household, the less
likkely they are to live in areas with a high concentration of
ethnic minority population.

Ethnic villages

The concept of ethnic villages often appears in newspapers,
magazines and academic journals. Ethnic villages to a greater
or lesser extent show clear evidence of the groups residing within
their areas in terms of shops, places of worship, schools, cinemas,
newspapers, social facilities, advertising and, of course, street
presence. The following list of ethnic villages in London comes
from a variety of recent publications including The Economist and
various articles in the London Evening Standard:

Arabs in Bayswater

West Indians in Brixton

Punjabis in Southall

Bangladeshis in Tower Hamlets

Algerians and Moroccans in Finsbury Park

Kosovans and Albanians in Enfield and Newham

Iragis in Barnet

Congolese in Croydon

Germans in Richmond

Brazilians in Bayswater

Turks in Hackney and Haringey

Chinese in Scho
» Koreans in New Malden (Figure 2.35).

Figure 2.35 There are many Korean businesses in New Malden, which has
the largest concentration of Koreans in the UK

Section 2.3 Activities

1 Define the terms a diaspora, b ethnicity and c racial
assimilation.

2 Summarise the information presented in Figure 2.33.

| 3 Discuss the concept of ethnic villages in relation to London.
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2.4 A case study of
international
migration

Mexicans to the USA: a major
migration stream

One of the largest international migration streams in the world

over the past 40 years has been from Mexico to the USA, a rare

example where an MEDC borders an LEDC. This significant

movement of people has been primarily a labour migration

and has largely been the result of a very large gap in:

® average income: the income gap has been a powerful
stimulus to movement and emigration has tended to surge
during periods of wage decline in Mexico

@ unemployment rates: weak growth in Mexico's labour
demand has resulted in high levels of unemployment and
underemployment

# the growth of the labour force: with significantly higher
population growth in Mexico compared with the TISA

& the overall quality of life: for virtually every aspect of the
quality of life conditions are better in the USA than in
Mexico.

About 30 per cent of legal immigrants in the USA and an

estimated half of all unauthorised foreigners in the country are

from Mexico, The ties between the two countries go back to the

1800s, when what is now the south-western USA was part of

Mexico., However, there was only very limited movement across

the US/Mexican border until the twentieth century. In fact most

migration has taken place in the last three decades. Although

previous surges occurred in the 1920s and 1950s, persistent mass

Table 2.2 Factors encouraging migration from Mexjco, by type of migrant

Type of
migrant | Demand-pull |Supply-push Network/other
Economic | Labour Unemployment or | Job and wage
recruitment underemployment; | information flows
(guest workers) | low wages (farmers
whase crops fail)
Nan- Family Low income, poor | Communications;
economic | unification quality of life, lack | transport;
{family members | of opportunity assistance
join spouse) organisations;
desire for new
experiencef
adwenture

Note: All three Tactors may encourage a person to migrate. The relative
importance of pull, push and network factors can change over time.

Source: Population Bulietin Vol.63 No.1 2003

2.4 A case study of international migration

migration between the two countries did not take hold until
the late twentieth century. Table 2.2 summarises the main push
and pull factors influencing migration from Mexico to the TSA.
Mexico is Latin America’s major emigration country, sending up to
500 000 people — half of its net population increase — to the USA
each year. Most emigrants make unauthorised entries,

Early and mid-twentieth century
migration

In the early part of the twentieth century the American government
allowed the recruitment of Mexican workers as guest workers.
Young Mexican men known as braceros were allowed into the
USA legally between 1917 and 1921, and then later between 1942
and 1964. Both guest worker programmes began when US farms
faced a shortage of labour during periods of war. US farmers were
strong supporters of allowing the entry of Mexican labour, as the
increased supply of labour kept wages low and this contributed to
higher land prices. Trade unions and many religious groups were
against the programmes. Congress agreed with what was then a
common view in the TUSA — that the inflow of Mexican workers
was holding down the wages of US farm workers — and ended
the programme.

The end of the bracern programme saw farm wages rise along
with the increasing mechanisation of US agriculture. Re-adjusting
the labour market in America after several decades of significant
dependence on Mexican workers was not easy. On the other
side, the loss of US jobs and wages was a difficult adjustment for
many Mexican workers. Under the bracero programme American
farmers were required to pay for the transportation of Mexican
workers from the US/Mexican border. This was an incentive for
many Mexicans to move to the border area in the hope of being
selected for work in the USA. When the programme ended they
returned to border communities in Mexico where unemployment
was extremely high.

The establishment of
maquiladoras

The US and Mexican governments made changes to their trade
laws to allow the establishment of maguiladoras. These were
factories in Mexico that import components and use Mexican
labour to assemble them into goods such as televisions for export
to the UUSA. The logical location for the maguiladoras was in
towns just over the border in Mexico so that they were as close
to their US markets as possible. As the number of factories grew,
more Mexicans migrated from other parts of the country to
the border towns, putting them in competition with returning
braceros for jobs. The establishment of maguiladoras only solved
the returning bracerc problem to a certain extent, as many of the
jobs in the factories went to women.
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The increase in illegal migration

Figure 2.36 US Border Patrol

Although many rural Mexicans had become dependent on US
employment, there was very little illegal migration from Mexico
to the USA in the 1960s and 1970s. However, high population
growth and the economic crisis in the early 1980s resulted in
a considerable increase in illegal migration across the border.
Networks were soon established between Mexican communities
and US employers. At this time there were no penalties placed
on American employers who knowingly hired illegal migrants.
During this period Mexican workers spread out more widely in the
USA than ever before. They were employed mainly in agriculture,
construction, various manufacturing
industries and in low-paid services

workers (Figure 2.36). Figure 2.37 shows the number of Mexican
immigrants to the USA between 1966 and 1999,

As attitudes in America again hardened against
illegal workers, Congress passed the Immigration
Reform and Control Act (IRCA) of 1986. This
imposed penalties on American emplovers who
knowingly hired illegal workers. The objective was
to discourage Mexicans from illegal entry. Much
of the opposition of the unions to guest workers
was because they saw the process creating ‘bonded
workers’ with very limited rights.

However, the Act also legalised 2.7 million
unauthorised foreigners. Of this number, 85 per
cent were Mexican, The legalisation substantially
expanded network links between Mexican workers
and U8 employers.

The formation of the North American Free
Trade Agreement (NAFTA) lowered barriers to
trade and flow between Mexico,
the USA and Canada. At the time the Mexican government

investment

expected Mexico's export trade to increase and Mexico—USA
migration to fall due to NAFTA. However, this proved not to
be the case and migration from Mexico to the USA increased.
Labour migration continued at a high rate even after economic
and employment growth in Mexico improved in the late 1990s.

Table 2.3 shows the number of Mexican guest workers in the
JSA under H-2 visas from 1998 to 2006. The H-2 programme was
created in the 1980s to revise the guest worker programme. The
H-2A visa is granted for agricultural work, and the H-2B visa for
non-agricultural work,

Table 2.3 Mexican guest workers in the USA under H-2 visas, 1998-2006

jobs. The US Border Patrol was

1998 1999 2000 2001 2002 2003 2004 2005 2006
responsible for apprehending illegal
. H-24A 215084 | 26060 | 27172 | 21568 | 12846 0024 | 17 218 1282 | 40283
workers, but their numbers were
i H-2B 10727 | 18927 | 27755 | #1852 | 52972 | 65878 | 56280 | 890184 | B9 184
limited and they only had a modest
z 7 Total 32321 | 44996 | 54927 | 63421 65818 | 75802 | 73498 | 90466 | 129467
impact on the spread of illegal
Source: www.globalworkers.org
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Figure 2,37 Number of Mexican irmmigrants admitted to the USA, 1966-99
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2.4 A case study of international migration

Source: hitp:dwww.valpo.edu/geomet/pics/gec200/pct_mexican. pdf V

2000 and beyond

The US Census in 2000 found
an estimated 8.4 million mostly
Mexican unauthorised foreigners.
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Figure 2.39 Distrbution of the Mexican population in the Los Angeles region
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improved conditions along the border, and exempting Mexico
from immigrant visa ceilings. These discussions were halted by
the 11 September 2001 terrorist attacks.

Legal and illegal migration from Mexico continued as before.
By 2006 there were an estimated 12 million Mexican-born
people living in the USA, This amounted to around 11 per cent
of living people born in Mexico. With their children also taken
into account, the figure increased to more than 20 million. This
was equivalent to almost a fifth of the population of Mexico. The
next four leading countries of origin were the Philippines, India,
China and Vietnam, with between 1.1 and 1.6 million people
each. This illustrates the size and impact of Mexican immigration
into the TUSA. In 2005 the median income for Mexicans in the
USA was $21 000, a little more than half that for US-born workers.
However, it was still far in excess of the median income in Mexico
itself.

Figure 2.38 shows the distribution of the Mexican population
in the USA by county. Counties are subdivisions of states in the
USA. There is a very strong concentration of the US Mexican
population in the four states along the Mexican border —
California, Arizona, New Mexico and Texas. The concentration is
particularly strong in California and Texas. Other western states
including Washington, Oregon, Colorado, Nevada and Idaho, also
have above-average concentrations. The main reasons for this
spatial distribution are:

& proximity to the border

# the location of demand for immigrant farm workers

# urban areas where the Mexican community is long-
established.

Figure 2.39 illustrates the distribution of the Mexican population

in the Los Angeles region. Within the urban area itself the Mexican

population is concentrated in areas of poor housing and low

average income, In more peripheral areas the Mexican population

is concentrated in low-cost housing areas where proximity to

farm employment is an important factor.

Mexican culture has had a sustained impact on many areas in
the USA, particular urban areas close to the border. As a result
many Mexican migrants find reassuring similarities between the
two countries. One study on labour migration from Mexico to the
USA stated: ‘Many Mexicans find adapting to Los Angeles as easy
as navigating Mexico City’

There is no doubt that the Mexican population in the TUSA has
undergone a process of assimilation over time. There are three
facets to assimilation:

8 economic

e social

e political.

Assimilation tends to occur in the order presented above, with
economic assimilation occurring first. While most migrants from
Mexico would be in the low skills category, their children and
grandchildren usually aspire to, and gain, higher gualifications
and skills. Such economic mobility inevitably results in greater
social contact with the mainstream population. Eventually more
people from migrant populations get involved in politics and the
migrant community gains better political representation.
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The demography of Mexican
migration to the USA

In an article entitled ‘The demography of Mexican migration to
the US', G.H. Hanson and C. McIntosh highlight the fact that with
the US baby boom peaking in 1960, the number of US native born
people coming of working age actually declined in the 1980s. In
contrast high levels of fertility continued in Mexico in the 1960s
and 1970s. The sharp increase in Mexico—UUSA relative labour
supply coincided with the stagnation of Mexico's economy in the
1980s, after significant economic progress in the 1960s and 1970s.
This created ideal conditions for an emigration surge.

However, the conditions behind recent emigration from Mexico
are unlikely to be sustained. Today Mexico’s labour supply growth
is converging to US levels. Between 1965 and 2000, Mexico's total
fertility rate fell from 7.0 to 2.5, close to the US rate of 2.1. Thus,
labour supply pressures for emigration from Mexico peaked in the
late 1990s and are likely to fall in coming years.

Figure 2.40 is a simulation of migration from Mexico to the
JSA based on differences in labour supply and wage differentials
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between the two countries. Population projections are used to
estimate future labour supply. Hanson and McIntosh's analysis
correlates with recent census data published by the Mexican
gavernment (Figure 2.41) which showed 226 000 fewer people
emigrating from Mexico during the year that ended in August
2008 than during the previous year — a decline of 25 per cent.
All but a very small fraction of emigration from Mexico is to the
USA.

Opposition to Mexican
migration into the USA

In the USA the Federation for American Immigration Reform

(FAIR) argues that unskilled newcomers:

o undermine the employment opportunities of low-skilled TS
workers

® have negative environmental effects

e threaten established US cultural values.

The recent global economic crisis saw unemployment in the USA

rise to about 10 per cent, the worst job situation for 25 years.

Immigration always becomes a more sensitive issue in times of

high unemployment. FAIR has also highlighted the costs to local

taxpayers of illegal workers in terms of education, emergency

medical care, detention and other costs that have to be barne.
Those opposed to FAIR see its actions as uncharitable and

arguably racist. Such individuals and groups highlight the

advantages that Mexican and other migrant groups have brought

to the country.

An ethnographic case study

A. Mountz and R. Wright (1996) presented an interesting
ethnographic account of the transnational migrant community
of San Agustin, a village in the Mexican state of Qaxaca, and
Poughkeepsie, a city in New York state. The link between the
two communities began with the migration of a lome Oaxacan to
Poughkeepsie in the early 1980s. In classic network fashion the
Mexican population of Poughkeepsie, predominantly male, grew
to well over a thousand over the next decade. Most Oaxacans
found employment as in hotels,
restaurants, shops and as building workers and landscapers. Their

undocumented workers

remittances transformed village life in their home community.

What struck Mountz and Wright most was the high level of
connectedness between San Agustin and Poughkeepsie, with
the migrant community keeping in daily contact with family and
friends via telephone, fax, camcorders, videotape and VCRs —
communications technology that was rapidly being introduced to
San Agustin. Rapid migration between the two communities was
facilitated by jet travel and systems of wiring payments. In effect
the community of San Agustin had been geographically extended
to encompass the Oaxacan enclave in Poughkeepsie. This is a
classic example of time-space distanciation — the stretching of
social systems across space and time.

2.4 A case study of international migration

Migrant remittances were used not only to support the basic
needs of families but also for home construction, the purchase
of consumer goods and financing fiestas. The last provided an
important opportunity for migrants to display continued village
membership. However, as out-migration became more established,
tensions began to develop between some migrants and the home
community. The main point of conflict was over the traditional
system of communal welfare that requires males to provide service
and support to the village. Where this could not be done in terms
of time, a payment could be substituted. This was increasingly
resented by some migrants who saw ‘their money as their own’.
The traditionalists in the village cited migration as the major cause
of the decline of established values and attitudes.

The researchers found that a migrant culture had now
become established in San Agustin, as it had in so many other
Mexican communities, for four main reasons:

s economic survival

@ rite of passage for young male adults

® the growing taste for consumer goods and modern styles of
living

& the enhanced status enjoyed by migrants in the home
comimunity.

What started out as an exception was now well on the way to

becoming the rule for San Agustin's young males.

The impact on Mexico

Sustained large-scale labour migration has had a range of impacts
on Mexico, some of them clear and others debatable. Significant
impacts include:

e the high value of remittances, which totalled $25 billion in
2008 — as a national source of income this is only exceeded
by oil exports

s reduced unemployment pressure as migrants tend to leave
areas where unemployment is particularly high

& lower pressure on housing stock and public services as
significant numbers of people leave for the USA

e changes in population structure with emigration of young
adults, particularly males

o loss of skilled and enterprising people

® migrants returning to Mexico with changed values and

attitudes.

Saction 2.4 Activities

" 1 With reference to Table 2.2, discuss the factors that
encourage migration from Mexico by type of migrant.

2 Draw a graph to represent the data shown in Table 2.3.

2 Describe the distribution of the Mexican population in Los
Angeles shown in Figure 2.39.

4 Describe and explain the information presented in Figure
2.40.

5 Analyse the trends shown in Figure 2.41.
. -
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Paper 1: Core Geography

Human Core

3 Settlement dynamics

3.1 Changes in rural
settlements

Rural settlements form an essential part of the human landscape.
However, such settlements in both MEDCs and LEDCs have
undergone considerable changes in recent decades. This has
happened for a number of reasons which include:

rural—urban migration

urban-rural migration

the consequences of urban growth

technolagical change

rural planning policies

the balance of government funding between urban and rural
areas.

Changing rural environments in
the UK

In the past, rural society was perceived to be distinctly different
from urban society. The characteristics upon which this idea was
based are shown in Figure 3.1. However, rapid rural change over
the past fifty years or so in Britain and other MEDCs has seen
the idea of a rural-urban divide superseded by the notion of a
rural-urban continuum. The latter is a wide spectrum which runs
from the most remote type of rural settlement to the most highly
urbanised. A number of the intermediate positions exhibit both
rural and urban characteristics. Paul Cloke (1979) used 16 variables
including population density, land use and remoteness to produce
an ‘index of rurality’ for England and Wales (Figure 3.2). Urban
areas now make substantial demands on the countryside, the
evidence of which can be found in even the most remote areas.

Rural areas are dynamic spatial entities. They constantly
change in response to a range of economic, social, political and
environmental factors. In recent years the pace of change has
been more rapid than ever before. The UK reflects many of the
changes occurring in rural areas in other MEDCs.

The economy of rural areas is no longer dominated by
farmers and landowners. As agricultural jobs have been lost,
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new employers have actively sought to locate in the countryside.
Manufacturing, high technology and the service sector have led
this trend. Most of these firms are classed as SMEs — small and
medium-sized enterprises, In fact in recent decades employment
has been growing faster in rural than in urban areas. Other
significant new users of rural space are recreation, tourism and
environmental conservation. The rural landscape has evolved
into a complex multiple-use resource and as this has happened
the rural population has changed in character.

These economic changes have fuelled social change in the
countryside with the in-migration of particular groups of people.
To quote Brian Ibery, a leading authority on rural geography,
‘The countryside has been repopulated, especially by middle-
class groups ... who took advantage of relatively cheap housing
in the 1960s and 1970s to colonize the countryside’. Once they
are significant in number, the affluent newcomers exert a strong
influence over the social and physical nature of rural space. In
many areas newcomers have dominated the housing market,

1 Close-knit community with everybody knowing and
interacting with everyone else,

2 Considerable homogeneity in social traits: language,
beliefs, opinions, mores, and patterns of behaviour.

3 Family ties, particularly those of the extended family, are
much stronger than in urban society.

4 Religion is given more importance than in urban society.

5 Class differences are less pronounced than in urban
society. Although occupational differentiation does exist, it
is not as pronounced as in towns and cities. Also the small
settlement size results in much greater mixing which in
turn weakens the effects of sodial differentiation.

6 There is less mobility than in urban society, both in a
spatial sense (people do not move house so frequently)
and in a social sense (it is more difficult for a farm labourer
to become a farmer or farm manager than for a factory
worker to become a manager),

Source: The Geography of Rural Resources
by C. Bull, P. Daniel and M. Hopkinson, Oliver & Boyd, 1984

Figure 3.1 Principal characteristics of traditional rural society
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Figure 3.2 An index of rurality for England and Wales

to the detriment of the established population in the locality.
Increased demand has pushed up house prices to a level beyond
the means of many original families who then have no option but
to move elsewhere.

Gentrification is every bit as evident in the countryside as it
is in selected inner city areas. However, the increasing mobility
of people, goods and information has eroded local communities.
A ransformation that has been good for newcomers has been
deeply resented by much of the established population.

In the post-war period the government has attempted to contain
expansion into the countryside by creating green belts and by

3.1 Changes in rural settlements

0 km 100

&

Source: Cloke, B ). An Index of Rurality for England and Wales, Regional Studies, Vol Il, 1977

the allocation of housing to urban areas or to large key villages.
Rural England has witnessed rising owner-occupation and low
levels of local authority housing. The low level of new housing
development in smaller rural communities has been reflected in
higher house prices and greater social exclusivity.

Such social and economic changes have increased the pressure
on rural resources so that government has had to re-evaluate
policies for the countryside. Regulation has become an important
element in some areas, notably in relation to sustainability and
environmental conservation.
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Changing agriculture

The countryside in PBritain and other MEDCs has been affected
by major structural changes in agricultural production. Although
agricultural land forms 73 per cent of the total land area of the
UK, less than 2 per cent of the total workforce are now employed
in agriculture. This is down from 6.1 per cent in 1950 and 2.9
per cent in 1970. Even in the most rural of areas, agriculture and
related industries rarely account for more than 15 per cent of the
employed population,

At the same time, the size of farms has steadily increased
(Figure 3.3). Such changes have resulted in a significant loss
of hedgerows, which provide important ecological networks.
Agricultural wages are significantly below the national average
and as a result farmers are among the poorest of the working poor.
As many farmers have struggled to make a living from traditional
agricultural practices, a growing number have sought to diversify
both within and outside agriculture (Figure 3.4). However, while
diversification may initially halt job losses, if too many farmers
in an area opt for the same type of diversification, a situation of
over-supply can result in a further round of rural decline.

Figure 3.3 large-scale farming In southern England

Counterurbanisation and the rural
landscape

In recent decades counterurbanisation has replaced urbanisa-
tion as the dominant force shaping settlement patterns, It is a
complex and multifaceted process which has resulted in a ‘rural
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Figure 3.4 Areas of potential farm diversification

Section 3.1 Activities

1 With reference to Figure 3.1, outline the principal
characteristics of traditional rural society.

2 Briefly describe the pattern of rural areas shown in Figure
3.2,

2 What impact has agricultural change had on the rural
landscape?

4 Why does the potential for farm diversification vary from
region to region?

7

population turnaround’ in many areas where depopulation had
been in progress. Green belt restrictions have limited the impact
of counterurbanisation in many areas adjacent to cities. But, not
surprisingly, the greatest impact of counterurbanisation has been
just beyond green belts where commuting is clearly viable. Here
rural settlements have grown substantially and been altered in
character considerably.

Figure 35 shows the changing morphology of metropolitan
villages identified by Hudson (1977). Stage 1 is characterised
by the conversion of working buildings into houses with new
building mainly in the form of infill. However, some new building
might occur at the edge of the village. The major morphological
change in stage 2 is ribbon development along roads leading out
of the village. Stage 3 of the model shows planned additions on
a much larger scale of either council or private housing estates
at the edge of villages. Clearly, not all metropolitan villages will
have evolved in the same way as the model, particularly those
where green belt restrictions are in place. Nevertheless, the model
provides a useful framework for reference.
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3.1 Changes in rural settlements
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the morphological elements likely to be
present in a metropolitan village. The
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(b) Metropolitan village: morphological features

Source: Advanced Geography: Concapts & Cases, P. Guinness & G. Magle (Hodder Education, 1299), p.75

Figure 3.5 Morphology of metropolitan villages

Rural depopulation

Because of the geographical spread of counterurbanisation since
the 1960s or so, the areas affected by rural depopulation have
diminished. Depopulation is now generally confined to the most
isolated areas of the country but exceptions can be found in other
areas where economic conditions are particularly dire. Figure 3.6
is a simple model of the depopulation process.

The issue of rural services

Services — access to shops and post offices, healthcare, activities —
are the basis for any community, creating and enhancing a feeling
of belonging and a sustainable future for the area. However, rural
services have been in decline for a number of decades, with a
significant impact on the quality of life of many people, particularly
those without a car. A major report published in 2008 revealed that

nearly half of communities have seen the loss of key local services
in the previous four years. The Oxford University study warned
that poorer people in the countryside ‘form a forgotten city of
disadvantage’. It found that residents of the village of Bridestowe on
Dartmoor had the fewest amenities while the village of Wrotham,
in Kent, had suffered the greatest loss of services since 2004 and
was the most excluded community in the South East of the UK.

Critics accused the government of masterminding the ‘near
certain death of the village post office’ with its plans to dose
2500 branches by the end of the year. One in 13 rural primary
schools has closed since 1997, and more are under threat as new
Whitehall rules mean schools could lose funding by failing to fill
their places. Existing village GP surgeries are also at risk as the
government promotes its new ‘polyclinics’

The Commission for Rural Committees warned that 233 000
people are living in ‘financial service deserts’ — areas with no post
office within 1.25 miles, or no bank, building society or cashpoint
for 2.5 miles.
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Source: Advanced Geography: Concapts & Cases, P. Guinness & G. Nagle (Hodder Education, 1929), p.76

Figure 3.6 Model of rural depopulation
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ACRE (Action with Communities in Rural England) highlights
the following reasons for rural service decline:

# the effect of market forces and, in some cases, the arrival of
supermarkets in local areas, making local services no longer
competitive

o the changing pattern of rural population, with more mobile
residents with different shopping and consumer patterns
becoming a greater part of the rural pattern of life

# a change in expectations of rural residents themselves,
no longer prepared to make do with relatively poor and
expensive services and, in many cases, with the means and
opportunity to access better services,

Key villages
Between the 1950s and 1970s the concept of key settlements was
central to rural setilement policy in many parts of Britain,
particularly where depopulation was occurring (Figure 3.7). The
concept relates to central place theory and assumes that focusing
services, facilities and employment in one selected settlement will
satisfy the essential needs of the surrounding villages and hamlets.
The argument was that with falling demand, dispersed services
would decline rapidly in wulnerable areas. The only way to
maintain a reasonable level of service provision in such an area
was to focus on those locations with the greatest accessibility and
the best combination of other advantages. In this way threshold
populations could be assured and hopefully the downward spiral
of service decline would be halted.

Devon introduced a key settlement policy in 1964 to counter
the impact of:
s rural depopulation
# the changing function of the village in relation to urban centres
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Source: Advanced Geography: Conapts & Cases,
P. Guinmess & G. Nagle (Hodder Education, 1999), p.79

Figure 3.7 Key settlernent concept
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e the decline in agricultural employment

e the contraction of public transport.

The selection of key settlements in Devon was part of a wider

settlement policy involving sub-regional centres, suburban towns

and coastal resorts. The criteria used for selecting key settlements

were as follows:

® existing services

# existing employment other than agriculture in or near the
village

8 accessibility by road

# location in relation to current bus (and possibly rail) services

# location in relation to other villages which would rely on
them for some services

o the availability of public utilities capable of extension for new
development

e the availability and agricultural value of land capable of
development

® proximity to urban centres (key settlements would not
flourish too close to competing urban areas).

Sixty-eight key settlements were selected initially, reduced to 65 in

1970. Although it has been difficult to measure the effectiveness of

the policy with precision, depopulation in north and mid-Devon

did fall considerably after the introduction of the policy. And in

many areas the decline in service provision was slower than the

predictions before the policy was implemented.

The rural transport problem

The considerable increase in car ownership in recent decades has
had a devastating effect on public transport (Figure 3.8). While
this has not disadvantaged rural car owners very much, it has
considerably increased the isolation of the poor, the elderly and
the young. The lack of public transport puts intense pressure on
low-income households to own a car, a large additional expense
that many could do without. Recent increases in the price of fuel
have exacerbated this problem.
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Figure 3.8 Car ownership and public transport



Advantages

1 Bring new employment opportunities to areas previously dependent
upon a contracting agricultural economy (e.qg. building trade,
gardening and domestic staff).

2 local restaurants, shops and garages derive new business and
additional profits (which may be essential to yearround economic
survival).

3 Spedialised shops opened to cater for second-home owners also
benefit local residents.

4 Property taxes imposed on second homes increase the finances of
the local community.

5 Second-home owners make fewer demands on local services since
education and other community facilities are not required.

6 Renovation of old buildings improves the appearance of the rural
area.

7 Rural residents have the opportunity to sell-off surplus land and
buildings at a high price.

8 Contacts with urban-based second-home owners can benefit local
residents by exposing them to national values and information,
broadening outlooks or stimulating self-advancement via migration.

Figure 3.9 The second homes debate

There has been continuing concern that Britain's remaining
rural railway lines are under threat in a repeat of the ‘Beeching
cuts' of the 1960s. The new fears about government intentions
towards rural rail closures were first awakened in 1998 when the
transport minister said branch lines in sparsely populated areas
might be replaced by buses. It would be possible to convert track
beds into guided busways, and then for buses to divert into towns
and villages. However, one study of replacing trains with buses
found that at most, only half of former rail passengers used the
bus replacements. With one in five rural households lacking a car
and a low level of bus service in many country areas, the train is
essential for many.

The rural housing problem

The lack of affordable housing in village communities has
resulted in a large number of young people having to move o
market towns or larger urban centres. Only 12 per cent of rural
housing is subsidised, compared with 25 per cent in urban areas.
The 1995 White Paper on Rural Development sought to improve
the rural housing situation by exempting villages with fewer than
3000 inhabitants from the right-to-buy for housing association
tenants. This is to prevent such housing disappearing on to the
open market and being bought up at prices local people cannot
afford. The government also announced plans to speed up the
disposal of Ministry of Defence (MoD) housing. Tt estimated that
there were 13 000 empty MoD homes in the UK, many of them in
rural areas. Rural househeolds would also be encouraged to take
in lodgers through the rent-a-room scheme.

The increasingly
contentious. Figure 3.9 indicates that some advantages might

issue of second homes has become

accrue from second home development. However, recent debate
on the issue has centred firmly on the problems created.

3.1 Changes in rural settlements

Disadvantages

1 Concentrations of second homes may require installation of costly
sewerage schemes, extension of water and electricity lines to
meet peak season demand, and more frequent maintenance of
rural roads, with the costs being partly borne by local people.

2 Demand for second homes by urbanites pushes up house prices to
the disadvantage of local people.

3  Future schemes for farm enlargement or agricultural restructuring
may be hindered by inflated land prices.

4 Fragmentation of agricultural land.

Destruction of the ‘natural® environment (e.g. soil erosion and
stream pollution).

6 Visual degradation may result from poorly constructed or
inappropriately located second homes.

7 Second-home construction may distract the local workforce from
ordinary house building and maintenance.

8 The different values and attitudes of second-home families disrupt
local community life.

Source: Advanced Geography: Concepis & Cases,
P. Guinness & G. Nagle (Hodder Education, 1999), pp.80-1

Section 3.1 Activities

| 1 Explain the morphological changes in metropolitan villages
illustrated by Figure 3.5.

2 Examine the causes and consequences of rural depopulation.

2 a Outline two reasons for the dedine of rural services.
b Which sections of the rural population see their quality of
life decline the most when rural services are lost?

4 Explain the logic of the key settlement concept.
5 Write a brief explanation of Figure 3.8.

& Discuss the main issues relating to rural housing.

LY F

Contemporary issues in rural
settlements in LEDCs

The main process affecting rural settlements in LEDCs has been

rural—urban migration. The impact of such migration has varied

considerably across rural communities in LEDCs (Figure 3.10). In

some areas it has been considered advantageous by providing a

safety valve in:

® reducing rural population growth and pressure on food,
water and other resources

s helping to limit unemployment and underemployment

e providing a valuable source of income through the
remittances of migrants.

However, in some rural communities the scale of rural-urban

migration has been so great that it has resulted in:

» rural depopulation and an ageing population

# the closure of services, both public and private as population
declines
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Figure 3.10 Hilltop rural settlement in Morocoo

e insufficient labour to maintain agricultural production at its
former levels.

In southern African countries such as Botswana and Lesotho the

devastating impact of AIDS has resulted in rural depopulation in

many areas.

Rural poverty accounts for over 60 per cent of poverty
worldwide, reaching 90 per cent in some LEDCs like Bangladesh.
In the countries of sub-Saharan Africa rural poverty makes up
between 65 and 90 per cent of national totals. In almost all
countries, the conditions in terms of personal consumption and
access to education, healthcare, potable water and sanitation,
housing, transport, and communication faced by the rural poor
are far worse than those faced by the urban poor. Much urban
poverty is created by the rural poor’s efforts to get out of poverty
by moving to cities.

An analysis of rural poverty in LEDCs by the International
Monetary Fund highlighted the following factors in creating and
perpetuating rural poverty:

# political instability and civil strife

e systemic discrimination on the basis of gender, race, ethnicity,
religion, or caste

o ill-defined property rights or unfair enforcement of rights to
agricultural land and other natural resources

# high concentration of land ownership and asymmetrical
tenancy arrangements

& corrupt politicians and rent-seeking public bureaucracies

e economic policies that discriminate against or exclude the
rural poor from the development process and accentuate the
effects of other poverty-creating processes

# large and rapidly growing families with high dependency
ratios

& market imperfections owing to high concentration of land

and other assets and distortionary public policies
e external shocks owing to changes in the state of nature (for

example, climatic changes) and conditions in the international

£COonomy.
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Case Study y ;_
Rural Mongolia

There are very few parts of the world that remain completely
untouched by interactions with the outside world, but there are a
number where such interaction has been very limited. The people
living in such areas can be considered to be non-globalised
societies. An example of such a non-globalised society is the
majority of rural Mongolia (apart from areas close to the capital,
Ulaanbaatar and a few other urban areas) which is characterised

o traditional family structures with a strong emphasis on the
extended family

» the importance of local customs and hospitality

» populations living at extremely low densities, equalling the
lowest in the world

» a heavy reliance on agricultural activities, particularly herding
(Figure 3.11)

s difficult environmental conditions in both summer and winter

s traditional housing in the form of gers, often involving
changes of location as herds are moved in search of fodder

o relative inaccessibility, with most parts of the country lacking
paved roads: movement by horseback is common and only
4 » 4 vehicles can make progress in many areas

¢ low incomes and limited material possessions — repair and re-
use have long been important strategies to make possessions
last

s very limited service provision reflected in lower health and
education standards in many provinces compared with the
capital city

» low levels of personal contact with other countries.

Figure 3.11 Gers and cattle with rock outcrop badkground in rural Mongolia



About a third of the population live as nomadic herders on sparsely
populated grasslands. Most live in very isolated locations. This
is a major factor in their non-globalised status. In recent years,
droughts and unusually cold and snowy winters have devastated
livestock, destroying the livelihoods of hundreds of thousands of
households. Many have moved to Ulaanbaatar where they live
in impoverished conditions, mainly on the periphery of the city.
This exemplifies the concept of the urbanisation of poverty.

According to 2006 census data, there are 170 700 herding
households in Mongolia of which 40 per cent live below of the
poverty line. Since 1996 the poverty of herding households has
not decreased. A more detailed survey examined the livelihood
conditions of rural herding households and found over 60 per
cent in the lowest of four income categories (Table 3.1).

Table 3.1 Livelihood conditions of rural herding households

_ % low-middle | % middle % upper-
% poor income income middle income
60.7 337 5.4 0

Government programmes that have been set up to improve the
lives of herders have focused on:
» livestock insurance to protect herders from losses incurred in
the extreme winters that occur every few vears
o expansion of cell phone coverage throughout the countryside
o the expansion of rural education.

Section 3.1 Activities

1 Why has rural-urban migration benefited some rural areas
in LEDCs, but caused problems in other rural areas?

2 Describe the main characteristics of the rural landscape in
Mongalia.

‘ The Isle of Purbeck: issues in rur.alo|
\ settlement

Location and historical

development

The Isle of Purbeck forms the south-eastern part of Purbeck
District in Dorset (Figure 3.12). It is an area of about 200 km?
bounded by the sea to the south and east, and by the River Frome
and Poole Harbour to the north.

The Isle of Purbeck is classed as a remote rural district.
Here the rural settlement is concentrated in clustered villages,
with Corfe Castle being the largest (Figure 3.13). Although these
villages are set in a network of isolated farms and houses, there

3.1 Changes in rural settlements
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Figure 3.12 The lsle of Purbeck

Figure 3.13 Village pub at Corfe Castle

are relatively few hamlets in the region. Lower order urban
services are provided by the towns of Swanage and Wareham with
higher order urban services being found in the Bournemouth-
Poole conurbation, as it has increasingly become known in the
region, The growth of the Bournemouth-Poole conurbation, with
a population now approaching half a million people, has had an
increasing influence on the rural settlement of the Isle of Purbeck,
with the region developing an important dormitory function. The
resulting commuter traffic at peak periods presents particular
problems in the peninsula.
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Population change

The population of Purbeck District as a whole has risen
consistently over the past 40 years, although the rate of growth
has varied by parish. Figure 3.14 compares the population
structure of Purbeck District with the UK average. The
population of Purbeck District is considerably older than that
of the country as a whole, mainly because of the popularity of
the area for retirement. However, the out-migration of young
adults in search of wider economic opportunities and lower-
cost accommaodation is also a factor. In 2001, the birth rate for
the district was 10.1/1000 and the death rate 11.9/1000, leaving
a significant natural decrease in the population. In some rural
settlements such as Corfe Castle and Studland the natural
decrease was considerably higher.
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(Philip Allan Updates, 2008), p.191 |

Figure 3.14 Bar graphs comparing the age of the Purbeck population with
the average for England, 2001

The rural housing problem

House prices in the area have risen at a rate above the national
average over the last decade or so. This has been due largely to
competition from a number of different groups of people:

& out-of-area commuters

e retirees

e second-home owners

@ in-migrants.

This high level of competition for a limited number of available
properties has pushed the cost of housing to a level well beyond
the reach of most local people. The problem is compounded by
the fact that local employment opportunities are limited and wages
are low. The right-to-buy local authority housing has reduced
the potential stock of moderately priced rented properties. This,
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combined with the inability of many in the established population
to compete with newcomers, has led to significant fragmentation
of some local communities.

Rural service decline

Dorset County Council sees access to services as a key issue

in the county. Service decline can have a huge impact on rural

populations. This is an issue that has affected wvirtually all rural
areas in Britain in recent decades. The Dorset Rural Facilities

Survey 2002 found a continuing dedine in rural services in the Isle

of Purbeck and throughout Dorset. Some services had dedined

more than others in the previous decade. The survey noted a

‘dramatic decline in the number of shops selling general produce,

whether they are incorporated within a post office, garage or as a

stand-alone general store’. In particular the Survey noted that for

Dorset as a whole:

o three out of four villages had no general store

o 38 rural post offices had closed since 1991

# eight villages had lost their only pub over the previous
decade

= 35 rural petrol stations had closed since 1091

s four villages with a population of over 500 had no general store,

However, the Survey also noted some service gains. Six village

doctors’ surgeries had opened since 1991 and there had been no

rural school closures in the previous decade. The village church, or
chapel, continued to be the facility most available in rural Dorset.

Rural settlements are constantly in fear of losing services
such as a post office or the one remaining pub. Privately-owned
services are lost more quickly than public services because for the
latter the decision to remain open is not purely an economic one
— social and political considerations are also important. Service
decline makes people more reliant on transport, both public and
private, to gain access to basic services.

Table 3.2 shows the services lacated in each rural settlement in
2004. Corfe Castle had by far the best level of service provision,
partly due to its tourist function and partly due to its location
on the A351 halfway between Swanage and Wareham. Although
Langton Matravers has a similar population to Corfe Castle, it is
very close to Swanage and suffers from a ‘service shadow’ effect.

In terms of causal factors for rural service dedline, the Dorset
Rural Facilities Survey pointed in particular to:

e the increased competition from urban supermarkets that can
undercut the prices and provide a greater range of produce
than small rural retail outlets (Figure 3.15)

e the increasing personal mobility of most of the rural
population as the proportion of people who have access to a
private vehicle has risen over the years — this enables most of
the rural population to shop weekly and in bulk.

It is now the policy of Dorset's District Councils not to permit the

change of use of public houses in rural settlements unless it can

be demonstrated that:

e there is no local need for the facility

» the retention is not economically viable and that there is
no reasonable likelihood of an alternative Facility being
economically viable,



Table 3.2 Rural faalities in the Isle of Purbeck, 2004

3.1 Changes in rural settlements
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Figure 3.15 Post office and general store in Studland

Source: Dorset County Council, 2004
"W = weekly, D = dally

There have been some high-profile cases over the last decade
or so where the local community has fought to save their village
pub, sometimes with success but not always.

The decline of public transport

Public transport in the Isle of Purbeck is limited. Tt exists in the
form of the 150 bus from Poole to Swanage wvia the Sandbanks/
Studland ferry and the 142/143/144 via Holton Heath, Sandford,
Wareham, Corfe and variously Kingston, Langton Matravers,
Worth Matravers and Harman's Cross to Swanage. There is extra
minibus coverage through volunteer schemes but this is also
limited in extent. The decline in public transport in rural areas
usually becomes a vicious cycle.

In terms of rail transport, Wareham Station is on the London-
Waterloo to Weymouth line. The line between Wareham and
Swanage was cut in 1972, along with many other rural railway
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lines around the country. A connection from Wareham to
Furzebrook was however maintained to serve the railhead for the
oil-well at Wytch Farm. Swanage does hoast a steam railway but
this is basically a tourist facility. The Swanage Railway currently
operates on the six miles of track between Swanage and Norden,
passing the ruins of Corfe Castle. However, a prime objective
of the Swanage Railway Trust is to restore the rail link between
Swanage and Wareham, re-establishing a daily service to connect
with mainline trains.

Rural deprivation

Deprivation in terms of housing is particularly acute in high-
priced housing counties such as Dorset,

Opportunity deprivation — the lack of opportunity in health
and social services, education and retail facilities also affects
disadvantaged people, particulardy those living in the most
isolated rural areas.

Mobility deprivation is also evident, as public transport is
very limited on the Isle of Purbeck. As a result many low-income
households have no choice but to spend a high proportion of
their income on running a car, which means that even less money
is left available for other needs, In the Isle of Purbeck, hospital
access is often dependent on voluntary organisations. Deprivation
is concentrated in the long-established population. Those who
have migrated into the area generally have a significantly higher
level of income.

B

Fieldwork: case study of a rural
settlement

For this section, ‘Changes in rural settlements’, the syllabus states:
‘A case study of a rural settlement (village or hamlet) or a rural
area illustrating some of the issues of its development and growth

(or decline) and evaluating the responses’. The confines of space

prevent coverage of both options in this book, but the study of

an individual rural settlement offers an excellent {and relatively
straightforward} fieldwork opportunity.

Select a rural settlement within reasonable travelling distance
and attempt the following:

# Find a map showing the location of the settlement.

® Gather census data illustrating population change.

e Draw a map showing the functions of the settlement (shop,
place of worship etc.) and their location.

e Find out how the number and nature of functions have
changed over time. What have been the reasons for these
changes?

o Is the settlement linked by public transport? If yes, how has
public transport provision changed over time?

» How are people in the settlement employed? How has the
nature of employment changed over time?

# How much employment is local to the settlement and how
much involves commuting or other forms of movement?
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® What have been the main problems facing the settlement in
recent decades and what has been done to attempt to solve
these problems?

e Any other relevant information.

Now write up your case study using the title ‘A case study of

(settlement name): issues of its development, growth and

management’. Limit yourself to 1000 words.

Section 3.1 Activities

7 1 Describe the location of the Isle of Purbeck.

2 With reference to Figure 3.14, describe and explain the
differences between the population structures of the Isle of
Purbeck and the UK as a whole.

3 Discuss the main issues affecting the rural population on the
Isle of Purbeck.

\ y

3.2 Urban trends and
issues of urbanisation

The development of the urban
environment
The first cities

Gordon Childe used the term ‘urban revolution’ to describe the
change in society marked by the emergence of the first cities some
5500 years ago. The areas which frst witnessed this profound
social-economic change were:
e Mesopotamia — the valleys of the Tigris and Euphrates rivers
8 the lower Nile valley
e the plains of the river Indus.
Later, urban civilisations developed around the Mediterranean,
in the Yellow River valley of China, in South East Asia and in the
Americas. Thus the first cities mainly emerged in areas thar are
now considered to be LEDCs.,

The catalyst for this period of rapid change was the Neolithic
about 8000Bc.
sedentary agriculture, based on the domestication of animals

Revolution which occurred This was when
and cereal farming, steadily replaced a nomadic way of life. As
farming advanced, irrigation techniques were developed. Other
major advances which followed were the ox-drawn plough, the
wheeled cart, the sailing boat and metallurgy. However, arguably
the most important development was the invention of writing
about 4000sc, for it was in the millennium after this that some
of the villages on the alluvial plains between the Tigris and
Euphrates rivers increased in size and changed in function so as
to merit the classification of urban.



Considerably later than the first cities, trading centres began to
develop. The Minoan civilisation cities of Knossos and Phaistos,
which flourished in Crete during the first half of the second
millennium ec, derived their wealth from maritime trade. Next
it was the turn of the Greeks and then the Romans to develop
urban and trading systems on a scale larger than ever before.
For example, the population of Athens in the fifth century Bc has
been estimated at a minimum of 100 000. The fall of the Roman
Empire in the fifth century ap led to a major recession in urban
life in Furope which did not really revive until medieval times.

The medieval revival was the product of population growth
and the resurgence of trade, with the main urban settlements of
this period located at points of greatest accessibility. While there
were many interesting developments in urban life during the
medieval period, it required another major technological advance
to set in train the next urban revolution.

The urban industrial revolution

The second ‘urban revolution’, based on the introduction of mass
production in factories, began in Britain in the late eighteenth
century. This was the era of the Industrial Revolution when
industrialisation and urbanisation proceeded hand in hand. The
key invention, among many, was the steam engine, which in
Britain was applied to industry first and only later to transport. The
huge demand for labour in the rapidly growing coalfield towns
and cities was satisfied by the freeing of labour in agriculture
through a series of major advances. The so-called ‘Agricultural
Revolution' had in fact begun in the early seventeenth century.

3.2 Urban trends and issues of urbanisation

By 1801 nearly one-tenth of the population of England and
Wales was living in cities of over 100 000 people. This proportion
doubled in 40 years and doubled again in another 60 years. The
1801 census recorded London’s population at 1 million, the first
city in the world to reach this figure. By 1851 London's population
had doubled to 2 million. However, at the global scale fewer than
3 per cent of the population lived in urban places at the beginning
of the nineteenth century.

As the processes of the Industrial Revolution spread to other
countries the pace of urbanisation quickened. The change from
a population of 10-30 per cent living in urban areas of 100000
people or more took about 80 years in England and Wales; 66
years in the 1TSA; 48 years in Germany, 36 years in Japan; and 26
years in Australia.

The initial urbanisation of many LEDCs was restricted to
concentrations of population around points of supply of raw
materials for the affluent MEDCs. For example, the growth of Sio
Paulo was firmly based on coffee, Buenos Aires on mutton, wool
and cereals; and Kolkata on jute.

By the beginning of the most recent stage of urban development
in 1950, 27 per cent of people lived in towns and cities, with the
vast majority of urbanites still living in MEDCs. In fact, in MEDCs
the cycle of urbanisation was nearing completion.

The post-1945 urban ‘explosion’ in
LEDCs

Throughout history urbanisation and significant economic

progress have tended to occur together. In contrast, the rapid

Figure 3.16 Remains of the Roman ity of Pormpeil, with Mt Vesuvius in the background
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urban growth of LEDCs in the latter part of the twentieth century
has in general far outpaced economic development, creating
huge problems for planners and politicians (Figure 3.17). Because
urban areas in LEDCs have been growing much more quickly
than the cities of MEDCs did in the nineteenth century, the term
‘urban explosion’ has been used to describe contemporary trends,

However, the clear distinction between urbanisation and urban
growth should be kept in mind as some of the least urbanised
countries, such as China and India, contain many of the world’s
largest cities and are recording the fastest rates of growth.

An approach known as dependency theory has been used
by a number of writers to explain the urbanisation of LEDCs,
particularly the most recent post-1950 phase. According to this
approach, urbanisation in LEDCs has been a response to the
absorption of countries and regions into the global economy. The
capitalist global economy induces urbanisation by concentrating
production and consumption in locations that:

» offer the best economies of scale and agglomeration

e provide the greatest opportunities for industrial linkage

® give maximum effectiveness and least cost in terms of control

over sources of supply.

Thus urban development is one of the spatial outcomes of the
capitalist system. Transnational corporations (TNCs) are the
major players in this economic process, which enables and
encourages people to cluster in geographical space. The actions
of TNCs encourage urbanisation directly in response to localised
investment. However, TNCs also influence urbanisation indirectly

Figure 3.17 Street market in Nabul, Tunisia
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through their impact on traditional patterns of production and

employment. For example, the advance of export-oriented

agriculture at the expense of traditional food production has
reduced employment opportunities in the countryside and
encouraged rural-urban migration.

Other factors that have encouraged urbanisation in LEDCs
include:

# the investment policies of central governments which have
generally favoured urban over rural areas, often in an attempt
to enhance their prestige on the international stage

® higher wage rates and better employment protection in cities

s greater access to healthcare and education

s the decline in the demand for locally produced food as
consumers increasingly favour imported food.

of these factors has been ‘backwash

urbanisation’, destroying the wvitality of rural areas and placing

The combined result

enormous pressure on cities. In the longer term, the rate of urban
growth should eventually slow as a result of falling fertility rates
and a deceleration in the urbanisation process itself, as a growing
share of the population becomes urbanised.

Current patterns

Current levels of urbanisation, as in the past, vary considerably
across the globe (Figure 3.18). The most urbanised regions are
North America, Europe, Oceania and Latin America. The lowest
levels of urbanisation are in Africa and Asia. In contrast, urban
growth is highest in Asia and Africa as these regions contain
the fastest-growing urban areas. By 2025 (Figure 3.19) half of the
populations of Asia and Africa will live in urban areas and 80
per cent of urban dwellers will live in LEDCs. In MEDCs levels of
urbanisation peaked in the 1970s and have declined since then
due to the process of counterurbanisation.

Table 3.3 shows the largest cities in the world in 1960 and 2008,
If you look on the internet you will see that the rank order can
change according to the source of information. Different sources
can use different criteria to define urban boundaries. Table 3.3
shows three urban areas with populations over 20 million: Tokyo—
Yokohama (344 million), New York (20.3 million), and Seoul-
Inchon (20.1 million).

Table 3.3 The world's ten largest cities in 1960 and 2008

Population Population
Rank | 1960 (millions) 2008 {millions)
1 New York 14.2 Tokyo— 344
Yokohama
2 | London 10.7 New York 203
3 | Tokyo 10.7 Seoul-Inchon 20.1
4 | Shanghai 10.7 lakarta 199
5 | Beijing 73 Mumbai 19.4
6 Paris 1.2 5ao Paulo 19.1
7 Buenos Aires 6.9 Mexico City 18.4
8 |Los Angeles 6.6 Delhi 17.6
] Woscow 6.0 Osaka—Kobe— Y
Kyoto
10 | Chicago 6.0 Manila 17.0




3.2 Urban trends and issues of urbanisation
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Figure 3.18 World urban population, 2005

(s - Section 3.2 Activities
;,: 80+ — r Y
i 1 a When did the first and second urban revolutions occur?
] 60 b What were the reasons for each of these major changes in
3 a0 ! human settlement?
=3 o ] Py
2 S 2 Distinguish between urbanisation and urban growth.
2 Describe and explain the variations shown in Figure 3.18.
_ . 1 | : A
. 1975 2000 2025 Year 4 Comment on the changes shown in Figure 3.19.
5 Compare the locations of the world's ten largest cities in
b 1960 and 2008 (Table 3.3).
-
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£ 25 |[EAfrica [JSouth America [EEurope
8 . ) . . a
S 20{ (452 @North America_ BOceani The cycle of urbanisation
S
£ 15
_E. The development of urban settlement in the modern period
2 s can be seen as a sequence of processes known as the cycle of
I urbanisation (Figure 3.20). The key processes and their landscape
: implicatons are: suburbanisation, counterurbanisation and
1875 2000 2025  Year reurbanisation. In Britain suburbanisation was the dominant
Source: AQA AZ Gacgraphy by A Barker, D Redfern process until the 1960s. From this decade counterurbanisation
& M. Skinner (Philip Allan Updates, 2000), p.132 increasingly had an impact on the landscape. Reurbanisation of
some of the largest cities, beginning in the 1990s, is the most
Figure 3.19 Predicted patterns of urbanisation, 1975-2025 recent phenomenon.
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Figure 3.20 The oycle of urbanisation

Suburbanisation

Although the urban Industrial Revolution in Britain began in
the late eighteenth century, it was not really until the 1860s that
urban areas began to spread out significantly. The main factor
in this development was the construction of suburban railway
lines. Each railway development spurred a rapid period of house
building. Initially the process of suburbanisation was an almost
entirely middle-class phenomenon. It was not until after the First
World War, with the growth of public housing, that working-class
suburbs began to appear.

In the interwar period about 4.3 million houses were built in
the UK, mainly in the new suburbs. Just over 30 per cent were
built by local authorities (councils). The reasons for such a rapid
rate of suburban growth were:

# government support for house-building

e the willingness of local authorities to provide piped water and
sewerage systems, and gas and electricity

# the expansion of building societies

o low interest rates

# development of public transport routes

# improvements to the road network.

Figure 3.21 describes the development of Stoneleigh, an outer

suburb in south-west London (Figure 3.22). In the latter half of

the twentieth century suburbanisation was limited by the creation

of Green Belts and the introduction of general planning controls.

Figure 3.22 Stoneleigh: an outer suburb in south-west London

STONELEIGH: A RAILWAY SUBURB

By the end of the 1930s developments were taking place on
the rural-urban fringe. Stoneleigh acquired a railway station
in 1932 and witnessed spectacular growth thereafter. The
Stoneleigh Estate consisted of three farms. These had been
offered for building development in the early 1900s but by
the end of the 1920s only a few dozen houses had been built.
However, following the arrival of the railway, development
intensified. By 1933 a 3500 acre site for 3000 homes existed,
and the area had a complete set of drains and sewers. By 1937
all farmland and woaodland within a 1 mile radius of the railway
station had been destroyed.

The housing density at Stoneleigh was low at eight houses
per acre. As well as the railway there was a good bus service to
Epsom, Surbiton and Kingston. Further developments followed
quickhy:
e ablock of 18 shops (by 1933);
a sub-post office (1933) and a bank (1934);
Stoneleigh's first public house (1934);
a cinema (1937);
a variety of churches (1935 onwards);
schools (from 1934);
recreational grounds at Nonsuch Park and Cuddington.
Stoneleigh benefited from a strong and dynamic residents’
association. The residents were aggrieved that nearby working-
class areas in Sutton and Cheam were reducing their own
land values. They canvassed successfully for boundaries to be

Figure 3.21 Stoneleigh —a railway suburb
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redrawn, raising the values of their properties. There were many
social activities too, including dances, whist-drives, cricket,
children’s parties, choral societies, cycling and tennis. This went
a long way to creating a sense of community. The chairman

of the residents’ association was also the editor of a local
newspaper, which helped the residents in their aims.

By 1939 Stoneleigh was a model railway suburb. Over 3000
pecple used the railway each day for commuting to work and
it was also useful for reaching the south coast. However, the
railway also split the community in two. There were problems
for buses and cars trying to move from one side of the town to
the other. Socially, it also split the community.

The development of Stoneleigh shows many similarities with
other suburbs:

e avariety of housing styles, reflecting the different building
companies;

a somewhat chaotic road layout;

complete destruction of the former farming landscape;
ponderous shopping parades;

the claim by some that it is dull and soulless.

Yet because of its poor road layout, in particular the lack of
railway crossings, and its housing developments right up to the
railway line, it does not have the worst trappings of modern
suburban development.

Source: Geography Review, September 19598



Counterurbanisation

Urban deconcentration is the most consistent and dominant feature
of population movement in most cities in MEDCs today, in which
each level of the settlement hierarchy is gaining people from the
more urban tiers above it but losing population to those below
it. However, it must be remembered that the net Aigures hide the
fact that there are reasonable numbers of people moving in the
opposite direction. There has been a consistent loss of population
for metropolitan England in terms of net within-UK migration. It
does not, however, mean an overall population decline of this
magnitude, because population change is also affected by natural
increase and international migration. London is the prime example
of the counterbalancing effect of these last two processes.

Around London, where central rents are particularly high,
much office employment has diffused very widely across south-
east England, Between 20 and 30 decentralisation centres can
be identified in the Outer Metropolitan Area, between 20 and 80
km from central London, especially along the major road and rail
corridors. Examples include Dorking, Guildford and Reigate.

Reurbanisation

In very recent years British cities have, to a limited extent so
tar, reversed the population decline that has dominated the
post-war period. Central government finance, for example the
millions of pounds of subsidies poured into London’s Docklands,
Manchester’s Hulme wastelands and Sheffield’s light railway, has
been an important factor in the revival. New urban design is also
playing a role. The rebuilding of part of Manchester’s city centre
after a massive IRA bomb has allowed the planners to add new
pedestrian areas, green spaces and residential accommodation.

The reduction in urban street crime due to the installation of
automated closed-circuit surveillance cameras has significantly
improved public perception of central areas (Figure 3.23). Rather
than displacing crime to nearby areas, as some critics have
claimed, a Home Office study found that, on the contrary, the
installation of cameras had a halo effect, causing a reduction in
crime in surrounding areas.

Is the recent reurbanisation just a shortterm blip or the
beginning of a significant trend, at least in the medium term?
Perhaps the maost important factor favouring the latter is the
government’s prediction in the late 1990s of the formation of

Figure 3.23 Reurbanisation in the central area of Reading, UK

3.2 Urban trends and issues of urbanisation

4.4 million extra households over the next two decades. Sixty per
cent of these new households will have to be housed in existing
urban areas because there is such fierce opposition to the relaxation
of planning restrictions in the countryside. Also, as many of the

new households will be single-person units, the existing urban
areas may well be where most of them would prefer to live,

For the first time in about 30 years London stopped losing
population in the mid-1980s and has been gaining people ever
since, due to net immigration from overseas and natural increase.
Perhaps the most surprising aspect of this trend is the rejuvenation
of inner London where the population peaked at 5 million in 1900,
but then steadily dropped to a low of 2.5 million by 1983. The
subsequent rise, forecast by the Department of the Environment
to reach 3 million by 2011, will subside thereafter. Young adults
now form the predominant population group in inner London,
whereas in the 1960s all the inner london boroughs exhibited a
mature population structure. Inner London is seen as a vibrant
and attractive destination by young migrants from both the UK
and abroad.

Section 3.2 Activities

1 What is the cycle of urbanisation?

2 With reference to Figure 3.21, describe the process of
suburbanisation.

2 What is counterurbanisation and when did it begin?

4 a Define reurbanisation.
b Explain the reasons for the occurrence of this process.

L A

Competition for land

All urban areas exhibit competition for land to varying degrees.

Such competition varies according to location, and the level
of competition can change over time. The best measures of
competition are the price of land and the rents charged for
floorspace in buildings, However, planning measures such as
land use zoning and other restrictions can complicate the free
market process to a considerable degree. Bid-rent theory does
much to explain how competition for land can result in functional
zonation — this is discussed in more detail in the next section.
Space does not usually stay idle for long in the sought-after
parts of urban areas. However, there are areas of some cities
where dereliction has been long-standing. Here the land may be
unattractive for both residential and business purposes and it may
require substantial investment from government to bring the area
back into active use again.
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Renewal and redevelopment

Urban redevelopment involves complete clearance of existing
buildings and site infrastructure and constructing new buildings,
often for a different purpose, from scratch. In contrast, urban
renewal keepsthe best elements of the existing urba n environment
(often because they are safeguarded by planning regulations) and
adapts them to new usages. Simple examples are where a bank
has been turned into a restaurant, keeping the former's facade, but
altering the inside of the building to suit its new purpose. Urban
renewal helps to maintain some of the historic character of urban
areas.

In cities in various countries where damage was extensive
as a result of the Second World War (1939-45), large-scale
redevelopment took place in the subsequent decades. The general
model was to completely clear the land (redevelopment) and
build anew. However, from the 1970s renewal gained increasing
acceptance and importance in planning circles. In more recent
vears the term urban regeneration has become increasingly
popular. This involves both redevelopment and renewal.

In the UK, urban development corporations were formed in
the 1980s and early 1990s to tackle large areas of urban blight in
major cities around the country. The establishment of the London
Docklands Development Corporation in 1981 set in train one of
the largest urban regeneration projects ever undertaken in Europe.
An important part of this development was the construction of
Canary Whart which extended London’s central business district
(CBD) towards the east. The regeneration of the Lower Lea Valley
is a more recent development stimulated by the granting of the
Olympic Games to London for 2012,

The Lower Lea Valley is home to one of the most deprived
communities in the country and is seen as the largest remaining
regeneration opportunity in inner London. Unemployment is
high and the public health record poor. At present this run-
down environment with an industrial history suffers from a lack
of infrastructure. Most of the existing industry provides only
low-density employment. Flytipping
has been a major problem here for
many years. The area is one of the
most ethnically diverse in the UK.
It has a negative image both within
East London and in the capital city
as a whole. Tt is hoped that the
Olympic Games will transform the
Lower Lea Valley, bringing permanent
prosperity to the area through the
process of cumulative causation.
The development that the Olympics
will bring will be dovetailed with the
existing regeneration framework. The
total investment in the area is expected
to exceed £6 billion. Plans to develop
the Lower Lea Valley have been around
for some time — the development role
of the Olympic Games will be to speed
up this process.
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Gentrification: reshaping social
geography

There are small areas of striking affluence in the inner cities of
most urban areas within MEDCs. There are two main reasons
for clusters of high socio-economic status in the inner city. Some
areas have always been fashionable for those with money. In
London areas such as St John's Wood and Chelsea are only a short
distance from the City and West End and are pleasantly laid out
with a good measure of open space. The original high quality of
housing has been maintained to a very good standard.

Other fashionable areas have become so in recent decades
through the process of gentrification. Gentrification is marked
by the occupation of more space per person than the original
occupants from lower socio-economic groups. The low-income
areas that are most likely to undergo this process usuvally have
some distinct advantages, such as:
® an attractive park
¢ larger than average housing
® proximity to a station.

Evidence of gentrification is:

e many houses being renovated — skips, scaffolding etc.

e house prices rising faster than in comparable areas

o ‘trendier’ shops and restaurants opening in the area.

Because the demand for housing in London exceeds the supply,
many parts of the city have been gentrified since the 1960s,

The term ‘gentrification’ was first coined in 1963 by the
sociologist Ruth Glass to describe the changes occurring in the
social structure and housing market in parts of inner London. The
process involved:

e the physical improvement of the housing stock (Figure 3.24)

# a change in housing tenure from renting to owning

# an increase in house prices

# the displacement or replacement of the working class by the
new middle class.

Figure 3.24 Gentrification of terraced housing in inrer London
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Filtering occurs as housing deteriorates and it moves downwards through the social groups.

Gentrification reverses this process as middle-income groups upgrade older city properties by renovating them.

Source; Advancad Geography: Concapits & Casss by P, Guinness & G. Magle (Hodder Education, 1999, p.114

Figure 3.25 The process of filtering and gentrification

According to Professor C. Hamnett, ‘the importance of gentrification
in dramatically reshaping the social geography of inner London
over the last 30—40 years cannot be overestimated’. Much of inner
London in the 1950s and 1960s was dominated by a large working-
class population. Since then gentrification has changed much of the
inner city in terms of both social structure and housing tenure. As
the middle classes have expanded in the inner city, the remaining
working-class population has been squeezed into smaller and
smaller areas. Gentrification is particularly concentrated in a
relatively small number of major cities where:
# the change from an industrial to a post-industrial economy
has been rapid
# the professional and managerial classes have expanded
significantly
e there is an attractive old nineteenth or early twentieth

century inner city housing stock suitable for renovation and

CONVersion.

Gentrification not only results in a considerable upgrading of the
housing stock, but also significant changes to other aspects of
the urban environment (Figure 3.25). For example, the nature of
retailing in areas that have been gentrified often undergoes a
profound change as pubs, restaurants, clothes shops and other
retail outlets go ‘upmarket’ due to the increased purchasing power
of people in the area.

The shortage of housing, illustrated by extremely high house
prices has caused young professional people increasingly to seek
homes in areas that were once considered undesirable. The types
of change that could be observed in Fulham, Paddington and
Battersea in the 1960s and 1970s have recently been occurring in
Hackney, Brixton and Shepherd’s Bush.

Although the overall borough statistics still show a pronounced
inner London/outer London contrast, gentrification has intensified
the residential miosaic of inner London, with affluent areas
often not far from deprived inner city estates, The poverty in
London's worst housing estates is extreme. The boroughs of
Hackney, Southwark and Tower Hamlets all contain a hundred or
more estates officially classed as deprived, accounting between
them for a fifth of the national total.

Changing accessibility and lifestyle

As cities have spread outwards with the development of new
suburbs, many people have enjoyed a higher quality of life in
such locations. The suburban lifestyle is an ambition for many
more people around the world. However, the flip-side has been
increasingly long journeys to work,

More than two-thirds of all journeys to work in the UK are
now by car, up from about 50 per cent in 1980. Owver the same
period the average commuting journey has risen by 50 per cent.
At the same time all other types of journey have become more
car intensive. Increasing personal mobility is an important factor
in improving the quality of life of people. Howewver, it comes at
a cost — congestion and pollution, As more people can afford
to spend money on transportation, public and private, levels
of accessibility rise, at least in theory. However, significant
investment in transport infrastructure is required to ensure that
congestion does not reduce travel times.

The perceived wisdom now is that building new roads may
cause people to undertake trips they would otherwise not have
attempted. Traffic almost always rises over time to exceed highway
capacity. In terms of the environment there is concern that the
growth in vehicle miles will overwhelm any improvements in
vehicle emissions. The reasons for the increase in urban car use
in most cities include:

s rising real incomes which have enabled more and more
households to purchase vehicles

e decentralisation, which has resulted in people living further
from their places of work now than in the past

& the growth in the number of households, which has
generated more trips

# the growing proportion of households with two earners of
working age, which also generates more trips

# the perceived high cost and low quality of public transportation
which limits its appeal as an alternative to the car

e the increasing proportion of journeys to school taken by car.

The fastest rates of motor vehicle increase are in the cities of LEDCs.

One of the first things people buy as soon as they can is a car.
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Figure 3.26 Public transport in Vienna, Austria

This is the major reason why the quality of the environment in
maost cities in LEDCs continues to deteriorate. In so many instances
population increase (and car usage) outstrips investment in urban
infrastructure and environmental improvement. Tt is not just an
issue of aesthetics: recent research has stressed the economic cost
of pollution.

The increase in environmental problems in cities in LEDCs
has been paralleled by a rise in local anxiety about them.
Environmental lobby groups have grown substantially in number;
some are offshoots of world organisations established in MEDCs,
such as Friends of the Earth and Greenpeace, while others are
local organisations. As concern has increased politicians have
been forced to act.

The best way to counter the pollution problem is to plan the
growth of cities more carefully, particularly to avoid widespread
urban sprawl which encourages car use. The TN has pointed to
Curitiba in Brazil as an example of effective urban planning. Here
urban growth has been channelled along five corridors stretching
out from the city centre, each served by a road with exclusive
lanes for high-speed buses. Rates of car ownership in Curitiba are
high due to its relative affluence, but it has cleaner air and lower
petrol consumption than other Brazilian cities of a comparable
size, mainly because so many people use public transport.

In Vienna the combination of high-quality, heavily subsidised
public transport, high petrol taxes and parking fees, and strictly
regulated on-street parking has succeeded in keeping the streets
relatively uncongested (Figure 3.26).

The most effective measure would be to upgrade public
transportation to a much better standard than it is at present.
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However, because of the high cost involved it is unlikely that
enough will ever be done in most countries to attract significant
numbers away from their cars.

Section 2.2 Activities

| 1 Why is there often intense competition for land in urban
areas?

|
2 How can the competition for urban land be measured?

3 Distinguish between urban redevelopment and urban
renewal.

. 4 Define infrastructure.

' 5 a Define gentrification.
b How has gentrification affected London?

- 6 Explain the factors that result in changes in accessibility in
urban areas.

Global (world) cities

A global (world) city is one that is judged to be an important
nodal point in the global economic system. The term ‘global city”
was first introduced by Saskia Sassen in her book The Global
City published in 1991. Initially referring to New York, London
and Tokyo, Sassen described global cities as ones that play a
major role in global affairs in terms of politics, economics and
culture. The rmumber of global cities has increased significantly
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in recent decades as the process of globalisation has deepened.
Global cities are defined by influence rather than size. Which
large cities in terms of population do not appear on Figure 3.277
For example, in the USA, Los Angeles is larger in population size
than Chicago, but while Chicago has Alpha status, Los Angeles
does not merit an Alpha ranking.

The Globalisation and World Cities (GaWC) Research Network
at Loughborough University has identified various levels of global
city. Figure 3.27 shows what are termed the ‘Alpha’ cities in 2008,
which are subdivided into four categories. Only New York and

Table 3.4 Beta and gamma global cities
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London are placed in the highest Alpha++ category under this
classification. Beijing (Figure 3.28) is in the Alpha+ category
along with Shanghai, Hong Kong and Tokyo in the East Asia
geographical region. The remaining cities in this category are
Paris, Singapore and Sydney. The GaWC analysis also recognises
four lower levels of urban area around the world. The next two
levels in the global city hierarchy, the Beta and Gamma levels,
are shown in Table 3.4. The results are based upon the office
networks of 175 advanced producer service firms in 526 cities
in 2008,

Beta+ Beta Beta— Gammas+ Gamma Gamma-—
Melbourne Bangalore Sofia Panama City Guadalajara Edinburgh
Barcelona leddah Dusseldorf Casablanca Antwerp Porto

Los Angeles Kuwait Houston Chennai Rotterdam Tallinn
Johannesburg Luxembourg Beirut Brisbane Lagos San Salvador
Manila Munich Guangzhou Quito Philadelphia St Petersburg
Bogota Kiev Micosia Stuttgart Perth Port Louis
New Delhi Dallas Karachi Denver Amman Sam Diego
Atlanta Lima Montevideo Vancouver Manchester (UK) Calgary
Washington Boston Rio de Jlaneiro Zagreb Riga Almaty

Tel Aviv Miami Mairobi Guatemala City Detroit Birmingham (UK)
Bucharest Bratislava Cape Town Guayagquil Islamabad
San Francisco Maontreal San Jose (Costa Rica) Wellington Doha
Helsinki Ho Chi Minh City Ljubljana Portland Vilnius

Berlin Minneapolis Colombo
Dubai Santo Domingo

Oslo Seattle

Geneva Manama

Riyadh Shenzhen

Copenhagen

Hamburg

Cairo

Source: Globalisation and 'World Cities (GaWC) Research Network, Loughborough University
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Figure 3.28 Beijing — a world city

In 2008, the American journal Foreign Policy published its
Global Cities Index. The rankings are based on 24 measures over
five areas:

o business activity

® human capital

¢ information exchange

o cultural experience

# political engagement.

Foreign Policy noted that 'the world's biggest, most interconnected

cities help set global agendas, weather transnational dangers, and

serve as the hubs of global integration. They are the engines of
growth for their countries and the gateways to the resources of
their regions.’

The growth of global cities has been due to:

# demographic trends: significant rates of natural increase and
in-migration at different points in time for cities in MEDCs
and LEDCs — large population clusters offer potential in terms
of both workforce and markets

# economic development: the emergence of major
manufacturing and service centres in national and continental
space, along with the development of key transport nodes in
the global trading system
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e cultural/social status: the cultural facilities of large cities are
an important element of their overall attraction to foreign
direct investment and tourism

e political importance: many global cities are capital cities,
benefiting from particularly high levels of investment in
infrastructure.

There will undoubtedly be many changes in the hierarchy of
global cities as the years unfold. The rapid development of many
newly industrialised countries will have a significant impact on
the rankings. Africa is so far unrepresented on the Alpha list but
cities such as Johannesburg, Cairo and Lagos may well get there
in the not too distant future. In contrast, other established global
cities may decline in importance,

Section 3.2 Activities

1 What is a global city?

2 Describe the levels and distribution of global cities shown in
Figure 3.27.

2 On an outline map of the world show the locations of the
Beta global cities shown in Table 3.4.

4 Suggest how global cities can rise and fall in terms of their

level or grading. /f

\
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3.3 The changing
structure of urban
settlements

Functional zonation

The patterns evident and the processes at work in large urban
areas are complex but by the beginning of the twentieth century
geographers and others interested in urban form were beginning
to see more clearly than before the similarities between cities as
opposed to laying stress on the uniqueness of each urban entity.
The first generalisation about urban land use to gain widespread
recognition was the concentric zone model emanating from the
so-called ‘Chicago School’.

The concentric zone model

Figure 3.29 The CBD of Chicago

Published in 1925, and based on American Mid-Western
cities, particularly Chicago (Figure 3.29), EW. Burgess's madel
(Figure 3.30) has survived much longer than perhaps its attributes
merit as it has only limited applicability to modern cities. However,
it did serve as a theoretical foundation for others to investigate
further.

The main assumptions upon which the model was based are:

a uniform land surface

free competition for space

universal access to a single-centred city

continuing in-migration to the city, with development taking

place outward from the central core.
Burgess concluded that the city would tend to form a series
of concentric zones. The model's basic concepts were drawn
from ecology, with the physical expansion of the city occurring

3.3 The changing structure of urban settlements

by invasion and succession, with each of the concentric zones
expanding at the expense of the one beyond.

Business activities agglomerated in the central business district
(CBD) which was the point of maximum accessibility for the urban
area as a whole. Surrounding the CBD was the ‘zone in transition’
where older private houses were being subdivided into flats and
bed-sitters or converted to offices and light industry. Newcomers to
the city were attracted to this zone because of the concentration of
relatively cheap, low-guality rented accommodation. In-migrants
tended to group in ethnic ghettos and areas of vice could be
recognised (Figure 3.31). However, as an ethnic group assimilated
into the wider community — economically, socially and politically
— its members would steadily move out to zones of better housing,
to be replaced by the most recent arrivals. Bevond the zone in
transition came the ‘zone of working-men’s homes’ characterised
by some of the oldest housing in the city and stable social groups.
Next came the ‘residential zone’ occupied by the middle classes
with its newer and larger houses, Finally, the commuters’ zone
extended beyond the built-up area.

Burgess observed in his paper that ‘neither Chicago nor any
other city fits perfectly into this ideal scheme. Complications are
introduced by the lake front, the Chicago River, railroad lines,
historical factors in the location of industry, the relative degree of
the resistance of communities to invasion, etc.

a Zonal model b Sector model

1 Central business district
2 Wholesale light
manufacturing
3 Low-class residential
4 Medium-class residential
5 High-class residential
6 Heavy manufacturing
7 Outlying business district
8 Residential suburb
9 Industrial suburb
10 Commuters’ zone

¢ Multiple-nuclei model

Siource: OCA AS Geography by M. Raw (Philip Allan Updates, 2008), p.203
Figure 3.30 Concentric zone, sector and multiple-nuclei models
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Figure 3.31 Subway graffiti, the Bronx —inner city New York

Bid-rent theory

Alonso's theory of urban land rent (1964), generally known as
bid-rent theory, also produces a concentric zone formation,
determined by the respective ability of land uses to pay the higher
costs of a central location (Figure 3.32). The high accessibility
of land at the centre, which is in short supply, results in intense
competition among potential land users. The prospective land
use willing and able to bid the most will gain the most central
location. The land use able to bid the least will be relegated to the
most peripheral location.

Alonso explained the paradox of poorer people living on
expensive land in inner areas and more affluent people living on
cheaper