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PREFACE

The Wiley Biotechnology Encyclopedias, composed of
the Encyclopedia of Molecular Biology, the Encyclopedia
ofBioprocess Technology: Fermentation, Biocatalysis, and
Bioseparation; the Encyclopedia of Cell Technology; and
the Encyclopedia of Ethical, Legal, and Policy Issues in
Biotechnology cover very broadly four major contemporary
themes in biotechnology. The series comes at a fascinating
time in that, as we move into the twenty-first century,
the discipline of biotechnology is undergoing striking
paradigm changes.

Biotechnology is now beginning to be viewed as an
informational science. In a simplistic sense there are
three types of biological information. First, there is the
digital or linear information of our chromosomes and genes
with the four-letter alphabet composed of G, C, A, and
T (the bases guanine, cytosine, adenine, and thymine).
Variation in the order of these letters in the digital
strings of our chromosomes or our expressed genes (or
mRNAs) generates information of several distinct types:
genes, regulatory machinery, and information that enables
chromosomes to carry out their tasks as informational
organelles (e.g., centromeric and telomeric sequences).

Second, there is the three-dimensional information of
proteins, the molecular machines of life. Proteins are
strings of amino acids employing a 20-letter alphabet.
Proteins pose four technical challenges: (1) Proteins are
synthesized as linear strings and fold into precise three-
dimensional structures as dictated by the order of amino
acid residues in the string. Can we formulate the rules
for protein folding to predict three-dimensional structure
from primary amino acid sequence? The identification
and comparative analysis of all human and model organ-
ism (bacteria, yeast, nematode, fly, mouse, etc.) genes
and proteins will eventually lead to a lexicon of motifs
that are the building block components of genes and pro-
teins. These motifs will greatly constrain the shape space
that computational algorithms must search to successfully
correlate primary amino acid sequence with the correct
three-dimensional shapes. The protein-folding problem
will probably be solved within the next 10-15 years.
(2) Can we predict protein function from knowledge of
the three-dimensional structure? Once again the lexicon
of motifs with their functional as well as structural cor-
relations will play a critical role in solving this problem.
(3) How do the myriad of chemical modifications of proteins
(e.g., phosphorylation, acetylation, etc.) alter their struc-
tures and modify their functions? The mass spectrometer
will play a key role in identifying secondary modifications.
(4) How do proteins interact with one another and/or with
other macromolecules to form complex molecular machines
(e.g., the ribosomal subunits)? If these functional com-
plexes can be isolated, the mass spectrometer, coupled
with a knowledge of all protein sequences that can be
derived from the complete genomic sequence of the organ-
ism, will serve as a powerful tool for identifying all the
components of complex molecular machines.

The third type of biological information arises from
complex biological systems and networks. Systems

information is four dimensional because it varies with
time. For example, the human brain has 1,012 neu-
rons making approximately 1,015 connections. From this
network arise systems properties such as memory, con-
sciousness, and the ability to learn. The important point is
that systems properties cannot be understood from study-
ing the network elements (e.g., neurons) one at a time;
rather the collective behavior of the elements needs to be
studied. To study most biological systems, three issues
need to be stressed. First, most biological systems, three
issues need to be stressed. First, most biological systems
are too complex to study directly, therefore they must
be divided into tractable subsystems whose properties in
part reflect those of the system. These subsystems must
be sufficiently small to analyze all their elements and con-
nections. Second, high-throughput analytic or global tools
are required for studying many systems elements at one
time (see later). Finally the systems information needs
to be modeled mathematically before systems properties
can be predicted and ultimately understood. This will
require recruiting computer scientists and applied math-
ematicians into biology—just as the attempts to decipher
the information of complete genomes and the protein fold-
ing and structure/function problems have required the
recruitment of computational scientists.

I would be remiss not to point out that there are many
other molecules that generate biological information:
amino acids, carbohydrates, lipids, and so forth. These too
must be studied in the context of their specific structures
and specific functions.

The deciphering and manipulation of these various
types of biological information represent an enormous
technical challenge for biotechnology. Yet major new and
powerful tools for doing so are emerging.

One class of tools for deciphering biological information
is termed high-throughput analytic or global tools. These
tools can be used to study many genes or chromosome
features (genomics), many proteins (proteomics), or many
cells rapidly: large-scale DNA sequencing, genomewide
genetic mapping, cDNA or oligonucleotide arrays, two-
dimensional gel electrophoresis and other global protein
separation technologies, mass spectrometric analysis of
proteins and protein fragments, multiparameter, high-
throughput cell and chromosome sorting, and high-
throughput phenotypic assays.

A second approach to the deciphering and manipula-
tion of biological information centers around combinatorial
strategies. The basic idea is to synthesize an informa-
tional string (DNA fragments, RNA fragments, protein
fragments, antibody combining sites, etc.) using all combi-
nations of the basic letters of the corresponding alphabet,
thus creating many different shapes that can be used to
activate, inhibit, or complement the biological functions of
designated three-dimensional shapes (e.g., a molecule in a
signal transduction pathway). The power of combinational
chemistry is just beginning to be appreciated.

A critical approach to deciphering biological infor-
mation will ultimately be the ability to visualize the



functioning of genes, proteins, cells, and other informa-
tional elements within living organisms (in vivo informa-
tional imaging).

Finally, there are the computational tools required to
collect, store, analyze, model, and ultimately distribute
the various types of biological information. The creation
presents a challenge comparable to that of developing
new instrumentation and new chemistries. Once again
this means recruiting computer scientists and applied
mathematicians to biology. The biggest challenge in this
regard is the language barriers that separate different
scientific disciplines. Teaching biology as an informational
science has been a very effective means for breeching these
barriers.

The challenge is, of course, to decipher various
types of biological information and then be able to
use this information to manipulate genes, proteins,
cells, and informational pathways in living organisms to
eliminate or prevent disease, produce higher-yield crops,
or increase the productivity of animals for meat and other
foods.

Biotechnology and its application raise a host of
social, ethical, and legal questions, for example, genetic
privacy, germline genetic engineering, cloning of animals,
genes that influence behavior, cost of therapeutic drugs

generated by biotechnology, animal rights, and the nature
and control of intellectual property.

Clearly, the challenge is to educate society so that
each citizen can thoughtfully and rationally deal with
these issues, for ultimately society dictates the resources
and regulations that circumscribe the development and
practice of biotechnology. Ultimately, I feel enormous
responsibility rests with scientists to inform and educate
society about the challenges as well as the opportunities
arising from biotechnology. These are critical issues
for biotechnology that are developed in detail in the
Encyclopedia of Ethical, Legal, and Policy Issues in
Biotechnology.

The view that biotechnology is an informational
science pervades virtually every aspect of this science,
including discovery, reduction of practice, and societal
concerns. These Encyclopedias of Biotechnology reinforce
the emerging informational paradigm change that is
powerfully positioning science as we move into the twenty-
first century to more effectively decipher and manipulate
for humankind's benefit the biological information of
relevant living organisms.

Leroy Hood
University of Washington
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COMMONLY USED ACRONYMS
AND ABBREVIATIONS

ABA abscisic acid
AC alternating current
ACC alpha-aminocyclopropane-1-carboxylic acid
AFLP amplified fragment length polymorphism
AFM atomic force microscope/microscopy
ATL atrial natriuretic peptide receptor
BAEC bovine aortic endothelial cell
BLA biological license application
BOD biological oxygen demand
BRG 1 human homologue of drosophila brahma gene

(brm)
BSE Bovine Spongiform Encephalopathy
CAD caspase activated DNAse
CAMs Cell-Adhesion Molecules
CBER Center of Biologies Evaluation and Review
CB MNC cord blood mononuclear cells
CDC Center for Disease Control and Prevention
CDK cyclin dependent kinase
CE centrifugal elutriation
CEIA capillary electrophoretic immunoassay
CFD computational fluid dynamics
cGMP current Good Manufacturing Practices
CHO Chinese hamster ovary cells
CIP cleaning-in-place procedures
CJD Creutzfeld-Jakob Disease
CMC Chemistry, Manufacturing, and Controls

studies
CMS cytoplasmic male sterility
COP critical oxygen pressure
CTL cytotoxic T lymphocytes
DEPC diethyl pyrocarbonate
DF dark field microscopes
DHFR dihydrofolate reductase
DIBA dot immunobinding assays
DIC differential interference microscopes
DMSO dimethyl sulfoxide
DNA-PK DNA-dependent protein kinase
DOP dioctylphthalate
DW dry weight
EIA competitive binding enzyme immunoassay
ELAM endothelial leukocyte adhesion molecule
ELISA enzyme-linked immunosorbent assay
EMIT enzyme-monitored immunotest
EPO Erythropoitin (hormone)
ERE estrogen response element
FDA Food and Drug Administration
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FIA flow-injection analysis
FRALE frangible anchor linker effector (compounds)
FRIM fluorescence ratio imaging microscopy
FWB fresh weight basis
GISH genomic in situ hybridization
GMP good manufacturing practice
GRE glucocorticoid response element
GS glutamine synthetase
GUS b-glucuronidase gene

HBV hepatitis B virus
HEPA High Efficiency Particulate Air (filtration)
HF hollow fiber (reactors)
HIV human immunodeficiency virus
HRE hormone response element
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IBA indole-3-butyric acid
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IGF insulin growth factor
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Institute
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LMTD log mean temperature difference
LNAME N-nitro-L-arginine methyl ester
MACS magnetic cell sorter
MAP mitogen activated protein
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MCB Master Cell Bank
MCP-I monocyte chemoattractant protein-1
MEM minimal essential media
MOI multiplicity of infection
MSCs microbiological safety cabinets
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MTT 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl

tetrazolium bromide
NAA 1-naphthylacetic acid
NASBA nucleic acid sequence based amplification
NAT nucleic acid testing
NEAAs non-essential amino acids
Nes naphthalene endoperoxides
NHEs Na+/H-h antiports or exchangers
NIH National Institutes of Health
NK natural killer cells
NMR nuclear magnetic resonance
NOA 2-naphthylocyacetic acid
NOS nitric oxide synthase
OTR oxygen transfer rate
OUR oxygen uptake rate
PAI-I plasminogen activator inhibitor, type 1
PAL phenylalanine ammonia lyase
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PB MNC peripheral blood mononuclear cells
PCMBS p-chloromercuribenzenesulfonic acid
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PCD physiological cell death
PCV packed cell volume
PDGF platelet derived growth factor
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PVA polyvinyl alcohol
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RCM reflection contrast microscopy



RCV replication competent virus
RFLP restriction fragment length polymorphism
RH relative humidity
RIA radioimmunoassay
RLF replication licensing factor
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TIL tumor infiltrating lymphocytes

TSE transmissible spongiform
encephalopathies
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CONVERSION FACTORS, ABBREVIATIONS,
AND UNIT SYMBOLS

SI UNITS (Adopted 1960)

The International System of Units (abbreviated SI), is being implemented throughout the world. This measurement
system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are published and
controlled by an international treaty organization (The International Bureau of Weights and Measures).

SI units are divided into three classes:

BASE UNITS SUPPLEMENTARY UNITS
length meter' (m)
mass solid angle
time second (s)
electric current ampere (A)
thermodynamic temperature* kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd'

plane angle radian (rad)
steradian (sr) kilogram (kg)

Quantity Unit Symbol Acceptable equivalent

volume cubic meter m3

cubic diameter dm3 L (liter) (5)
cubic centimeter cm3 mL

wave number 1 per meter m"1

1 per centimeter cm"1

In addition, there are 16 prefixes used to indicate order of magnitude, as follows:

Multiplication factor Prefix Symbol

1018 exa E
1015 peta P
1012 tera T
109 giga G
106 mega M
103 kilo k
102 hecto h a

10 deka daa

10-1 deci da

10-2 centi ca

ICT3 milli m
1(T6 micro €
10~9 nano n
10-12 pico p
10-15 femto f
10"18 atto a

aAlthough hecto, deka, deci, and centi are SI prefixes,
their use should be avoided except for SI unit-multiples
for area and volume and nontechnical use of
centimeter, as for body and clothing measurement.

For a complete description of SI and its use the reader is referred to ASTM E380.
A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four

significant figures. Exact relationships are followed by a dagger. A more complete list is given in the latest editions of
ASTM E380 and ANSI Z210.1.

t The spellings "metre" and "litre" are preferred by ASTM; however, "-er" is used in the Encyclopedia.
* Wide use is made of Celsius temperature (t) defined by

t = T — To
where T is the thermodynamic temperature, expressed in kelvin, and To = 273.15 K by definition. A temperature interval may be expressed in degrees
Celsius as well as in kelvin.



CONVERSION FACTORS TO SI UNITS
To convert from To Multiply by

acre
angstrom
are
astronomical unit
atmosphere, standard
bar
barn
barrel (42 U.S. liquid gallons)
Bohr magneton (€B)
Btu (International Table)
Btu (mean)
Btu (thermochemical)
bushel
calorie (International Table)
calorie (mean)
calorie (thermochemical)
centipoise
centistokes
cfm (cubic foot per minute)
cubic inch
cubic foot
cubic yard
curie
debye
degree (angle)
denier (international)

dram (apothecaries')
dram (avoirdupois)
dram (U.S. fluid)
dyne
dyne/cm
electronvolt
erg
fathom
fluid ounce (U.S.)
foot
footcandle
furlong
gal
gallon (U.S. dry)
gallon (U.S. liquid)
gallon per minute (gpm)

gauss
gilbert
gill (U.S.)
grade
grain
gram force per denier
hectare
horsepower (550 ft • lbf/s)
horsepower (boiler)
horsepower (electric)
hundredweight (long)
hundredweight (short)
inch
inch of mercury (32 0F)
inch of water (39.2 0F)
kilogram-force
kilowatt hour

square meter (m2)
meter (m)
square meter (m2)
meter (m)
pascal (Pa)
pascal (Pa)
square meter (m2)
cubic meter (m3)
J/T
joule (J)
joule (J)
joule (J)
cubic meter (m3)
joule (J)
joule (J)
joule (J)
pascal second (Pa • s)
square millimeter per second (mm2/s)
cubic meter per second (m3/s)
cubic meter (m3)
cubic meter (m3)
cubic meter (m3)
becquerel (Bq)
coulomb meter (C m)
radian (rad)
kilogram per meter (kg/m)
tex*
kilogram (kg)
kilogram (kg)
cubic meter (m3)
newton (N)
newton per meter (N/m)
joule (J)
joule (J)
meter (m)
cubic meter (m3)
meter (m)
lux (Ix)
meter (m)
meter per second squared (m/s2)
cubic meter (m3)
cubic meter (m3)
cubic meter per second (m3/s)
cubic meter per hour (m3/h)
tesla (T)
ampere (A)
cubic meter (m3)
radian
kilogram (kg)
newton per tex (N/tex)
square meter (m2)
watt (W)
watt (W)
watt (W)
kilogram (kg)
kilogram (kg)
meter (m)
pascal (Pa)
pascal (Pa)
newton (N)
megajoule (MJ)

4.047 x 103

1.0 x 10"10t

1.0 x 102t

1.496 x 1011

1.013 x 105

1.0 x 105t

1.0 x 10"28t

0.1590
9.274 x 10"24

1.055 x 103

1.056 x 103

1.054 x 103

3.524 x 10"2

4.187
4.190
4.184*
1.0 x 10"3t

1.0t
4.72 x 10"4

1.639 x 10"5

2.832 x 10~2

0.7646
3.70 x 1010t

3.336 x 10"30

1.745 x 10"2

1.111 x 10"7

0.1111
3.888 x 10~3

1.772 x 10"3

3.697 x 10"6

1.0 x 10"5t

1.0 x 10"3t

1.602 x 10"19

1.0 x 10"7t

1.829
2.957 x 10"5

0.3048f

10.76
2.012 x 10"2

1.0 x 10"2t

4.405 x 10"3

3.785 x 10-3

6.309 x 10"5

0.2271
1.0 x 10"4

0.7958
1.183 x 10~4

1.571 x 10"2

6.480 x 10"5

8.826 x 10"2

1.0 x 104t

7.457 x 102

9.810 x 103

7.46 x 102t

50.80
45.36
2.54 x 10"2t

3.386 x 103

2.491 x 102

9.807
3.6+



CONVERSION FACTORS TO SI UNITS

To convert from To Multiply by

kip newton (N) 4.448 x 103

knot (international) meter per second (m/S) 0.5144
lambert candela per square meter (cd/m3) 3.183 x 103

league (British nautical) meter (m) 5.559 x 103

league (statute) meter (m) 4.828 x 103

light year meter (m) 9.461 x 1015

liter (for fluids only) cubic meter (m3) 1.0 x 10"3t

maxwell weber (Wb) 1.0 x 10"8t

micron meter (m) 1.0 x 10~6t

mil meter (m) 2.54 x 10~5t

mile (statute) meter (m) 1.609 x 103

mile (U.S. nautical) meter (m) 1.852 x 103t

mile per hour meter per second (m/s) 0.4470
millibar pascal (Pa) 1.0 x 102

millimeter of mercury (0 0C) pascal (Pa) 1.333 x 102t

minute (angular) radian 2.909 x 10~4

myriagram kilogram (kg) 10
myriameter kilometer (km) 10
oersted ampere per meter (A/m) 79.58
ounce (avoirdupois) kilogram (kg) 2.835 x 10~2

ounce (troy) kilogram (kg) 3.110 x 10~2

ounce (U.S. fluid) cubic meter (m3) 2.957 x 10~5

ounce-force newton (N) 0.2780
peck (U.S.) cubic meter (m3) 8.810 x 10~3

pennyweight kilogram (kg) 1.555 x 10~3

pint (U.S. dry) cubic meter (m3) 5.506 x 10"4

pint (U.S. liquid) cubic meter (m3) 4.732 x 10"4

poise (absolute viscosity) pascal second (Pa • s) 0.101^
pound (avoirdupois) kilogram (kg) 0.4536
pound (troy) kilogram (kg) 0.3732
poundal newton (N) 0.1383
pound-force newton (N) 4.448
pound force per square inch (psi) pascal (Pa) 6.895 x 103

quart (U.S. dry) cubic meter (m3) 1.101 x 10"3

quart (U.S. liquid) cubic meter (m3) 9.464 x 10"4

quintal kilogram (kg) 1.0 x 102t

rad gray (Gy) 1.0 x 10"2t

rod meter (m) 5.029
roentgen coulomb per kilogram (C/kg) 2.58 x 10~4

second (angle) radian (rad) 4.848 x 10~6t

section square meter (m2) 2.590 x 106

slug kilogram (kg) 14.59
spherical candle power lumen (Im) 12.57
square inch square meter (m2) 6.452 x 10"4

square foot square meter (m2) 9.290 x 10"2

square mile square meter (m2) 2.590 x 106

square yard square meter (m2) 0.8361
stere cubic meter (m3) 1.01"
stokes (kinematic viscosity) square meter per second (m2/s) 1.0 x 10~4t

tex kilogram per meter (kg/m) 1.0 x 10"6t

ton (long, 2240 pounds) kilogram (kg) 1.016 x 103

ton (metric) (tonne) kilogram (kg) 1.0 x 103t

ton (short, 2000 pounds) kilogram (kg) 9.072 x 102

torr pascal (Pa) 1.333 x 102

unit pole weber (Wb) 1.257 x 10~7

yard meter (m) 0.9144f

+ Exact.



NOMENCLATURE FOR BIOREACTOR
OPERATIONS: PREPARATION, STERILIZATION,
CHARGING, CULTURE INITIATION AND
HARVESTING

r space time, calculated for a stirred tank PTot total system pressure
p density Q/A heat flux
a thermal conductivity r spatial radial coordinate
P angle of slope R ideal gas constant
8 thickness of layer, length of dead leg Rs thermal heat transfer resistance
/x viscosity T temperature
a width of rectangular channel tn mixing time in a stirred tank reactor for 95%
b height of rectangular channel homogeneity
B constant V volume
c molar concentration V part ial molal volume
CH mixing time constant w mass flow rate
Cp specific heat capacity at constant pressure x spatial coordinate in one dimensonal moel
D diameter X mole fraction
di diameter of nozzle on tank z axial spatial coordinate
fa fraction of original air left in system
g gravitational acceleration u s c r i P s

h heat transfer coefficient a air
H specific latent heat c condensate
k thermal conductivity s steam
K constant T thermal
L length conv convective
M molecular weight INT interface
N parameter w wall
Ns molal flux of water INS insulated
p binary diffusivity bare not insulated
P pressure



INTRODUCTION

An encyclopedia serves many functions. The word itself
exposes the multiplicity of its purposes. While it seeks to
be all encompassing (as it encycles) it also takes us on a
journey whereby we both discover new ideas and extend
our learning experiences (rather in the manner of a child
being exposed to the "circle of knowledge" in Greek times).
The editors and authors of this work have followed such a
tradition and have sought to provide readers with a state-
of-the-art compilation of information, ideas, procedures,
and guidelines so that they may enhance their abilities and
understandings of cell technology. This in turn should lead
to both new processes and products as well as increases
in the productivity and efficiency of existing processes
dependent on the cultivation of animal and plant cells.

In both the history of the origin of the idea of
the cellularity of all living beings (with the exception
of viruses, plasmids, and nucleic acid molecules) and
the history of how we might view the way cells
emerged from a proto-Earth some 4 billion years ago,
the pervasive synergism between the concepts generated
in the animal cell world and those rising from the
plant cell world has led us to our present world view.
This reciprocating reinforcement of views, visions, and
experimental observations has been one of the crucial
features of the way knowledge and capability have
advanced as rapidly as is related in these pages. To
maintain this rapid rate of progress, the Encyclopedia
of Cell Technology has been built about the concept of the
facilitation and encouragement of the transference of ideas
and practical processes between animal and plant cell
technologies. The editors hold that, in spite of some overlap
of these areas, the differences between them are such as to
stimulate and promote the use of assays or techniques that
have worked in one area, say, animal cell technology, in the
corresponding area of plant cell technology, and vice versa.

We have progressed considerably in the past 100 years.
From the tentative experiments in the last decade of
the nineteenth century to the large-scale commercially
successful technologies of the last decade of the twentieth
century, we can discern a dramatic transformation. Not
only have we been able to all but eliminate the exogenous
contamination of cultures but the equipment which we
now deploy is robust, reliable, and can be used to achieve
a predefined outcome within relatively close tolerance
limits and with a high degree of consistency. And the
scope of those capabilities has widened. Whereas initial
experimentation with cells in culture was clearly focused
on the solution of intellectual problems of a preponderantly
analytic nature, concerning anatomy and physiology (plus
or minus biochemistry), the thrust of modern endeavors
has been more synthetic and has resulted in a welter of
new product areas and opportunities.

Plant cell culturists struggled with in vitro axenic
growth of cells for many years before the advent of
antibiotics. During this time they were able to define
simple nutrient media and to examine the physiology of
cells under controlled conditions. While the early uses of
plant cells in culture echoed cloning procedures which

could be applied to whole plants, the development of
techniques for the establishment of uncontaminated callus
cultures, which could then be used to either form plantlets
or a bulk culture of monodisperse suspension cells or
clumps, became a useful technology in the 1960s. The
extension of the techniques of in vitro orchid cultivation
to that of tree plantlet propagation in the 1980s has
become a platform from which an effective reforestation
program can be mounted. The successful and commercial
production of a secondary metabolite (shikonin) from
large-scale suspension cultures was achieved in 1983.
Currently, the use of plant cell cultures for the production
of anticancer drugs based on taxol is receiving much
attention as well as the production of a diverse
array of plant cell enzymes, perfumes, and additional
Pharmaceuticals. From a virtually exclusive concentration
on the use of animal cells in culture for the production of
virus vaccines in the 1950s to 1970s, the introduction
of two new technologies set in train an expansion of
effort leading to a corresponding burgeoning of the
commercially manufactured product profile. Following
Kohler and Millstein's demonstration of the production
of monoclonal antibodies from hybridoma cells in 1975
and the way in which animal cells in culture might be
genetically engineered in the late 1970s, a second wave
of products reached the marketplace. More recently, the
use of animal cells in culture as replacements for animals
in toxicity testing has received much attention. And the
original idea of Carrel in 1913 of using human organs
grown in culture to replace pathological tissues is moving
from the concept stage to realization. In parallel with these
recent developments, the use of animal cells to produce
adeno- and lentiviruses, which are principal candidates
for vectors of genetic therapeutics of whole animals and
humans, is beginning to show signs of becoming a major
animal cell technology application. The pluripotency (if not
totipotency) of human embryo stem cells may be further
explored to provide replacement cells for defunct tissues
if, and when, the ethical issues, which the use of such cells
engenders, may be resolved. It is the clear intention of the
editors and authors of the Encyclopedia of Cell Technology
to provide readers with a powerful new tool that will enable
them to more skillfully and rapidly achieve their goals.
As a comprehensive resource of information and process
techniques, most practitioners active in the field will find
in these pages something which is both fresh and helpful
to their personal endeavors. Students and researchers
entering this area for the first time will be able to obtain an
essential overview of what is available and where further
information can be found. We have done everything we can
to make the material of this encyclopedia both accessible
and of benefit to its users. The outcome we seek is the
continued and more extensive development of these areas.
From such a venture we are confident that we can continue
to bring to the plants, animals, and humans of this planet
much for their progress and advantage.

R.E. Spier
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INTRODUCTION

Efficient commercial micropropagation for producing a
large number of quality plants using limited resources
of time, labor, and money largely depends upon high
multiplication rates and successful acclimatization.

This article describes: the general characteristics of
the in vitro environment, responses of plants to the in
vitro environment, general responses of plants to the ex
vitro environment, reason for the difficulty of the ex vitro
acclimatization, environmental control for the ex vitro
acclimatization, and the in vitro acclimatization. Aspects
of physical environments and their effects on the plant
growth and development in vitro are discussed. Recent
research on the in vitro acclimatization is introduced in
relation to the photoautotrophic micropropagation.

DEFINITION AND OBJECTIVE OF ACCLIMATIZATION

Definition

The term acclimatization is defined as the climatic or
environmental adaptation of an organism, especially a
plant, that has been moved to a new environment (1). In
this article, the term acclimatization is specifically used to
mean the environmental adaptation of a tissue-cultured
or a micropropagated plant to a greenhouse or a field
environment (2).

Acclimatization takes place under the active guidance
of human beings. The term acclimation has a similar
meaning, but it is a process of nature. In this article,
the term acclimatization is used in preference to terms
such as acclimation, hardening, weaning, habituation,
conditioned, etc. (3).

Acclimatization is required because there is, in general,
a significant difference between the tissue culture or
micropropagation environment and the greenhouse or field
environment. The former is called the in vitro environment
and the latter the ex vitro environment. Acclimatization
is mostly conducted in a greenhouse and sometimes in a
field under shade, which is called ex vitro acclimatization.
On the other hand, acclimatization conducted in a tissue
culture vessel or a micropropagation box is called in vitro
acclimatization (4-6) for ex vitro environment. Hereafter,
the term acclimatization will be used to mean in vitro
and ex vitro acclimatization. If in vitro acclimatization is
successfully conducted, the ex vitro acclimatization can be
simplified or even eliminated.

During the ex vitro acclimatization, the ex vitro
environment is changed gradually with time, starting
with the near in vitro environment and finishing with
the near greenhouse or field environment. Besides the
physical environment control, the acclimatization can be
enhanced by application of some chemicals for accelerating
rooting (7,8), reducing transpiration by regulation of
stomatal functioning (6,9), and by application of symbiotic
microorganisms (10). In general, the period needed for the
ex vitro acclimatization ranges between several days and
a few weeks.

In the following sections, it is assumed, unless oth-
erwise stated, that cultures that are subject to acclima-
tization, such as shoots and regenerated plants, possess
chlorophyll in their leaves and have photosynthetic ability

A



to a certain degree. Also, for convenience, all types
of chlorophyllous cultures including leafy explants and
shoots in the culture vessel are called plants in vitro here-
after, unless otherwise stated. Microtubers and bulblets
without chlorophyllous shoots, which are often produced
in a bioreactor and are usually buried under the ground
in the greenhouse for further growth, are not discussed
extensively in this article.

Objective of Acclimatization and Steps for
Achieving the Objective

Micropropagation is a technology for producing a large
number of genetically identical, pathogen-free transplants
by means of tissue or organ culture. The last stage of
the micropropagation process, following the multiplication
and/or rooting stage, is called the ex vitro acclimatization
stage.

The widespread use of micropropagated plants is cur-
rently restricted, partly due to high percentages of death
and damaged plants in the micropropagation process,
especially at the ex vitro acclimatization stage (11). Thus
the main objective of acclimatization is to provide an
optimum in vitro and/or ex vitro environment for mini-
mizing the percentages of death and damaged plants in
the micropropagation process, for enhancing the plant
establishment, and for promoting the plant growth at and
after the acclimatization stage (6). In order to achieve this
objective, the following subjects need to be discussed:

1. The general characteristics of the in vitro environ-
ment in conventional micropropagation

2. The responses of plants in vitro to the in vitro
environment in conventional micropropagation

3. Improvements of the in vitro environment and
modifications of the conventional micropropagation
system so that plants in vitro are grown vigorously
and easily acclimatized in vitro and/or ex vitro with
minimum percentages of death and damaged plants
and with a high growth rate at reasonable costs

4. The general characteristics of the ex vitro environ-
ment at the acclimatization stage in conventional
micropropagation

5. The responses of plants at the ex vitro acclimatiza-
tion stage in conventional micropropagation

6. Improvements of the ex vitro environment and
modifications of the conventional acclimatization
system so that plants ex vitro are grown vigorously
at a high growth rate and

7. Possibilities for developing a new micropropagation
system that can minimize the percentages of death
and damaged plants and can enhance plant growth
at minimal cost

GENERAL CHARACTERISTICS OF THE IN VITRO
ENVIRONMENT

Environmental Factors Affecting the Growth and
Development of Plants In Vitro

In conventional micropropagation, the in vitro environ-
ment has unique general characteristics compared with

the ex vitro environment. Figure 1 is a simplified rela-
tional diagram or a schematic eco-physiological model
showing the environmental factors affecting the growth
and development of plants in vitro (12). It also shows the
functional relationships among state variables (contents,
concentration, etc.) and rate variables (flows or fluxes) of
mass (or material) and energy within the tissue culture
vessel, and between inside and outside the culture vessel.

State variables quantify conserved properties of the
culture vessel system containing plants and culture
medium. On the other hand, rate variables quantify the
time rate of change of the state variables, expressing flows
of material or energy per unit time.

The functional relationships among the state and rate
variables in Figure 1 are similar to those for a greenhouse
ecosystem or any other ecosystem in a semiclosed system.
However, the numerical values of state and rate variables
for the in vitro environment are significantly different
from those for the ex vitro or the greenhouse environment,
as will be discussed in the following.

Aerial Environment

General characteristics of the in vitro aerial environment
in conventional micropropagation with respect to state
variables are:

1. High relative humidity, usually 95-100% (13,14)
2. Relatively constant air temperature throughout the

day, typically 25 ± 3 0C (14)
3. Low CO2 concentration during photoperiod (15-17)
4. High CO2 concentration during the dark period

(15,18,19) and
5. High ethylene (C2H4) concentration (18,19)

These characteristics are largely due to the low number
of air exchanges per hour of the culture vessel and the
relatively small air volume of the culture vessel (14).
Number of air exchanges per hour of the culture vessel is
defined as the hourly ventilation rate of the culture vessel
divided by the air volume of the culture vessel (14).

General characteristics of the in vitro aerial environ-
ment in conventional micropropagation with respect to
rate variables are:

1. Low air movement rate (low CO2 and water vapor
diffusion coefficients), that is, stagnant air (20) due
to low photosynthetic photon flux, low net thermal
radiation flux, and a relatively uniform distribution
of air temperatures inside and around the culture
vessel

2. Low transpiration rate of plants and low evaporation
rate of the culture medium due to high relative
humidity and low air movement rate (or small
difference in water potential between air and culture
medium) (21,22)

3. Low gross photosynthetic rate of plants due to low
CO2 concentration, low air movement rate dur-
ing photoperiod, and low ability of photosynthe-
sis (23-25)



4. High dark respiration rate of plants due to the
high sugar concentrations in plants and culture
medium (14) and

5. Low or negative daily net photosynthetic rate
(negative daily CO2 balance) of plants due to low
gross photosynthetic rate and high dark respiration
rate (23,26-28)

As shown previously, flows of material and energy in
the culture vessel are significantly restricted largely by the
relatively small differences in spatial gradients of physical
potentials (spatial differences in water vapor pressure,
temperature, CO2 concentration, etc.) within the culture
vessel and between inside and outside the culture vessel.

Root Zone Environment

General characteristics of the in vitro root zone environ-
ment in conventional micropropagation with respect to
state variables are as follows:

1. Presence of sugar (sugar is absent in normal soil)
2. Relatively high mineral ion concentrations, espe-

cially NH4
+ concentration, (significantly higher than

those of nutrient solution for hydroponics and much
higher than those of normal fertile soil for horticul-
ture and agriculture) (29-33)

3. Low dissolved oxygen concentration, especially in
gelled agents such as agar (14,34,35)
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4. Absence of microorganisms in most cases, and, in
other cases, high density of microorganisms causing
microbial contamination with the presence of sugar
in the culture medium

5. Presence of phenolic compounds or other toxic
substances in many cases (35)

6. Presence of exogenous amino acids, vitamins, etc.
7. Presence of exogenous plant growth regulators in

many cases

As shown previously, the culture medium composition
is significantly different from the composition of nutrient
solution for hydroponics such as Hoagland solution and
normal soil (33).

The general characteristics of the in vitro root
zone environment in conventional micropropagation with
respect to rate variables are:

1. Low water uptake rate of plants due to the low
transpiration rate (22)

2. Low ion uptake rate of plants due to the low water
uptake rate of plants and/or low ion diffusion rates
in the culture medium (30,32,33)

3. Low sugar uptake rate of plants due to its low
diffusion rate in the culture medium (33)

4. Low transport rates of culture medium components
other than sugar due to their low diffusion rates in
the culture medium (14,35)

The low transpiration rate of plants and/or slow
diffusion of components in the gelled culture medium
significantly restricts the flows of substances such as
water and ions from the culture medium to the plants.
A bioreactor containing liquid culture medium with a
liquid mixing system enhances the flows of sugar and ions
from the culture medium to the plants, although plants
produced in a bioreactor show some disadvantageous
responses (5,36).

RESPONSES OF PLANTS TO THE IN VITRO ENVIRONMENT

Typical responses of plants at the tissue level to the in
vitro environment in conventional micropropagation are:

1. Little epicuticular and cuticular wax forma-
tion (37-39) largely due to high relative humidity
and low photosynthetic photon flux

2. Stomatal malfunction (25,39,40,41) (stomata remain
open even at a low relative humidity (42,43) and
in the dark (44), resulting in wilting of plants due
to the low stomatal and cuticular resistance to
transpiration)

3. Low chlorophyll contents in the leaves (37,45)
4. Low percent dry matter or hyperhydrated shoots

(46-48)
5. Restricted leaf area expansion (48)
6. Low stomatal density on leaves (6,49)
7. Poorly structured spongy and palisade tissues and

inferior vascular connections of shoots with roots
and

8. Low photosynthetic ability (43) associated with
low activities of photosynthetic enzymes such
as Rubisco (ribulose-l,5-bisphosphate carboxy-
lase/oxygenase) and PEPCase (phosphoenolpyru-
vate carboxylase) and abnormal chlorophyll fluores-
cence responses (28,50). Interaction between sucrose
uptake and photosynthesis of micropropagated rose
plants was studied extensively by DeRiek (51).

Typical responses of plants at whole plant level to the in
vitro environment in conventional micropropagation (36)
are:

1. Low growth and development rates of plants
2. Succulent or hyperhydrated shoots with physiolog-

ical and/or morphological disorders (curled leaves,
ion deficiency in leaves etc.), which tend to die or be
damaged when transplanted to the ex vitro environ-
ment

3. Incomplete rooting and few secondary roots (most
roots developed in vitro tend to die within one week
or so at the acclimatization stage) (34,35) and

4. High variations in size, shape, and developmental
stage of plants due to the spatial variation of the
in vitro environment in the culture vessel and the
variations in size, shape, and developmental stage of
explants, and partly due to the presence of exogenous
plant growth regulators

Plants cultured under the typical in vitro environment,
showing the responses shown previously, tend to be weak-
ened or eventually die during the ex vitro acclimatization.
Thus careful ex vitro acclimatization is essential for mini-
mizing the percentages of death and damage of plants, and
for enhancing the plant growth during and after the ex
vitro acclimatization. In general, the responses given are
more clearly observed in plants produced in a bioreactor
containing liquid culture medium than in plants produced
in a culture vessel containing agar or other gelled culture
medium (5). On the other hand, liquid culture medium
combined with a supportive system such as a membrane
raft and a vent system with use of gas-permeable film
reduces hyperhydration of plants in vitro significantly (5).

EX VITRO ACCLIMATIZATION AND GENERAL RESPONSES
OF PLANTS IN CONVENTIONAL MICROPROPAGATION

A typical procedure at an early stage of the ex vitro
acclimatization in conventional micropropagation is to
provide a relatively dense shade (Fig. 2). In addition
to the shade, mists or fogs are often provided during
the daytime (7,52). The dense shading with or without
frequent misting or fogging is necessary during the
daytime to keep the relative humidity high and the
temperature moderate under varying natural solar light
conditions. This procedure, however, brings about a
vicious circle of environmental control at the ex vitro
acclimatization stage, as will be shown.

Plants cultured in vitro are sensitive to water
stress (53). Thus, in some cases, a portion of leaves has to
be removed before the ex vitro acclimatization to reduce
excess transpiration of plants. On the other hand, some



portion of roots is often removed for easy transplanting at
the ex vitro acclimatization stage. In fact, roots produced
in vitro are often not functional and die after they are
transferred to the ex vitro environment (4,5). Thus, in a
sense, there is no essential need to keep such abnormal
roots when transplanting.

Furthermore, in many cases, plants cultured in vitro
are considered not to have developed full photosynthetic
potential at an early stage of the ex vitro acclimatization.
Therefore, especially under shade, photosynthesis of
plants with reduced leaf area and roots is suppressed.
Suppression of photosynthesis retards the emergence
of new functional leaves and roots of plants. Then,
water and nutrient uptake are suppressed due to the
poor root development and reduced leaf area, resulting
in low transpiration rates. Thus the plants remain
sensitive to water stress and light intensity. Under high
light intensity, the photosynthetic organs in leaves are
sometimes damaged due to the photoinhibition (54).

Some chemicals are used to reduce the water stress
of plants at the ex vitro acclimatization stage. Addi-
tion of abscisic acid (ABA) as an antitranspirant into
the culture medium decreased stomatal conductance
without noticeable negative effects on plant photosynthetic
growth (8,55). Growth retardants, inhibitors of gibberellin

biosynthesis, were reported to reduce shoot elongation and
improve environmental stress resistance (5,56). Paclobu-
trazol was found to increase the resistance to low relative
humidity for micropropagated chrysanthemum, rose, and
grapevine (57-59).

Typically, during the first week of ex vitro acclimatiza-
tion, a large part of the soluble carbohydrates in plants
is utilized to develop the root system (51). Once the root
system is established, the upper part of a plant starts
growing exponentially. On the other hand, if the plant
fails to develop a root system within about one week, the
plant does not grow anymore and eventually dies.

In order to minimize the delay of growth and death
of plants ex vitro and overcome this vicious circle of
environmental control at the ex vitro acclimatization
stage, it is necessary to consider the fundamental reasons
why plants in vitro are difficult to acclimatize ex vitro.

REASONS FOR THE DIFFICULTY OF EX VITRO
ACCLIMATIZATION IN CONVENTIONAL
MICROPROPAGATION

The reason why plants cultured in vitro are difficult to
acclimatize ex vitro will be discussed here from the aspects
of trophic phases, photosynthesis, and transpiration.

Figure 2. Typical ex vitro acclimatization procedures, (a) Shading using plastic tunnels in
the greenhouse, (b) A misting system inside the plastic tunnels for shading, (c) Plants being
acclimatized ex vitro in the plastic tunnels. Many plants are dead during the acclimatization ex
vitro, (d) Retransplanting of successfully ex vitro acclimatized plants into the plastic trays for
shipping. This procedure is labor intensive.



Trophic Phases — Heterotrophy, Photomixotrophy, and
Photoautotrophy

In conventional micropropagation, plants in vitro uptake
carbon-containing compounds for synthesizing their car-
bohydrates from two sources: one is sugar (mainly sucrose,
glucose, and fructose) in the culture medium, and the other
is carbon dioxide (CO2) in the air. Growth which depends
upon sugar in the culture medium as the sole carbon source
is called heterotrophic growth, and growth dependent upon
CO2 in the air as the sole carbon source for photosynthe-
sis is called photoautotrophic growth. Photoautotrophic
plants require inorganic energy sources only: primarily,
light energy (photosynthetic photons), CO2, water, and
minerals. Seedlings of almost all higher plants grow pho-
toautotrophically in the field. Growth which depends upon
sugar and CO2 is called photomixotrophic growth (60-62),
regardless of the ratio of carbon uptake from sugar to the
total carbon uptake.

In conventional micropropagation, chlorophyllous
plants are cultured on sugar-containing culture medium.
Thus they grow photomixotrophically. In this case, at the
beginning of the ex vitro acclimatization stage, plants
encounter a drastic change in a trophic or nutritional
phase — from a photomixotrophic to a photoautotrophic
phase, because no sugar is present in the culture medium
(substrate or soil) at the ex vitro acclimatization stage.
During the ex vitro acclimatization stage, plants are forced
to develop photoautotrophy.

Photosynthetic Ability, CO2 Concentration in Culture Vessel,
and Net Photosynthetic Rate of Plants in Vitro

Heterotrophic and photomixotrophic plants in vitro tend
not to develop their leaves and roots fully, especially under
high relative humidity, low photosynthetic photon flux,
and low CO2 concentration during the photoperiod (5).

It had been believed that plants in vitro did not have
sufficient photosynthetic ability to develop photoautotro-
phy. However, recent research revealed that plants in
vitro have sufficient photosynthetic ability to develop pho-
toautotrophy (15,23,26-29,62-68). However, they have
not developed their full photosynthetic potential; that is,
the photosynthetic ability measured as the maximum net
photosynthetic rate at saturated CO2 concentration and
photosynthetic photon flux is significantly lower in young
leaves of plants cultured in vitro than in those of plants
grown in the field.

Since the photomixotrophic plants in vitro start
absorbing CO2 mainly through stomata at the onset of
photoperiod, the CO2 concentration in the airtight culture
vessel decreases sharply within one to two hours nearly to
a CO2 compensation point (ca. 80 jimol mol"1) (15,26). The
CO2 compensation point is a CO2 concentration at which
the net photosynthetic rate of plants is balanced to be
zero (gross photosynthesis rate = respiration rate), even at
optimum photosynthetic photon fluxes and temperatures.

Namely, the low net photosynthetic rate of plants in
vitro is largely attributed to the low CO2 concentration in
the culture vessel during the photoperiod, and only partly
to the low photosynthetic ability of plants (69-71). In
other words, plants in vitro can develop photoautotrophy

and may develop their full photosynthetic potential,
provided that the in vitro environment is controlled
properly for promoting photosynthesis. It is noted that
the photosynthetic ability is often significantly lower in
photomixotrophic plants in vitro than in photoautotrophic
plants in vitro (24,72,73).

Reason for High Relative Humidity in Vitro

In conventional micropropagation, relative humidity in
the culture vessel is always higher than about 95% (47)
because the culture vessel, containing liquid water, is
sealed and the temperature is approximately constant
with time. However, the purpose of sealing the culture
vessel at the multiplication and rooting stages is not to
keep the relative humidity high. The culture vessel is
sealed to prevent microbes from entering it. Once microbes
enter the culture vessel, they grow rapidly and cause
microbial contamination from the sugar in the culture
medium, resulting in the loss of plants. Thus, the high
relative humidity is an adverse side effect resulting from
the sealing of the culture vessel for the prevention of
microbial contamination.

Therefore, if the relative humidity can be reduced
without any microbial contamination at a reasonable
cost, nonhyperhydrated plants with normal stomata
and cuticular wax layers (74) can be obtained. Then,
percentages of death and damaged plants due to excess
transpiration at the ex vitro acclimatization can be
significantly reduced.

Conventional and Future Approaches for Acclimatization

Considering the preceding discussion, we can consider four
approaches to solve the acclimatization problem.

1. Developing a sophisticated environment control sys-
tem for the ex vitro acclimatization of plants cultured
in vitro photomixotrophically in a conventional way

2. Growing plants in vitro having a large amount of
carbohydrate reserve (mostly soluble starch and
sugar)
The plants cultured in vitro with a higher sucrose
concentration in the culture medium show a
significantly higher content of carbohydrates in
plants, mostly in leaves (51,54). In this case, the
leaves act as storage organs. Then the plants
start developing new and functional roots and
leaves ex vitro, using the carbohydrate reserve,
within about one week from the start of the ex
vitro acclimatization stage (75). The plants with
newly developed normal roots and leaves can
grow quickly. In this case, a large portion of the
carbohydrate reserve in old shoots is translocated
to form new shoots and roots ex vitro. Thus
death of old roots and leaves produced in vitro
causes less damage for the subsequent plant
growth at the ex vitro acclimatization stage. Of
course, plants in vitro with high carbohydrate
contents can be better acclimatized ex vitro if the
sophisticated environment control system for the ex
vitro acclimatization mentioned above is used.



3. Developing a system to grow plants in vitro
photoautotrophically under low relative humidity,
high CO2 concentration, and high photosynthetic
photon flux conditions at the multiplication and/or
rooting stages.
These plants do not encounter a change in a trophic
phase, and have less environmental and nutritional
stresses at the ex vitro acclimatization stage.

4. Acclimatizing the plants ex vitro under artificial
light in a closed room where the ex vitro environment
can be controlled precisely as desired (76,77).
This method can be applied for plants grown in vitro
photomixotrophically and also for those grown in
vitro photoautotrophically.

The first two approaches are suitable for the improve-
ments or modifications of the conventional ex vitro
acclimatization methods. The third one is for the in
vitro acclimatization in combination with the photoau-
totrophic micropropagation, which seems to be a future
acclimatization method. The fourth one is applied both for
the conventional and the future ex vitro acclimatization
methods.

ENVIRONMENTAL CONTROL UNIT FOR THE EX VITRO
ACCLIMATIZATION

A sophisticated microcomputer-controlled acclimatization
unit has been developed and applied to give a more appro-
priate environment than the conventional one (78,79).
With this acclimatization unit, water vapor saturation
deficit (which is more directly related to transpiration
rate than relative humidity) is accurately controlled at

a desired level using an ultrasonic humidifier under
the changing solar radiation. Then, plants do not face
excess transpiration and are not wilted during the ex vitro
acclimatization.

At the same time, plants receive a high enough solar
radiation to achieve a high net photosynthetic rate.
The ex vitro environment is controlled on the basis
of acclimatization curves. Figure 3 shows a schematic
diagram of the acclimatization curve for air temperature
control. The cooling system is turned on when the air
temperature in the unit is higher than the upper limit,
and is turned off when it reaches the set point. The heating
system is operated in a similar way. The set point of the
average air temperature on the first day of acclimatization
is almost constant, simulating the conditions of the in vitro
environment. The set point for the final day is set to be
similar to the expected air temperature fluctuation of the
greenhouse or field environment where the plants will be
transplanted to the soil.

Using the acclimatization curve, the diurnal amplitude
of the air temperature is magnified gradually day by day.
The diurnal amplitude of the acclimatization curves for
solar radiation, and water vapor saturation deficit are
also changed in a similar way. The daily average and the
magnitude of diurnal amplitude for each environmental
factor are modified, depending upon the crop species, the
season, etc. CO2 can be enriched with this unit. Using this
acclimatization unit, hyperhydrated strawberry plants
that were cultured submerged in a liquid culture medium
were successfully acclimatized ex vitro (78).

Apart from the acclimatization unit, in general, CO2
enrichment at the ex vitro acclimatization stage gives
positive effects on rooting and growth of grapevine (80),
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Figure 3. Schematic diagram of the acclimatization curve for air temperature control (78).



strawberry (78,81), raspberry (81) and asparagus (81)
plants. CO2 enrichment can be a common commercial
practice in the future because the cost of CO2 enrichment
is minimal. In 1998, the cost of pure liquid CO2 in a
high-pressure container was about $0.12 per kg in Japan
and $0.30 per kg in China. Using one kilogram of pure
CO2, more than 10,000 plants can be acclimatized ex vitro
under CO2-enriched conditions. A CO2 controller for the
ex vitro acclimatization costs about $1,000 in 1998.

IN VITRO ACCLIMATIZATION

Plants can also be acclimatized in vitro, provided that the
relative humidity, CO2 concentration, and photosynthetic
photon flux (PPF) in the culture vessel are properly
controlled. Furthermore, if the plants are cultured
in vitro on the appropriate supporting material with
high air porosity and containing no sugar under low
relative humidity, high CO2 concentration, and high PPF
conditions, they are acclimatized in vitro, and then the ex
vitro acclimatization can be simplified or even eliminated.
The methods of the in vitro acclimatization are discussed
in more detail in the following.

Relative Humidity

Morphological and physiological characteristics of plants
in vitro can be improved significantly by reducing the
relative humidity (RH) in the culture vessel to about 90%
under a photosynthetic photon flux of 150 jimol m~2s~1

and higher (47). The transpiration rate and ion uptake
rates of plants in vitro increases with reducing relative
humidity (48).

This reduction in relative humidity can be achieved
by use of the gas-permeable film such as a microporous
polypropylene film. For example, a few holes with a
diameter of 10 mm are made on each of the cap of a
Magenta-type culture vessel. Then, a 14 mm disk of the
film is placed and glued on each of the holes (14,30,60,63).
Several kinds of culture vessels with the gas-permeable
film on the culture vessel caps are commercially available
now. Use of the gas-permeable film generally increases
CO2 concentration in the culture vessel during the
photoperiod, decreases CO2 concentration during the dark
period, and decreases ethylene concentration throughout
the culture period, compared with those without the gas-
permeable film.

At the same time, the loss of water from the culture
vessel by evaporation from the culture medium and
transpiration from plants in vitro is enhanced by the
gas permeable film. This loss of water causes desiccation
of the gelled culture medium and retards the plant growth
in vitro in certain cases. The loss of water from the
culture vessel can be reduced significantly by increasing
the relative humidity in the culture room to 70-80%.

The relative humidity in the culture room during the
photoperiod is typically around 40%. This is because the
water vapor of the room air is condensed at the cooling
coils of the cooling system, and thus the room air is
dehumidified when the cooling system is operated. The
cooling system needs to be operated during the photoperiod

to remove heat from the fluorescent lamps even in the
winter. Theoretically, the loss of water from the culture
vessel can be reduced by about 60-70% in case the relative
humidity in the culture room is raised from 40% to 80% at
temperatures of about 25 0C.

Another method to prevent the desiccation of the
culture medium due to excess water loss from the culture
vessel is to increase the volume of the culture medium
about twice the volume of the standard formulation. Then,
the change in water content (percent of water volume
per culture medium volume) is approximately halved
compared with the change in water content for standard
culture medium volume when an equal volume of water is
lost from the culture medium.

CO2 Concentration

The use of the gas-permeable film for the culture
vessels in a culture room is also effective for raising
CO2 concentration in the culture vessel. However, in
this case, the CO2 concentration in the culture vessel
during the photoperiod is lower than the atmospheric CO2

concentration (350 jimol mol"1), although it is higher than
that in the vessel without a gas-permeable film.

CO2 concentration in the culture vessel during the
photoperiod can be raised higher than the atmospheric
CO2 concentration by keeping the CO2 concentration in
the culture room significantly higher than the atmospheric
CO2 concentration. CO2 concentration in the culture room
is generally kept at 1000 |imol mol"1 or higher to keep the
CO2 concentration in the culture vessel higher than the
atmospheric concentration.

CO2 enrichment by use of the gas-permeable film or
a large culture box promotes the growth, rooting, and/or
development of turfgrass (82), potato (83), and many other
plant species (27-29,61,62,65-68,72-74,83,84). CO2 con-
centration in the culture vessel with use of the gas-
permeable film changes with time, even when CO2 con-
centration in the culture room is constant over time,
depending upon the plant growth in vitro, etc. On the
other hand, by using a large culture box with a forced
ventilation system (62,66,67,85), CO2 concentration in the
box can be controlled accurately at a desired level.

Photosynthetic Photon Flux

In conjunction with relative humidity, PPF is an important
environmental factor in the acclimatization stage. To
acclimatize plantlets, in the conventional method, efforts
have been given so far to control the environment in
the ex vitro acclimatization mainly by maintaining low
light intensity and high relative humidity at the early
phase and gradually decreasing the relative humidity
and increasing light intensity towards the level in the
outer environment. However, these practices under low
light usually suppress photosynthesis, and hence the
development of autotrophy and rooting of the plantlets (3).
As a result the survival percentage of the micropropagated
plantlets became significantly reduced in many plant
species.

By controlling PPF and RH, rapid acclimatization (24 h)
was achieved in Eucalyptus plantlets (67). Efforts were



also made to control the culture vessel environment in
the multiplication and/or rooting stage. As a result, the
drastic change in the environment after transplantation
of the plantlets outside has been reduced. This is termed
in vitro acclimatization, and the photoautotrophic micro-
propagation system (under high PPF; 150 \imol m~2 s"1

and enriched CO2) is able to facilitate this condition spe-
cially under low relative humidity. It was also revealed
that under high PPF, net photosynthetic rates of the in
vitro grown plantlets increased, which was reflected in the
growth (root and shoot). Therefore those plantlets survived
and grew well in the ex vitro condition.

Supporting Material

Use of fibrous material such as cellulose plugs (67),
rockwool (61), and artificial soil with high air porosity such
as vermiculite (66,67) as supporting materials generally
gives better root development and then enhanced plant
growth in vitro. Plants in vitro have more secondary roots
with normal vascular systems when cultured with fibrous
materials than when cultured with gelled material such
as agar (66,67).

When plants are cultured in vitro photoautotrophically
using a plug tray with cells containing the artificial
substrate, each plant can be pulled up together with
the substrate and removed from the cell with minimum
damage of roots. Then the plant with substrate can be
transplanted into the soil with minimum transplanting
damage and can be acclimatized and established ex vitro
easily.

Use of Mycorrhizal Fungi and Bacteria

Micropropagation is widely believed to be a procedure that
produces pathogen-free plantlets. However, the persis-
tence of latent microbial contaminants in micropropagated
plantlets has been suggested in many reports to increase
the vigor of the micropropagules (shoot and root growth)
and also the hardiness of micropropagated plantlets with-
out showing any symptom of disease (9,10). For example,
inoculation of Verticillium strain (Pseudomonas) into
potato nodal cultures resulted in improved root formation
and made it possible to eliminate the ex vitro acclimatiza-
tion step, thus allowing the direct transfer of the plantlets
from the tissue culture vessel to the field. The inoculated
bacteria carried through at least sixteen generations of
mass propagation, without reinoculation (10). Culturing
the potato plantlets with Pseudomonas is also reported to
increase root and shoot growth and the lignin deposition;
it also reduced the percent of water loss from the detached
leaves after exposing to the ex vitro condition (20% of
total water content was lost compared to 55% in control)
(86). When kiwifruit's shoot tips were cultured with two
types of bacteria (Aerococcus sp. and Bacillus fastidiosus),
over 97% of the plantlets were successfully acclimatized in
the field (87). Eucalyptus clones were also inoculated with
Agrobacterium rhizogenes, and extensive root formation
was observed, plantlets were well acclimatized, developing
a firm root plug in the field (88). Inoculation of fungus
(Sphaeropsis tumefaciens) is also known to improve the

growth of in vitro grown citrus plant and orchids (Cat-
tleyea and Phalaenopsis) (75). Co-inoculation of bacterium
(P. fluorescens) together with an extomycorrhizal fungus
(Laccaria bicolor) enhanced the production of high-quality
Douglas fir planting stocks (89). Therefore, it appears that
in vitro or ex vitro co-inoculation with mycorrhizal fungi
and bacteria can improve acclimatization and growth of
micropropagules.

The reason for the improved growth and the acclima-
tization of the plantlets inoculated with microbes is not
yet fully clear. It has been speculated that some microbes
may stimulate the growth by altering the phytohormone
levels in the host plants, secreting growth-promoting
substances and/or increasing photosynthetic and nutri-
ent absorption efficiencies (10). Also increased phosphate
uptake and antagonism through production of antibiotics
and siderophores have been shown to be involved (86).
Whatever may be the cause, this technique will be a
useful acclimatization technique in the near future.

ADVANTAGES OF PHOTOAUTOTROPHIC
MICROPROPAGATION

In relation to the in vitro acclimatization, the photoau-
totrophic micropropagation under a low relative humidity,
a high CO2 concentration, and a high photosynthetic
photon flux has many advantages over conventional, pho-
tomixotrophic micropropagation (60-62). They are:

1. Growth and development of shoots/plantlets in vitro
are promoted

2. Physiological/morphological disorders such as hyper-
hydration are reduced, and plant quality is improved

3. Relatively uniform growth in size and shape and
uniform development are expected

4. Leafy single or multinode cuttings can be used as
explants

5. Procedures for rooting and ex vitro acclimatization
are simplified or eliminated

6. Application of growth regulators and other organic
substances such as amino acids and vitamins can be
minimized

7. Losses of plants due to microbial contamination in
vitro and during the ex vitro acclimatization stage
are reduced

8. A large culture vessel with or without a forced
ventilation system can be used with minimum risk
of microbial contamination

9. Then environmental control of the culture vessel
becomes easier

10. The control of growth and development by means of
environmental control becomes easier

11. Asepsis in the culture vessel is not required if no
pathogen is guaranteed

12. Automation, robotization, and computerization
become easier

13. Propagation and production of plants can be done
rationally based upon standard plant eco-physiology.



ACCLIMATIZATION IN FUTURE MICROPROPAGATION
SYSTEMS

In vitro acclimatization will become more and more impor-
tant and popular in future micropropagation systems. It
would be ideal if plants cultured in vitro had functional
stomata and roots, had fully developed photosynthetic
organs, and had been acclimatized in vitro. Then the plants
can be transplanted to the ex vitro environment without
any special ex vitro acclimatization. The in vitro acclimati-
zation in photoautotrophic micropropagation will become
increasingly important in the future micropropagation
systems. Finding optimum combinations of bioreactor sys-
tems with in vitro acclimatization will be an important
and practical research subject for future micropropagation
systems.

The use of artificial substrate (culture medium) with
high air porosity in photoautotrophic micropropagation
is an interesting application. A multicell tray (ca. 30 cm
wide x 60 cm long) with several hundred cells can be used
to hold the artificial substrate in each cell of the multicell
tray. Then plants can be removed with the artificial
substrate from the cell and can be transplanted into soil
together with the substrate so that mechanical damage
of roots at transplanting can be minimized. An automatic
transplanting machine handling the multicell trays can
also be used.

Different prototypes of photoautotrophic micropropa-
gation systems for enhancing growth and development
and for in vitro acclimatization have been developed.
One is a large culture vessel with a forced ventilation
system and a multicell tray containing the artificial sub-
strate (62,83,85). With this system, the forced ventilation
rate of the culture vessel can be controlled. Furthermore,
asepsis can be maintained easily by the use of a gas-
permeable filter at the air inlet and outlet of the culture
vessel. Another is a kind of microhydroponic system or
aseptic vegetative production system using cuttings in an
aseptic room (76).

In the future, we may use a sterile culture room in
which people cannot enter. Its appearance looks like an
automated warehouse with a full automatic handling
and transportation system. Sterile multishelves with
fluorescent lamps are installed in the culture room.
Multicell trays are placed on each of the shelves. Its inside
view looks like a clean vegetative (cutting) propagation
system under artificial lighting.

In fact, the major differences between conventional
vegetative (cutting) propagation and micropropagation
are: (2) The former is not considered to be pathogen
free, but the latter is considered to be pathogen free;
(2) explants are larger in the former than in the latter; and
(3) natural solar light is used in the former, but artificial
lamps are used in the latter (76).

However, these differences are not essential. For
examples, pathogen-free plants can be propagated in an
aseptic propagation room with the use of aseptic plug
trays, instead of using aseptic culture vessels with caps in
a septic culture room. Smaller chlorophyllous explants
can be used in conventional vegetative propagation if
the environment is properly controlled. Artificial light

can be used for conventional vegetative propagation
commercially if it is competitive in cost with natural light.
It is shown that the cost of electricity for lighting and air
conditioning is approximately $0.01-0.015 per plant in
Japan if the lighting and air conditioning systems are well
designed (76).

In future micropropagation systems for the growth
of explants to plantlets, in vitro rooting and in vitro
acclimatization will be conducted concurrently using a
large culture box or in a culture room equipped with a
control facility for modulating the physical parameters
of the environment, resulting in minimum ex vitro
acclimatization.
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INTRODUCTION

In plants, differentiated, somatic cells that are at an
advanced stage of the ontogenetic cycle may reinitiate
the developmental program and give rise to adventitious
shoots, roots, or embryos. This phenomenon is called
regeneration, a term originating from animal develop-
mental biology, where it refers to the formation of new
organs from somatic cells. The formation of adventi-
tious shoots (caulogenesis) and roots (rhizogenesis) are

specified by the term adventitious organogenesis, whereas
somatic embryogenesis refers to the formation of adventi-
tious (somatic) embryos. Regeneration occurs frequently
during the natural life of plants but may be achieved at
very high frequencies in tissue culture. For basic science,
regeneration is highly interesting because it facilitates
experimentation on the mechanisms acting during devel-
opmental processes. In agriculture, the capability of plants
to form new organs from somatic cells is of utmost impor-
tance for propagators and breeders. Root regeneration
from cuttings has been used for more than 2000 years
in vegetative propagation. Regeneration of adventitious
shoots forms part of many micropropagation protocols, and
the formation of somatic embryos from cell suspensions
will, if broadly applicable, revolutionize plant propagation.
Biotechnological breeding methods also include adventi-
tious organ formation: Genetic engineering and haploid
plant production, for example, involve adventitious regen-
eration of complete plants from somatic cells.

This article deals with adventitious organogenesis. It
discusses the topic from the perspective of developmental
biology, stressing that adventitious organogenesis is
composed of successive, distinct phases. Unfortunately,
most research has been carried out from a practical point
of view and does not deal with underlying mechanisms.
Basic biochemical and molecular studies suffer from the
complication that during the first steps of the process, only
very few cells in an explant are actually involved.

FORMATION OF ADVENTITIOUS MERISTEMS AND

ORGANS

Preexisting and Adventitious Meristematic Tissues

An organism begins its existence as a single, morphologi-
cally simple cell, the zygote. During ontogenetic develop-
ment, a complete organism with distinct organs, tissues,
and cell types is formed from this cell. In mammals, there
are more than 200 clearly recognizable distinct cell types,
for example, muscle, nerve, and blood cells. In plants, this
number is smaller, possibly some 50. The process during
which cells become different from one another is called
differentiation.

During the initial steps in the life cycle of higher
plants, an embryo is formed from the zygote. This involves
division and differentiation of cells and the organization
of cells into tissues and systems of tissues. The embryo
consists of a shoot (composed of an apical meristem,
a hypocotyl, and cotyledons) and a root (composed of
an apical meristem and the root body) and has, as
compared to adult plants, still a simple structure. Thus
the embryo contains two main types of meristematic
cells: the shoot and the root meristem. In many plants,
both meristems remain present during all of the plant's
life unless they are damaged. Meristems usually consist
of relatively small cells with small vacuoles that are
scattered throughout the protoplasm. In flowering plants
they are rarely more than 0.25 mm in diameter. In addition
to the two apical meristems, in adult plants other types
of meristematic tissues occur that have been formed
directly from the apical meristem: axillary meristems in
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INTRODUCTION

In plants, differentiated, somatic cells that are at an
advanced stage of the ontogenetic cycle may reinitiate
the developmental program and give rise to adventitious
shoots, roots, or embryos. This phenomenon is called
regeneration, a term originating from animal develop-
mental biology, where it refers to the formation of new
organs from somatic cells. The formation of adventi-
tious shoots (caulogenesis) and roots (rhizogenesis) are

specified by the term adventitious organogenesis, whereas
somatic embryogenesis refers to the formation of adventi-
tious (somatic) embryos. Regeneration occurs frequently
during the natural life of plants but may be achieved at
very high frequencies in tissue culture. For basic science,
regeneration is highly interesting because it facilitates
experimentation on the mechanisms acting during devel-
opmental processes. In agriculture, the capability of plants
to form new organs from somatic cells is of utmost impor-
tance for propagators and breeders. Root regeneration
from cuttings has been used for more than 2000 years
in vegetative propagation. Regeneration of adventitious
shoots forms part of many micropropagation protocols, and
the formation of somatic embryos from cell suspensions
will, if broadly applicable, revolutionize plant propagation.
Biotechnological breeding methods also include adventi-
tious organ formation: Genetic engineering and haploid
plant production, for example, involve adventitious regen-
eration of complete plants from somatic cells.

This article deals with adventitious organogenesis. It
discusses the topic from the perspective of developmental
biology, stressing that adventitious organogenesis is
composed of successive, distinct phases. Unfortunately,
most research has been carried out from a practical point
of view and does not deal with underlying mechanisms.
Basic biochemical and molecular studies suffer from the
complication that during the first steps of the process, only
very few cells in an explant are actually involved.

FORMATION OF ADVENTITIOUS MERISTEMS AND

ORGANS

Preexisting and Adventitious Meristematic Tissues

An organism begins its existence as a single, morphologi-
cally simple cell, the zygote. During ontogenetic develop-
ment, a complete organism with distinct organs, tissues,
and cell types is formed from this cell. In mammals, there
are more than 200 clearly recognizable distinct cell types,
for example, muscle, nerve, and blood cells. In plants, this
number is smaller, possibly some 50. The process during
which cells become different from one another is called
differentiation.

During the initial steps in the life cycle of higher
plants, an embryo is formed from the zygote. This involves
division and differentiation of cells and the organization
of cells into tissues and systems of tissues. The embryo
consists of a shoot (composed of an apical meristem,
a hypocotyl, and cotyledons) and a root (composed of
an apical meristem and the root body) and has, as
compared to adult plants, still a simple structure. Thus
the embryo contains two main types of meristematic
cells: the shoot and the root meristem. In many plants,
both meristems remain present during all of the plant's
life unless they are damaged. Meristems usually consist
of relatively small cells with small vacuoles that are
scattered throughout the protoplasm. In flowering plants
they are rarely more than 0.25 mm in diameter. In addition
to the two apical meristems, in adult plants other types
of meristematic tissues occur that have been formed
directly from the apical meristem: axillary meristems in
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the axils of petioles, vascular cambium, cork cambium,
and intercalary meristems. The latter occur, for example,
in the base of internodes and leaf sheaths of many
monocotyledons and ascertain elongation. Most of the cell
divisions in plants occur in meristems and in meristematic
tissues. In adult animals, localized regions with relatively
undifferentiated meristematic cells are not present. When
plants reach the reproductive stage, the microsporogenic
and megasporogenic cells are formed from the shoot
meristems. So in plants these meristems function as the
germ lines. In animals, the germ line is a group of cells
that are usually specified and set aside very early in an
animal's development. In contrast to the apical meristems
in plants, the cells of the germ line in animals are inactive
in the somatic body of animals.

During their natural development, plants form new
meristems and meristematic tissues from somatic cells.
Secondary cambium can be formed to achieve secondary
thickening of stems. Lateral root meristems are not
produced from the root apical meristem but from cells
in the pericycle of the root. (As noted before, axillary
buds, the analoges of lateral roots in shoots, arise directly
from the shoot apical meristem.) Adventitious roots may
regenerate from stems, usually from cells in between
the vascular tissues. This happens frequently in many
species during natural development and during exposure
to certain environmental conditions, for example, during
partial submersion. In monocotyledons, the initial root
derived from the root meristem in the embryo usually
dies early, and new root meristems are formed from
the basal part stem. The occurrence of leaves, shoots,
or inflorescences on leaves is known as epiphylly. Shoots
growing from leaves remain attached to the parent leaf and
grow out as epiphyllous branches. Alternatively, they may
be released and function as propagules. Well-documented
examples are Bryophyllum and Kalanchoe.

Under natural or seminatural conditions, plants are
capable of the regeneration of lost parts. When a stem is
partly damaged by an incision, the vascular tissues are
repaired, and when a small portion of a root or shoot
meristem has been removed, the meristem is repaired.
Nemec, for example, reported in 1905 that when a piece
of 1 mm is removed from the root tips of broad beans at
first callus is formed on the cut surface and subsequently
a new tip that later produces a root cap. If most of the
meristem has been removed, the meristem is not repaired.
In shoots usually an axillary meristem (occasionally an
adventitiously formed meristem) grows out to form a
new main shoot, and in roots a lateral root is formed
from the pericycle close to the removed apical meristem.
When roots are removed from shoots, the stem forms
new roots relatively easily. The formation of adventitious
roots on cuttings is known from ancient times and is
used for vegetative propagation of elite plants that have
either been selected from natural populations or obtained
in breeding programs. It has been shown that a signal
from the shoot, viz., an auxin produced in the apex and
transported downward in the stem, induces the response
(Fig. 1). A root from which the shoot has been removed
may form a new, adventitious shoot, usually from pericycle
cells. In this case, the inducing signal is likely cytokinin

IBA in lanoline (mg/g)

Figure 1. Root regeneration from intact and decapitated micro-
cuttings cultured on auxin-free medium. In decapitated shoots,
the apex was either replaced by lanolin without any addition or
by lanolin with 0.1-100 mg g"1 IBA. The data show that the apex
can be replaced by auxin-releasing lanolin and thereby present
evidence that auxin produced by the apex is a root-inducing signal
in microcuttings.

produced in the root tips. Plant leaves are also able to
form a complete plant. Hagemann reported in 1931 that
out of 1,196 species, 308 formed both buds and roots from
isolated leaves (1). Because in this case the definition of
regeneration as repair does not seem to be appropriate,
some authors reject the term regeneration but use instead,
for example, vegetative propagation.

The mechanisms that control regeneration under
natural conditions in whole plants are often studied in
tissue culture experiments in which presumed regulating
factors are added to isolated plant tissues. A relatively
simple regenerative event is the formation of new vascular
tissues (2). In horticulture, grafting of a scion on a
rootstock, which involves the regeneration of connecting
vascular tissues between scion and root stock, is a method
of propagating plants already known to the ancient
Greeks. It has been found in tissue-culture experiments
that the plant hormones (growth regulators) auxin and
cytokinin play a major role. For example, after grafting a
Syringa bud into callus in vitro, vascular tissue is formed
from callus cells underlying the site of implantation. The
same effect is achieved by grafting agar wedges containing
auxin and sucrose (3). It should be noted that in shoots the
apex produces auxin and leaves sucrose and that both are
transported downward in the stem.

Major steps forward in the research on adventitious
organ formation were the discovery of auxin and cytokinin
and the use of plant tissue culture. Auxin was discovered
early in the 1930s and used briefly after that to achieve
adventitious root formation from cuttings. In 1939, White
obtained shoots on genetic tumors of tobacco cultured in
vitro and Nobecourt roots on in vitro grown carrot callus.
Cytokinins were discovered in tissue-culture experiments
in the 1950s, and it was found that excised tissues that are
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cultured in vitro on nutrient medium with auxin and/or
cytokinin may form adventitious roots, shoots, or embryos
with very high frequency. The enhanced incidence of
regeneration in vitro is caused, among other things, by
the presence of plant hormones in the medium that are
taken up by the explants and increase the endogenous
hormone levels. Other promotive factors include the high
levels of organic and inorganic nutrients in the tissue
culture medium, the absence of bacteria and fungi, and
the high humidity.

Because in the case of adventitious embryo and shoot
formation complete plants are formed from somatic cells
(with shoot formation in two steps: from the adventi-
tious shoots roots are regenerated to obtain a complete
plant), these cells are called totipotent. It has been main-
tained that all cells in a plant body are totipotent. A
systematic study of this question, though, is not practical
to undertake. To describe the formation of new shoots,
roots, or embryos from somatic cells, various terms are
being used: in particular, adventitious root/shoot/embryo
formation or root/shoot/embryo regeneration. The adven-
titious formation of shoots and roots is also often referred
to as organogenesis. In this case, the adventitious struc-
ture has only one pole. When a somatic embryo has been
formed, the regenerated structure has two poles (a root
and a shoot pole) connected by vascular tissue. The use
of the term organogenesis in plant tissue culture does
not correspond with its general meaning, which refers
to all formation of new organs, whether adventitious or
not, (e.g., also to the formation of a side branch from an
axillary bud). Therefore, the term adventitious organo-
genesis is more appropriate. Adventitious formation of
embryos is called somatic embryogenesis. It is tempting
to speculate that all adventitious regeneration involves
the formation of an embryonic meristem, and that in

adventitious organogenesis either the shoot or the root
pole is blocked at a very early stage, resulting in root
or shoot formation, respectively. When somatic embryos,
adventitious roots, and adventitious shoots are formed
from the same explant, they originate from different types
of cells (see the following). This is an indication, but not
a proof, that organogenesis is not embryogenesis in which
the development of one of the poles is blocked early.

A major drawback in the study of adventitious
organogenesis in plants is the absence of broadly studied
model systems, such as Xenopus and Drosophila in
animal and Arabidopsis in plant developmental biology.
Unfortunately, Arabidopsis is relatively difficult in tissue
culture. For rooting, derooted mung bean seedlings have
been studied by many authors, but have the disadvantage
that they are relatively large, are not convenient in
tissue culture and that small explants do not survive
in vitro. A tissue culture system that is being used by
some researchers consists of 1-mm stem slices cut from
apple microcuttings (Fig. 2a-e). For adventitous shoot
formation, regeneration from leaves of begonia has been
studied frequently. In tissue culture, epidermal strips
excised from tobacco stems consisting of 3-5 cell layers of
epidermal and subepidermal cells are very useful explants
(Fig. 2f). It should be noted that both the stem slices
and the epidermal strips are simple systems in which
interference from other parts of the plant is avoided as
much as possible and in which the distance between the
site of regeneration and the medium is short, so that
gradients within the tissue are as small as possible.

Organogenesis and Regeneration in Animals

In embryonic development in animals, cell—cell interac-
tions play a major role, and in transplant experiments,

Figure 2. Two model systems to study adventitious organogenesis. Adventitious root formation
in 1-mm slices excised from stems of apple microcuttings at 0, 5, 7, 9, and 15 days, respectively
(a-e) and adventitious shoot formation from thin epidermal cell layers excised from tobacco
stems (f); bar = 1 mm; photographs a - e have the same scale. (Photograph f kindly supplied by
Dr. M. Smulders, Wageningen.)



numerous instances have been observed where a group of
cells influences the differentiation of another group of cells.
This phenomenon is referred to as induction. A spectacular
example of induction is the grafting experiment of Man-
gold and Spemann published in 1924. They transferred
a piece of blastopore lip from a newt early gastrula to
another embryo (also early gastrula). The graft was placed
at a different region in the host and induced the forma-
tion of an almost complete secondary embryo in the host
embryo. This shows that the grafted piece of lip regulated
the direction of development of the adjacent tissues. It was
also found that only cells in a particular state are able to
show the proper response to the signal. This particular
state of reactivity is referred to as competence. In ani-
mal embryos, this state occurs only during an early, short
period of time. The term pluripotent is used to describe
that commitment is still only slight and that cells may
develop along various pathways. By the signal of the
inductor, cells become determined with respect to their
future development. This is a gradual process, occurring
over various cell generations. When the fate of a cell has
been determined, it will follow that fate when grafted from
one region of an embryo to another region. The formation
of an organ from determined cells is often referred to as
differentiation. It should be noted that the term differen-
tiation is ambiguous because it is also used in a broad
sense for all the process in which parts of an organism
become different from one another or from their previous
condition.

In higher animals, pluripotency is almost completely
lost during the progress of development: Morphogenetic
processes that have been terminated can only be
reawakened to some extent after loss of an organ to
renew the lost parts. The damage repaired may be a
wound (that is replaced by new skin) or a lost organ.
The renewal of a limb in salamanders and of a tail
in lizards are well-known examples of the latter. The
repair of lost parts in a full-grown organism is called
regeneration. In the case of vertebrate limb regeneration,
it is believed that the first step in regeneration is the
loss of the differentiated state in cells beneath the
wound epidermis. These cells start to divide and form
a blastema consisting of cells that are dedifferentiated
to some extent. The marked difference in regenerative
capacity between the invertebrates and the vertebrates is
well known. The former show so much regenerative power
that some worms, for example, can be cut in two and
thereafter restore all the missing parts in each half. At the
other end of the scale, in higher animals, regeneration is
restricted.

Figure 3 summarizes the succesive phases in differenti-
ation. During the first phase, cells acquire the competence
to respond to an organogenic stimulus. This may occur as
part of the normal ontogenetic development (Fig. 3a) or in
a process of dedifferentiation (Fig. 3b). The latter occurs
when the organism has been wounded and previously dif-
ferentiated cells start to repeat developmental processes.
Then, during an induction period, cells become determined
toward a specific developmental pathway. After that, they
no longer require the stimulus and grow out to the new
organ.

Figure 3. Successive steps in the formation of organs during
ontogenesis (a) and during adventitious organogenesis (b).

Regeneration of Roots and Shoots is a Process Consisting of
Distinct Steps

In plants, research on the different steps in regeneration
has focused on histological and biochemical examinations
and on the differential hormone requirements during
the successive phases. Analogous to the stages that are
distinguished in flowering, adventitious organogenesis has
been divided into three phases. During the induction
phase, the cells that will form the new organ do not show
perceptible histological changes, but at the biochemical
and molecular level events are believed to occur that are
related to regeneration. After that, during the initiation
phase, cells divide, leading to the formation of a new
meristem and a new primordium. Finally, during the
expression phase, a new shoot, root, or embryo is formed.
Microscopic observations on root and shoot formation
are shown in Figure 4. This characterization of three
phases is used by many researchers, but is not suitable
for two reasons. First, the term induction has a very
different meaning in developmental biology. Furthermore,
and more important, microscopic observations give only
limited information about the developmental state of cells.

In animal developmental biology, the successive phases
in ontogenetic processes and in regeneration have been
defined according to the reaction of cells to the inductive
stimuli (see previous section). Some researchers in
plant developmental biology have analyzed adventitious
organogenesis in a similar way. As a matter of fact,
adventitious regeneration of shoots and roots in vitro
is very suitable for such experiments, since the major
inductive stimuli, auxin and cytokinin, can be added via
the tissue culture medium and as explants can easily
be transferred to a medium with different hormonal
composition. For shoot regeneration, an extensive study
has been carried out by Christianson and Warnick (4) in
leaf explants of Convolvulus. They transferred explants
at various times after the start of tissue culture from
one medium to another, using three types of media, viz.,
shoot-, root-, and callus-inducing media. These media had
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very different auxin-cytokinin ratios. During the initial
period after the start of culture, the hormonal composition
could be varied over a wide range (all three media gave
essentially the same results). After that, a phase occurred
during which auxin and cytokinin should be applied in
the proper concentrations. In the final, third phase, the
hormonal composition could again be varied over a wide
range. These results indicate the occurrence of three
phases:

1. Dedifferentiation. Cells are at first not competent
to respond to the organogenic stimulus, but acquire
this competence during an initial phase of dediffer-
entiation.

2. Induction. After dedifferentiation, in the induction
phase, cells are responsive to the organogenic

stimulus and become determined to form a specific
organ, such as a shoot. Only during this phase, is
the hormonal composition of the medium critical.

3. Realization (Christiansson and Warnick use the
term differentiation). When the cells are determined,
the new program of differentiation is initiated
to produce a shoot. There is evidence that the
first meristems that have been formed on an
explant somehow inhibit the formation of additional
meristems.

For shoot formation, this scheme has been confirmed
in various species (5). The same scheme can be applied
in adventitious root formation (6). In experiments on root
regeneration from apple microcuttings, a different type of
transfer experiments was carried out: During the rooting

Figure 4. Microscopic observations on adventitious root formation from apple stem slices (a-c)
and adventitious shoot formation from long-term kiwi callus (d-f). (a) Root meristemoid at
72 h; (b) early root primordium with the tendency to form a dome-like structure at 96 h;
(c) root primordium at 144 h; (d) formation of a dome-like structure with tunica-like surface
layer of cytoplasmic cells and corpus-like center of vacuolated cells (arrow); (e) kiwi callus with
meristematic cells (arrow); (f) apical shoot meristem (arrow) leaf primordia and leaf. Bar = 25 jum
in a - c and 50 \im in d-f. (Photographs kindly supplied by Dr. J. Jasik, Bratislava.)



Figure 5. Evidence of the occurrence of phases with differential
hormonal requirements during the rooting process. The effect
of 24-h pulses with IBA on rooting of apple microcuttings was
studied. The percentage of rooted shoots was determined after
10 d. Note that pulses at days 2, 3 and 4 resulted in the highest
rooting percentage. (Data redrawn from Ref. 6.)

treatment, 24-h pulses with either auxin or cytokinin
were given. There was a strongly enhanced responsiveness
(inhibition by cytokinin and promotion by auxin) from 24
to 96 h after the start of the rooting treatment, indicating
that during this time induction occurs (Fig. 5). During
this period there is also an enhanced sensitivity to the
antiauxin p-chlorophenoxyisobutyric acid and to salicylic
acid, a phenolic compound that enhances oxidative
breakdown of auxins. The occurrence of a lag period before
stems become sensitive to auxin has already been reported
by Went in 1939 (7).

Experiments that involve transfer from one medium
to another may suffer from various pitfalls. (1) Hormones
taken up by plant tissues are usually rapidly deactivated,
either by conjugation or by oxidation. Thus it is supposed
that during the period in which the hormones are applied,
they are present at a significantly increased level and
that after the pulse the endogenous concentration soon
(within a few hours) reaches "normal" levels. However,
a carry over effect may occur because inactivation may
be slow, and it may be slow specifically in the target
cells or free hormone may be released from conjugated
hormones. (2) Added hormones may alter the metabolism
of endogenous hormones during and after the pulse (8,9).
(3) In a sample of explants or in the various meristematic
centers within an explant, the regeneration process may
be very asynchronous. This may obscure phases with
distinct hormonal sensitivities. (4) It should also be noted
that inappropriate hormonal conditions may have two
distinct effects. The process may be arrested, and the
tissue "waits" for the adequate hormonal stimulus. It may
also be that the process is diverted into another direction.
We presume that when a pulse with 6-benzlaminopurine
(BAP) is given during the induction phase in adventitious
root formation, BAP redirects the process and instead of
organized growth in a root meristem nonorganized callus

growth is induced (6). As the distinct developmental states
of cells and tissues are characterized by differential gene
expression, ultimately, the successive phases have to be
identified by the expression of different sets of genes.

The results discussed in this section indicate that
the succession of steps in adventitious root and shoot
formation regeneration is similar to regeneration in
animals (Fig. 3b). The formation of somatic embryos can
also be dissected into these phases (5). The first phase may
involve a period of callus growth (indirect regeneration).
Often, though, cells already existing in the explant become
competent to respond to the organogenic/embryogenic
stimulus after a (short) lag phase without any cell
division or without cell division at a large scale (direct
regeneration).

FACTORS INFLUENCING ADVENTITIOUS
ORGANOGENESIS

Explant Effects

When explants are taken from plants growing ex vitro,
they require surface sterilization with hypochlorite or
alcohol. The portion of the explant that has died because
the disinfectant has entered the tissue (tissue adjacent
to the cut surface) should be removed. Endogenous
contaminants are not killed by the disinfectants and
often constitute a serious problem. Antibiotics may be
used, but because they usually do not reach the site
of contamination at a sufficiently high concentration,
they do not kill the contaminants within the tissue.
However, because antibiotics may block the growth of
contaminants in the medium completely, they obscure
the incidence of endogenous contamination. To remove
endogenous contamination, excised meristems (that are
often free of endogenous contaminants) can be grown
in vitro to form complete plants that may or may not
be free of contaminants. Alternatively, before taking
the explants, endogenously contaminated plants may be
given a warm-water treatment (10). Such treatment often
kills all endogenous contaminants that are detectable
during tissue culture. The duration of the treatment
(30-180 min) and the temperature (between 42 and 55 0C)
depend on the plant species, the condition of the plant
material, and the type of contaminant. A high-temperature
treatment may only be given to tissue that is resistant to
the severe stress of the high temperature. In particular,
dormant tissues are suitable, for example, dormant buds
or bulb scales. The preparation of scale explants from a
lily bulb is shown in Figure 6.

Adventitious shoots and roots may be induced from
virtually all types of tissues that are excised from plants,
but the ease of regeneration varies considerably. Rules of
thumb are that the capability to regenerate decreases with
the extent of differentiation (meristematic cells regenerate
more easily than fully differentiated cells), the ontogenetic
age (juvenile tissues are more capable of regeneration than
adult tissues), the physiological age (recently formed tissue
has the highest regeneration performance), and dormancy
state (nondormant tissues have a higher regeneration
capability than dormant ones). A major effect is exerted by
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the genotype. The capability to regenerate is probably
determined by only few genes. The function of these
genes is unknown. Experiments in tomato suggest that
the genetic component associated with the capability to
regenerate concerns not the sensitivity to hormones but
the maintenance of morphogenetic competence (11).

When adventitious shoots and roots develop from the
same organ, they originate from different tissues. In
cultured carrot petioles, for example, application of indole-
3-acetie acid (IAA) results in the formation of adventitious
shoots, roots, and embryos, but from different tissues
within the petiole (12). Roots originate from vacuolized
cells near the vascular bundles. Vacuolized subepidermal
cells give rise to somatic embryos and shoots are formed
from large parenchyma cells. These data suggest that
cells in the explant may be capable of only one of the
regenerative pathways. It is not known whether this is
because of inherent incapabilities of cells (the cells are
not totipotent), or the position of a cell within the explant
results in differences in the microenvironment that are
favorable for one of the pathways (e.g., because of a
hormonal gradient within the explant). The dependence
of regeneration on the type of tissue indicates that,
to achieve regeneration in recalcitrant species, it may
be more important to have the right types of cells in
an explant than to develop highly refined regeneration
conditions (nutrients, hormones, etc.).

It has been suggested that one of the requirements
for cells to exhibit their potential for regeneration is
physical isolation from the maternal tissue: The excision of
tissues from the native environment supposedly removes
the restrictions that are necessary for proper functioning of
cells in the whole plant. It is difficult to determine whether
this is indeed a major factor, because excision of tissue from
a plant and its culture in vitro influences regeneration
in several other ways. First, wounding evokes a repair
reaction triggered by compounds that are released when
cells are damaged, and somatic cells dedifferentiate and
form new tissue to cover the wound. These dedifferentiated
cells or adjacent cells that also have been activated may be
targets for organogenic signals taken up from the medium.
Second, in plant tissues auxin is actively transported in a

polar direction. Because of this, auxin taken up from the
medium or synthesized by the explants accumulates at the
basal cut surface. Usually regeneration occurs at this site.
The involvement of polar auxin transport in determining
the site of regeneration has been shown in experiments in
which auxin transport inhibitors like 2,3,5-triiodobenzoic
acid (TIBA) have been applied. In the presence of TIBA,
regeneration occurs scattered all over the explant. Third,
it should be noted that the epidermis of plants is relatively
impermeable. Thus, when tissue is excised and cultured
in vitro, nutritional and hormonal actors may easily enter
the explant.

General Remarks about Plant Hormones

Plant hormones play a major role in adventitious
organogenesis. In animal physiology, hormones denote
substances that are synthesized in low amounts in one
part of an organism and transported to target tissues
in other parts where they exert an effect. In plants,
chemical messengers have also been found. A classic
example occurs in germinating barley seeds: Gibberellin
synthesized and released by the embryo diffuses to
the aleurone layer, where it induces the synthesis and
secretion of hydrolytic enzymes. These enzymes degrade
macromolecular reserves to small fragments that are
used by the embryo for initial growth. Another notable
example is the inhibition of the outgrowth of axillary
buds by auxin synthesized in the apex and transported
downward in the stem. In contrast to animal hormones,
the synthesis of plant hormones is usually not restricted to
a specific tissue, but may occur in many different tissues.
Furthermore, plant hormones may be transported and
act in distant tissues, but often they have their action
at the site of synthesis. Another distinctive property of
plant hormones is their lack of specificity: Each of them
influences a wide range of processes. Auxin, for example,
has been found to influence cell elongation, cell division,
induction of primary vascular tissue, adventitious root,
shoot and embryo formation, senescence, fruit growth,
outgrowth of axillary buds, and sex expression. Because of
the differences between animal and plant hormones, many

Figure 6. Preparation of scale explants from lily (a) and adventitious lily bulblets after 11 weeks
of culture (b). Bar in (a) = 2.5 cm; bar in (b) = 1 cm. (Photographs kindly supplied by Ir.
M.M. Langens, Lisse.)



researchers deny that the latter are genuine hormones and
prefer to use terms like plant growth substance or plant
growth regulator. Nevertheless, the term plant hormone is
still widely used.

Most knowledge about the role of plant hormones is
derived from studies in which hormones have been applied
to plant tissues. Experimentation in vitro has several
advantages: Tissue culture facilitates application of
hormones, avoids possible microbial degradation of applied
hormones, and allows study of the effect of hormones on
isolated plant organs. Instead of the hormones themselves,
compounds that affect their metabolism, transport, or
action may be added. In many studies, the levels
of endogenous hormones have been determined. More
recently, researchers have used hormone mutants or
plants transformed with cytokinin or auxin biosynthetic
genes from Agrobacterium tumefaciens or with rol genes
from A. rhizogenes (the latter influence among other
things the signal transduction pathway). A promising
new approach (13) is the transformation of protoplasts
with A. tumefaciens containing a T-DNA derived vector
with multiple enhancer sequences near the right border.
When integrated, this construct activates transcription
of adjacent genes. By culturing transformed protoplasts

at hormone levels that are either too high or too
low, protoplasts with altered hormone metabolism or
sensitivity may be isolated, and the genes affected by
the transformation event may be isolated and studied. In
tissue culture, two classes of plant hormones, cytokinins
and auxins, are of major importance. They are required
for growth of callus and cell suspensions, outgrowth of
axillary buds, and regeneration of adventitious roots,
shoots, and embryos. Ethylene has been studied frequently
in relation with regeneration and likely plays a major role.
Table 1 summarizes essential information about auxin,
cytokinin, and ethylene with respect to regeneration.
Other hormones, in particular, gibberellins, abscisic acid,
polyamines, or jasmonates, are being used but only
occasionally.

Plant hormones added to plant tissue culture media
are taken up and increase the level within the tissue.
After uptake, plant hormones are rapidly inactivated
by conjugation or in some cases by oxidation. Ethylene
is an exception, but this gaseous compound is rapidly
released from the plant into the air. Usually only very
small amounts of the applied hormones remain in the
free form. It has been shown for applied auxin that an
equilibrium exists between the free and the conjugated

Table 1. The Characteristics of the Three Plant Hormones That Play a Major Role in Regeneration

Auxins:
indole-3-acetic acid (IAA)
indole-3-butyric acid (IBA)
1-naphthaleneacetic acid (NAA)
phenylacetic acid (PAA)
2,4-dichlorophenoxyacetic acid

(2,4-D)
2,4,5-trichlorophenoxyacetic acid

(2,4,5-T)
picloram
dicamba
p-chlorophenoxyacetic acid (CPA)

Cytokinins:
zeatin (Z)
zeatinriboside (ZR)
isopentenyladenine (iP)
isopentenyladenosine (iPA)
6-benzylaminopurine (BAP)
kinetin
thidiazuron (TDZ)
N-(2-chloro-4-pyridyl)-N/-phenylurea

(CPPU or 4PU-30)

Ethylene

Main effects in regeneration

Adventitious root formation (at high cone.)
Adventitious shoot formation (at low

cone.)
Induction of somatic embroys (in part.

2,4-D)
Cell division
Callus formation and growth
Inhibition of root growth

Adventitious shoot formation (at high
cone.)

Promotion of adventitious root formation
(at very low cone.)

Inhibition of adventitious root formation
at higher concentrations

Cell division
Callus formation and growth

Promotion or inhibition of adventitious
regeneration depending on the time of
application and on the genotype

Modulators of metabolism, action, or transport

2,3,4-Triiodobenzoic acid (TIBA) and
1-N-naphthylphthalamic acid (NPA) inhibit
polar auxin transport

p-Chlorophenoxyisobutyric acid (PCIB) inhibits
auxin action as a genuine antiauxin by
binding to the auxin receptor

Phenolic compounds (e.g., ferulic acid or
phloroglucinol) inhibit auxin oxidation

Riboflavin strongly promotes photooxidation of
IBA and IAA

Transformation of plants with the auxin
biosynthetic genes of Agrobacterium
tumefaciens may increase endogenous auxin
levels

Compounds have been described that inhibit
cytokinin synthesis (lovastatin), degradation,
and action; usually, the effects are small
and/or nonspecific

Transformation of plants with the cytokinin
biosynthetic genes of A. tumefaciens may
increase endogenous cytokinin levels

1-Aminocyclopropane-l-carboxylic acid (ACC) is
a direct precursor of ethylene and is
metabolized by plant tissues to ethylene

Aminoethoxyvinylglycine (AVG) inhibits
ethylene synthesis; Co2+, a-aminooxy-acetic
acid and a-aminoisobutyric acid also inhibit
ethylene synthesis but have a lower efficiency

Silver inhibits ethylene action; silver is applied
preferably as silver thiosulfate (STS).

Auxin strongly increases ethylene synthesis



form, less than 1% being present in the free form. The
effect of hormones not only depends on the rate of uptake
from the medium and on the-stability in the medium and
in the tissue, but also on the sensitivity of the target
tissue as cells may not recognize the hormonal signal,
or are incapable of carrying out the desirable response.
Applied hormones influence the synthesis or degradation
of endogenous hormones belonging to the same class as
the applied hormone or to other classes. All this results in
a very complex situation in which it is sometimes difficult
to reveal how the observed effect has been brought about.

Auxin, Cytokinin, and Regeneration

In 1944, Skoog and co-workers found that auxin stimulated
root formation but inhibited shoot formation from callus.
By that time, auxin was the only known plant hormone.
Soon after, Skoog and co-workers demonstrated the
requirement for a cell division promoting substance that
could be satisfied by addition of autoclaved DNA. Quickly
the active component was identified and named kinetin,
the first known cytokinin. In a classic paper, Skoog
and Miller (14) reported that root, shoot, and callus
formation in tobacco explants cultured in vitro are brought
about by high, low and intermediate auxin-cytokinin
ratios, respectively. This concept has been repeatedly
verified in many species. Recent confirmation comes from
observations on transgenic plants that have increased
cytokinin or auxin synthesis. However, since the process
of regeneration can be dissected into a series of successive
phases, each with its own hormonal requirements, the
original concept requires some adjustments.

The dedifferentiation phase during which competence
is acquired to respond to the organogenic stimulus depends
upon auxin. This emerges from the activity of phenylacetic
acid. This auxin is not effective in the second phase
(induction) of rooting (3) and embryogenesis (15), but is
nevertheless effective during the first phase (see Ref. 16 for
a possible explanation). During the first phase, cytokinin
is also required. Lovastatin, a compound that blocks
cytokinin synthesis, specifically inhibits adventitious root
formation when applied during the first phase, and
not after that. The inhibition by lovastatin is reversed
by adding a low dose of the cytokinin zeatin. The
involvement of both plant hormones is not surprising,
since both are probably required for cell division. In
the second phase, induction, auxin and cytokinin should
be supplemented at the appropriate concentrations. The
transfer experiments of Christianson and Warnick (4)
indicate that for adventitious shoot formation low levels of
auxin and high levels of cytokinin are required. For root
regeneration the situation should be reversed (6). In the
third phase, realization, the hormonal composition of the
medium is less critical. However, the high concentrations
of exogenous hormones required for induction are often
inhibitory. Here, other hormones may also play a role,
among others abscisic acid in somatic embryogenesis.

With respect to the hormonal composition of the
nutrient medium, some additional remarks should be
made. First, the effect of hormonal supplements to nutrient
media can be modified by inorganic nutrients (17). Second,
the uptake of various hormones by explants from the

medium may be very different. For example, in tobacco
explants, NAA is taken up six and ten times faster than
IAA or BAP, respectively (18). Third, since hormones
are extensively metabolized, the actual concentration of
hormones in the tissue has to be considered. Finally,
applied hormones may alter the metabolism of endogenous
hormones. For example, auxin increases both inactivation
of applied cytokinin (8) and ethylene synthesis (9).

Other Hormones and Hormone-Like Factors

In regeneration, the hormone ethylene has received the
most attention. Its effect is not well understood: It
has been reported that ethylene stimulates adventitious
organogenesis in some species, but is inhibitory in
others (for rooting, see Ref. 19). Recent research on the
action of ethylene in root regeneration (20) has indicated
unambiguous effects for ethylene.

To understand the contradictory effects reported in
the literature, some unique characteristics of ethylene
should be taken into account (Table 2) (21-23). Differences
in experimental designs related to these characteristics
are often not considered and may explain some of the
contradictory results. For example, in apple microcuttings
silver thiosulfate (STS, a compound that blocks the
effect of ethylene) has a promotive effect at high auxin
concentration when the portion of the stem from where the
roots develop is submerged in the solidified medium and
not in slices that are cultured on top of the medium. This
indicates that auxin increases ethylene production and

Table 2. Distinctive Characteristics of the Gaseous Plant
Hormone Ethylene; Other Plant Hormones are Nonvolatile
Compounds

Ethylene is a gaseous compound. Whereas plants reduce the
endogenous concentrations of other hormones by enzymatic
conversion (oxidation or conjugation), ethylene may simply
diffuse from the tissue into the atmosphere. In Petri dishes,
ethylene may accumulate in the headspace depending on how
tightly the dish has been closed.

Since ethylene diffusion in water is ca. 10,000 times less than in
air (21), ethylene cannot diffuse easily from submerged tissue.
Thus, when (micro)cuttings are submerged with the basal part
of the stem (from which the roots develop) in aqueous solution
or in agar, ethylene may accumulate in the basal part. Plant
tissues submerged in liquid medium may also accumulate
ethylene.

Because of submerged conditions, anaerobiosis may occur, which
prevents the formation of ethylene from ACC (21)

Knowledge about long-distance transport of ethylene in plants is
scarce. Obviously, transport will be much faster in tissues with
gas-filled intercellular spaces. Thus, when the tissue is
submerged only partially, ethylene may escape via
intercellular spaces.

Endogenous synthesis of ethylene is enhanced by auxin and
wounding. It also depends on the orientation of the cuttings
(22).

Secondary effects of applied compounds should be kept in mind.
For example, ethylene may have a general senescing effect and
it may also interfere with auxin, in particular, by inhibiting
the polar auxin transport (23). STS may induce ethylene
formation because Ag is a heavy metal and damages the tissue.



that, because ethylene cannot escape from the submerged,
basal part of the stem, it accumulates to a high level
and becomes inhibitory. In slices the ethylene levels in
the tissue remain low, because ethylene produced by the
slices quickly diffuses out of the tissue into the headspace
of the Petri dish. Another possible reason why authors
have obtained contradictory results is that the effect of
ethylene depends on the timing of the application (20).
Ethylene promotes rooting during the dedifferentiation
phase. Possibly it acts as a wounding-related compound
and enhances the sensitivity of the tissue to auxin. In
this respect, it should be noted that wounding-related
compounds may strongly promote regeneration (24,25).
During the induction phase, ethylene inhibits rooting, as
shown by pulses with STS. It depends on the genotype
whether promotion during the dedifferentiation phase or
inhibition during the induction phase prevails.

Phenolic compounds have been repeatedly suggested,
but never experimentally proven, to be involved in plant
development (26). Most research on the role of phe-
nolic compounds in regeneration concerns adventitious
root formation. Various authors have examined whether
endogenous phenolic compounds are related with roota-
bility. Such correlations have been found (among others,
Ref. 27). It has also been reported that application of phe-
nolic compounds enhances rooting, but few critical and
extensive studies have been carried out. In apple stem
slices, a very active phenolic compound is ferulic acid. It
enhances rooting in the presence of IAA strongly, but with
NAA only slightly. Because IAA can be oxidized but NAA
not, ferulic acid likely acts as an inhibitor of auxin oxi-
dation. Indeed, ferulic acid completely blocked enzymatic
oxidation of IAA (Fig. 7). It should be noted that ferulic acid
is a general antioxidant and also inhibits photochemical
oxidation of IAA in the absence of plant tissues (Fig. 7). In
general, tri- and most diphenolic compounds inhibit, and
monophenolic compounds promote, IAA oxidation.

To study the interaction between phenolic compounds
and auxin, we added some phenolic compounds at a wide
range of IAA concentrations. Figure 8 shows results of
an experiment with ferulic and salicylic acid. Salicylic
acid is a monophenol and its addition results in increased
instability of IAA. As expected, salicylic acid shifted the
dose-response curve of IAA to the right and left the shape
unaltered. Ferulic acid protects IAA and should shift the
dose-response curve of IAA to the left. Indeed, ferulic
acid shifted the optimum concentration of IAA somewhat
to the left, but, just as other phenolic compounds (e.g.,
phloroglucinol), it also widened the dose-response curve
of IAA (Fig. 8). This indicates that ferulic acid acts also in
a way other than just by protecting IAA. Possibly phenolic
compounds protect the tissue from the oxidative stress
that is imposed by wounding when the explant is excised,
resulting in a dose-response curve with a different shape.

As discussed previously, the action of auxin, cytokinin,
ethylene, and phenolic compounds on regeneration has
been revealed to some extent. All other hormones and
many hormone-like compounds have been examined,
and in some cases marked effects have been observed
with polyamines, brassinosteroids, and jasmonates, and,
occasionally, gibberellins and abscisic acid. However,

IAA GiM)

Figure 8. A method to determine the type of interaction
between auxin and other compounds is to study the effect
on a dose-response curve of IAA. Apple stem slices were
treated for 5 d with a range IAA concentrations in the presence
or absence of phenolic compounds. Note that salicylic acid
(SA), a monophenol that enhances IAA oxidation, shifted the
dose — response curve — as expected — to the right but did not
alter the shape of the curve. Ferulic acid (FA) shifted the
curve — as expected — to the left but also had a major effect
on the shape; the width of the curve strongly increased. For an
explanation see the text.

because the experiments hardly deal with the mechanism
of action, these compounds are not discussed here.
Relevant reviews are Ref. 28 for polyamines, Ref. 29 for
brassinosteroids, and Ref. 30 for jasmonates.

Nutritional and Physical Factors

For mineral nutrition, most researchers use Murashige
and Skoog's (MS) formulation (31) or derivatives, such
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as Linsmaier and Skoog's, Eriksson's, B5 and Schenk
and Hildebrandt's. MS medium has been developed
for callus growth in tobacco and is satisfactory for
shoot and root growth in many species. The mineral
composition of MS is similar to the mineral composition
of well-growing healthy plants (cf. Ref. 32). It might
be, though, that meristematic tissues have a different
mineral composition and thus require another mineral
composition of the medium. Reduction of the strength
(e.g., half the concentration of all nutrients) is believed
to be promotive in many species. As a rule, for
adventitious rooting in vitro, the MS concentration is
halved. Furthermore, the ratio of NH4 to NO3 and the
amount of nitrogen may play a role. From the organic
components, sucrose is usually added at a concentration of
2-4%. Occasionally, the type of carbohydrate is decisive
for regeneration. Carbohydrates also play an osmotic
role. Casein hydrolysate is occasionally added as organic
nitrogen source and may enhance regeneration.

Explants can be cultured on solidified medium or in
liquid medium. For gelation, agar, agarose (highly purified
agar), or gelrite is used. All are complex polysaccharides.
There are at least four major differences between culture
in liquid and solidified media. (I)It is now well known
that agar contains many impurities, including nutrients
and hormone-like compounds. Which compounds occur in
agar and at what concentration depends on the brand and
on the batch. (2) Because of the relatively slow movement
in solidified medium and because compounds may bind
to agar, solidified medium may act as a slow-release
source for medium components. (3) In liquid medium, all
surfaces of the explants are exposed to the medium. In
solidified medium, only the tissue that has contact with
the medium may take up components. In this respect, it
is important to note again that the epidermis of plants
is relatively impermeable and that most uptake occurs
via the cut surface, and possibly via the stomata and via
young apical and axillary buds. (4) Finally, the rate of
diffusion of gases out of submerged and emerged tissues
is very different. The relatively poor solubility of gases in
water leads in submerged tissues to partial anaerobiosis
and accumulation of gases as CO2 and ethylene.

The pH of media influences regeneration, but this
is likely an indirect effect. The pH in the medium
determines among other things the uptake of many
compounds, solubility, the activity of enzymes secreted
into the medium, and the activity of antibiotics. A large
change of the pH within the tissues has a devastating
effect. The buffering capacity of tissue culture media is
low. Thus it has been observed that the pH of media,
although set at pH 5.5, usually changes considerably.
A buffer like tris-(hydroxymethyl)aminomethane (Tris)
is very toxic. The only buffer that is suitable is 2-
(N-morpholino)ethanesulfonic acid (MES), although at
10 mM (this is the commonly used concentration) MES
is to some extent toxic (33; J. Hanecakova, personal
communication).

The effect of light in tissue culture has received
little attention. It results from a combination of several
components: length (short day vs. long day), intensity,
and quality. Often, but not always, low light intensity

enhances regeneration. A complicating factor is that
medium components may be photooxidized. This holds,
for example, for the auxins IAA and IBA. With respect to
light quality, both phytochrome and blue light effects have
been found.

Temperature may have very marked effects during
plant development, among other things with respect
to the development and breaking of dormancy. In
regeneration studies, the effect of temperature treatment
before excision of explants has been examined. Cold-
treated apple cotyledons and lily scales showed strongly
enhanced regenerative capacity and decreased hormone
requirements, respectively.

The involvement of electrical currents in development
and regeneration has aroused interest by the study of
the first cleavage of the zygote of the brown alga Fucus,
which results in a large apical cell and a small basal
cell from which the rhizoid develops. The cleavage of
the zygote is preceded by polarization, which is triggered
by environmental factors such as light and gravity. An
electrical current develops through the zygote partly
carried by Ca2+. In somatic globular embryos of Daucus (a
very early stage in which the embryo has a globular shape)
an inward current has been detected in the region from
which the apical meristems will develop and an outward
current from the region of the future root meristem. An
electrical current of ca. 1 JiA increases root and shoot
regeneration from callus (34).

BIOCHEMICAL AND MOLECULAR ASPECTS

Many researchers have carried out biochemical and
molecular examinations in explants from which roots
or shoots are regenerating. It is doubtful, however,
whether these studies tell much about regeneration. For
example, in a model system to study root regeneration,
1-mm stem slices cut from apple microcuttings, small
meristemoids have been formed at 72 h. At this time,
they make up far less than 1% of the volume of
a slice. During the initial phase of regeneration, the
number of cells involved in the regeneration process
is much smaller. Obviously, biochemical and molecular
characteristics of the meristemoids and in the cells
from which the meristemoids will develop are swamped
out by those of the surrounding cells. Furthermore,
biochemical and molecular studies should be accompanied
by microscopic studies, to establish whether the response
occurs specifically in the cells from which the new organs
are being formed. Unfortunately, such studies are scarce.
Differences in enzyme activity can also be detected by
the occurrence of the endproducts of the enzyme reaction.
An example is short-lived starch grains that are formed
during the very early stages of regeneration of shoots,
roots, and embryos. In slices cut from apple microshoots
and treated with auxin, short-lived starch grains appear
during first day of culture in a ring consisting of cells
of the vascular bundles and primary rays. During the
next day, these starch grains are broken down and the
cells enter division. From those in the primary rays, root
primordia may develop (35). When auxin is not supplied,
starch grains are also formed but at a much later time.



An involvement of methylation in developmental pro-
cesses in plants can be deduced from the finding
that plants that have substantially reduced levels of
DNA methylation display many phenotypic abnormali-
ties. Methylation also plays a major role in the devel-
opment of mammals. For example, early in mammalian
embryogenesis global demethylation occurs and after that
remethylation. In Arabidopsis and tomato, methylation
levels of DNA from young seedlings are approximately
20% lower than in mature leaves, whereas the highest
methylation level occurs in seeds. Possibly hypermethy-
lation during embryogenesis is followed by demethylation
during germination and subsequent slow remethylation
(36). Methylation also depends on the type of tissue. Cells
of different tissues of the carrot plant, for example, are
characterized by specific DNA methylation patterns. An
increase in genome methylation was suggested to be neces-
sary to disorganize a foregoing program (37). Fractionation
of cell types of an embryogenic carrot cell line indicated a
characteristic low genome methylation level of a fraction
enriched in precursor cells of somatic embryos. In adven-
titious organ formation, azacytidin, a drug that causes
hypomethylation, leads to reduced shoot and root regen-
eration. In apple stem slices, azacytidin acted specifically
during the induction phase. It is, however, difficult to
determine whether the drug acts by blocking methylation
or otherwise (38; S. Marinova, personal communication).

A more recent possibility is to examine the expression
of genes known to be expressed in root and shoot
meristems. In Arabidopsis, the shoot meristemless (STM)
gene has been isolated. In wild-type embryos, the STM
transcript is found earliest in one or two cells of the
late globular stage embryo. Seeds that are homozygous
recessive (stm/stm) form after germination only a root,
hypocotyl, and cotyledons, whereas the apical meristem
is absent. Calluses from these incomplete seedlings are
unable to regenerate shoots, showing that the STM
gene is required in adventitious regeneration (39). In
contrast, another gene required for the formation of an
apical meristem in embryogenesis in Arabidopsis, pinhead
(PNH), is not required for shoot regeneration. Other genes
pivotal to shoot meristem development include Wuschel
(WUS) and Zwille (ZLL), which seem to be required for
the proper functioning of cells in the apical meristem
of Arabidopsis, and no apical meristem (NAM), which
defines the boundary between the meristem and organ
primordia in petunia. These genes have not been examined
with respect to adventitious shoot formation. A mutation
that reduces the formation of axillary meristems, lateral
suppressor in tomato, does not seem to affect adventitious
shoot and root regeneration. The effect of other mutations
that are involved in the formation of axillary meristems,
torosa-2 mutants in tomato and barren stalk mutants in
maize, is not known. In Arabidopsis, mutants have been
identified that are incapable of forming lateral roots. One
of the genes involved, the LRPl, is also expressed early in
adventitious root formation (40).

It should be remembered that the expression of gene
families that are characteristic for certain developmental
stages in cells are regulated by transcription factors
produced by the expression of regulatory genes. The STM

gene is such a regulatory gene. It encodes a Knottedl type
of homeodomain protein. Tobacco plants constitutively
expressing maize Knottedl form adventitious shoots on
leaves of the most severe transformants (41), but in
the monocot species maize, barley, and rice no ectopic
shoots were observed on transgenic leaves. The overall
appearance of plants overexpressing the STM gene
resembles that of plants transformed with cytokinin
synthesizing genes, and indeed the STM-overexpressing
plants have increased levels of cytokinins.

Other molecular approaches are in situ hybridization
studies with known genes such as transcription factors,
auxin or cytokinin up-regulated genes, or cell cycle genes,
or studies in transgenic plants transformed with the
luciferase gene after selected promoters. Direct screening
of mutant seeds for regenerative capacity is practically
difficult.

CONCLUDING REMARKS

In plants, particularly during culture in vitro, somatic cells
may be capable of regeneration. Adventitious regeneration
of roots has been used for many ages in vegetative plant
propagation via cuttings. Adventitious regeneration of
shoots, roots, and embryos is an indispensable part of
biotechnological breeding and propagation techniques and
therefore one of the cornerstones of plant biotechnology.
From a practical point of view, there are two main
problems. First, plants that are produced via regeneration
may be genetically different from the motherplant, a
phenomenon referred to as somaclonal variation (42). It
is not known whether this is a general problem or only
occurs in a limited number of cases. A major reason for
this uncertainty is that it is difficult to assess the extent
of somaclonal variation in a population of regenerated
plants (43). A second major problem is that regeneration
does occur not at all, only infrequently, or only from cells
that are not susceptible to genetic engineering. Until now,
much of the knowledge about regeneration is empirical
and research on basic mechanisms is still relatively
scarce. Knowledge about the underlying mechanisms in
regeneration expands rapidly, in particular because of the
introduction of molecular techniques, and may solve this
problem.
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INTRODUCTION

The cytology and anatomy of plant cells can exhibit
considerable plasticity which is a means for plants to adapt
and survive changing environmental conditions. These
changes occur at the subcellular level via modifications in
cell ultrastructure and at the cell and tissue level where
differences in cell number and histological organization
may arise. Modifications in plant anatomy can be marked.
Unlike animals, plants can maintain sustained growth
through meristematic regions. Plant cells also exhibit
totipotency, that is, cells retain the capacity to develop
into any structure of the mature plant. Totipotency
is most apparent in meristematic and young tissues
but can also be exhibited in differentiated cells. Thus,
plant cells may differentiate (become progressively more
specialized), dedifferentiate (revert to an undifferentiated,
meristematic state), and then differentiate in a potentially
different direction. Plant cells essentially can change their
patterns of development. Controlled manipulation of cell
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INTRODUCTION

The cytology and anatomy of plant cells can exhibit
considerable plasticity which is a means for plants to adapt
and survive changing environmental conditions. These
changes occur at the subcellular level via modifications in
cell ultrastructure and at the cell and tissue level where
differences in cell number and histological organization
may arise. Modifications in plant anatomy can be marked.
Unlike animals, plants can maintain sustained growth
through meristematic regions. Plant cells also exhibit
totipotency, that is, cells retain the capacity to develop
into any structure of the mature plant. Totipotency
is most apparent in meristematic and young tissues
but can also be exhibited in differentiated cells. Thus,
plant cells may differentiate (become progressively more
specialized), dedifferentiate (revert to an undifferentiated,
meristematic state), and then differentiate in a potentially
different direction. Plant cells essentially can change their
patterns of development. Controlled manipulation of cell
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totipotency is a foundation of in vitro culture upon which
plants or plant parts are regenerated from cell and tissue
cultures. Large numbers of individuals of similar genetic
make up can be cloned by using this technology.

In vitro culture conditions are radically different from
normal ex vitro conditions and vary depending on the
type of culture system and its use. Applications of in
vitro culture include micropropagation, secondary product
production, gene transformation, mutation selection,
and somatic hybridization. Modifications include the
contributions of culture media such as plant growth
regulators, nutrients, pH, gelling agents, and organic
constituents. Environment conditions such as low light,
high humidity, and limited gas movement often prevail.
Development in vitro also occurs in the absence of
in situ whole plant influences such as in somatic
embryogenesis where development occurs in the absence
of maternal tissues. Thus, the anatomy of cultured cells
and tissues may exhibit unique characteristics divergent
from development in vivo.

The objectives of this section are to describe the
anatomical and cytological characteristics of plant cells
and tissues grown in vitro. Plant culture systems are
varied and include protoplasts, cell suspensions, callus
cultures, organogenic cultures, and somatic embryogenic
cultures. The different culture systems vary considerably
in cell composition and culture conditions. Rather than a
general review of plant anatomy, this work highlights
some of the unique differences in cell structure and
anatomical characteristics of the different culture systems.
Some atypical or "abnormal" types of cell organization
are described. Because plant form and function are

intimately related, the potential impact of these structural
divergences on cell and tissue function are discussed. How
specific factors (such as the culture environment, growth
regulators, and/or medium) affect cell differentiation
and development are covered in other sections of this
encyclopedia.

LEAF ANATOMY OF IN WfKO-GROWN PLANTS

Leaves of plants grown in vitro can exhibit very divergent
anatomy compared to plants grown under field or green-
house conditions. Leaves grown in vitro characteristically
are thinner, have a poorly differentiated mesophyll, large
intercellular spaces, modified epicuticular wax formation,
and altered stomatal numbers and configurations (for
reviews, see Refs. 1-3). Anatomical differences observed
between leaves grown under in vitro and ex vitro conditions
are summarized in Table 1. Because of these divergences,
cultured plants usually need to be gradually acclima-
tized to survive outside conditions of culture. Enhanced
cuticular transpiration (resulting from lack of epicuticular
wax development) and lack of guard cell functioning have
been suggested as causes of mortality in cultured plants
transferred to ex vitro conditions.

Unlike leaves grown in the field, those grown in
vitro often lack or have a poorly differentiated palisade
parenchyma. Mesophyllic cells characteristically appear
spongy and are interspersed with numerous and large
intercellular spaces. The limited differentiation of cells
characteristically found in leaves developed in vitro
is illustrated in Figure 1. The cytoplasm is frequently

Figure 1. Structure of leaves developed in vitro.
(a) Leaf cross section showing poorly differenti-
ated palisade and spongy layers; mesophyllic
cells are interspersed with large intercellular
spaces, (b) A transmission electron micrograph
of mesophyllic cells. Shown are the cytoplasm
located in the cell periphery, large central vac-
uoles, and chloroplasts lacking internal mem-
brane stacking

Table 1. Summary of Anatomical Differences Between Leaves Grown under Ex Vitro Versus
In Vitro Culture Conditions

Characteristic

Cuticular wax
Stomatal orientation
Stomatal shape and function
Mesophyll

Intercellular spaces
Chloroplasts

Cytoplasm

Ex vitro

Well developed
More depressed
Ellipsoid; functional
Differentiated into palisade and

spongy regions
Small; fewer in number
Well-developed internal

membranes; grana
More extensive

In vitro

Markedly reduced
Raised and/or bulging
Rounded; ± functional
Limited or no palisade

Development
Large; more extensive; Lacunae
Irregular internal membrane

System with few grana
Less extensive; limited to a

parietal area



restricted to parietal areas. In some species, chloroplasts in
leaves differentiated in vitro are flattened, and the internal
membrane system is irregularly arranged and lacks
organization into grana and stroma lamellae. Stomata
may exhibit higher or lower densities in culture compared
to field conditions. Guard cells frequently have higher
surface topographies and rounder orientations compared
to the more elliptical and sunken guard cells found
in noncultured leaves. Reduced or defective stomatal
functioning has been reported in a number of studies.

Epicuticular wax in many species is reportedly
diminished or structurally divergent in leaves developed
in vitro. Grout and Aston (4) related excessively high
rates of water loss to the formation of much reduced
quantities of structured epicuticular wax during culture.
Gilly et al. (5) evaluated leaf cuticles from ivy plants grown
in vitro by using transmission electron microscopy and
radioactive labeling. They found that cuticle formation was
effective and exhibited developmental and quantitative
progressions from young to expanded leaves under both
in vitro and ex vitro conditions. However, transfer of
plants from in vitro to ex vitro conditions activated cuticle
biosynthesis.

Thus, tissue-culture-regenerated plants may exhibit
severe water loss and desiccation problems when trans-
ferred ex vitro. Photosynthetic capacity of plants may also
be affected as a result of differences in chloroplast ultra-
structure and mesophyllic differentiation. More normal
leaf morphology resumes in new growth formed ex vitro,
which suggests that divergent structure is a result of the
in vitro environment. Environment factors in vitro can
be regulated to promote photoautotrophic culture condi-
tions and produce plantlets with fewer physiological and
morphological disorders (see Refs. 2 and 6).

HYPERHYDRICITY

Hyperhydricity is severe physiological disorder that may
affect micropropagated plants. Hyperhydricity is charac-
terized by a series of severe anatomical abnormalities
(Table 2), which in extreme cases may result in loss of prop-
agative ability, culture decline, and mortality. Because
affected tissues often exhibit a translucent, water-soaked
appearance, the condition has also been referred to as
"vitrification" or "glassiness." The rationale for using the
term hyperhydricity is throughly discussed by Debergh
et al. (7). A detailed discussion of hyperhydricity can be
found in Ziv (1), George (8) and also see article on this
subject.

Hyperhydricity primarily affects leaves and shoots in
culture. Shoots often have shorter internodes, thickened
stems, and leaves that are thickened, brittle, wrinkled,
curled, and elongated. Stems of hyperhydric shoots have
xylem and sclerenchyma tissues that are poorly lignified
and less differentiated than in normal shoots. The ring
of vascular bundles may have reduced sclerenchyma or
be interrupted with parenchymatic areas. In some cases,
reduced shoot apical dominance may be evident. Vietez
et al. (9) found that apical meristems were smaller and
composed of fewer cell layers in hyperhydric versus normal
shoots. Likewise, maturation of cells in carnation shoot

Table 2. Morphological and Anatomical characteristics of
Hyperhydric Shoots and Leaves

1. Swollen, thick shoots with shorter internodes or rosetted
habit

2. Fasciated shoot apices and/or reduction of shoot apical
dominance

3. Leaves which are translucent, glass-like, turgid, thickened
and/or curled

4. Poor or lack of differentiated palisade cells; large
intercellular spaces in the mesophyll

5. Reduced lignification; smaller vascular bundles with
abnormal or fewer vessels, tracheids, and/or sclerencyma
fibers

6. Cuticle thin and discontinuous; limited or no epicuticular
wax

7. Epidermis discontinuous; epidermal holes
8. Stomata abnormal with deformed guard cells
9. Decreased cellulose and more limited cell wall development

10. Chloroplasts fewer in number; chloroplasts with abnormal
organization in the grana and stroma, some with
imaginations along the plastid envelope that fuses with the
tonoplast; presence of membrane residues

11. Hypertrophy in the cortical and pith parenchyma

apices occurred sooner (10). Cells of the rib and peripheral
meristematic regions became large, parenchymalike and
vacuolate, and only the mother cells of the corpus and two
tunica layers remained meristematic.

The leaves of hyperhydric shoots are characterized
by lack of differentiation between palisade and spongy
parenchyma with extensive intercellular spaces and lacu-
nae dispersed throughout the mesophyll. Cells expansion
is isodiametric with loss of a clear axis of elongation.
Hyperhydric leaves also have fewer and smaller vas-
cular bundles than nonhyperhydric leaves. Abnormal,
protruding stomata are prevalent which may be nonfunc-
tional with divergences, including grossly misshapen or
twisted guard cells. In Datura, abnormal stomata repre-
sented 90% of the total number of stomata in hyperhydric
plantlets (11).

Hyperhydric tissues may appear chlorophyll deficient
and have fewer chloroplasts than corresponding normal
tissue. Divergences in chloroplast ultrastructure have also
been detected. In Prunus avium leaves, parenchymal cells
of both vitrified and normal tissue-cultured leaves had
a large central vacuole, limited cytoplasmic content, and
chloroplasts with an irregularly arranged internal mem-
brane system. However, in vitrified leaves, imaginations
were observed along the plastid envelope that appeared
to be fused with the tonoplast of vacuoles; membrane
residues were frequently noted in intercellular spaces.
Photosynthetic capacity appears to be reduced in some
situations.

Decreased levels of cellulose and lignin were detected
in vitrified carnation internodes which were consistent
with increased deformational capabilities of cell walls. In
accord, hypertrophy is commonly observed in cortical and
pith cells of hyperhydric plants. This may be associated
with the formation of large intercellular spaces as a result
of separation of cells (schizogeny) and disintegration of
cell walls (lysigeny). Abnormalities in both the pectic



substances of the middle lamellae and the cellulose of cell
walls were observed. Weakened cell wall structure may
contribute to the appearance of epidermal discontinuities
and perforations observed in some hyperhydric leaves.
Other divergences of epidermal cell development include
diminished or no epicuticular wax development.

Hyperhydric tissues characteristically have a water
content higher than normal tissues. Liquid water in the
intercellular spaces was observed through epidermal holes
by using environmental scanning electron microscopy
of Gypsophila (12). Nuclear magnetic resonance (NMR)
imaging evaluated the distribution of water in the
same species (13). Normal tissue-cultured and glasshouse-
grown leaves had a high concentration of water within leaf
vascular bundles. In contrast, vitrified leaves accumulated
water in intercellular spaces. The presence of numerous
hypertrophied cells that accumulate high levels of water
contribute to the succulent appearance of hyperhydric
tissues.

The degree of susceptibility varies with the kind of
plant being cultured, the genotype, the specific conditions,
and nature of the culture. A number of contributing
causes for hyperhydricity have been proposed, many
of which may overlap or interact. These include low
irradiance, high relative humidity, water potential of the
medium, nutrient composition, transpiration rate, growth
regulators, temperature, low culture growth rate, pH of
the medium, type of gelling agent, carbohydrate source,
and poor gas exchange. Regardless of the exact cause,
the phenomenon of hyperhydricity can be of important
economic concern.

ANATOMY OF SOMATIC EMBRYOGENIC CULTURES

Somatic embryogenesis is the production of embryos from
somatic cells in culture. Because fusion of gametes is not
involved, large numbers of clonal embryos can be produced
if embryogenic rates are high. Under ideal conditions,
the morphology of somatic embryos mimics that of
zygotic embryos with the development of a well formed
apical meristem, radicle, and cotyledons. Both progress
through similar stages: globular, heart, torpedo, and
dicotyledonary stages in dicots; globular, scutellar, and
coleoptilar stages in monocots; and embryonal suspensor
mass, globular, torpedo, and multicotyledonary stages
in conifers. The close similarity in somatic and zygotic
embryo development has been cited as justification for
using embryogenic cultures as models for studying plant
embryogenesis. However, developmental conditions in
vitro are very divergent from the in vivo situations where
maternal tissues contribute biochemical, environmental,
and physical inputs. Frequently, abnormalities in somatic
embryo morphology and anatomy are observed that
contribute to problems in embryo germination, plant
regeneration, and survival.

In embryogenesis in vivo, the fertilized egg or zygote
undergoes a set developmental sequences within the
embryo sac that culminates in the production of the mature
embryo. In contrast, somatic embryogenesis requires the
induction of embryogenically competent somatic cells.
Even when predetermined cells are used to initiate

cultures (as with meristematic or embryogenic cells),
hormonal or environmental signals may be necessary
to promote embryogenesis. Induction of embryogenic
cultures is frequently accomplished by exposing explant
tissue to an auxin-containing medium. Typically the
medium is later changed to one with low or zero auxin
for subsequent embryo development. Huang et al. (14)
suggested that there is a shift in the polarity of cells
and a change in cell function associated with inductive
processes. In observations of cortical microtubules during
induction in a rice embryogenic system, they found a
change in terminally distributed microtubules to a more
even distribution pattern after 12 hours.

Frequently, embryogenic induction is confined to spe-
cific responsive regions of the explant, for example, epi-
dermal cells or specific mesophyllic layers. Tissues placed
on an induction medium characteristically become mitot-
ically active and form sectors composed of cells that are
small, isodiametric, and characterized by a large nucleus
and prominent nucleolus, a dense cytoplasm, small vac-
uoles, and high starch content. Continued meristematic
activity can lead to the development of prominent embryo-
genic sectors and protrusions. These regions which give
rise to embryos may be composed primarily of embryo-
genic meristematic cells or may be interspersed with
nonembryogenic callus proliferations that characteristi-
cally have larger and more vacuolate cells (Fig. 2). In
a number of embryogenic systems, higher incidences of
abnormalities in embryo morphology are associated with
the use of certain auxins (e.g., 2,4-dichlorophenoxyacetic
acid versus naphthaleneacetic acid). Rodriguez and Wet-
zstein (15) found that auxin induction in Carya cultures,
promoted enhanced cell division, particularly in subepi-
dermal cell layers. However, the type of auxin used caused
notable differences in mitotic activity, location of embryo-
genic cell proliferation, epidermal cell continuity, callus
growth, and embryo morphology. Cultures induced with
naphthaleneacetic acid had embryogenic regions composed
of homogeneous, isodiametric, and meristematic cells and
produced embryos with normal morphology and a discrete
shoot apex. In contrast, tissues induced on a medium that

Figure 2. Section from a somatic embryogenic pecan culture.
Developing somatic embryos are evident within proliferating
proembryogenic regions that are intermixed with nonembryogenic
callus



Figure 3. Transmission electron micro-
graphs of zygotic and somatic embryonic
cotyledons of pecan, (a) Zygotic embryos
have cotyledonary cells that have extensive
oil deposits, starch, and protein, (b) Somatic
cells have a large central vacuolar space and
limited oil reserves

contained 2,4-dichlorophenoxyacetic acid exhibited more
intense and heterogeneous areas of cell division. Prolif-
erating cell regions were composed of meristematic cells
interspersed with callus.

Early concepts proposed that somatic embryogenesis
required a single-cell origin and no vascular connections
with the maternal tissue. However, a number of recent
critical anatomical evaluations describe both unicellular
and multicellular origin of embryos. Histological eval-
uations of somatic embryo development are reviewed
extensively elsewhere (16,17). In many cases, somatic
embryos originate from a complex of cells or from several
morphologically competent adjacent cells. Embryogene-
sis occurs within discrete meristematic regions that have
been referred to as proembryogenic masses, embryogenic
masses, meristematic units, proembryonal cell complexes,
proembryoids, and proembryogenic aggregates. From one
to many somatic embryos may develop from these compact
masses of embryogenic cells.

Globular embryo differentiation is characterized by
cells that have numerous Golgi bodies, abundant endoplas-
mic reticulum (ER), thin cell walls, and tightly packed cells
with only small intercellular spaces. During the develop-
ment of globular and heart-shaped somatic embryos, the
starch content of cells declines within the embryogenic
regions from which embryos are derived. Starch accu-
mulation and utilization are thought to be a source of
energy for cell proliferation and growth. Somatic embryo
development may occur with the formation of a well-
defined suspensor, as exemplified in coniferous somatic
embryos that characteristically have a substantial sus-
pensor of highly vacuolate cells. In contrast, many studies
report a suspensor that is reduced or absent. Isodiamet-
ric growth contributes to globular embryonic development
and is followed by elongated growth, cotyledonal devel-
opment, bilateral symmetry, hypocotyl elongation, and
radicle development.

In some cases somatic embryos lack a well-developed
shoot apex and exhibit poor polarity with varying degrees
of embryo fasciation or fusion. Cotyledons may be
underdeveloped, malformed, and/or exhibit a horn-shaped
(i.e., collar-like) or a fan-shaped configuration. Failure to
establish a functional shoot meristem may be the cause
of conversion failure in somatic embryos (18). Wetzstein
and Baker (19) found a poorly defined shoot apical region
in horn-shaped somatic embryos, where mitotic cells were
restricted to a few cell layers. In some abnormal embryos,

delimitation of an apical area may be lacking which is
associated with epidermal rupture and disorganization
of shoot apices caused by extensive callus proliferation
at the apex (15). Defective polarization during early
embryo development may contribute to the development
of abnormally joined, multiple embryos. During embryonic
development, endogenous auxin synthesis occurs in the
shoot meristem, and polar transport is proposed as
necessary for normal cotyledonal formation. Liu et al. (20)
reported that inhibition of polar auxin transport from
shoot apices caused malformed collar-like cotyledons
suggesting that high exogenous auxin levels in the in
vitro medium may contribute to abnormalities in somatic
embryo development.

During the maturation period of embryogenesis,
deposition of storage reserves occurs when carbohydrates,
lipids, and protein components accumulate in cotyledonary
cells. Somatic embryos characteristically have poor reserve
accumulation. This is illustrated in Figure 3 which
contrasts cotyledonary cells from zygotic and somatic
embryos of pecan. Zygotic cells have extensive oil deposits,
starch, and protein. In contrast, somatic cells have a large
central vacuolar space and much more limited oil reserves.
A general lack of storage reserves adversely affects later
stages of development and subsequent germination of
somatic embryos. A number of medium amendments
and treatments (such as abscissic acid, osmoticums, cold
treatment, and amino acids) have been incorporated into
embryogenic protocols to enhance storage accumulation.

ANATOMY OF ORGANOGENIC CULTURES

In organogenic culture systems, plant regeneration occurs
through the de novo formation of organs such as leaves,
shoots, buds, or roots. Organogenesis is of great economic
interest because of its role in plant micropropagation.
De novo organ formation can be obtained from a variety
of tissues that range from highly organized explants
such as stems and leaves to less differentiated sources
such as protoplasts, calli, or thin cell layers. When
placed on appropriate media, specific cells of the explant
may proliferate and directly give rise to organogenic
precursor cells. Alternatively, organogenesis may occur
indirectly through an intermediate proliferation of callus.
Cells associated with stomata have been reported to be
especially regenerative in a number of culture systems,



including those that use stems, needles, and leaves as
explants. Subepidermal cells (i.e., cortical or mesophyllic
cells) exhibit mitotic activity and form cellular protrusions
from which shoots regenerate.

Cell proliferation and the formation of meristemoids
or meristematic centers is common to most organogenic
systems. These regions are spherical masses of small
meristematic cells that have large nuclei and densely
staining cytoplasm. The formulation of the culture
medium, particularly the type and concentration of plant
growth regulators, can have a pronounced effect on their
development. The initiation of meristematic centers has
been traced to single cells and to small cell clusters or
precursor cells. Meristemoids are the sites from which
organs differentiate.

Plastid structure can change conspicuously in shoot
regenerative cultures and frequently includes starch
accumulation in regions where shoot differentiation will
occur. In tobacco internode cultures, typical chloroplasts
with extensive granal stacks were observed at culture
initiation (21). Proplastids formed with prominent starch
granules, few lamellar structures, and electron-dense
materials within developing meristematic centers. Later,
proplastids were observed in the apical dome, and
chloroplasts were seen in developing leaf primordia.

The structures of leaves and shoots differentiated in
vitro may vary significantly from those observed in plants
grown ex vitro. Aspects of this are discussed under the
sections on the anatomy of leaves and hyperhydricity.

ANATOMY OF PLANT PROTOPLAST

Plant protoplasts are the living parts of plant cells
that contain the nucleus and cytoplasm when the cell
wall is removed, usually by enzymatic digestion or
mechanical means (Fig. 4). Protoplast cultures often serve
as model systems for investigating cell wall regeneration
and plant viral infections. Their lack of cell walls
(but not semipermeable membranes) enables protoplasts
to be used in a number of manipulations including
genetic engineering (because protoplasts can absorb DNA,
proteins, and other macromolecules) and fusion to create
plant cell hybrids.

Protoplasts exhibit numerous structural variations
depending on the tissue of origin and the preparative

methods. Freshly isolated protoplasts are spherically
shaped and generally have cytoplasmic strands that
contain microtubules (Mts) radiating from the nuclear
area and extending toward the cortical regions. Although
protoplasts are usually uninucleate, multinucleate forms
are observed that likely are formed via spontaneous
protoplast fusion. Because they lack a cell wall and
are surrounded by only a semipermeable membrane,
protoplasts are extremely fragile and liable to physical
or chemical damage.

It is widely held that development of a normal cell
wall around a protoplast is necessary for subsequent
cell division. Protoplasts can undergo dramatic struc-
tural changes to regenerate their cell walls after culturing
on a suitable medium. Cell wall regeneration is initi-
ated rapidly after protoplasts are removed from isolation
media. For example, cellulose microfibril (CMF) deposition
in tobacco protoplasts was noticeable within 30 minutes
after removal of the original cell wall (22). CMF deposition
seems to initiate randomly from distinct sites on the cir-
cumference of the protoplast surface, and the subsequent
deposition exhibits an unevenly, parallel distribution. Fur-
ther deposits occur in different orientations underneath
earlier ones, indicating the beginning of wall layering.
Although freshly prepared protoplasts are usually consid-
ered devoid of callose deposits (also a cell wall component),
they may show threadlike spots within the first hours
after isolation. These deposits may be a wound response
or alternatively are incorporated as a newly synthesized
cell wall. By forming a new cell wall, a protoplast becomes
a regenerated cell. With subsequent enlargement and
expansion, cells usually lose their spherical shape. In most
cases, the regenerated cells become somewhat elongated
and oval.

Microtubules (Mts) are believed to play important roles
during plant growth and development. Their possible
involvement in protoplast regeneration is comparatively
well documented. Numerous studies suggest that the
presence of a cortical Mt network in newly isolated
protoplasts (Fig. 4) is a prerequisite for subsequent cell
division. Freshly isolated protoplasts are characterized
by markedly fewer cortical Mts than those in the donor
tissues. In addition, the initial number of cortical Mts
in protoplasts is inversely related to the degree of
differentiation in their corresponding cells. Protoplasts
originated from more mature cells have far fewer Mts

Figure 4. Protoplasts, (a) Light micro-
graph of protoplasts isolated from Brassica
napus leaves. With the removal of the cell
wall, the plasma membrane and protoplasts
are spherical. Numerous chloroplasts are
evident, (b) An immunocytochemical local-
ization for microtubules in a protoplast from
grape leaf mesophyll. A random orientation
of Mts is shown



than less differentiated cells. Protoplasts from fully
dedifferentiated suspension cultures usually contain an
extensive network of cortical Mts. The Mts in freshly
isolated protoplasts are randomly arranged. During the
first days of culture, the cortical Mts gradually become
more numerous and more organized. Some investigations
indicate that reestablishing a cortical Mt network during
the early stages of protoplast culture may be critical for
orienting CMFs during cell wall formation and regaining
mitotic activity.

The cells in plant tissues are usually interconnected
by plasmodesmata to become a functional unit. Plam-
odesmata are assumed to play an important role in
intercellular transport, cell-to-cell communication, cell
differentiation, and growth. Plasmodesmata are usually
established by protoplasmic strands retained between
Golgi vesicles that aggregate to form the cell plate. How-
ever, the plasmodesmata connections are abruptly lost
during protoplast preparations. In regenerating proto-
plasts, an aggregation of ER cisternae and Golgi vesicles
usually occurs close to the cell membrane. Constrictions of
these cisternae in the plane of the plasma membrane are
presumed to form half-plasmodesmata which are usually
not interconnected with other protoplasts (23). The forma-
tion of half-plasmodesmata during the very early stages
of protoplast culture might be regarded as an attempt to
reestablish intimate contact with neighboring cells. Most
of the half-plasmodesmata fail to establish contact with
adjacent cells and disappear from the surfaces of the
cells during further culture. However, contact between
adjacent cells is noticed where fusion of matching half-
plasmodesmata is formed by partner cells.

Leaves are a convenient and thus commonly used
source of tissue for protoplast isolation. The majority of
mesophyllic protoplasts contain numerous chloroplasts of
various sizes. Small spherical mitochondria are usually
clustered around the nucleus and the chloroplasts. A
considerable part of the ER accumulates around the
chloroplasts. The remaining part of the ER network is
present in the cortical cytoplasm and characteristically
is partially fragmented and has reduced complexity. This
may result from breakage of the anchoring points of the
ER through or with the plasma membrane to the cell wall
networks that exist in complete cells. During the first days
of culture, the mitochondria are generally transformed
into long vermiform organelles that distribute evenly
throughout the cytoplasm. The clustered appearance of
the ER in the vicinity of the chloroplasts is lost. The ER
network seemingly repairs the broken ends and becomes
more complex.

ANATOMY OF CELL SUSPENSION CULTURES

Plant suspensions are cultures composed of unorganized
cell aggregates grown in a liquid medium. The cultures
are usually initiated by inoculating a friable callus
into a agitated liquid medium. During subsequent cell
divisions, clumps of cells are continuously sloughed off.
Single-cell cultures are seldom achieved because the
dividing cells have a tendency to adhere to each other.
Modifications of the culture medium can affect culture

friability and the size and number of cells that compose
cell clumps. Greater dissolution of the middle lamella
has been observed in suspensions culture cells grown on
media with high auxin concentrations. Environmental and
culture conditions can affect the production of cell wall
extracellular polysaccharides that may contribute to cell
clumping.

The anatomy and morphology of a cell suspension
culture can vary extensively depending on the species,
explant, media composition, subculture method, and
culture conditions. Cultures may consist of mitotically
active, undifferentiated cells. Alternatively, cells can be
highly differentiated with reduced mitotic activity. In
suspension cultures that have large clumps composed of
many cells, internal and external sectors can be divergent
in their degree of differentiation and organization. Culture
lines with desirable characteristics can be selected
depending on the use of the culture. Suspension culture
can be used as part of organogenic and embryogenic
systems or to produce biosynthetic metabolites. Thus, the
types of cell and their structural attributes are extremely
divergent. A general discussion of all the cell forms is not
feasible in this section.

ANATOMY OF CALLUS CULTURES

Callus is a proliferating mass of unorganized, generally
undifferentiated cells, that can be initiated from a wide
range of explant sources. The anatomical organization and
structural characteristics of a callus depend in part upon
the type and condition of cells used to initiate cultures and
on the culture medium and conditions. The significance of
callus cultures is that under appropriate circumstances,
cells can differentiate and be induced to regenerate
adventitious tissues and organs such as leaves, buds,
shoots, or roots in organogenic cultures. Embryogenic
callus can be produced and used to obtain somatic embryos.
Callus also can be used to initiate cell suspensions or can
be used to produce biosynthetic metabolites.

The initial stages of callus culture development
include the induction, activation, and subsequent mitotic
activity of cells (24). The smaller cells which result from
this active phase of cell division have small vacuoles
and an arrangement of mitochondria and plastids that
suggests high metabolic activity. Cells generally are
parenchymatous and can exhibit highly proliferative rates
of growth. Varying degrees of cellular differentiation
occur within the callus mass. Although a callus may
appear amorphous, regions within a callus mass may
exhibit significant differences in physiology and cytology.
After initial establishment of callus cultures, cell division
often becomes concentrated in cells located in the outer
periphery of the proliferating clumps. This gives rise to an
organization of surface meristematic layers surrounding a
nondividing core. Divisions in the peripheral layers may
persist, or in some cases decline, and may be supplemented
by internally located, actively mitotic, growth centers.
These mitotic structures have been called meristematic
nodules or centers of morphogenesis. Nodules may remain
stable and continue to produce parenchymatous cells or
alternatively may have high regenerative capacity and



give rise to plant organs. Internal cells may expand and
differentiate into larger parenchymal cells. Differentiation
of some cells into phloem elements or tracheids may
proceed over time.

Callus cultures differ greatly in their texture, physical
properties, and morphogenic capacity or competence.
In some cases, callus lines have been isolated that
differ in appearance and regenerative potential even
when derived from the same explant. These differences
may reflect the epigenetic potential of the cells or
be caused by the appearance of genetic variability
amongst the cells in the culture (25). Explants used to
initiate callus cultures are composed of a heterogeneous
mixture of cell types and thus may give rise to
divergent types of callus even within a single culture.
Critical selection and separation of callus types are
important during routine subculturing so that sectors
that have desirable characteristics can be maintained
and optimized. For example, calli derived from immature
embryos in maize have been classified into various
types. Nonregenerable callus was of soft, granular tissues
that was composed of elongated, vacuolated cells (26).
Even within rapidly growing, highly embryogenic callus
cultures, different morphotypes were identified. One
form had embryos arising from a mantle of densely
cytoplasmic cells that overlay a core of elongated vacuolate
cells. Another granular type was composed of a thick
mantle of meristematic cells over a lacunar core of
elongated cells. The morphotypes exhibited divergent
developmental patterns. Preferential selection could
be used to maintain cultures enriched for a specific
morphotype.

Morphogenic capacity is an important attribute of cal-
lus cultures. Thus, there has been interest in identifying
cytological characteristic associated with regenerability.
The ultrastructure of sunflower microcalli that differ
in their regenerative potential was compared by Keller
et al. (27) who found that nonregenerative cultures exhib-
ited incomplete cellular divisions. In maize, buckwheat,
and strawberry callus cultures, the cell walls of non-
regenerable callus stained more extensively in the middle
lamella with KM11O4 than in regenerable tissues (28)
which indicated alterations in the phenolic components
of the cell walls.

Staining patterns correlated with the developmental
capacity of the tissues. In a characterization of Aesculus
callus culture cells (29), both embryogenic and nonem-
bryogenic cells had organelle-rich cytoplasm indicative
of cells that have high metabolic rates, that is, ribo-
somes grouped in polysomes, mitochondria with long
electron-dense cristae, active dictyosomes, and frequent
ER profiles. However, a feature of regenerable callus was
diffuse cell wall degradation resulting from middle lamella
digestion. This degradation accounted for the friability
of the regenerative callus and led to the detachment
of small embryogenic cell aggregates. In some systems,
starch accumulation is a prerequisite to morphogenesis
and accumulates preferentially in cells which will give
rise to shoot primordia and somatic embryos. Starch is
proposed as a direct source of energy reserves required for
morphogenic processes.
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INTRODUCTION

Angiosperms are the dominant group of vascular plants
on earth today with more than 250,000 species (1),
characterized by possession of true flowers which are more
advanced and complex than the reproductive structures of
the gymnosperms.

The total numbers of species of economic value is
difficult to estimate — 6000 species are known to be used
in agriculture, forestry, fruit and vegetable growing, and
pharmacognosy although only 100 to 200 are of major
importance in world trade. Many thousand of species and
cultivars are grown purely as ornamental garden plants.

Biologically the flower's prime function is the pro-
duction of seed which may be produced as a result of
self-pollination and fertilization, by cross pollination, or in
some cases by apomixis (a nonsexual process).

Angiosperms have developed highly complex and
diverse reproductive organs and they also possess an
advanced level of cell structure and differentiation. Their
high level of physiological efficiency and their wide range
of vegetative plasticity and floral diversity have allowed
the angiosperms to occupy a broad range of habitats that
express a wide array of growth habits. This diversity of
structure and function affects the uses that are made of
the plant and also dictate the methods that are suitable
for their propagation.

ADVANTAGES OF /N VITRO TECHNIQUES

The extent to which tissue culture methods can be used
for genetic manipulation and for propagation is changing

continuously. In vitro techniques have advantages over
conventional methods, principally in their potential to
produce large numbers of plants from small quantities
of initial material by multiplication under controlled
pathogen-free conditions. These techniques can be carried
out on material that may be slow or difficult to propagate
conventionally, and methods may be used to free plants
from virus disease. Disadvantages are that advanced skills
and specialized facilities are required, and because of
this, costs of propagules are relatively high. The chances
of producing genetically aberrant plants may also be
increased. The term in vitro culture covers a wide range
of techniques under sterile conditions including seed
germination, micropropagation (shoot culture), meristem
culture, and callus (tissue) and cell culture. In many
cases more than one technique will be used to produce
propagules.

IN VITRO SEED GERMINATION AND EMBRYO CULTURE

Seeds have several advantages as a means of propagation:
they are often produced in large numbers, can normally
be stored without loss of viability for long periods, and
are usually free of pest and disease. As seeds arise
through sexual reproduction, a wider genetic base can
be maintained. This is an important consideration and
benefit for material of conservation interest (2) but not
if uniform offspring are required. Genetically uniform
populations may be obtained using seed through the use
of F l seeds produced by crossing two homozygous parents,
from inbred homozygous lines from autogamous species
(e.g., wheat, barley, rice), and for those few genera that
produce apomictic seed (seeds formed without fertilization
and therefore genetically identical to the female parent)
Although especially useful for plant breeders, it does not
result in rapid and large-scale rates of propagation.

The main advantage of using plant tissue culture tech-
niques for seeds are that dormancy or other germination
requirements can be overcome in vitro by physical or
chemical removal of testa and extended soaks in steri-
lants and/or water to remove possible inhibitors. Seedling
material can be grown until of a suitable size for transfer
to in vivo conditions or can be used as starting material
for shoot culture. In some cases it is possible to initiate
multiple shoot cultures directly from seed with the use of
cytokinins: clusters of axillary and/or adventitious shoots
form on germination and may be serially subcultured
producing high rates of multiplication.

Culture of zygotic embryos dissected from seeds can also
assist in the rapid production of seedlings from seeds that
have a protracted dormancy period or when the genotype
conveys a low embryo or seed viability resulting from some
interspecific crosses.

However, dissection requires great skill and in some
cases complex media with additional vitamins, growth
regulators, amino acids, and coconut or other endosperm
extracts. Ovule culture may be used as an alternative to
embryo culture, often requiring a less complex medium
for growth. Many orchids are grown both commercially
and for conservation using immature seeds from green
capsules (3).



PROPAGATION FROM VEGETATIVE MATERIAL

The most suitable explants for tissue culture are those in
which there is a large proportion of either meristematic
tissue or cells that retain an ability to express totipotency,
that is, retain a latent capacity to produce a whole plant.
It can be exhibited by some differentiated cells but not
by terminally differentiated structures. Senescent tissue
rarely result in successful cultures.

Methods available for propagation of plants from
vegetative material are

1. by the multiplication of shoots from axillary buds
2. by the formation of adventitious shoots
3. by the formation of adventitious somatic embryos.

Cultures can be formed either directly on pieces of
tissue or organs (explants) removed from the mother
plant or indirectly from unorganized cells (in suspension
cultures) or tissues (in callus cultures) established by the
proliferation of cells within explants. These techniques are
reviewed and described in detail by George (4).

Shoot Culture

The apices of lateral or main shoots, dissected from
actively growing shoots or dormant buds are the usual
starting material for shoot culture. Large explants have
advantages over smaller ones for initiation because they
contain more axillary buds and usually commence growth
more rapidly. However it may be more difficult to establish
aseptic conditions. Meristem tip cultures are initiated from
much smaller explants and are used for virus elimination.

Growth regulators (usually cytokinins) are incorpo-
rated into the growth medium to promote growth and
proliferation of axillary shoots in shoot culture. These
remove the dominance of apical meristems so that axillary
shoots are produced which serve as explants for repeated
proliferation.

Vegetative shoots can sometimes be induced from
meristems that would normally produce flowers or floral
parts where young inflorescences are used (mature
inflorescences give rise to floral structures). In sugar
beet these arise from floral axillary buds whereas
with cauliflower they are thought to arise from flower
meristems. In most cases, however, shoots formed do not
arise directly from flower meristems but adventitiously,
often on the receptacle.

Adventitious Shoot Culture

Adventitious shoots arise directly from the tissues of an
explant (but not from a meristem) rather than through
a callus phase, and initiation largely depends on plant
genotype. Shoots may be formed in vitro on explants from
various organs (leaves, stems, petioles, flower petals, bulb
scales, roots) of responsive plants. Several ornamental
plants are propagated in vitro by direct shoot regeneration,
particularly Saintpaulia and other members of the
Gesneriaceae. In these cases, highly prolific cultures are
initiated from leaf and petiole explants, and subculturing

of shoot clumps provides efficient large-scale production
without the formation of callus.

The use of growth regulators may sometimes result in
proliferation of unorganized cells (callus) alongside direct
shoot formation. This is not normally used for propagation
because the disorganized cells may result in change in
the genetic identity. Growth regulators may also cause
proliferation of shoot primordia that require transfer to
growth regulator-free media to develop further.

Although shoot regeneration from root apices and
segments has been reported, root material grown in soil
can be difficult to decontaminate to supply aseptic cultures.
They can, however, be used as an initial source of shoots
that can then be multiplied.

Adventitious Somatic Embryogenesis

Somatic embryos can be produced indirectly from disor-
ganized cell and tissue culture and can be distinguished
from adventitious shoots because they are bipolar (with
both shoot and root poles), a coleoptile and scuttelum
in monocotyledons and a shoot axis and cotyledons for
dicotyledons. There is also no attachment to the originat-
ing tissue through vascular material, and most somatic
embryos are detached easily from the surrounding cells.
The stages in the development of somatic embryogene-
sis for dicotyledons are described as proembryo, globular,
heart, torpedo, and plantlet stages which are similar to
those that occur in differentiating zygotes after fertiliza-
tion. Proembryos from monocotyledons give rise to discrete
globular bodies with structures resembling the scuttelum
and coleoptile.

Somatic embryogenesis was first observed in suspen-
sion cultures of carrot but has now been reported for more
than 30 plant families. Somatic embryos normally arise in
cultures of unorganized tissues, from callus, suspension
cell, protoplast, or anther (haploid) cultures.

Callus Culture

Callus can be initiated from many tissues of higher
plants, including plant organs and specific tissue types
and cells. But callus is more easily established from young
meristematic material, and the choice is much greater
for dicotyledonous species. Primary callus forms on the
original explant and can vary enormously in quantity,
color, and friability in response to genotype and media
used. Pieces of tissue removed from this material form the
basis of secondary callus cultures which can be maintained
for many years through subculture, although there may
be problems in stability due to selection pressures if
environmental conditions change. Callus can supply a
source of uniform cells for regeneration, isolation of
protoplasts, and for initiating suspension cultures.

Suspension Cell Culture

Although it is possible to initiate cell-suspension cultures
without a preliminary callus phase, cultures are normally
initiated using an inoculum of friable callus in a liquid
medium which breaks up under agitation, divides, and
forms clumps and chains of cells which then further
fragment and multiply. Unlike large-scale culture of



bacteria, culture of dispersed individual cells is not
possible, and suspensions consist of cellular aggregates
of varying size and composition. To ensure cell dispersion
and good gaseous exchange, it is necessary to agitate the
medium. Two main types of culture are carried out:

1. batch culture where cells are grown in a fixed
volume of medium until there is an accumulation
of inhibitors or nutrients are depleted. Usually on
a small-scale, flasks and orbital shakers or stirred
vessels are used.

2. continuous culture where a continuous supply of
nutrient media maintains cell growth (particularly
important for producing secondary metabolites).

In large-scale, continuous culture, agitation is achieved
by using turbines and air-lift reactors in preference
to mechanical stirring which can damage plant cells.
Suspension cultures result in more rapid growth of
plant cells compared to callus cultures because media
and environmental conditions are more easily controlled.
Somatic embryos and organs can be induced and
cells/aggregates transferred to solid media to produce
regenerative callus.

Protoplast Culture

The main use of protoplast culture is in plant breeding
for specific gene transfer into crop species. To transfer
large molecules or organelles into a plant cell to modify
the genome or cytoplasm, it is necessary to overcome the
obstacle of the protection afforded by the cellulose cell
wall. This requires removing the wall to give an isolated
protoplast which can then be penetrated directly using
a syringe needle or by electroporation. Using appropriate
media and conditions, the protoplasts will reform cell walls
and multiply to form callus which through regeneration
produces plants containing the desired modifications. The
stages involved in protoplast isolation include selection
of material and pretreatment to adjust osmotic pressure,
enzymatic dissolution of the cell walls, and isolation and
culture of the protoplasts. Fusion between the same or
different species can take place to produce hybridization
not possible by normal means, although this often results
in instability and has limited application.

Anther Cultures

Immature pollen or microspores can be induced to form
vegetative cells, instead of pollen grain when the appropri-
ate medium is used, for producing haploid proembryos or
callus tissue. This is of particular interest in plant breed-
ing where homozygous progeny can be derived in one
generation from an F l heterozygote, substantially reduc-
ing the time required to check characteristics introduced
through the traditional methods of back-crossing and self-
pollination. Anther culture using microspores is usually
more successful than using isolated pollen because there
appears to be some stimulatory effect associated with the
anther wall. Overall, however, anther culture has been
fairly limited in its successful application, and Solonaceae
species account for many of these and a strong genotypic
influence.

SOMACLONAL VARIATION

Variation arising as a result of tissue culture (somaclonal
variation) occurs widely and can be due to several
causes (5). Some changes may be temporary or transitory,
including phenotypic variation brought about by physio-
logical modifications in response to culture conditions. This
type of change normally disappears when the plants are
transferred to ex vitro cultural conditions. Genetic change
may also occur in vitro, and this may result from using dif-
ferentiated cell cultures, media constituents, temperature
of culture, or may be deliberately created in cultured cells
using genetic engineering techniques. The choice of mate-
rial may affect levels of genetic variation in cultures, and
it is thought that the use of meristematic tissues is less
likely to induce variation than organogenesis resulting
from callus (2).

Many of the mutations produced during in vitro culture
are deleterious, and their expression can result in reduced
vigor or abnormal appearance. However, some can be
useful for plant improvement, either immediately or
when incorporated in a plant breeding program, and
new genotypes may be of value in selecting cell lines to
produce secondary metabolites. Many mutations remain
undetected in vitro and may only become apparent on
genetic analysis. Variability is particularly liable to occur
during the induction and growth of a culture and during
plant regeneration and in many instances result from
breakage and structural alteration of chromosomes or
chromatids which occur during the division of unorganized
cells in vitro. Why this occurs is still unknown although
many hypotheses have been advanced, in particular that
these changes are related either directly or indirectly to
alterations in the state of DNA methylation (6).

SECONDARY METABOLITE PRODUCTION

Higher plants contain a variety of substances that are
useful medicines, food additives, perfumes, etc. Problems
in obtaining these high-value-added substances from
natural plants have stimulated research in the area of
plant cell cultures for producing these useful metabolites,
principally because this method is not affected by
changes in environmental conditions such as climate or
natural predation. Studies have concentrated on applying
microbial fermentation technology to plant cell culture (7).

However, there are significant differences between
microbial and plant-cell cultures which must be consid-
ered. Plant cells are very sensitive to shear forces due
to the large size of the cells and the relatively inflexible
cellulose cell wall. The large size of the plant cell also con-
tributes to high doubling time (12 hours to several days)
which prolongs the time for a successful fermentation
run. The vacuole is the major site of product accumula-
tion, unlike microorganisms where the product is secreted
into the medium. Research on membrane permeabiliza-
tion of plant cells is being carried out to address this,
along with means of partially recycling of biomass, for
instance, through immobilization. Problems remain with
the low yield of plant metabolites, the unstable produc-
ing ability of cultured cells, and their slow growth rate.



Therefore, at present this process has not become a cost-
effective technology, particularly if the metabolites can be
easily manufactured by chemical or microbial fermenta-
tion methods. Now, Japanese firms are manufacturing a
plant pigment (shikonin) from cultures of Lithospermum
erythrorhizon and ginseng cell biomass on a commercial
scale. Several other products including anticancer drugs
may be close to commercialization. Investigation into the
production of the antitumour compound taxol are also
progressing.

CRYOPRESERVATION

Seed storage is the most common method of storing plant
germplasm because of the low cost and low-tech equipment
required. However seed storage is not applicable to all
plant species. They may not tolerate the desiccation
and low temperature requirements or may not produce
seed naturally, only periodically, or in low numbers.
All germplasm which has been genetically modified and
all clonally propagated cultivars must be stored in a
vegetative form.

Material that has been propagated in vitro can be
viewed as a collection parallel to a seed bank and has been
termed an in vitro active gene bank (8). In the interests of
reducing labor and minimizing the risk of genetic drift or
somaclonal variation, techniques are being developed for
the long-term storage of this material. This storage can be
of two types, reduced growth (in vitro slow-growth gene
banks) and zero growth or cryopreservation (in vitro base
gene bank).

Because mass propagative culture conditions are
designed for rapid production, it is necessary to modify
culture conditions to obtain slow growth. This usually
takes the form of reducing the temperature to between
6-100C for temperate material and to 15-25 0C for trop-
ical material which will typically extend the subculturing
interval to between 1 and 2 years. However, this means
that cultures are placed under conditions of stress and
potential selection leading to deterioration and loss of
clonal homogeneity.

Therefore the suspension of growth achieved though
cryopreservation (freeze preservation in liquid nitrogen
at —196 0C) offers a potentially more secure storage
system. Cryopreservation is used routinely to maintain
type cultures in microbiology and animal-cell culture
and to store semen and embryos in the livestock
industry and human medicine. Plant cryopreservation
has received less attention largely due to the greater
complexity and heterogeneity of plant material which
varies enormously in response to culture requirements
and response to freezing and thawing. However, plant-cell
suspension cultures can now be routinely cryopreserved
(homogeneity of cell cultures is an important factor). This
procedure involves pregrowth (cells should be small at
the exponential phase of growth) cryoprotection (usually
chemical), cooling (slow cooling using a programmable
freezer), storage, rapid thawing, post-thaw treatment to
prevent injury by deplasmolysis, and recovery growth.

Cryopreservation of shoot cultures is far more complex
and difficult because a shoot is much larger than a

cell aggregate, has many different cell types, and thus
is more likely to suffer structural damage as a result
of freezing and thawing. This in turn is more likely
to lead to adventitious regeneration through a callus
phase rather than direct regeneration with the consequent
risk of genetic instability. A wide variety of protocols
have now been developed for cryopreserving vegetative
material, particularly alginate encapsulation which was
developed from artificial seed technologies. This technique
does not require using potentially toxic cryoprotectants or
controlled-rate freezing apparatus.
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various tissues. Since that time, medium development
has followed one of two approaches; researchers have
made use of biological fluids, including serum, embryo
extracts, and protein digests, or they have studied those
fluids and tried to find simpler substitutes for them. The
following sections describe the basic components of cell
culture media discovered by both of these approaches.
These are (2) serum and its components, functions
and processing; (2) chemically defined basal media
that supplement serum for cell growth; (3) serum-free
media (or serum-reconstitution); (4) protein-free media
(or serum-protein replacement); (5) medium stability
and storage; (6) medium development for large-scale
production; and (7) a case study for developing a serum-
free medium.

SERUM

Serum is the biological fluid most commonly used to
support cell growth. The choice of serum, instead of other
biological fluids, was initially due to its ability to minimize
the carryover of other cells and later due to its availability,
low cost, and ease of storage. Serum is typically added
at concentrations of 1 to 10% (v/v) to supplement the
common basal media described below. Serum contains
a variety of factors that facilitate cell attachment and
growth, including carrier proteins, attachment regulators,
defense molecules, enzymes and their regulators, growth
factors, and hormones. Serum also acts to protect cells
against stresses induced by shear.

The major carrier protein, albumin, provides 80% of
the colloidal osmotic pressure of blood (1). It contains
many high-affinity binding sites for a wide variety of
molecules with low solubility, including trace metals,
hemin, cobalamin, hydrophobic molecules (e.g., long-chain
fatty acids), amphiphilic nonionic detergent-like molecules
(e.g., tryptophan, thyroxine, steroids, medium-chain fatty
acids), and negatively charged organic molecules (e.g.,
bilirubin, iopanoate, and many dye-like compounds).
The binding of these molecules is highly regulated by
the allosteric binding of fatty acids (2). Albumin may
deliver these molecules, especially fatty acids, as well
as itself (as an amino acid source), directly into cells.
It may also redistribute its "cargo," including vitamins
such as thyroxine, cobalamin, and retinol to their
specialized binding proteins for targeting to their own
destinations (3). Albumin also carries a multitude of
positive and negative charges, disulfide bonds, and binding
sites that serve to control pH, redox potential, and osmotic
pressure.

Lipoproteins HDL, LDL, and VLDL carry very
hydrophobic molecules, such as phospholipids, cholesterol
and triglycerides. HDL provides phospholipids to cells
and removes cholesterol from cells (except liver cells).
LDL does just the opposite. HDL also induces the
secretion of endothelin from endothelial cells, epithial
cells, and macrophages to promote the constriction and
growth of surrounding smooth muscle cells, myocytes, and
fibroblasts. LDL and VLDL carry endothelin-converting
enzyme (ECE), which can convert endothelin into an active
paracrine factor (local hormone) (4).

Other carrier proteins include fetuin, a-2 macroglobu-
Hn, and transferrin. Fetuin's serves as a fetal albumin and
is paramount in delivering fatty acids and phospholipids
to and removing cholesterol from the cells (5). Although
cholesterol retrieving efficiency is about the same as that
of HDL, its fatty acid and phospholipid-delivering effi-
ciency is about three- to fourfold that of albumin (6).
a-2 macroglobulin carries growth hormone, insulin, and
PDGF to promote cell growth. This fraction of proteins is
usually difficult to separate from fetuin and may in part
be responsible for the mitogenic effects of fetal protein
preparations (7). Transferrin can deliver iron (Fe) ions
directly into cells. Human transferrin is about 40 times as
effective as bovine transferrin (8).

Serum also contains a variety of other factors. Attach-
ment factors (fibronectin, vitronectin, gelatin- or PAI-
binding proteins, heparin, and FGF-2), proteases, and
their inhibitors regulate cell spreading, growth, and
cell-cell interactions. In vivo, defense molecules (anti-
bodies, complement components, mannan-binding protein,
and inflammation regulators) bind to microorganisms and
signal for defense. In addition, there are free-radical
scavengers: catalase, superoxide dismutase, and glu-
tathione peroxidase.

Commercially, sera are obtained from a number of
animal species. Calf serum is widely used due to its
availability and low cost. Although calf serum contains
three- to fourfold more transferrin than other sera,
because of malnutrition and other stress conditions of
the calves, it often requires supplementation with iron
to physiological levels (9). Fetal bovine serum (FBS)
provides the greatest growth potential because of the high
level of proteins, for example, fetuin, a-2 macroglobulin,
and other associated growth factors. Horse serum is
occasionally used in place of bovine sera. Human serum
is sometimes preferred for the growth of human cell
lines. The growth potential of serum from these various
species, as well as individual lots of serum from the same
species, must often be tested to select sera with optimal
quality. Serum lot-to-lot variations are due not only to
the differences in donor animals, but also to various
treatments during and after collection (10,11).

Blood is usually collected from slaughterhouses and
coagulated to remove hemoglobin, fibrin, and some
complements. The resulting serum is typically filtered
with 0.1- or 0.2-jim filters to remove bacteria, fungi,
and mycoplasmas and then stored frozen. Some sera are
additionally filtered through 0.04-jim filters to reduce the
potential risk of contamination with viruses. Sometimes
y-radiation is used to further reduce the potential for viral
contamination, as a number of viruses are inactivated by
such treatment (12-14). These filtration and treatment
processes cannot remove complement or endotoxin and
are unlikely to remove or inactivate prions, which are
the putative causative agents of transmissible spongiform
encephalopathies (TSE). Appropriate serum collection and
storage practices are critical in minimizing contamination
with endotoxins. Complement, which may cause lysis
of certain cell types, can be inactivated by mild heat
treatment, typically by incubating serum at 56 0C for
30 min. Each of these treatment methods can reduce



the growth promoting properties of the sera. Because
TSE is more prevalent in certain countries, the potential
for contamination of sera can be reduced by sourcing
bovine serum from countries with a low incidence of TSE
among livestock herds, such as the United States, Canada,
Australia, and New Zealand. Traceability of donor animals
is necessary to ensure approriate sourcing. Human sera
can contain a number of potentially infectious agents, and
appropriate testing and donor tracing is critical in these
cases (15). In general, sera are tested by the vendor for the
ability to support the growth of test cell lines, as well as for
sterility and endotoxin and hemoglobin levels as indicators
of purity. Additional testing for common adventitious
agents and protein, hormone, and vitamin composition
can be provided upon request by vendors (16-20).

Sometimes sera are further modified to fit particular
demands. Sera are treated with charcoal/dextran to
remove hormones from serum used for hormone studies.
Sera are fortified with nutrients or growth hormones to
reduce the serum concentration, the protein load, and
sometimes the cost, without affecting cell growth (21).

CHEMICALLY DEFINED BASAL MEDIA AND MINIMAL
ESSENTIAL MEDIA (MEM)

Early attempts in developing chemically defined cell
culture media yielded only minimal cell growth until the
addition of serum by Earle in 1954 (22). In the same period,
scientists analyzed the composition of various biological
fluids and understood the nutritional requirement of
some mammalian cell lines. Minimal essential media
(MEM) supply the minimal requirements of the basal
media—the nonprotein or peptide supplements that are
added to serum growing cells. In 1955, Eagle developed
the first MEM that could supplement serum for growing
several mammalian cell lines. In the next 10 years, more
and more cell metabolites and vitamin-related compounds
were identified and added to media to improve the growth
of a wide variety of different cell lines. This led to various
modifications (Glasgow's, Dulbecco's, etc.) of Eagle's MEM
and also to the development of serum-free and protein-free
media (23).

Basal media and MEM supply the basic needs
of cellular metabolism, which include ions, vitamins,
metabolic regulators, and metabolites. Ions are impor-
tant to maintain osmotic pressure, control membrane
potential and transporting activities (Na+, K+), coor-
dinate intra- and intercellular activities (Mg+, Ca+),
participate in oxidation-reduction activities (SO4"

2) and
energy production (PO4"

3), as well as balance the H+

ions (HPO4-2, H2PO4-, HCO3-, Cl") (24-27). B vitamins
serve as functional-group carriers of enzymes in various
metabolic pathways for all cell types. Other vitamins (A, C,
D, E, K) regulate cell cycle, redox potential, and differentia-
tion of some specific cell lines. Metabolites include glucose
or other sugars (as major carbon sources), and amino
acids (as major nitrogen sources), as well as lipid pre-
cursors (choline, inositol, ethanolamine, etc.) and nucleic
acid precursors. Sometimes, other metabolic intermedi-
ates (pyruvate, succinate, etc.) are included to facilitate
cell metabolism. Chemical buffers (sodium bicarbonate,

HEPES, etc.) and pH indicators (phenol red) can be also
included in MEM. Often the various basal media must be
tested in combination with different sera to find the most
appropriate media for growing individual cell lines.

SERUM-FREE MEDIA

To minimize complications from serum in hormone-
responsive cell culture studies, in 1975—1980 Sato
replaced serum with specific hormones, growth fac-
tors, fetuin, serum albumin, transferrin, and mercap-
toethanol (28,29). As described above, these replacements
should fulfill most of the known fundamental functions of
serum. In 1981-1987, Barnes revealed that serum con-
tains many other components that are important for cell
growth: binding proteins, adhesion proteins, enzymes and
inhibitors, lipid-carrying proteins, etc. (30,31). Thereafter,
it became possible to grow additional cell lines in serum-
free media. Because the protein concentration was also
greatly reduced, some novel protein products were easily
identified and isolated from the culture for characteriza-
tion (28-33). Extraction from secretory glands also yielded
a rich discovery of growth factors (34). Although progress
in serum-free medium development was relatively slow
because of the need to determine the different nutrient
and protection requirements of each cell line and because
of difficulty in identifying and purifying active ingredients
from serum, various media have been developed for a num-
ber of individual cell lines. The concentrations of hormones
or growth factors included in typical serum-free media can
be found in the literature (see Ref. 35 for a review).

The advent of hybridoma culture prompted develop-
ment of serum-free media for antibody production. In
1978, Iscove reported the first such serum-free medium,
in which serum was replaced by albumin, transferrin, and
soybean lipids, and the basal medium (DMEM) was for-
tified with additional amino acids and vitamins, that is,
Iscove's MEM or IMEM (36). Additional serum-free media
were developed for a number of other specific hybridoma
or lymphoid cell lines (37-41). In 1984, Kovar and Franek
developed a serum-free medium containing transferrin,
insulin, ethanolamine, linoleic acid, serum albumin and
trace elements that could support the growth of four
hybridoma and two myeloma cell lines (42). Other com-
ponents of serum-free media include mercaptoethanol,
casein, catalase, cholesterol, and steroid hormones, among
others.

Although growth factors, such as IGF and EGF, can
activate cells to grow, these and other growth factors
are usually critical only for some subsets of cells to
grow. However, in cases such as the regeneration of skin,
nerve, skeletal muscle, kidney, liver, or hematopoiesis,
where differentiation and coordination among cells are
needed, the interrelationships among these growth factors
become very critical. The culture of primitive and mature
hematopoietic cells in serum-free media also requires
erythropoietin (EPO), interleukins and colony-stimulating
factors (CSFs) (43). The culture of marrow stromal
(nonhematopoietic) cells also requires adding some
interleukins and CSFs. Hormones are sometimes included
for growing of target tissues and cells. Some proteases



(e.g., thrombin), and inhibitors (e.g., a-1 antitrypsin) may
be included (44,45). In growing attachment-dependent
cells into tissue-like structures, for example, nerve, or
skeletal muscle, the properties of the substrata are also
important (46).

The methods for culturing endocrine, epithelial, fibrob-
lastic, neuronal, and lymphoid cells in serum-free
media have been extensively described by D.W. Barnes,
et al. (47). An updated review was provided by
K. Kitano (35). Strategies for optimizing serum-free
media were described by G. Hewlett (48). A guide-
line for making informed choices of serum-free
medium is presented by J.P. Mather (49). Serum-free
media for hematopoietic stem cells were reviewed by
J.S. Lebkowski et al. (50).

PROTEIN-FREE MEDIA

When scientists started to develop chemically defined,
serum-free cell culture media, a protein-free approach
was already under consideration. There was no success
until 1965, when R.G. Ham developed the protein-free
medium F-12, a mildly enriched basal medium, to support
the clonal growth of Chinese hamster cell lines (51). This
work, however, could not be reproduced after Ham moved
his laboratory to Colorado. He thought that this was due to
the removal of impurities from the higher grade chemical
ingredients, such as thyroxine. In 1977, he added 19
trace elements, as well as additional calcium chloride,
glutamine, and cysteine. This medium, MCDB 301,
supplemented with either insulin or methylcellulose, could
again support growth of the cell line (52). Ham thought
that the methylcellulose might have also contained some
impurities. In the same period, there were many other
protein-free media developed by adding a variety of
nonprotein supplements (53). An adaptation period of one
week to several months is typically required for cells
to grow readily in these media, suggesting that factor-
independent subpopulations are being selected (54,55).

Individual serum functions can also be replaced by
nonproteinaceous compounds. In 1986, serum's function
as a cholesterol carrier was replaced by a choles-
terol -cyclodextrin complex (56). In 1987-1989, trans-
ferrin as an iron carrier was replaced by ferric cit-
rate (57,58). In 1990, albumin's function as a metal
carrier was replaced by EDTA, transferrin was replaced
by the iron-containing dye nitroprusside (59), and lipopro-
tein's function as a lipid carrier was replaced by lipid
emulsions (60). In 1995, M.J. Keen developed a protein-
free medium using /S-cyclodextrin to replace HDL, LDL,
and albumin to deliver cholesterol from cholesterol: phos-
phatidyl choline liposomes to cholesterol-auxotrophic NSO
myeloma cells (61,62).

Free radicals in the cell culture media are usually
generated by xanthine oxidase which is activated by
heat, anoxia, inferferon, or SH oxidation in the presence
of cells (63). Free radicals can also be generated by
excited riboflavin through UV-activated glass or plastic
surfaces, including microcarriers (64). Free radicals and
the resulting peroxidation can be controlled by cystine,
cysteine, glutathione, Se- or Fe-containing enzymes, a-keto

acids, pyruvate, trace elements, and vitamin E. Although
vitamin C can eliminate some free radicals, it can also
produce (>2~ under hyperoxia (65). Damage from free
radicals may also be controlled by reducing reagents
(e.g., dithiothretol), as well as ferric cyanide and metal
chelators which reduce peroxide production. However,
because peroxides and free radicals may play a role in
regulating the cell cycle, a delicate redox balance should
be maintained.

Other roles of serum have also been addressed. Osmo-
larity is usually maintained by sodium chloride, but
sometimes sucrose and osmoprotective compounds (pro-
line, glycine, sarcosine, and glycine betaine) are used (66).
Damage from excessive shear stress is usually pre-
vented by adding of Pluronic F-68, polyethylene glycol
(PEG), dextran, polyvinyl alcohol, polyvinyl pyrrolidone,
and/or Methocel (67-69). Metal ions are usually deliv-
ered as a simple ionizable salts. However, EDTA, citrate,
or gluconate may be used to increase their solubil-
ity (57,59). Sparingly soluble lipids and steroids are
usually delivered as an emulsions or liposomes (59,70).
Cyclodextrins may alternatively be used to increase their
solubility (61,62). Cell attachment may be modulated by
adding Arg-His-Asp (RGD) peptides, heparin or polyly-
sine (71). Cell growth promotion may be enhanced by
adding poly amines, such as putrescine, spermidine, sper-
mine or their precursor ornithine (72).

MEDIUM STABILITY AND STORAGE

As described in the last section, UV radiation, heat, and
high oxygen tension in the medium can generate free
radicals, which can damage cells. Heat can also lead to the
degradation of proteins, glutamine, and reducing agents.
At 37 0C, the half life of glutamine is on the order of 1 to
4 weeks dependent on the type and pH of the medium (73).
Because the degradation of glutamine also generates
ammonia, the addition of glutamine to compensate for
losses may not be appropriate. However, media should
not be frozen because some medium components such
as tyrosine and tryptophan may precipitate and remain
insoluble upon freezing and thawing (74). Thus, liquid
media should be kept at low temperatures (4 to 8 0C) and
away from light during storage. Ascorbic acid (vitamin C)
is another labile medium component, because it can be
readily oxidized (74). Serum, proteins, glutamine, and
ascorbic acid can be prepared separately and added to
the medium just before use.

MEDIUM DEVELOPMENT FOR LARGE-SCALE
PRODUCTION

In addition to the requirement to support cell growth, cell
culture media used in commercial-scale production of bio-
logicals should possess the following properties: the media
and all of its components should be readily available in
sufficient quantities, preferably from multiple vendors; the
media must provide reproducible lot-to-lot performance;
and, as is increasingly preferred by regulatory agencies,
media used to produce human therapeutics should not
contain any components, particulary proteins, of animal



origin. These requirements are more readily satisfied by
the chemically defined, serum- and protein-free media,
described before. Additionally, for cells grown in serum-
free media in high-shear environments, such as found
in sparged stirred tanks, the media must provide factors
that protect cells from shear damage. Finally, the medium
composition should be optimized to maximize culture pro-
ductivity.

For most suspension cells, lethal shear damage occurs
in the areas of high energy dissipation associated with
the rupture of bubbles introduced by either sparging or
surface vortexing (75). For attachment-dependent cells in
microcarrier culture, lethal shear damage can occur from
mechanical agitation as well (for a review, see Ref. 76).
The addition of certain polymers, such as methylcellulose,
carboxy methylcellulose, hydroxyethyl starch, polyvinyl
alcohol, polyethylene glycol, and Pluronic F68, to the
media can at least partially protect cells from both
bubble- and agitation-induced shear damage (for reviews,
see Refs. 75, 77). In addition, cells can be adapted to
high-shear environments by sequentially passaging cells
in small shaker or spinner flasks, for example, while
gradually increasing the agitation rate (55).

In many media, the growth of cells is limited by either
the depletion of essential nutrients or the accumulation
of waste products to inhibitory levels. Early attempts to
improve culture productivity focused on analyzing the
residual levels of nutrients in spent culture media. These
depleted nutrients were then added back to the culture
media to increase cell growth and culture longevity. In
many cases, glucose and glutamine must be controlled
at low levels to avoid excessive production of lactate and
ammonia, which could otherwise limit cell growth. Careful
attention to the composition of media has resulted in up
to tenfold increases in monoclonal antibody production,
yielding final titers of up to 2 g/L (see Ref. 78 for a review).
More recently, stoichiometric analysis (79) and process
control (80) have been applied, resulting in final antibody
titers exceeding 2 g/L.

DEVELOPMENT OF SERUM-FREE MEDIA: A CASE STUDY

In many cases, a serum-free medium may not be available
commercially or may not be adequate for a particular
application. Developing a serum-free medium can be time-
and labor-intensive, but the following steps may help
streamline the process: (2) Perform a thorough literature
search of media that support the growth of the particular
cell line in question or of similar cell lines (e.g., same
tissue origin, same species origin) to help identify a
starting point and classes of additives to test. (2) Set
specific goals relevant to the process. For example, set
targets for the total medium protein content, the required
cell growth rate, and/or the required product titer if
any. (3) Define endpoints for evaluating the effects of
changes to the medium (i.e., cell growth rate, maximum
cell density, growth over several passages, and growth
on particular substrates such as microcarriers). The case
study described here used these tools to develop a serum-
free, low-protein medium, called LPKM-I, to grow Vero
cells and produce rotavirus (81).

Efficient production of rotavirus requires a tryptic
cleavage of one of the outer coat proteins, VP4, for
efficient infection of cells in vitro (82). The presence of
serum required for growing of Vero host cells quenches
trypsin activity. Therefore, it was necessary to remove
serum before infecting the cells. Development of a serum-
free, low-protein medium eliminated the need for extra
steps in the rotavirus production process. Additionally, it
was required that the serum-free medium also support
sequential passages of Vero cells at reproducible growth
rates similar to the growth rate in serum-containing
medium and product titers comparable to a serum-
containing process.

Vero cells are an extensively characterized African
green monkey kidney cell line which are near diploid
(i.e., normal DNA content or ploidy) (83). An initial
literature search revealed that Taub and Livingston (84)
published a serum-free medium developed to grow
both primary kidney cells and some established kidney
cell lines. This formulation, called K-I, is a 1:1
mixture of Dulbecco's Modified Eagle's Medium and
Nutrient Mixture F-12 (Ham) with serum components
replaced by insulin, transferrin, and a mixture of
three hormones (prostaglandin El , triiodothyronine, and
hydrocortisone). However, K-I could not support Vero
cell growth over multiple passages. Therefore, K-I
was supplemented with a variety of additives. These
supplemented media were then tested in both single-
and multifactorial experiments (85) for their ability to
support the growth of Vero cells for six passages in
the absence of serum. By supplementing K-I with a
single recombinant growth factor, human EGF, Vero cells
could be passaged repeatedly and maintain a constant
growth rate. Moreover, the addition of dexamethasone
further improved maximum cell density and doubling
time. Dexamethasone and EGF have been shown to
act synergistically to stimulate proliferation of primary
human fibroblasts (86) and to support repeated passages
of human diploid fibroblast cell lines (70).

A further literature search revealed that Medium
199 and its derivative, SFRE-199-1, had been used to
grow Vero cells to high cell densities in serum-free
formulations (87,88). By changing the K-I basal medium
mixture from 1:1 Dulbecco's Modified Eagle's Medium
and Nutrient Mixture F-12 (Ham) to 1:1 Medium 199:
Nutrient Mixture F-12 (Ham), a small but consistent
improvement in maximum cell density was achieved.

Although the protein concentration in K-I was already
relatively low because most of the serum functions had
been replaced by adding only a low level of a few defined
proteins (i.e., insulin, transferrin, rEGF), the protein
concentration was further decreased by determining the
necessity of each component for cell growing. It was found
that transferrin was not necessary for growing of Vero cells
in this medium, while insulin and rEGF were essential.
The combination of both ferrous and ferric salts present
in the 1:1 mixtures of F-12 and DMEM or Medium 199
presumably provided sufficient iron to support Vero cell
growth in the absence of transferrin. The concentration of
bovine insulin could not be decreased but was replaced by
recombinantly derived human insulin.



The final medium formulation, called LPKM, contained
approximately 5 mg/L total protein. Vero cells grew at 60%
of the rate for serum-containing medium and grew to 60%
of the maximum cell density of cells in serum-containing
medium. Cell growth was maintained for 20 passages in
this medium (81).
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INTRODUCTION

Few subjects in animal cell culture technology have elicited
as much debate, discussion, and controversy as the "shear
sensitivity" of animal cells. In the early days of commercial,
large-scale animal cell culture, many researchers believed
that such cultures were not possible. However, this did
not stop a number of major biotechnology companies from
pursuing the use of suspended and anchorage-dependent
animal cells to produce recombinant proteins for human
use. As of 1993, three of the top ten biotechnology drugs
on the market (based on gross sales) were produced in
animal cells. This does not include all of the vaccines
made in animal cells. Needless to say, animal cells
are not too "shear sensitive" to be used in large-scale
animal cell culture. However, if proper procedures and
techniques are not used, one can very rapidly destroy the
viability of, and in some cases rupture, most of the animal
cells in a bioreactor. This article discusses the current
understanding of the effects of hydrodynamic forces on
cells, and the methods currently used to prevent the
adverse effects of these forces.

Before this discussion begins, however, the terms used
to characterize hydrodynamic conditions are presented.
The term "shear sensitivity" itself is somewhat misleading
in that it implies that the effect of hydrodynamic forces
on cells can be characterized by the familiar shear stress-
strain rate relationship:

(D

where ryx is the shear stress with typical units of
dynes/cm2, /x is the fluid viscosity, and dvx/dy and dvy/dx
are the specific shear rates which are typically reported in
reciprocal seconds. However, this relationship is applicable
only to well-defined laminar flow. The fluid flow in
most bioprocesses is not characterized as well-defined,
laminar flow but instead is characterized as turbulent
flow. Depending on the length scales of interest, turbulent



flow conditions can be considered to range from somewhat
defined to poorly defined. In complex turbulent flow, it is
more appropriate to speak of the stress tensor, which is
defined by

(2)

To fully measure the "state of stress" in this type of
system, the values of all nine terms in the matrix in
equation 2 are needed. In addition, the flow is highly
transient; consequently, each of these nine terms is rapidly
changing. It should also be noted that the gradient in
equation 1 corresponds to one of the nine gradient terms
in the matrix in equation 2.

THE EFFECT OF HYDRODYNAMIC FORCES O N CELLS

During the last 20 years, a significant amount of research
has been conducted on the nonlethal and lethal effects
of hydrodynamic forces on cells. These studies can be
broadly divided into two general categories: the effect of
hydrodynamic forces on cells of medical interest and the
effect of hydrodynamic forces on cells of biotechnological
interest.

Cells of Medical Interest

Although it is beyond the scope of this article to discuss all
of the nonlethal, metabolic, and gene expression studies
on cells of medical interest, a brief overview will be given.
A 1997 review article (1) lists 18 shear-stress-mediated
cellular responses in endothelial cells which line arteries
and veins (In this case, equation 1 is appropriate for
defining the hydrodynamic forces acting on the cells).
Although not as extensively studied, seven shear-stress-
mediated cellular responses have been reported in the
smooth muscle cells which are associated with arteries
and veins (in a layer under the endothelial cells). These
responses include activation of ion channels in the
membrane and activation of specific proteins associated
with the membrane, decreases in intracellular pH, and
stimulation of specific cellular pathways to stimulate or
repress the synthesis of specific mRNA molecules. Much
of this work has been motivated by a desire to understand
the pathology of atherosclerosis. However, recent reports
on the effect of shear stress on other types of cells in the
human body, such as bone, have also been published.

Cells of Biotechnological Interest

Although far fewer studies have been conducted on
the nonlethal effects of hydrodynamic forces cells of
biotechnological interest, compared to cells of medical
interest, significant effects have been observed.

In typical turbulently mixed bioreactors these reported
hydrodynamic effects include changes in cell viability,

size, and growth (2-5); metabolism (2,6); and the surface
concentration of cell surface markers (receptors) (6-8).
Although it is not possible from these reports to quantify
the hydrodynamic forces at a level comparable to that
in studies conducted on attached cells, the studies of Al-
Rubeai et al. (4) and Lakhotia et al. (3) clearly indicate
that suspended murine hybridoma and Chinese hamster
ovary cells are damaged, at very high levels of agitation.
In addition, a viable subpopulation is "selected" which is
distinct from viable cells in low-agitation cultures. This
distinction was indicated by a reduction in size and a
"higher proliferative state relative to the control" which
recovered to the level of the control if the agitation was
reduced. More recently, McDowell and Papoutsakis (6)
reported that increased levels of agitation in spinner
vessels resulted in a significant increase in the number
of CD 13 receptors on the surface of suspended human
promyelocytic leukemia cells, and a concurrent increase in
mRNA levels for CD 13. An example of a stress-associated
response was described by Mufti and Shuler (9), who
established that increasing agitation rates in spinner
flasks increased levels of cytochrome p450 IAl (CYPlAl)
activity in various rodent and human hepatomas attached
to microcarriers.

In contrast to these studies, which were conducted
in bioreactors where the hydrodynamic forces are,
relatively speaking, undefined, Ranjan et al. (10) subjected
four cell lines to various levels of well-defined shear
stress (equation 1). Two of these four cell lines were
from endothelial tissues [primary human umbilical vein
endothelial cells, (HUVEC) and bovine aortic endothelial
cells, (BEAC)] and two cell lines from non-endothelial
tissue (HeLa cells, which originated from a malignant
tumor of the human cervix, and CHO cells). All four cell
lines responded to moderate levels of laminar shear stress
(25 dyn/cm2) by expressing the c-fos protein. The c-fos
protein is a product of the c-fos gene, a protooncogene
which is a member of the AP-I family of transcriptional
cofactors that mediate transcriptional stimulation. The
protein kinase C pathway, an important signaling
pathway, is involved in the transcriptional activation of
the c-fos gene. The previous finding is significant, because
it demonstrates that at least one important shear stress
response is conserved, i.e. it is not specific to cells of
hemodynamically active origin.

ULTIMATE GOAL OF SCALE-UP

The ultimate goal in scaling up animal cell culturing
processes is to maintain a homogeneous environment,
preferably identical to that in the bench-scale system
where the animal cell culturing process was most probably
developed. This is a complex problem for two main
reasons: (1) the need to add and remove gases and (2) the
turbulent nature of the fluid flow that is typically needed to
maintain a homogeneous environment. The first problem
is compounded by the low solubility of oxygen in water,
and the second by the general lack of understanding of
turbulence at small scales.

Relatively speaking, oxygen is poorly soluble in water.
Compared to other nutrients, such as sugars and amino



acids, the saturating oxygen concentration is several
orders of magnitude lower. This low solubility, combined
with the increasingly high cell densities becoming possible
in cell culture, leads to a situation in which the cells
can consume all of the oxygen in a saturated cell
culture medium in less than an hour and in some
cases on the order of minutes. Although this rate of
consumption is much less than that in bacterial cultures,
where high-density cultures can consume all of the
oxygen on the order of seconds, animal cell cultures
greater than several liters in scale must have a means
of introducing oxygen into the system other than by
simply passing air over the medium-air interface at
the top of the bioreactor. In addition to supplying
oxygen, it is becoming more apparent through experience
that in large-scale, high-density cultures, CO2 must
be removed to prevent inhibitory effects. A number of
different techniques have been proposed and used to
exchange gases with cell culture media, but these methods
are usually problematic compared to the classical and
typically used method of gas sparging directly into the
vessel.

VARIOUS SEMIEMPIRICAL SCALE-UP METHODS

Establishing homogeneous conditions in a bioreactor
requires fluid mixing. Even for the most soluble nutrients
or inorganic salts, it is desirable and in some cases
absolutely essential that the additives to the system be
rapidly mixed to prevent any substantial gradients. The
most extreme case is the addition of base to large (> 1000 L)
bioreactors. Without relatively rapid mixing, cells can
remain suspended in very high pH conditions, which is
unacceptable (11).

The typical and most straightforward method of mixing
in a bioreactor (>1 liter) is by using an impeller, either
of the Rushton, pitched blade, or marine impeller design
(12). Each of these designs has been used in the chemical
process industry for many decades, and a substantial
amount of empirical knowledge has been developed (13).
But the majority of this knowledge is based on mixing
compounds that are not damaged by hydrodynamic forces.
In addition, the flow created by these impellers is
turbulent, so that from a fundamental, first principle
point of view one can predict only bulk flow conditions.
This lack of fundamental understanding results from the
complexity of fluid turbulence. Even though it has been
studied for more than a century, only slow progress has
been made in the understanding and the ability to predict
flow conditions (velocity fields, energy dissipation, etc.) at
very small scales under turbulent conditions. This lack
of knowledge prevents scale-up of bioreactors for animal,
insect, and plant cell culture using purely fundamental,
predictive "first principles." Consequently, scale-up is
typically accomplished by using "rules of thumb" and
correlational approaches, along with the integration of our
slowly increasing knowledge of "first principles." Some of
these "rules of thumb" and correlational approaches are
presented below and the remainder of the article is devoted
to the state of our current fundamental "first principles"
knowledge.

Rules of Thumb for Scale-Up of Bioreactors for Animal Cell
Culture

First Rule of Thumb. Generally speaking, anchorage-
dependent animal cells are more "shear-sensitive" than
suspended cells. This observation is based on numerous
comments by industrial and academic researchers and
on reports in the literature. More on this concept, from
experimental (qualitative observations) and correlational
viewpoints is presented later.

Second Rule of Thumb. Without the use of "shear-
protective" additives, sparging will kill all of the suspended
cells in a bioreactor within a relatively short time. Again,
this concept will be expanded upon later.

Third Rule of Thumb. Marine impellers create less shear
damage to cells than a Rushton type impeller. Less
experimental data exist to justify this assumption.

Fourth Rule of Thumb. Although gas exchange can be
accomplished with membranes or silicone rubber tubing,
the simplest and most straightforward method is to sparge
gas directly into the system.

Fifth Rule of Thumb. The "shear sensitivity" of animal
cells is cell-type-, and in some cases, cell-clone-specific.
Although some cell lines, such as Chinese hamster ovary
cells, have proven relatively tough, other cell lines are
alleged to be much less robust.

Empirical and Correlational Approaches for Scale-up

As indicated directly or indirectly in the "Rules of Thumb"
listed previously, a great deal of the confusion and
seemingly contradictory information about the sensitivity
of animal cells to hydrodynamic forces is related to
(1) whether the cells are attached to microcarriers or
in suspension and (2) the interaction of animal and
insect cells with gas-liquid interfaces. In particular, it
is when suspended cells attached to these interfaces
are subjected to high hydrodynamic forces that one
observes the "shear sensitivity" so commonly discussed
for suspended cells.

Bioreactor Studies. Two complementary bioreactor stud-
ies were conducted by Oh et al. (14) and Kunas and
Papoutsakis (15a) which significantly support the "Rules
of Thumb." Before these studies, the prevailing belief
was that animal and insect cells were damaged as a
result of the hydrodynamic forces which arise from the
action of an impeller. This belief was well justified
by the results of Croughan et al. (16) and Cherry and
Papoutsakis (17) and others which clearly demonstrated
that animal cells could be removed from microcarriers
in stirred bioreactors. However, this prevailing opin-
ion was challenged when Oh et al. (14) and Kunas and
Papoutsakis (15) demonstrated that suspended cells can
withstand hydrodynamic forces generated by impellers
at significantly higher levels than are typically used in
bioreactors as long as care is taken to limit cell-bubble
interactions. Kunas and Papoutsakis (18) carried this



work one step further by developing a vessel in which
air sparging and the upper air-medium interface were
removed. The removal of this interface prevented the
formation of a central vortex around the impeller shaft
and the associated bubble entrainment. With this sys-
tem, agitation rates up to 600 rpm were achieved without
major cell damage, leading the authors to state, "Only
when entrained bubbles interact with a freely moving
gas-liquid interface, such as exists between the culture
medium and the gas headspace, does significant cell dam-
age occur."

This observation that suspended cell damage is not
caused by mechanical mixing, but is the result of
gas sparging (bubbles), was confirmed by several other
research groups (19-23). In summary, it was shown
that it is nearly impossible to grow suspended animal
or insect cells in bubble columns, airlift bioreactors,
or sparged, mechanically mixed bioreactors without
using protective additives. More will be said later
on the use and mechanism of protection of these
additives.

Correlational Approach. A correlational approach was
taken by researchers in Dr. H. Trampers' laboratory to
relate cell damage in gas sparged bioreactors to bubbles
in vessels (24). This correlational approach takes the
following mathematical form:

(3)

where ka = first order death rate constant (h"1)
F = air flow rate into vessel (m3/s)
X = hypothetical killing volume (m3)
db = air bubble diameter (m)
D — column diameter (m)
H = height of column

The key concept in this relationship is the "hypothetical
killing volume," X(m3). Through a variety of different
experimental conditions including different cell types and
different height-to-diameter ratios of bubble columns, it
was demonstrated that the "hypothetical killing volume"
is correlated to a specific volume associated with each
bubble (25,26).

A second correlational approach associated with
gas sparging was developed by Wang et al. (27). This
correlation was based on the hypothesis that cells are
damaged by breakup and/or coalescence of bubbles in
bioreactors which may take place in the sparger/agitation
region or at the air—medium interface. Similar to
the relationship presented by Tramper et al. (24), this
correlation predicts that the local, specific death rate
of suspended cells can be related to a specific volume
and saturation constant associated with bubbles. This
relationship takes the form,

(4)

where p = local specific cell death rate (h x)
s = equivalent thickness of the inactivation

region around a deformed bubble
a = local specific bubble interfacial area (bubble

surface area/ medium volume, m"1)
&2 = intrinsic cell inactivation rate constant (cells

Hi-3Ii-1)

JK' = Michaelis-Menton saturation constant for
cells absorbed into an "inactivation zone"
around a bubble

An implicit assumption in this relationship is that this
volume, s • a, is sufficiently close to the bubble that it is
directly proportional to the surface area of the bubble.
When averaged over the entire vessel, this model predicts
that the first-order death rate is linearly proportional to
the specific interfacial area.

Even though it does not provide a mechanism
for cell damage, equations 3 and 4 provide insight
into cell damage, namely, (1) it is proportional to the
bubble-medium interfacial area, and (2) it is independent
of the height and diameter of the vessel. Although not
initially obvious, this second point proved most insightful.
Tramper et al. (24) experimentally demonstrated that at
a constant gas sparge rate, the total death rate in a
bubble column decreases as the column height increases.
This indicated that the cell damage is located in either
the bubble injection region or the bubble disengagement
region at the air-medium interface.

Industrial Correlational Approaches. The observation
that by using appropriate surface-active additives, such
as Pluronic F-68, suspended cells can be grown without
apparent damage in various sizes of bioreactors, led
to several contributions to the scale-up literature by
industrial researchers (11,28,29). These contributions
focused primarily on the proper addition of O2 to and
removal of CO2 from a culture as the primary criteria
for scale-up and operation. However, like any correlation,
they apply only to systems where they have been well
studied. Care needs to be taken when new cell lines or
new clones are used.

Fundamental, or First Principle Approaches to Scale-Up

The ultimate method for scaling up and operating a
bioreactor is to base the scale-up on fundamental, or first
principle approaches. Although significant progress has
been made in this direction, it is debatable whether such
a goal can ever be truly achieved because most, if not
all, large-scale bioreactors operate under turbulent flow
conditions and it is questionable whether turbulence can
ever be understood and predicted at a scale relevant to
animal cell culture. Nevertheless, significant progress has
been and continues to be made in both the understanding
and predictability of turbulence and complex flows.

To begin this discussion, several important points must
be made. First, although the typical flow pattern in an
animal cell bioreactor can be characterized as turbulent,
it is far from random. Specifically, "flow structures" exist
which can be associated with either specific events or
mechanical structures in the vessel. This concept of



flow structures, or "coherent structures," is well-known
in turbulence research. Secondly, although absolute
knowledge of the hydrodynamic forces acting on an animal
cell in a bioreactor requires solving equation 2, on a micro
scale, for all locations and times in a bioreactor (which is
obviously impossible), a scalar quantity, the specific energy
dissipation rate €, is typically used in the mixing and
fluid mechanics community to quantify the magnitude of
the hydrodynamic forces in the flow. In nonmathematical
terms, e is defined as the rate of work done on a fluid
element and has units of energy per unit volume per
unit time (i.e. erg/cm3-s or J/m3-s). Theoretically, if one
were to sum specific energy dissipation over the whole
mixing vessel, it would equal the energy added through
the impeller (if no energy is added to the system by any
other means). Other scalar measures also exist, such as
the scalar deformation rate. However, € is a commonly
used and convenient way to compare hydrodynamic forces
in many different types of flow. The remainder of this
section discusses the known flow structure in bioreactors
and estimates of the energy dissipation associated with
these flow structures. Finally, what little is known of the
relationship between specific energy dissipation rate and
cell damage is presented.

Flow Structures Associated with Gas Sparging. Because
it has been well documented, as outlined before,

that sparging of gas into bioreactors damages cells,
Handa-Corrigan et al. (30) and later Chalmers (31) used
microscopic-video imaging systems to observe cell-bubble
interactions. Although no images were provided, Handa
et al. (30) suggested that the majority of cell damage
takes place in the bubble disengagement region at the
medium-air interface (the top of the culture). This
suggestion was based on observations of cells experiencing
violent, turbulent oscillations and surface deformations.
They also observed cells entrained in the moving bubble
surface interface and transported at high velocities
through the draining bubble film. Summarizing these
visual observations, they suggested three mechanisms of
damage: (2) damage due to shearing in draining liquid
films in foams, (2) rapid oscillations caused by bursting
bubbles; and (3) physical loss of the cells in the foam.

Using higher magnification and specifically designed
columns, Chalmers' group (31) presented photographic
images of insect cells attached to rising bubbles and cells
trapped in the foam layer. Figure 1 presents images of
each of these observations.

In addition to attaching to rising bubbles and becoming
trapped in the foam layer, cells can also be retained in
the thin film of a bubble at the gas-medium interface.
Figure 2 presents images of the bubble film just after a
gas bubble came to rest at the air-medium interface.
In the absence of Pluronic F-68 (Fig. 2a) a large number

Figure 1. Microscopic video images of individual cells and clumps of insect cells attached to rising
gas bubbles (a-e) and cells trapped in the foam layer (d). The bubbles appear as black spheres,
and the cells are lighter spheres. Arrows indicate cell-bubble attachments (a-c) and cells (d).
The distance between opposing arrowheads indicates the length scale in (b) and (d).



of cells (>103) can be seen attached to the bubble film.
However, when Pluronic F-68 is present (Fig. 2b), no cells
are present. Using visualization techniques including cell
viability dyes, a third research group (32) demonstrated
that cell damage is associated with the top, air-medium
interface in sparged bioreactors without impellers.

Bubble Ruptures. Two fates await gas bubbles that
approach the top air-medium interface: they can either
become part of a previously present foam layer, or the
bubbles can rupture. Both events are routinely observed
in bioreactors. As shown earlier, cells can accumulate in
the foam layer. It has been reported that by the end of a
batch growth culture a significant amount of cells can be
removed in this manner, and cell material in this foam
contributes to the "bathtub ring" in a bioreactor.

To determine if enough cells are killed when a bubble
ruptures to account for cell damage due to sparging when
no noticeable foam forms, Trinh et al. (33) quantified the
number of cells killed per bubble rupture. On average,
103 suspended insect cells were killed per 3.5-mm bubble
rupture in the absence of Pluronic F-68 in a cell suspension
of approximately 106 cells/mL. When Pluronic F-68 was
present, no cell death was observed.

To further discern the mechanism by which cells
are killed when a bubble ruptures, Trinh et al. (33)
captured the upward jet that results when a bubble
ruptures. The concentration of cells in this upward jet
was approximately twice that in the bulk medium and
all of the cells were dead. Again, when Pluronic F-68
was present in the medium, no cells were found in the
upward jet. These observations led Trinh et al. (33) to
suggest that the hypothetical killing volume suggested by
the correlation of Tramper et al. (24) is in fact a thin layer
surrounding the gas bubble that includes the adsorbed
cells. It was also suggested that Pluronic F-68 prevents
cells from adsorbing to the bubble, thereby preventing cell
death.

Mechanism and Quantification of Bubble Rupture. The
hydrodynamics of bubble rupture at a gas-liquid interface,
though probably not turbulent, are complex and cannot
be solved analytically. However, two research groups

conducted computer simulations, each using different
methods, and obtained similar results (34,35). Figure 3
presents the predicted gas—liquid interface position and
the regions of high energy dissipation as a function
of specific time increments after a 0.77-mm bubble
ruptures at a gas-liquid interface. Table 1 presents the
total elapsed time and maximum energy dissipation rate
for the rupture of three differently sized bubbles from
these two simulations. For a comparison, Table 2 presents
approximate rates of energy dissipation in which cell
damage was reported in well-defined flow devices. As
can be observed, the maximum energy dissipation rate
associated with a bubble rupture is two to three orders

Figure 2. Microscopic video images of a gas bubble at an air-medium interface just after the
bubble arrived. In (a) a large number of insect cells (>103) can be observed (white dots). In
(b) Pluronic F-68 is present, and no cells can be observed on the film.

Table 1. The Rates of Energy Dissipation from Computer
Simulations for the Rupture of Differently Sized Bubbles
at a Gas-Medium Interface (34)

Source: From Refs. 34 and 35.

aAt 15 h cell viability was 73% (78% at time = 0) compared with 85% for a
control culture.
Source: Ref. 34.

Bubble
Diameter

(mm)

0.77
1.77
6.32

Total elapsed
Time for Bubble

Rupture (s)

5.5 x H)-4

2.0 x 10-3

1.0 x 10"2

Maximum Energy
Dissipation Rate

(Ref. 34)

9.52 x 108

1.66 x 108

9.4 x 105

(erg/cm3-s)
(Ref. 35)

4.0 x 109

8.0 x 104

Table 2. Rates of Energy Dissipation for Which Cell
Damage Was Reported in Weil-Defined Flow Devices

Cell Type

Insect
Hydridoma
Hydriboma
Mammalian

Instrument

Cone and plate
Concentric cylinder
Double cup and bob
Capillary

Rate of
Cell Damage

(% min"1)

33.5
3.4
A

16,900

Rate of
Dissipation
(ergs/cm3 -s)

3.15 x 105

2.20 x 105

5.81 x 103

4.80 x 108



Figure 3. The predicted gas-liquid interfacial position (left), as
a function of specific time increments after a 0.77-mm bubble at
a gas-liquid interface ruptures, and the regions of high energy
dissipation (right) associated with each time increment. The range
of the gray scale is from 0 to 1 x 106 ergs/cm3-s. From top to
bottom, the time increments are 0.0, 2.0, 4.0, 4.5, and 5.5 x 10~4s
(from Ref. 34).

of magnitude higher than what has been reported as
damaging cells.

Flow Structures Associated with the Impeller in Mixing
Vessels. During the last 20 years, a great deal of progress
has been made in understanding the flow structures in

Figure 4. Schematic diagram of the vortexes coming off a
Rushton impeller. Reprinted from Van't Riet et al., the trailing
vortex system produced by Rushton turbine agitators, copyright
1975, p. 1093, with permission from Elsevier Science.

mixed vessels. Despite the high Reynold's number in these
vessels, the flow is far from random. This was dramatically
demonstrated by the work of van't Riet and Smith in the
mid 1970's (36,37). Using a video camera which rotated at
the same speed as the impeller in the vessel, van't Riet
and Smith observed that two stable, standing vortices
are convected away from the blade. A diagram (from
the original publication) of these vortices coming off the
Rushton blade is shown in Figure 4.

Continuing these vortex studies, detailed measure-
ments using laser Doppler velocimetry (LDV) have been
made by Yianneskis et al. (38,39), Wu and Patterson (40),
Tatterson et al. (41), Stoots and Calabrese (42), and Zhou
and Kresta (13,43), among others. These studies show that
the flow associated with these vortices is characterized by
steep mean-velocity gradients (anisotropic flow). As the
vortices move outward from the blade they lose their iden-
tities and break down in a region of high turbulence which
in some cases can be considered isotropic. These studies
also point out that even within the impeller stream, the
energy is not dissipated uniformly; rather, it can be con-
sidered to have localized regions of high fluid deformation
and strong hydrodynamic processes.

In their study of the impeller stream of Rushton turbine
impellers, Stoots and Calabrese (42) point out that even
if the turbulent nature of the flow is not considered, one
arrives at isolated flow regions where the local energy
dissipation rates (calculated from mean-velocity data)
exceed those based on impeller power draw per unit
mass by almost an order of magnitude. Further, Wu
and Patterson (40) estimated that the turbulent energy
dissipation rates in the trailing vortices were about 20
times greater than the dissipation rate in the bulk of the
tank. Similar results were also obtained by Ranade and
Joshi (44) and Kresta and Wood (45) in their studies of
pitched blade turbines.

Additionally, Stoots and Calabrese (42) generated
detailed, three-dimensional maps of the flow in and
around the vortices generated by a Rushton impeller.
To generate these maps for one particular rotational
speed, they recorded time-varying flow data at 19,260
spatial locations. These maps, some on the order of
1 mm in resolution, provide time-averaged velocity data.
Although absolute values of energy dissipation cannot be
calculated from these maps, (because they are based on
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time-averaged data) significant estimates can be made of
hydrodynamic properties, including energy dissipation.

These LDV studies are near the maximum resolution,
practically speaking, that one can obtain using single-
point measurements, such as LDV. An alternative to LDV
is to use three-dimensional particle tracking velocimetry
(3-D PTV), which allows full-field measurements of
turbulent flow conditions, as opposed to single-point
measurements obtained with LDV. Using this technique,
Venkat et al. (46,47) reported on the flow structures in a
250-ml spinner vessel and 2-liter and 20-liter bioreactors.
Although these initial studies were at relatively low
resolution, clear flow structures were observed in the
vessels. Figure 5 presents cartoons of the flow structure
observed in the spinner vessel, a 2-liter bioreactor, and a
replica of a 20-liter bioreactor.

Attempts to Quantify the Energy Dissipation in Impeller-
Associated Flow Structures. A number of different correla-
tions have been proposed to predict the conditions (size,
location, and operating rpm of impeller) at which animal
cell damage occurs as a result of mixing. The most highly
quoted and well known is the Kolmogoroff eddy length
hypothesis put forward by Croughan et al. (16,48) and
Cherry and Papoutsakis (17,49). This correlation, based
on the Kolmogoroff theory of isotropic turbulence (50),
was the first attempt to relate energy dissipation to cell
damage. From Kolmogoroffs theory, an eddy length scale
can be determined for which it is assumed that a majority
of the energy associated with the turbulence is dissipated.
If this length scale is on the order of a cell diameter
(10 microns) or that of a microcarrier with cells attached
(200 microns), cell damage is expected. The actual length
scale is given by

(5)

(6)

(7)

In these equations r\ is the Kolmogoroff length scale (m),
v the kinematic viscosity (m2/s), s the specific power
dissipation (m2/s3), P the power consumed (W), V
the dissipation volume (m3), Np the power number
(dimensionless), pf the fluid density (kg/m3), n the impeller
rpm (rev/s), and dt the impeller diameter (m).

To use these relationships in bioreactor design,
Croughan et al. (16,48) and Cherry and Papoutsakis
(17,49) suggested that the designer choose operating
conditions, so that the characteristic length scale rj is
greater than the cell diameter in suspended cell culture or
microcarrier diameter in suspended microcarrier cultures.

In small-scale cultures (several liters and smaller),
good agreement was observed between this approach
and experimental studies. However, for larger scale
systems this approach becomes problematic because of
several limitations. First, central to this correlation is the
volume V in which the turbulent energy is dissipated.
Unfortunately, one can make only educated guesses as

to the value of this volume. Secondly, it has been shown
that the maximum rate of turbulent energy dissipation
occurs at length scales greater than the Kolmogoroff
microscale (46). A third limitation is that the Kolmogoroff
theory of isotropic turbulence, strictly speaking, applies
only to isotropic turbulence. By definition, true isotropy
requires that there be no directional preference in flow.
However, as shown before with respect to flow structures
in mixing vessels and bioreactors, there is significant
three-dimensional flow, or anisotropic conditions. Despite

Figure 5. Cartoons of the flow structure around the impeller in
a 250-mL spinner vessel (a), a 2-liter bioreactor (b), and a replica
of a 20-L bioreactor (c) (from Ref. Chalmers, 47).

Up-Pumping flow
Trailing blade
High speed flows
Hub

Trailing vortex

Leading blade

High speed flows

Trailing blade

Trailing vortex

Leading blade

Stagnation region

Free surface
vortex

Trailing vortex pair

Trailing vortex

Free surface
vortex
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Figure 5. Continued.

this limitation, local isotropy can be assumed under the
appropriate conditions. A more complete discussion of
isotropy in mixing vessels can be found in a review article
on turbulence in stirred tanks by Kresta (51)

Conservation of Energy Dissipation Around Impellers upon
Scale-Up or Scale-Down. Based on the understanding that
has been gained about the distribution of energy dissi-
pation in mixing vessels, especially around the impeller,
research is being conducted to compare the energy dissi-
pation distribution around different types of impellers and
to determine how this distribution changes upon scale-up.
Specifically, Zhou and Kresta (13,43) compared the energy
dissipation magnitude and distribution around three com-
monly used impellers (Rushton, pitched blade, and airfoil)
for the same tank geometry and power input. In addi-
tion, nondimensional groups were developed which allow
one to scale-up or scale-down a mixing vessel, so that the
magnitude and distribution of energy dissipation can be
conserved. Complementing these studies, Kresta (51) has
written a review article that discusses the relationship of
the local rate of dissipation of turbulent kinetic energy to
various mixing processes and reviews various methods to
estimate s.

Use of Energy Dissipation as a Parameter to Quantify
the Hydrodynamic Forces Acting on a Cell. A fundamental
assumption of the last several sections has been that
animal cell damage can be associated with the transient
exposure of a cell to high levels of energy dissipation.
This is a reasonable assumption, nevertheless but it has
not been experimentally proven. This lack of a well-
proven model relating a hydrodynamic property (ies) to
cell damage/death was also recognized and discussed in a
review article by Thomas and Zhang (52).

Despite the lack of a clear understanding of the
hydrodynamics in bioreactors, researchers have been
subjecting suspended animal cells to various types of
well-defined, or pseudo well-defined hydrodynamic forces

in an attempt to relate those forces to cell damage/death.
Table 2, referred to earlier in the section on bubble
rupture, is a summary of some of those studies. However,
all of those studies, except for the study using a capillary,
were conducted over relatively long periods of time (order
of minutes), and it is assumed that the "local" regions of
high energy dissipation in bioreactors are present on the
order of fractions of a second. For example, with respect to
bubble rupture, the high levels of energy dissipation take
place on the order of 10~3 seconds.

On the most fundamental basis, the rate of energy
dissipation is only a scalar value used in an attempt to
quantify highly complex, three-dimensional flow. Garcia-
Briones and Chalmers (53) presented a model in which
they concluded that two parameters should be used to
determine the potential of a particular hydrodynamic
condition to damage cells. The first parameter, the state of
stress of the fluid, is similar to the energy dissipation rate,
and the second parameter, the flow classification RD, is a
measure of the possibility of stress relaxation of the fluid
element. This model was partially motivated by the work
of Taylor (54), who showed that the breakup of oil drops in
water is a function of the extensional characteristics of the
flow. A flow with strong extensional characteristics broke
up the drops at a lower level of the state of stress in the
fluid than did a purely shear flow. This model proposes
interesting possibilities, but it has yet to be experimentally
tested.

Use of Medium Additives to Prevent Cell Damage/Death

A number of reasons exist for adding nonnutritive
additives to cell culture media. Three of the most common
purposes are (2) to deliver hydrophobic compounds, (such
as lipids), to the cells: (2) to prevent or reduce foam
formation; and (3) to prevent cell damage. As discussed
before, at least three distinct mechanisms have been
identified for cell alteration/damage/death in bioreactors:
(2) the death of suspended cells attached to rupturing
gas bubbles; (2) the actual entrapment of cells in a
permanent foam layer at the air-medium interface; and
(3) the alteration/damage of suspended cells and the actual
removal of cells attached to microcarriers by hydrodynamic
forces.

A number of additives have been used to address each
of these purposes and to offset the various types of cell
damage. However, addition of these additives, historically
and currently, tends to be empirical with respect to the
type and concentration. This empiricism is the result
of a past lack of knowledge of cell damage mechanisms
and our lack of understanding of the complex interfacial
phenomena within bioreactors (a majority of additives are
surface active).

A kinetic and thermodynamic approach to bubble
rupture, has been taken by two different research groups
to begin to understand and rank the effectiveness of
different additives in preventing cell damage (55,56). Both
groups concluded that the additives which rapidly (on the
order of a second) and significantly (>10 ergs/cm2) lowered
the medium interfacial tension prevented cell-to-bubble
attachment most effectively. In terms of specific additives,
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both groups agreed that Pluronic F-68, polyvinyl alcohol
(PVA) and Methocel were the most effective.

With respect to cells trapped in the foam layer, Michaels
et al. (57) used an experimental technique similar to
foam floatation and ranked additives in terms of their
effectiveness in preventing suspended cells from becoming
trapped in the foam layer. This ranking from least effective
to most is polyvinyl pyrrolidone, polyethylene glycol (PEG),
serum-free medium with no additives, medium with 3%
serum, Pluronic F-68, and Methocel A15LV.

The third type of cell damage (hydrodynamic forces
without gas-liquid interfaces present), and the use of
additives to prevent such damage, is much more difficult
to quantify. Nevertheless, significant observations have
been made. In particular, McDowell et al. (58) reported
that adding Methocel A15LV, polyethylene glycol, and
polyvinyl alcohol reduced quantifiable cellular responses
to substantial increases in rotational speed in bioreactors.
These quantifiable cellular responses included levels of
specific cell-surface markers and glucose consumption and
lactate production rates. Other research groups have also
indicated that serum protects cells in studies which are
not as clearly defined as the example cited.

CONCLUSIONS

In summary, a great deal of experience has been obtained
over the years in culturing animal cells in large-scale
bioreactors. Most of this experience has been obtained
by empirical observations which have led to "rules-of-
thumb" approaches to scale-up and operation of animal
cell bioreactors. This approach and the complex nature
of turbulent flow and interfacial phenomena, led to
numerous misconceptions and seemingly contradictory
reports. However, partially due to the commercial interest
in animal cell culture and improvements in analytical
approaches and technology, well controlled, quantitative
studies have been and continue to be applied to these
questions, and answers are beginning to emerge. With
these continued studies, practitioners will be able to rely
more on sound scientific principles and less on "rules-of
thumb."
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OXYGEN IN ANIMAL CELL CULTURE

Oxygen Requirements and Supply

Molecular oxygen is used by aerobic cells primarily to
produce energy via oxidative phosphorylation. Oxygen is
incorporated into the cells and reaches the mitochondria
by diffusion. The rate of oxygen transfer into the cells
depends on the concentration gradient across the cell
membrane. Concentrations of dissolved oxygen (DO) in
the cytoplasm of hepatocytes have been measured in vitro
at 2 to 5 uM (1), which is equivalent to 1 to 2% of air
saturation at 37 0C. (Air saturation refers to the amount of
oxygen dissolved in the liquid phase at equilibrium with
air at the given conditions of temperature and pressure.
Table 1 lists the values for oxygen partial pressure in
units commonly encountered in the literature over a range
of oxygen pressures, and may be used to convert from
one unit to another by simple linear interpolation.) This
value of cytoplasmic dissolved oxygen is very similar to
the reported critical concentration of oxygen required for
mammalian cell survival (2).

Because of the relatively low solubility of oxygen in
culture media at the conditions used to grow animal
cells, efficient aeration mechanisms are required for the
large-scale culture of animal cells in the commercial
production of therapeutic products. In general, animal
cells are more fragile than bacteria because of their lack
of a cell wall, thereby necessitating gentler means of
mixing. This challenge has prompted the development of
very sophisticated agitation and gas delivery systems (3).
By the introduction of surface-active agents, such as
Pluronic F-68, damage to animal cells due to shear
and bubble rupture has been minimized (4). In general,
the physicochemical characteristics of the liquid-gas
interface, the temperature, and the overall rate of
mass transfer strongly influence the efficiency of oxygen
delivery (5). Devices, such as spargers, baffles, and low-
shear impellers, are commonly employed to supply oxygen
to cultures in stirred tank bioreactors. Other bioreactor
systems, such as air-lift bioreactors, employ direct
gas sparging into the culture, thereby simultaneously
accomplishing gas delivery and mixing.

Measurement of Oxygen Concentration and Uptake in Cell
Cultures

For industrial applications, the level of oxygen in a
culture is determined by the measurement of dissolved
oxygen in the bulk phase of the culture fluid. The
most common method for measuring DO in cultures
is using polarographic oxygen sensors. Oxygen diffuses
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OXYGEN IN ANIMAL CELL CULTURE

Oxygen Requirements and Supply

Molecular oxygen is used by aerobic cells primarily to
produce energy via oxidative phosphorylation. Oxygen is
incorporated into the cells and reaches the mitochondria
by diffusion. The rate of oxygen transfer into the cells
depends on the concentration gradient across the cell
membrane. Concentrations of dissolved oxygen (DO) in
the cytoplasm of hepatocytes have been measured in vitro
at 2 to 5 uM (1), which is equivalent to 1 to 2% of air
saturation at 37 0C. (Air saturation refers to the amount of
oxygen dissolved in the liquid phase at equilibrium with
air at the given conditions of temperature and pressure.
Table 1 lists the values for oxygen partial pressure in
units commonly encountered in the literature over a range
of oxygen pressures, and may be used to convert from
one unit to another by simple linear interpolation.) This
value of cytoplasmic dissolved oxygen is very similar to
the reported critical concentration of oxygen required for
mammalian cell survival (2).

Because of the relatively low solubility of oxygen in
culture media at the conditions used to grow animal
cells, efficient aeration mechanisms are required for the
large-scale culture of animal cells in the commercial
production of therapeutic products. In general, animal
cells are more fragile than bacteria because of their lack
of a cell wall, thereby necessitating gentler means of
mixing. This challenge has prompted the development of
very sophisticated agitation and gas delivery systems (3).
By the introduction of surface-active agents, such as
Pluronic F-68, damage to animal cells due to shear
and bubble rupture has been minimized (4). In general,
the physicochemical characteristics of the liquid-gas
interface, the temperature, and the overall rate of
mass transfer strongly influence the efficiency of oxygen
delivery (5). Devices, such as spargers, baffles, and low-
shear impellers, are commonly employed to supply oxygen
to cultures in stirred tank bioreactors. Other bioreactor
systems, such as air-lift bioreactors, employ direct
gas sparging into the culture, thereby simultaneously
accomplishing gas delivery and mixing.

Measurement of Oxygen Concentration and Uptake in Cell
Cultures

For industrial applications, the level of oxygen in a
culture is determined by the measurement of dissolved
oxygen in the bulk phase of the culture fluid. The
most common method for measuring DO in cultures
is using polarographic oxygen sensors. Oxygen diffuses
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across a Teflon membrane and is reduced at a platinum
cathode. The amount of current generated at the cathode
is proportional to the oxygen diffusion rate across the
membrane and is the basis for the DO measurement.
These sensors are placed in the culture medium and can
withstand steam sterilization. They measure the partial
pressure of oxygen, which is related to the concentration
of oxygen in the liquid phase through Henry's law:

where H is Henry's solubility constant (atm*
mol H2O/mol O2), pO2 is the partial pressure of oxygen
in the gas phase (atm), and x is the mole fraction of
dissolved oxygen in the liquid phase (mol CVmol H2O).

This relationship is valid only for low dissolved
oxygen concentrations, and the values of H for different
temperatures can be found in the literature (6). In
addition, one should note that the presence of other solutes
in water can significantly decrease the solubility of oxygen
in water (5).

It is important to appreciate exactly what a DO
sensor measures. The measurement is partial pressure
not absolute concentration. In other words, a DO sensor
calibrated in distilled water with nitrogen and air to read
0% and 100%, respectively, will read the same values
in cell culture medium in equilibrium with nitrogen and
air (at the same temperature and pressure), despite the
differing absolute solubility of oxygen in the two liquids.

Polarographic oxygen sensors are prone to drift with
time during the cultivation because of membrane fouling
and electrolyte consumption. Recent developments in sen-
sor technology may obviate these difficulties and provide
the basis for more robust DO measurement techniques. For
instance, optical sensors capable of noninvasive measure-
ments are currently under investigation (7). These probes
may eliminate the need for in situ steam sterilization,
reduce the number of penetrations in the bioreactor ves-
sel, provide off-line capability to troubleshoot the probes,
and increase sensor lifetime. A picture of a system for
noninvasive measurements is shown in Figure 1. Here, as
described by Randers-Eichhorn et al. (7), an optical fiber
bundle is held in line with an oxygen-sensing patch. The
patch consists of an oxygen-sensitive ruthenium complex
immobilized in silicone rubber. DO is measured by the
change in fluorescent lifetime of the ruthenium complex in
response to the dissolved oxygen pressure. Both headspace
and dissolved oxygen pressures can be monitored and mea-
sured continuously and noninvasively. Figure 2 shows the
setup for monitoring DO in a T-flask. DO profiles in a

Figure 2. Picture showing oxygen sensor reading oxygen levels
in a T-flask. The fiber bundle has two arms, one for excitation
light from a modulated blue LED and the other to gather the
emission for detection on a PMT. The lock-in amplifier detects
the phase angle difference between the excitation and emission
signals, and the data are viewed on a host computer. For further
details see Ref. 7.

hybridoma culture in a T-flask with the cap open are
shown in Figure 3. Evidently, the culture becomes hypoxic
in about 40 hours and remains severely oxygen-limited
through most of the culture period. This occurs even
though the cap of the T-flask remains cracked open and

Figure 1. An optical sensor can be used to monitor multiple
bioreactor units. The fiber bundle simply has to be placed in front
of the oxygen-sensing patch to read the oxygen level in the spinner
flask. Two patches are shown, one for the headspace and one for
the liquid phase. Note that the readings can be made through the
glass door of the incubator. See also Ref. 9 for more information.

Table 1. Equivalency Between Percentage of Dissolved Oxygen
and Oxygen Partial Pressure

% DO (Air sat.)

0.00
20.00
50.00

100.00
478.47

% DO (Oxygen sat.)

0.00
4.18

10.45
20.90

100.00

Torr (mmHg)

0.00
31.77
79.42

158.84
760.00

Millibar

0.00
42.35

105.88
211.77

1013.25

Atm.

0.00
0.04
0.10
0.21
1.00



results from the liquid film resistance to mass transfer.
Oxygen limitation apparently results in active anaerobic
metabolization, as evidenced by the significant quantities
of lactate formed (Fig. 3).

As can be seen in Figure 1, spinner flasks (and
virtually any other transluscent system) can be equipped
with sensor patches that can be scanned from the
outside. Thus, one instrument could be multiplexed,

and a large number of spinners/roller bottles/T-flasks
could be monitored at modest cost. In addition to DO,
dissolved CO2 measurements using the same technology
have been recently reported (8). pH, glucose, and other
analytes are also amenable to measurements based on
this technology (9). Such sensing technologies are likely to
be commercially available shortly and should revolutionize
the current state of the art. Now, on-line measurements

Time (h)

Figure 3. Data from T-flask oxygen measurement experiments. In this experiment the T-flask
was operated with the cap cracked open, (a) The dissolved oxygen and viable cell count. Spikes in
DO values are caused by mixing during sampling, (b) Glucose and lactate concentrations.
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are generally made only in stirred tank bioreactors, not in
other systems.

The measurement of oxygen uptake rate (OUR)
provides a good estimate of the intracellular oxygen
demand in cases where the oxygen supply rate is constant.
Active animal cell cultures deplete oxygen from the
medium at a rate that is proportional to the cell mass,
provided that no other metabolite is limiting. With this
premise, OUR has been utilized as a tool to estimate cell
mass and to control cell culture processes (10-12).

Optimization of Oxygen Concentrations for Animal Cell
Culture

Animal cells used to express protein products should be
cultivated within an optimal range of pO2. The partial
pressure of oxygen in the blood stream ranges between
20 torr in venous blood and 70 torr in arterial blood (1).
This is approximately equivalent to 15 and 45% of air
saturation, respectively. Indeed, values between 10 and
50% of air saturation have been shown as optimal for the in
vitro culture of mammalian cells (13,14). A range between
20 and 70% has been reported as optimum for maximum
volumetric antibody accumulation by hybridomas (13,14).
Under normal physiological oxygen levels, or normoxia,
cell cultures can tolerate transient oxidative stress for
short periods of time (a few hours) (15).

The effects of oxygen tensions outside the range
considered as normoxia (10 to 100% of air saturation)
are discussed in the following sections.

Hyperoxia

Elevated oxygen concentrations (usually above 100% of
air saturation), or hyperoxia, have a negative effect on
cell animal growth (15-18) and bacterial metabolism (19).
Hyperoxia can damage cellular macromolecules, such as
DNA (20,21), enzymes (22), other proteins (23-25), lipids,
and cell membranes (20,26). The toxicity of oxygen is
associated with the production of intracellular reactive
oxygen species (ROS) (16,17,27,28), that damage a variety
of cellular targets by a variety of mechanisms. When
the levels of ROS exceed the levels of intracellular
antioxidants, the result is a condition called oxidative

stress (29). The importance of oxidative stress in biological
systems and its consequences have been extensively
studied (30,31). The effects of oxidative stress become
apparent after extended exposure (weeks) (32,33). Little
information is available on the effects of hyperoxic
oxygen levels on cell physiology in continuous cultures
or perfusion cultures, that may run for months. There
have been observations that some cell lines adapt to
increasing levels of dissolved oxygen (34,35), but there
is little information on the effect of hyperoxia-adapted
cells on product expression or product quality. One may
conjecture that genetic instability would be a problem
under these conditions. In a recent report, Jan et al. (35)
examined steady-state continuous cultures of hybridomas
at elevated DO levels (up to 150%) and found lower steady-
state cell concentrations at higher DO levels.

The following cascade of ROS formation and conversion
results from single electron steps in the reduction of
molecular oxygen to water:

-0.33 V (36, 37) +0.94 V (37)

O2 > O 2 - • H2O2 + Fe(II)
oxygen superoxide
mol O2

+038V(37)> HO- + H2O
 +233V(37>

; H2O
hydroxyl radical

The formation of these deleterious ROS, the rule rather
than the exception, is a consequence of the unyielding
second law of thermodynamics even under normoxic
conditions, especially around actively respiring mito-
chondria and other microsomal fractions (27). Reactive
oxygen species have properties that make them particu-
larly harmful. These are listed in Table 2. Therefore, it
is recommended that the cell culture practitioner make
every attempt to avoid culture conditions that exacerbate
oxidative stress. One should also pay careful attention
to the medium formulation to keep an adequate antiox-
idant level and minimize levels of pro-oxidant species.
Care should also be taken to avoid combinations of metal
ions and reducing agents that could produce ROS through
a redox cycling mechanism. For example, ferrous ions
and ascorbate promote hydroxyl radical formation (30).

Table 2. Characteristics of Reactive Oxygen Species

O 2 -

HO-

H2O2

Lifetimes
(s)

10~6(38)

3.7 x 10"9 (39)
Enough to diffuse (27)

intramitochondrial

Physiological
concentration

3 x 10"10 (38)

?

2 x 10"5 (40) human
epithelial lens cells

2 x 10~4 (40) human
cataract lens cells

1 x 10"6 (41) rat lives

HT 7 -10" 9 (27)
intramitochondrial

Diffusion
distances

(A)

It cannot cross
membranes (37)

60(39)

It can cross
membranes(30)

Diffusion constant
(cm/min)

(M)

IO"1 1-HT1 2 (27)

?

0.04 Erythrocyte plasma
membranes(27)

0.20 Peroxisomal
membrane(27)

0.02-0.42 water and
other cell
membranes(27)



Source: Ref. 30.

Ascorbate readily reduces Fe(III) to Fe(II), which reacts
with hydrogen peroxide to produce HO* and Fe(III). The
Fe(III) undergoes re-reduction to Fe(II), and the cycle
continues.

As a consequence of the constant assault by ROS,
evolution has provided defense mechanisms to cells
in the form of enzymes and antioxidants, listed in
Table 3 (38-41). These defense systems are induced in
a matter of minutes (40) and are part of a broad stress
response system. In continuous culture at 100% DO,
Jan et al. (35) reported and adaptive response, where
cells showed dramatically higher activities of several
antioxidant enzymes.

Hypoxia

Even though there are beneficial effects on cell viability
at oxygen levels below 10% of air saturation, or hypoxia,
(32,42), oxygen may become the limiting nutrient for cell
metabolism. Mitochondrial activity depends strongly on
oxygen levels below the range of 2 to 10% of air saturation
in the bulk phase, depending on the cell line (13,14). This
may reduce the specific throughput of secreted proteins,
thus decreasing the volumetric accumulation of product,
and/or may extend the production phase by slowing
cell metabolism. Thus, although hypoxia is considered
beneficial in delaying cell senescence and minimizing
chromosomal damage (43), these effects may not be as
critical as ensuring appropriate delivery of oxygen to all
cells in a bioreactor to avoid starvation or low product
yields. Large-scale bioreactors are commonly operated
at 50% of air saturation to avoid anaerobic conditions
in the system. However, poor mixing in bioreactors
generally ensures that uniform oxygen concentration is
unlikely and that cells are much more likely to encounter
zones of widely varying oxygen concentration. Scale-down
studies, where the large-scale bioreactor environment is
replicated at the laboratory scale, may provide more
insights into better operating strategies. In contrast to
the fermentation literature (44), not much published work
exists on scale-down studies or regime analysis in animal
cell culture.

Intriguing details are emerging on cellular responses
to hypoxia at the level of gene expression (45). Although
the responses of cells to hyperoxic stress have long been
known, a unique transcription factor that is expressed
only in hypoxic cells has recently been identified. This
transcription factor is called hypoxia inducible factor 1
(or HIF-I). Its levels have been shown to respond
quantitatively and inversely to the ambient oxygen
tension. HIF-I is thought to be turned on by an oxygen
sensor that is believed to be a hemoprotein. Among the
targets of HIF-I expression are the genes for anaerobic
metabolism. In addition, genes regulating angiogenesis,
vasodilation, and erythropoetin and tyrosine hydroxylase
synthesis (to increase breathing) are affected. For cell
culture, it is likely that the switching on of anaerobic
metabolism is the most significant consequence of hypoxia.
Indeed, the widespread observation of increased lactate
formation under oxygen-limiting conditions supports
this contention. In addition, these findings also call
for greater care during cell culture operations that
result in oxygen deprivation, and also avoiding exposing
cells to great variations in DO that may result in
undesirable induction of hypoxic or hyperoxic stress
responses.

Effects of Oxygen Concentration on Product Expression

Product expression levels are not dramatically affected
by high levels of DO. For example, specific antibody
production is maximal over a broad range of dissolved
oxygen concentrations between 20 and 70% of air
saturation (13,14). Although there is not a significant
effect of elevated oxygen concentrations on the levels
of secreted protein even at 100% of air saturation (15),
the integrity of the molecule may be affected. In
general, negative effects of hyperoxia on proteins may
not be easily detected unless oxidation affects functional
activity or physicochemical properties, such as cleavage,
denaturation, or aggregation of the molecule (24,25).
Therefore, it is likely that little or no benefit would be
obtained for product expression at oxygen concentrations
greater than 100% of air saturation. Jan et al. (35)
observed that a higher DO in a chemostat resulted in
a higher specific antibody production rate in hybridomas,
but a concomitant lower cell concentration resulted in no
significant change in volumetric productivity.

Hypoxic pO2, on the other hand, has a marked effect
on cell metabolism at oxygen pressures below 10% of air
saturation (14). Lactic acid production per cell increases
dramatically due to increased contribution of glycolysis
to the total intracellular pool of ATP (14). The ratio of
glucose to glutamine consumption rates increases with
lower pO2 (14), also indicating a stronger dependency on
glycolysis to support cell functions.

In general, it is believed that normoxic levels of pO2

have more beneficial effects on cell physiology (46) and on
product expression in hybridomas (13,14).

Although it has been shown that the use of normoxic
pO2 consistently gives the best results in most animal
cell culture applications, it is very difficult to predict
the long-term effects of elevated oxygen concentrations
for different cell lines because of the complex nature

Table 3. Cellular Defenses for Removing Dioxygen Reduc-
tion Products

Product

O 2 -

H2O2 (R-O2H)

HO*

Removal system and location in cells

Cu/Zn superoxide dismutase (SOD) in
cytoplasm (eukaryotes)

MnSOD in cytoplasm (prokaryotes)
FeSOD and MnSOD in various organelles

Catalase in vesicles
Peroxidases in vesicles
Glutathione peroxidase found in

cytoplasm (two-thirds) and
mitochondrial matrix (one-third)

Vitamin E in membranes

Almost impossible to eliminate once
formed, but several compounds react
very rapidly with it.



of the toxic effects of oxygen and its consequences,
as well as the varying degree of cellular defenses in
different cell lines. The origin of many of the observed
spontaneous mutations (32,47) and loss of productivity
in hybridomas are not easily explained and may be
associated with the continuous exposure to reactive by-
products of oxygen metabolism (16,20). At this stage of the
technology, empirical observations are still necessary to
fine-tune optimal oxygen levels in cell culture processes.

REDOX POTENTIAL IN CULTURES OF ANIMAL CELLS

Culture Redox Potential (CRP)

The culture redox environment has been of particular
interest in cell culture applications because of its potential
utility for monitoring cell-related events. Every time a
chemical reaction involves the transfer of electrons, the
species that donates the electrons is oxidized, and the
species that receives the electrons is reduced. Because
redox reactions involve transferring electrons, the change
in redox potential is expressed in units of electrical
potential, usually millivolts. In general, low CRP values
indicate the net accumulation of reduced species, and high
CRP values indicate the net accumulation of more oxidized
species.

However, in many cases the interpretation of this
measurement is rather difficult because it represents the
net ratio of all of the reduced and oxidized species in the
system and is also affected by DO and pH changes. In
most cases, the individual species are not always clearly
identifiable. In addition, the CRP does not necessarily
represent the intracellular redox potential (IRP) of the
cells, which may be the key parameter for assessing culture
performance.

Measurement and Use of CRP in Cell Cultures

CRP can be measured directly in cell cultures by
using a steam-sterilizable redox probe that is simple
in design — a platinum electrode with an internal
reference electrode is used and connected to a pH/mV
meter. CRP measurements are prone to interference
mainly by pH and dissolved oxygen (48,49). In some
cases, redox electrodes have provided better results
than oxygen electrodes for controlling oxygen levels in
bioreactors (50,51). Differences in medium composition
and/or culture conditions may also affect the absolute
values of CRP obtained.

Attempts have been made to relate the measurements
of CRP with hybridoma cell density and oxygen uptake
rate (51,52). These follow several similar studies with
bacterial and fungal cultures (53-57). The CRP profile
from batch cultures of hybridomas correlate negatively
with cell density (52). Changes in CRP occurred even
when dissolved oxygen was controlled at a fixed value
throughout the run, indicating that this change in CRP
was possibly the result of the net accumulation of reduced
species in the culture during the active cell growth phase.
This correlation has been used to the estimate cell density
in the culture on-line (52).

The direct relationship between measured extracellular
CRP and the intracellular redox potential (IRP) is difficult
to ascertain. Measurements of IRP using intracellular
radiolabeled probes show clear differences among the
different subcellular compartments, and the cytoplasm
is in a more reducing state of IRP than the endoplasmic
reticulum (58). This compartmental difference in the redox
state within the cells may affect the proper folding of
complex proteins, which occurs in the more oxidizing
environment of intracellular organelles in the secretory
pathway (58).

Not much information is available on the effects
of CRP on cultured mammalian cells or on product
expression. Typical values reported for cell cultures range
from +40 mV (52) to -60 mV (58). On the other hand,
intracellular values of redox potential for hybridomas
range from —225 mV in the cytosol to between —145 mV
and —178 mV in the secretory pathway (58). These values
of IRP suggest the possibility that extremely low values of
intracellular pO2 are present in hybridomas, according
to the linear relationship between CRP values and
the logarithm of dissolved oxygen concentration (48).
Intracellular values of pC>2 of about 1 to 2% of
air saturation have been measured in hepatocytes (1).
However, a more likely explanation is that the low IRP
values are caused by high concentrations of reduced
glutathione. This large difference between CRP and IRP
may reflect large differences in the type and concentration
of redox species between the medium and the cells. It
also suggests that cells can maintain values of IRP within
a very narrow range. Little is known of the relationship
between IRP and CRP, how CRP affects IRP, or what types
of molecules added to the culture will change the value of
IRP. Levels of CRP outside of these reported values have
not been investigated systematically, and therefore it is
not possible to determine whether there is an optimum
CRP for cell growth or product expression. However,
recent work has shown that reducing agents added to
the culture medium reverse the apoptosis-mediated cell
death of sinusoidal mononucleocytes that occurred after
isolation from human liver (59). This may indicate that the
benefit of culturing cells at low CRP by adding reducing
agents in the culture medium is possibly due to retarded
oxidation of medium components. This observation also
agrees with the beneficial effects of low /7O2 on cell
growth and viability, as discussed in the previous section.
CRP can be used to monitor low values of pO2 more
accurately than using an oxygen probe (50). Furthermore,
it appears that using the information from both OUR
and CRP profiles provides more robust control strategies
by allowing discrimination between real metabolic events
and operational failures (51). It is recommended that more
cell culture practioners utilize any extra port on their
bioreactors for monitoring CRP to gather further insights
into its relationship with cellular metabolic activity and to
exploit its apparent utility as a process control tool.
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INTRODUCTION

Today mammalian cell cultures are being used to
produce several important health care products, including
vaccines, hormones, growth factors, immunoregulators,
and monoclonal antibodies. The very large quantities of
these complex mammalian products needed has brought
about a search for effective production methods. Research
has concentrated on two main strategies, one of which
has focused on increasing the cell density and thus the
final product titer of the culture broth. Another strategy
for improving the production processes has focused on
increasing the specific productivity, thus forcing each cell
to make products at high rates.

Optimization of product formation in a reactor requires
a knowledge of the reaction system. Although animal cells
are of considerable commercial importance, cell growth
and product formation are not well understood; it is
unclear what environmental factors affect these processes
and over what range of levels these factors are important.
Thus an understanding of the reaction system and a
knowledge of the dependence of the cellular reaction
rates on the local environmental conditions should enable
optimization of reactor operating conditions to achieve
maximum product formation.

Several reports have indicated that the rate of
product formation by mammalian cells may be increased
when the cells are exposed to conditions that are not
optimal for cell growth. The application of several simple
types of environmental stress, among them osmotic and
temperature stress, have been shown to increase the
specific rates of product formation by several mammalian
cell lines. In the following discussion regarding osmolality
and temperature effects, our focus will be on the growth

and product formation of animal cells in culture (i.e.,
in vitro).

OSMOLALITY

Animal cells are sensitive to changes in medium ionic
strength and osmolality (1). In animal cell processes,
medium osmolality is a largely uncontrolled and ignored
process parameter, which was defined mainly by a medium
composition optimized for cell growth in the 1950s.
Medium osmolality may change in the course of the
growth cycle as a result of several factors, including
the accumulation of metabolic products, or pH control
with the addition of acid or base. Furthermore, in
designing processes for high cell density culture, changes
in growth medium formulations may involve increased
levels of essential nutrients, and the corresponding
increase in metabolites. Thus medium osmolality may be
an important process variable in designing and improving
animal cell processes.

Tolerance and Stress

All metabolically active cells contain 85-95% water,
and any environmental factor that affects the activity,
structure, or physical state of water poses a threat to
life (2). Most cell culture media used in animal cell
processes are designed to have an osmolality in the
range of 270-330 mOsmol/kg, which is known to be
quite acceptable for most cells (3). Osmolalities exceeding
this level are designated hyperosmotic, while lower
osmolalities are designated hypoosmotic.

Cell Growth. Hyperosmotic stress may be imposed as
a sudden shock or be introduced gradually, allowing
the cells to adapt to higher osmolalities. For a number
of mammalian cell lines, abrupt hyperosmotic stress,
caused by the addition of compounds such as inorganic
salts or sugars, has been shown to suppress growth
rate and maximum cell density, while extending culture
longevity (4-6). Furthermore, when hybridoma cells were
repeatedly grown in a hyperosmotic medium, the specific
growth rate improved gradually during the first batches,
stabilizing at a higher level than that obtained during
abrupt osmotic stress at the same osmolality (7).

The responses of animal cells to hypoosmotic stress
have been less extensively studied. However, reduced
growth rates and cell densities have been reported for
hybridoma cell lines grown in hypoosmotic media (8).

Osmoprotection—Osmoprotective Compounds. Osmo-
protective processes have been shown to take place in
prokaryotes, simple eukaryotes (e.g., yeast), and whole
plants and animals exposed to osmotic stress (9-11).
However, despite the diversity of organisms, and the
varied and complex stresses that may be experienced,
only a small number of fundamental adaptive strategies
are followed in virtually all cases (2,10).

Exposure of cells to osmotic stress drives water into or
out of the cell, causing an immediate swelling or shrinking.
This initial volume perturbation is usually succeeded by



a volume regulatory phase in which cells tend to return
toward the volume they had in the isotonic medium. The
volume regulatory phase is accomplished by modulation of
membrane transport and/or metabolic pathways that alter
the concentration of intracellular inorganic and organic
solutes, collectively referred to as osmolytes (12-14). Little
is known about the coordination between inorganic and
organic osmolyte regulatory mechanisms. However, some
results on unicellular algae suggest that readily available
inorganic ions mediate short-term volume regulation while
long-term maintenance depends on the accumulation of
organic solutes (13). In the following discussion, the focus
will be on the contributions of organic osmolytes in the cell
volume regulatory response.

Since cell membranes are incapable of sustaining
any sizeable osmotic-pressure differences, the osmotic
pressure inside cells is close to that of the surroundings.
Through homoisosmotic regulation, an animal's excretory
system (kidneys in mammals) keeps the osmolality
of the body fluid within certain limits. Therefore,
most mammalian cells are not normally exposed to
osmotic variation or high salt concentrations, and
relatively little attention has been given to organic
osmolytes in mammals. However, the cells of the
mammalian excretory system experience high and varying
extracellular concentrations of salt and urea. Through
isosmotic intracellular regulation, the volume of these cells
can be kept constant by regulation of the total number of
moles of intracellular solutes (15,16).

Sugars (e.g., glucose, mannose, sucrose, trehalose),
polyhydric alcohols (e.g., glycerol, mannitol, myo-inositol),
free amino acids (e.g., proline, glycine, alanine), methy-
lamines (e.g., glycine betaine, sarcosine, glycerophos-
phorylcholine), and urea may be involved in the cell
volume regulation process in both procaryotic and eucary-
otic organisms exposed to water stress; see Table 1
(2,10,13,17).

When the osmoprotecive compound glycine betaine was
included in the hyperosmotic culture medium, abruptly
stressed mouse hybridoma cells were able to survive and
grow at significantly higher medium osmolalities than
cells exposed to the same medium in the absence of
osmoprotective compounds (see Fig. 1). Similar, although
less pronounced, effects were observed if sarcosine,
proline, or glycine was added to the hyperosmotic growth
medium (17). The inclusion of osmoprotective compounds
affected both growth rates and cell densities.

Osmoprotective compounds may be synthesized in vivo
by certain mammalian tissues. Glycerophosphorylcholine
(GPC), glycine betaine, sorbitol, and myo-inositol have
been found in rabbit and rat kidney cortexes and
medullae (18,19).

Product Formation. The application of several simple
types of environmental stress, among them osmotic stress,
has been shown to affect product formation by animal cells.
Abrupt hyperosmotic stress has been shown to increase the
specific monoclonal antibody production rate, #MAb> for a
number of hybridoma cell lines (4,7,20-22). Furthermore,
hyperosmotic stress caused by the addition of KI, NaI, or
NaCl was found to stimulate the production of IL-8 by

Sources: Refs. 2,10,13, and 17.

cultured human peripheral blood mononuclear cells (23).
The specific tPA production rate by recombinant CHO cells
was also increased at elevated osmolalities and high pCC>2
levels in the growth medium (24).

However, enhanced specific productivities resulting
from hyperosmotic stress is cell line specific (25,26). Fur-
thermore, as cell growth is depressed at higher osmo-
lalities, the enhanced productivities may not result in a
substantial increase in the final product concentration
during batch culture. However, when osmoprotective com-
pounds were simultaneously included in a hyperosmotic
hybridoma growth medium, high growth rates and spe-
cific antibody productivities were maintained at high
medium osmolalities, giving significantly increased anti-
body titers as compared to those obtained in control culture
(Fig. 2) (5).

Enhanced volumetric monoclonal antibody production
resulting from hyperosmotic stress was also demonstrated
in a perfusion system using calcium alginate-immobilized
hybridoma cells (7). Through a gradual increase in
osmolality, high cell densities were obtained while
maintaining enhanced q^Ab of the immobilized cells.
Furthermore, hybridoma cells were also demonstrated
to maintain enhanced cjMAb as well as improved growth

Table 1. Distribution of Intracellular Organic Solutes
Found in Various Organisms

Organic solute

Sugars; Monosaccharides (e.g.,
glucose, mannose, fructose)

Disaccharides
(e.g., sucrose, trehalose)

Polyols
(e.g., sorbitol, inositol,
arabitol, mannitol, glycerol,
glucosylglycerol)

Amino acids and amino acid
derivatives
[e.g., proline, glutamate,
taurine, ectoine,
y-aminobutyric acid (GABA)]

Methylamines
[e.g., glycine betaine,
sarcosine,
trimethylamineoxide (TMAO),
glycerophosphorylcholine]

Urea

/?-Dimethylsulfoniopropionate

Organism or cell type

Cyanobacteria, diatoms,
fungi

Cyanobacteria, eubacteria,
algae, plants, insects,
crustaceans

Cyanobacteria, algae, fungi,
plants, insects,
crustaceans, mammalian
renal cells, mammalian
brain cells, mouse
hybridoma cell

Eubacteria, plants, marine
invertebrates,
elasmobranch and teleost
red blood cells, cyclostome
fishes, Ehrlich ascites
cells, mouse hybridoma
cells

Cyanobacteria, eubacteria,
plants, marine
invertebrates, marine
cartilaginous fishes,
coelacanth, mouse
hybridoma cells

Mammalian renal cells,
marine cartilaginous
fishes, coelacanth,
amphibians, lungfishes,
snails

Unicellular marine algae,
marine macroalgae



TIME (days)

Figure 2. Monoclonal antibody production during growth of
mouse hybridoma cell line 6H11 in NaCl-stressed growth
media in the presence and absence of glycine betaine
(15 mM). (O): Control, 330 mOsmol/kg, (O): 60 mM NaCl
added, 450 mOsmol/kg, (•): 60 mM NaCl and 15 mM glycine
betaine added, 465 mOsmol/kg, (D): 100 mM NaCl added,
510 mOsmol/kg, (•): 100 mM NaCl and 15 mM glycine betaine
added, 525 mOsmol/kg, (A): 140 mM NaCl and 15 mM glycine
betaine added, 610 mOsmol/kg (Ref. 5).

rate after adaptation to hyperosmotic stress (27). Results
reported by Yang et al. (6), indicate that, compared to the
control, hybridoma cells respond to hyperosmotic media
by maintaining a higher <?MAb for a prolonged period
throughout the stationary phase.

While much work has been performed on the responses
of animal cells to hyperosmotic stress, there are fewer
reported studies on the responses to hypoosmotic stress.
However, the effect of hypoosmotic stress resulting from
NaCl subtraction on antibody production in two murine
hybridoma cell lines has been studied (8). These cells,
which had previously been shown to give increased cell
specific antibody productivity, #MAb, during hyperosmotic
stress, did not display enhanced QMAb when subjected to
hypoosmotic stress.

Product Glycosylation

A variety of culture conditions may alter the glycosy-
lation pattern of proteins (28). Kimura and Miller (29)
studied the glycosylation of CHO-derived recombinant tis-
sue plasminogen activator (tPA) produced at increased
osmolality caused by the buildup of bicarbonate ions due
to elevated pCO2. Their results indicated that few, if any,
changes occured in glycosylation site occupancy, expres-
sion of high-mannose oligosaccharides, or the distribution
of surface charges on tPA in response to elevated pCC>2
and thus osmolality. However, both cell growth and tPA
production were affected. In contrast to this, Ingrosso
et al. (30) investigated the effects of repeated resealing of
erythrocytes on the methyl acceptability of endogenous
membrane proteins. Their results suggest that osmotic
stress to the membrane of resealed erythrocytes may be
responsible for increased protein methylation due to the
appearance of new binding sites or an increased accessi-
bility of existing sites.

Gene Expression

The molecular mechanisms involved in the responses of
mammalian cells to osmotic stress have been most exten-
sively studied in renal cell lines, since the renal medulla
is the only tissue routinely exposed to a greatly hyperos-
motic extracellular fluid. Here extracellular hypertonicity
has been shown to increase the expression of genes
involved in a generalized stress response, including the
early response genes (Erg-1 and c-fos) (31), heat shock
protein genes (a-B crystallin and HSP70) (31-33), and
genes that encode proteins (specific enzymes and trans-
porters) directly involved in the metabolism and transport
of organic osmolytes (34-39). More specifically, hyper-
tonicity elevates the abundance of aldose reductase, which
is used for synthesis of the osmolyte sorbitol from glu-
cose and increases the transcription of betaine, inositol,
and taurine transporters used for the uptake of these
osmolytes (40). The regulation and role of the heat shock
proteins in osmotic regulation seems to be the subject of
considerable ongoing research.

Programmed Cell Death — Apoptosis

The cause of culture death in bioreactors could be
either apoptosis, in which the cells actively participate

TIME (days)

Figure 1. Growth of mouse hybridoma cell line 6Hl 1 in
NaCl-stressed growth media in the presence and absence of
glycine betaine (15 mM). (O): Control, 330 mOsmol/kg, (O): 60 mM
NaCl added, 450 mOsmol/kg, (•): 6OmM NaCl and 15 mM
glycine betaine added, 465 mOsmol/kg, (D): 100 mM NaCl added,
510 mOsmol/kg, (•): 100 mM NaCl and 15 mM glycine betaine
added, 525 mOsmol/kg, (A): 140 mM NaCl and 15 mM glycine
betaine added, 610 mOsmol/kg (Ref. 5).
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in their own death process, or necrosis, in which extreme
environmental stress leads to catastrophic cell injury. In
a study on SH-SY5Y human neuroblastoma cells, it was
shown that these cells die by apoptosis under conditions
of hyperosmotic stress (41).

TEMPERATURE

Temperature is a key environmental variable that may
affect a large variety of animal cell parameters, ranging
from growth and product formation to shear sensitivity
and product quality. Fermentor temperature during
animal cell cultivation is largely controlled at 37 0C
in order to simulate normal body temperature. Thus
temperature has, until recently, received little attention
as a process optimization variable (42). However, recent
findings indicate that temperature manipulation may have
several advantages in the optimization of animal cell
processes.

Tolerance and Stress

Temperature stress has been reported to affect a large
number of cellular functions in animal cells grown in
culture. Table 2 attempts to give a short overview of some
temperature effects reported in the literature (42-55).

Cell Growth and Cell Cycle. In a study using HeLa
cells, Rao and Engelberg (43) found that exponential
growth could be maintained only from 33 through 40 0C. A
downshift of temperature from 37 to 31-33 0C prolonged
the total generation time of cultured mammalian cells.
In another study using human amnion cells, temperature
was shown to affect all parts of the cell cycle and in ways
characteristic of each period (52). However, the Gi phase
was the most severely affected of the four phases of the
cell cycle.

In a more recent study on the effects of temperature
shift on cell cycle, apoptosis, and nucleotide pools in CHO
cell batch cultures, a temperature shift to 30 0C after 48 h
was found to cause a rapid decrease in the percent of
cells in the S phase and accumulation of cells in the Gi
phase (45). Furthermore, culture viability was extended
following temperature shift, as a result of delayed onset
of apoptosis, while the overall rate of metabolism was
reduced. Similarity, in a study of temperature effects on
hybridoma cells, it was demonstrated that temperatures

Table 2. Effects of Temperature on Cellular Functions in
Animal Cells

lower than 37 0C increased the time that cells remained
viable (44). Bloemkolk et al. (49) demonstrated that also
for hybridoma cells lower temperatures caused cells to stay
longer in the Gi phase of the cell cycle. In batch cultures,
the adverse effect on cell propagation was avoided, when
temperature reduction was delayed until the first half
of the exponential phase had been passed. Under these
conditions, the maximum cell number was reached no
later than in cultures performed at 37 0C (47).

Metabolic Rates and Product Formation. In a study by
Freitag et al. (48) the influence of the process temperature
on the production of the anticoagulant rh-AT III, by
cultivation of recombinant BHK21cl3 cells in continous
culture, was examined. By reducing the bioreactor
temperature from 37 to 300C during the later part of
the exponential growth phase, the accumulation of toxic
metabolites, such as lactate, could be curtailed. The
glucose consumption/lactate production rate of the cells
considered increased with process temperature between
30 and 37 0C. The study concluded that in order to have a
positive influence, temperature reduction must take place
before the cell number stabilizes.

Reduction of fermenter temperature to 34 0C was
also found to have several advantages in the control of
high-density perfusion culture of recombinant hamster
cells (42). Low temperature reduced cell metabolic activi-
ties, reflected by the specific glucose uptake rate, specific
lactate production rate, specific glutamine uptake rate,
specific ammonia production rate, specific O2 uptake rate,
and the specific CO2 evolution rate. Most pronounced was
the change in the glucose/lactate metabolism. A consistent
product quality and the improved molecule integrity were
important advantages. However, although low tempera-
ture reduces the rate of proteolysis, thus favoring product
integrity, it will not eliminate the problem (54).

Van der Pol et al. (51) monitored the monoclonal
antibody production of an immobilized hybridoma cell line
cultivated in a fluidized-bed reactor for nearly 900 h. The
cultivation temperature was varied between 34 and 40 0C.
Raising the temperature from 34 up to 37 0C resulted in a
simultaneous increase of growth and specific antibody
production rate. Specific metabolic rates of glucose,
lactate, glutamine, and ammonium stayed constant in
this temperature range. However, a further enhancement
of temperature up to 4O0C had a negative effect on
growth rate, whereas the specific monoclonal antibody
production rate showed a small increase. The other
specific metabolic rates also increased in the temperature
range between 38 to 400C. The maximum specific MAb
production rate and the maximum growth rate of the
immobilized hybridoma cell line were reached at 40 and
37°C, respectively. The maximum cell-specific metabolic
rates for glucose, glutamine, lactate, and ammonium were
reached at 40 °C, whereas Yiac/giu and Yamm/g\n stayed
constant for the investigated temperature range. The
influence of temperature on the specific metabolic rates
of immobilized cells and suspension cells was similar.

Reduced growth rates, glucose consumption rate, and
lactate production were also demonstrated during low-
temperature cultivations of adherent recombinant baby

Effect

Viability
Metabolic rates
Specific rate of product formation/product titer
Cell density and growth rate
Cell cycle
Shear sensitivity
Cell morphology
Proteolysis
Product quality and integrity
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hamster kidney (BHK) cells (47). However, for these cells
the maximum cell density and productivity seemed not to
be affected by the temperature reduction.

Interspecies hybridomas, such as human x mouse
hybrid cells, may show a high degree of instability for
monoclonal antibody production. A reduction of cultivation
temperature decreases the growth rate and thus the
number of mitoses, where the segregation and loss
of chromosomes occur. Reduced cultivation temperature
was also found to stabilize the overall IgM-production
rate over the total cultivation period for interspecies
hybridomas (56).

Finally, the cellular responses to temperature stress
were shown to be affected by the metabolic state of an
EPO-producing CHO cell line, as cells maintained in
serum-free medium were more sensitive than cells growing
exponentially in the presence of serum (55). Furthermore,
the EPO glycosylation patterns were not affected by
exposure to a 42 °C/l-h heat shock. In contrast, a 45 0CIl-
h heat shock terminated RNA and protein synthesis
immediately and caused culture death in 12 h.

Shear Sensitivity

Ludwig et al. (53) studied the influence of temperature on
the shear stress sensitivity of adherent BHK 21 cells.
Decreasing the temperature lowered the growth rate
and increased the ability of the BHK cells to withstand
shear stress. Also, cell morphology was changed at low
temperature; at 28 0C the cells were mostly spherical or
triangular, as opposed to a confluent monolayer at 37 0C.
These effects were ascribed to a change in the fluidity
of the cell membrane, as the membrane congeals to a
semicrystalline gel at low temperature.

Heat Shock Proteins/Stress Proteins

All cell types studied so far, from E. coli to human
cells, possess a stress-response system. This is often
referred to as the "heat shock" response due to the
original observation that exposure to superoptimal heat
resulted in production of a number of new proteins or
drastically increased production of other proteins. In
parallel with this, synthesis of most other proteins is
inhibited. Furthermore, exposure to other agents such as
nutrient starvation, osmotic stress, or toxic substances
may also induce some of the heat shock proteins and some
other proteins as well (54). We now know that proteins
induced by heat exist in almost all living organisms,
and that many of these proteins are related. Several of
the genes for these proteins have been cloned, providing
important data on their degree of similarity. This work has
shown that two groups of stress proteins, in particular,
the hsp 70 and hsp 90 families, are among the most
highly conserved proteins in nature (57). Also, it has been
shown that prior induction of heat shock proteins (e.g.,
by exposure to 39 0C) will protect cells from subsequent
exposure to elevated temperature or other stresses.

Nishiyama et al. (58) have identified an RNA-binding
protein induced in response to cold stress and designated
as cold-inducible RNA-binding protein (CIRP). This
protein was expressed in mouse testis (BALB/3T3 mouse

fibroblasts). When the culture temperature was lowered
from 37 to 32 0C, expression of CIRP was induced and
growth of BALB/3T3 cells was impaired as compared to
that at 37 0C. The results indicate that CIRP plays an
essential role in cold-induced growth suppression of mouse
fibroblasts. Overexpression of cold-inducible RNA-binding
protein resulted in reduced growth rate and prolongation
of the Gi phase.

Programmed Cell Death — Apoptosis

The cause of culture death in bioreactors could be either
apoptosis, in which the cells actively participate in
their own death process, or necrosis, in which extreme
environmental stress leads to catastrophic cell injury.
Recently, Raj an Nagarathnamma and Sureshkumar (59)
have shown that heat shock causes apoptosis enhancement
in CC9C10 hybridoma cultures. Exposure to a 42 0C
shock for 1 h increased the apoptosis extent (DNA
fragmentation) by 32%.
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pH affects the growth, metabolism, differentiation, and
biophysics of animal cells in various ways. This section
reviews a select number of these effects that are partic-
ularly relevant to animal cell culture: pH homeostasis;
pH gradients in tissues and cell culture systems; pH
effects on receptor concentration, cell differentiation, cell
metabolism, protein production and glycosylation; and
complex effects of pH.

pH HOMEOSTASIS

Modulators of pH homeostasis include Na+/H+ antiports,
CI-/HCO3- antiports, and Na+-(HCO3") symports (or
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pH affects the growth, metabolism, differentiation, and
biophysics of animal cells in various ways. This section
reviews a select number of these effects that are partic-
ularly relevant to animal cell culture: pH homeostasis;
pH gradients in tissues and cell culture systems; pH
effects on receptor concentration, cell differentiation, cell
metabolism, protein production and glycosylation; and
complex effects of pH.

pH HOMEOSTASIS

Modulators of pH homeostasis include Na+/H+ antiports,
CI-/HCO3- antiports, and Na+-(HCO3") symports (or
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cotransporters). The most widely studied regulators of
pH homeostasis are the Na+/H+ antiports or exchangers
(NHEs). NHEs catalyze the electroneutral exchange of
extracellular Na+ (influx) for intracellular H+ (efflux) with
a stoichiometry of 1:1 (1). They are quiescent at normal
physiological intracellular pH but become activated upon
acidification of the cytosol or in response to mitogens,
such as serum and granulocyte macrophage colony-
stimulating factor (GM-CSF). In addition to a role in
pH homeostasis, NHEs also play roles in regulating cell
volume and osmolarity; the transcellular absorption of
Na+, acid/base equivalents, and water; and possibly cell
proliferation (1,2). Mammalian NHEs are integral plasma
membrane phospho(glyco)proteins with 10-12 putative
transmembrane domains at the amino terminus and a
long cytoplasmic region at the carboxyl terminus (3,4). To
date, six members of the NHE family have been identified.
NHEl, which is expressed in nearly all mammalian
tissues, is localized to both the basolateral and apical
(brush border) surfaces of several epithelial cells (5). It
serves to regulate cystolic pH, cell volume, and possibly
cell proliferation (3,6). NHEs 2 through 4 exhibit a more
restricted tissue distribution and are found primarily in
the kidney and gastrointestinal tract. NHE2 has been
reported to be localized to both the basolateral and apical
(brush border) membranes of epithelial cells (4). Although
its exact physiological function is unclear, NHE2 may play
a role in regulating cytosolic pH, cell volume, and cell
proliferation in a manner similar to NHEl. NHE3, which
is localized to the apical (brush border) membrane of renal
proximal tubule and intestinal epithelia, is thought to play
a role in the transepithelial reabsportion of Na+ (3). NHE4,
which is localized to the basolateral membrane of renal
inner medullary tubules (an area of high osmolarity), is
thought to play a role in regulating volume homeostasis
(3,4). NHE5 is found in several nonepithelial tissues,
including brain, testis, spleen, and skeletal muscle (7).
Its function is not yet fully characterized. NHE6 exhibits
ubiquitous tissue localization like NHEl, but is most
abundant in mitochondrion-rich tissues, such as brain,
skeletal muscle, and heart (8). It is believed to play
a role in extruding of Na+ from the alkaline matrix
of respiring mitochondria, and therefore may regulate
organellar volume (4).

There are two types of C1~/HCO3~ antiports (or
exchangers), Na+-independent and Na+-dependent. The
Na+-independent C1~/HCO3" exchanger is responsible for
the electroneutral exchange of extracellular Cl" (influx)
for intracellular HCO3" (efflux) with a stoichiometry of
1:1 (1). In this manner, the Na+-independent C1~/HCO3~
exchanger acidifies the cytoplasm should alkalinization
occur. Aside from a role in pH homeostasis, these
exchangers may also play roles in regulating cell volume
and osmolarity, in transepithelial transport of acids
and bases, and in the transport of CO2 between the
peripheral tissues and the lungs (2). The Na+-dependent
C1~/HCO3~ exchanger is responsible for the electroneutral
exchange of extracellular Na+ and HCC>3~ for intracellular
Cl" (and possibly H+), with a stoichiometry of 1:1:2
for Na+/Cl~/acid-base equivalents, respectively (1). For
example, in barnacle muscle fibers, 1 Na+ and 1 HCO3"

are exchanged for 1 Cl~ and 1 H+ (9). In this manner, the
Na+-dependent C1~/HCO3~ exchanger is thought to play
a role in extruding of acid from the cell. Both types of
C1~/HCO3~ exchangers have been reported to be present
in fibroblasts, hepatocytes, erythrocytes, epithelial cells,
and Vero cells, as well as in barnacle muscle fibers and
squid giant axons.

The Na+-(HCO3~) symporter is responsible for the
coupled transport of Na+ and HCO3" into the cell.
Unlike the Na+/H+ and C1"/HCO3~ exchangers, the Na+-
(HCO3") symporter operates in an electrogenic fashion
(i.e., the stoichiometry OfNa+ and HC03~ exchange is not
1:1, resulting in the creation of an electrical potential
across the cell membrane). The Na+-(HCO3") symporter
transports one Na+ along with two or more HCO3",
resulting in net acid extrusion from the cell (10). Like
the Na+/H+ and C1"/HCO3- exchangers, Na+-(HCO3")
symporters also play roles in cellular functions other than
pH homeostasis, such as regulating the transepithelial
transport of Na+, acid/base equivalents, and water (2).
Na+-(HCO3") symporters have been reported to be present
in mammalian hepatocytes and several types of epithelial
cells, including frog retinal pigment epithelium, alveolar
epithelial cells, and renal proximal tubules.

An interesting example of the way changes in antiporter
expression can mediate cell adaptation to alterations
in culture pH is the role of the band 3 protein in
erythroid differentiation. Band 3, which is upregulated
in the latter stages of erythrocyte differentiation, is
structurally and functionally similar to the epithelial Na+-
independent C1~/HCO3~ exchanger (11). As such, band 3
exchanges HCO3" ions for Cl" ions, and acidifies the
erythrocyte cytoplasm. Work done by McAdams et al. (12)
demonstrated that in response to culture at pH 7.6,
peripheral blood mononuclear CD34+ cells exhibited a
higher percentage of band 3 — positive cells (and acquired
this erythroid differentiation marker sooner) compared to
cells cultured at pH 7.35 or 7.1. They concluded from their
experiments that pH plays an important role in erythroid
differentiation. Since band 3 is a C1"/HCO3" exchanger,
it is logical that cells exposed to pH 7.6 exhibit a greater
amount of band 3 protein (than cells exposed to pH 7.35
or pH 7.1) in an attempt to acidify the cytoplasm under
slightly alkaline conditions.

pH GRADIENTS IN TISSUES

Several studies in the literature have reported on the
measurement of pH gradients in normal and tumor
tissues. Examining the interstitial pH of tumor tissue
is important in understanding tumor growth and also the
response of tumors to various cancer treatments. Acidic
extracellular pH has been shown to inhibit tumor cell
proliferation and metabolism in vitro (13). Evidence in
the literature also suggests that acidic pH may enhance
tumor cell metastasis (14). In addition to these effects,
pH plays an important role in determining the efficacy of
various cancer treatments because acidic pH may reduce
the proliferation of IL-2 stimulated lymphocytes (15) and
increase the cellular resistance to radiation (16). Acidic
pH may also enhance the cytotoxicity of certain alkylating



drugs in vitro (17), increase the sensitivity of cells to
hyperthermia (18), and serve as a prognostic indicator of
tumor response to thermoradiotherapy (a combination of
hyperthermia and radiation therapy) (19). Because pH has
such a profound effect on tumor response to treatment, the
ability to measure pH gradients in tumors noninvasively
may prove useful in determining the most appropriate
method of cancer therapy.

Martin and Jain (20) reported on the use of fluorescence
ratio imaging microscopy (FRIM) to measure macroscopic
pH gradients in normal and tumor tissues. The ability
of FRIM to measure pH gradients was verified by in
vitro calibration studies, in which the pH gradient of
an isoelectrically focused polyacrylamide gel was mea-
sured by two independent pH measurements. The first
measurement, using a flat membrane surface pH elec-
trode, directly determined the spatial pH gradient along a
track. The second measurement involved soaking the gel in
BCECF (2/,7/-bis-(2-carboxyethyl)-5,6-carboxyfluorescein),
a fluorochrome that exhibits pH-dependent spectral char-
acteristics. Then the gel was excited with 495-nm light
(maximum pH sensitivity of BCECF) followed by 440-
nm light (at which BCECF is pH insensitive), and the
fluorescent intensities along a track were recorded. The
relationship between fluorescence and pH was determined
by soaking sections of the gel in BCECF solutions at var-
ious pH and recording the fluorescence intensities. With
this calibration curve, along with the fluorescent intensity
information, the spatial pH gradient along a track could
be determined. The average difference between the two
independent measurements was less than 0.05 pH units,
verifying the accuracy of FRIM for measuring spatial pH
gradients. In vivo studies using FRIM were then done to
measure the pH in VX2 carcinoma tumor tissue and its
surrounding normal tissue grown in the rabbit ear cham-
ber (tissue thickness limited to 50 \im). They found that
the average pH of normal tissue was 7.18 ± 0.11 whereas
that of tumor tissue was 6.75 ± 0.10.

In subsequent studies, Martin and Jain (21) examined
the interstitial pH profiles of normal and tumor (VX2
carcinoma) tissues using FRIM at the microcirculatory
level. They found that the interstitial pH, in normal tissue
decreased 0.32 pH units over a distance of 50 jim away
from a blood vessel, whereas the interstitial pH in tumor
tissue decreased by 0.13 units over the same distance.
Even though the pH gradient near the blood vessel in
normal tissue was greater than that in tumor tissue, the
tumor tissue had a greater proton concentration gradient
(5.7 x 10~8 M over a distance of 0 to 50 jum away from the
blood vessel) as compared to the normal tissue (4.5 x 10~8

M over the same distance). It is also important to note
that the pH at the blood vessel wall in normal tissue was
7.38 ± 0.09 whereas that in tumor tissue was 6.79 ± 0.13.
In temporal studies on the effects of hyperglycemia
(high glucose concentration), they found that following
a systemic injection of glucose (6 g glucose/kg of animal
i.v.), the pH of tumor tissue dropped more than 0.2 units
in 90 minutes, whereas the pH of normal tissue remained
unchanged.

Dellian et al. (22) used an adapted method of FRIM
(pinhole illumination-optical sectioning) to measure the

pH in thick (2 mm as opposed to 50 |nm) tumor tissues.
They observed sharp pH gradients with variable spatial
patterns between tumor blood vessels. On average, the
pH decreased by 0.10 pH units over a distance of 40 jxm
away from the blood vessel wall and by 0.33 pH units over
a 70 jim distance. Helmlinger et al. (23) reported the first
combined measurement of pH gradients (using the pinhole
illumination-optical sectioning method with FRIM) and
pC>2 gradients (using phosphorescence quenching) in
LS174T human adenocarcinoma tumors grown in SCID
mice. They found that greater than 90% of the pH
gradients between two tumor blood vessels had profiles
with the highest pH nearest the blood vessel and the
lowest pH furthest away from the blood vessel.

pH GRADIENTS IN CELL CULTURE SYSTEMS

Because variations in culture pH can affect several
cellular properties and functions, effective pH control is
necessary in mammalian cell culture for the production
of diagnostic and therapeutic proteins, viral vaccines,
and cells for somatic therapies. Unless pH is controlled
properly, problems with cellular/product quality and/or
uniformity may arise. Effective pH control is not always
obtainable, however, as spatial inhomogeneities in the
culture system may result in pH gradients. In addition,
the extracellular pH may vary dramatically as the
cell density increases, regardless of the culture system.
Studies in the literature have reported on pH gradients
in several different culture systems, including T-flasks,
hollow fiber reactors, and stirred tank reactors. In T-
flasks, Akatov et al. (24) found that within 6 hours of
feeding, Chinese hamster fibroblasts had a local pH of
6.5, even though the bulk pH remained at 7.6. In studies
with a hollow-fiber reactor system, Heath and Belfort (25)
found gradients in nutrient concentrations, which could
very well lead to gradients in pH and dissolved oxygen.
Concerning pH gradients in a stirred tank reactor, Borys
et al. (26) studied the effects of the degree of aggregation
of recombinant CHO cells (cultured on microcarriers) on
the production and glycosylation of the mouse placental
lactogen-1 (mPL-1) protein. They found that alterations
in the degree of CHO cell aggregation (i.e., from a
single cell monolayer to large cellular aggregates) had
an effect on mPL-1 protein expression and glycosylation.
Borys et al. (26) proposed that these effects resulted from
changes in the physiological conditions inside the cell
aggregates (including changes in pH). Because effective
pH control is necessary to obtain culture homogeneity but
is not always obtainable, it is important to understand the
effects of pH gradients on cellular properties and functions
in several types of culture systems.

pH Effects on Receptor Concentration

Surface receptors mediate several functions including
cell adhesion, catalysis of surface associated reactions,
signal transduction, and recognition of cancerous or virally
infected cells. Therefore, receptor surface content is an
important issue in the production of whole cells for
use in somatic therapies, including hematopoietic cells



used for bone marrow or peripheral blood progenitor
cell transplantation, and immune cells such as natural
killer (NK) cells, tumor infiltrating lymphocytes (TIL), and
antigen-specific cytotoxic T lymphocytes (CTL). Receptor
expression is also an important issue in the production of
viral vaccines. In light of this, cells used for somatic and
gene therapies, and for viral vaccine production, must be
cultivated in a way that maintains the expression of all
necessary surface receptors in order to maintain biological
functionality, as indicated by the treatment effectiveness
or the amount and activity of vaccine produced. Thus,
studying the effects of extracellular pH as a bioprocessing
parameter on cellular receptor levels has applications in
the large-scale culture of mammalian cells for somatic and
gene therapies, and for viral vaccine production.

There are few studies in the literature on the effects of
pH on receptor expression. Katafuchi et al. (27) examined
the expression of the atrial natriuretic peptide (ANP)
receptor on bovine aortic endothelial cells cultured in
three different pH environments (pH 7.0, 7.4 and 7.7).
Cells cultured in pH 7.0 medium exhibited approximately
twice as many ANP receptors as compared to cells cultured
in pH 7.4 medium. Furthermore, cells cultured in pH 7.7
medium exhibited only trace amounts of the ANP receptor.
It is important to note that, although pH had dramatic
effects on ANP receptor surface concentration, it did not
affect the ANP receptor affinity for its ligand (ANP).

McDowell and Papoutsakis (28) examined the effects of
extracellular pH on the surface content and mRNA level
of the CD 13 receptor on human-derived promyelocytic
leukemia (HL60) cells cultured at pH 7.0, 7.2, and 7.4
in stirred tank bioreactors. Decreasing the pH from 7.4
to 7.0 and from 7.4 to 7.2 increased the CD 13 receptor
surface content of HL60 cells by approximately 70% and
60%, respectively. These changes in CD 13 receptor surface
content in response to extracellular pH were not correlated
with changes in CD 13 mRNA levels, as demonstrated by
Northern blot analysis. Since extracellular pH affected
CD 13 receptor surface content, but did not affect CD 13
mRNA levels, pH must affect another receptor processing
step. It is possible that extracellular pH may affect
CD 13 receptor protein synthesis, trafficking to the cell
membrane, internalization, degradation, or recycling.
Additional experiments are needed in order to ascertain
the mechanism through which extracellular pH affects
CD 13 receptor surface content.

pH Effects on Cell Differentiation

Human hematopoietic cells have great promise for use
in bone marrow or peripheral blood progenitor cell trans-
plantation therapies following high-dose chemotherapy
and/or radiation treatments. In such therapies, these cells
reconstitute the hematopoietic system, which is depleted
during the eradication of cancer cells from the body. Once
peripheral blood progenitor cells are administered to a
patient, it generally takes between eight and twelve days
for platelet and neutrophil counts to reach acceptable lev-
els (29). During this period, the patient is in danger of
internal bleeding and very susceptible to infections. The-
oretically, these periods of thrombocytopenia (low platelet
counts) and neutropenia (low neutrophil counts) could be

shortened by supplementing bone marrow or peripheral
blood progenitor cells with mature megakaryocytes (pre-
cursors of platelets) (30) and neutrophils (31). In the ex
vivo expansion of human hematopoietic cells for somatic
therapies, extracellular pH is an important bioprocess-
ing parameter because pH is proving to have a profound
effect on cell differentiation. Depending upon the culture
conditions (including extracellular pH and cytokine com-
binations), several types of cells may be produced from
the same initial population. Therefore pH is an important
culture parameter in determining the desired cellular end
product, whether it be platelets for treating thrombocy-
topenia, neutrophils for treating neutropenia, or red blood
cells and platelets for use in blood transfusions.

Concerning the effects of extracellular pH on primary
hematopoietic cell differentiation, Zipori and Sasson (32)
found that murine bone marrow cells cultured over the
pH range of 6.5 to 8.0 exhibited maximum development
of granulocyte/macrophage colonies at pH 7.4. This is
consistent with the work of McAdams et al. (33) who found
that in pH-adjusted methylcellulose cultures of human PB
MNC (peripheral blood mononuclear cells) and CB MNC
(cord blood mononuclear cells) over a range of pH 6.95 to
7.6, the differentiation of granulocyte/macrophage colony-
forming units into colonies was maximum at pH 7.4.
Two interesting observations were made from these
experiments. First, PB MNCs were more sensitive to
extreme pH values compared to CB MNCs. Second,
granulocytic progenitors were more resistant to acidic pH
compared to macrophage progenitors, because at pH 6.7
(the lowest pH value at which colonies were detected) the
only colonies remaining were CFU-G.

McAdams et al. (33) also found that the differentiation
of BFU-E (erythrocyteburst-forming units) was maximum
at pH 7.4. In pH-adjusted liquid cultures of PB MNCs
and CB MNCs, McAdams et al. (12,33) found that the
number of BFU-E remaining in culture was not affected
by low pH (7.15), but was reduced by 80% at high pH (7.6).
This suggests that at pH 7.6, BFU-E are being depleted
to produce mature erythroid cells. This was confirmed
by a benzidine assay (benzidine detects the presence
of hemoglobin), which showed that compared to the
intermediate pH (7.35) cultures, less mature erythroid
cells were present at low pH (7.15), whereas more mature
erythroid cells were present at high pH (7.6). From
these experiments, they concluded that low pH inhibits
erythroid differentiation and high pH accelerats erythroid
differentiation. Further studies by McAdams et al. (12),
including morphological studies (Wright -Giemsa staining
of cells; Fig. 1), flow cytometric analysis (using the
antigens CD45RA and CD71), determination of the
amount of band 3 (an antigen upregulated in the later
stages of erythroid differentiation), and Western blot
analysis of both band 3 and hemoglobin, support the
conclusion that erythroid differentiation is accelerated at
high pH (7.6) and inhibited or arrested at low pH (7.15).

Concerning the effects of extracellular pH on the differ-
entiation of other types of cells, Fischkoff et al. (34) found
that human-derived promyelocytic leukemia (HL60) cells
cultured at pH 7.6-7.8 for one week differentiated into
eosinophils and eosinophilic precursors. In subsequent



Figure 1. Effect of culture pH on erythroid differentiation:
morphological analysis of cultured human hematopoietic cells
under conditions favoring erythroid differentiation. G: granulo-
cyte; M: monocyte; El: pronormoblast (least mature erythroid);
E2: basophilic normoblast; E3: polychromatic normoblast; E4:
orthochromatic normoblast (most mature erythroid). Reprinted
by permission from Ref. 12.

studies, Fischkoff and Rossi (35) identified stable sublines
of the HL60 cell line which selectively differentiated into
either neutrophils, monocytes, or eosinophils when treated
with butyric acid. Consistent with earlier work, they found
that the neutrophil and monocyte-directed sublines differ-
entiated into eosinophils when cultured at pH 7.6 for two

months. In studies with the human erythroid cell lines
K562 and KU-812, Endo et al. (36) observed an increase in
spontaneous differentiation when the cells were cultured
at pH 7.6, as opposed to pH 7.4. Fitzgerald et al. (37) exam-
ined the effects of pH on the ex vivo culture of Barrett's
esophagus (BE), a premalignant epithelium associated
with an increased risk for adenocarcinoma. As a determi-
nant of cell differentiation, they measured the expression
of villin, a binding protein that serves to link actin fila-
ments in microvilli. Villin expression was not affected in
BE samples exposed to a one-hour pulse of acidified media
(pH 3-5) followed by culture at pH 7.4. In contrast, the
number of cells exhibiting detectable amounts of villin
increased from 25 to 50 or 83% in BE samples exposed to
acidified media for 6 and 24 hours, respectively.

pH Effects on Cell Metabolism

Studies examining the effects of pH on cell metabolism
have been done with HeLa cells (38), lymphoblastoid
cells (39), hybridomas (40,41), and HL60 cells (28). In each
instance, as the culture pH decreased, the cells exhibited
a decrease in glucose consumption and lactate production
rates. It is important to note that in addition to the
decrease in glucose consumption and lactate production
rates with decreasing culture pH, McQueen and Bailey
(41) also observed a decrease in the hybridoma cell growth
rate. This behavior is in contrast to the results of McDowell
and Papoutsakis (28), who found that with decreasing
culture pH, HL60 cells exhibited a decrease in glucose
consumption and lactate production rates, and the cell
growth rate remained largely unaffected. It is possible
that the overall better yields of HL60 cells with decreasing
pH (i.e., more cells per mole of glucose) could result from
a decrease in metabolic energy requirements, utilization
of a higher percentage of other nutrients at lower pH, or
more likely, complex events involving several metabolic
processes.

pH EFFECTS ON CELL GROWTH, PROTEIN PRODUCTION,
AND GLYCOSYLATION

This section will review reported effects of culture pH
on the expression rates and glycosylation of proteins
by mammalian cells. The pH used for the culturing of
mammalian cells normally ranges from pH 7.0-7.6. If
not externally controlled, the pH will decrease to 6.6-6.9
due to the formation of lactic acid, which is a by-product of
glucose metabolism. The optimal extracellular pH (pHe) for
mammalian cell culture has traditionally been determined
by cell growth experiments. However, the optimal pHe for
cell growth may not always coincide with the optimal
pHe for protein production. For example, the maximum
specific antibody expression rate of hybridoma cells has
been associated with a pH stress response (40,42) at the
acidic pHe of ca. 6.8, which is considerably lower than the
optimum pHe reported for hybridoma cell growth (ca. pHe

7.2) (40,42,43). There is no single pHe value optimal for
cell growth for all cell types. Rather, the optimal pHe for
cell growth for several different cell types ranges between
pH 6.8-7.8 (44; Table 1).

High pH

LowpH

Intermediate pH
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It is certain that there is also no single optimal pHe for
protein expression for all mammalian cell types. This was
demonstrated by Wayte et al. (45) who reported the results
of pHe optimization studies for two murine hybridomas
and a murine myeloma transfected to express human
antibody (Table 2). The maximum cell density and specific
MAb expression rate were similar for Hybridoma 1 at
pHe 7.0 and 7.1. However, the final MAb concentration
was 50% greater at pHe 7.0 because cell viability was
maintained longer at the lower pH value. Despite a
significant reduction in hybridoma 2 cell growth at pHe 7.1,
there was still a 50% increase in final MAb concentration
compared to that at pHe 7.2 due to a higher specific MAb
expression rate. The small changes in pHe affected the

three cell lines of Table 2 differently. However in each
case, the pHe optimization studies resulted in a 50-60%
increase in MAb concentration.

There may be cases where it is advantageous to operate
without pH control to allow the culture pH to naturally
decrease as the culture progresses. Schmid et al. (46)
compared MAb production from a mouse hybridoma in
batch culture with pH control (pHe 7.2) to a culture
without pH control (7.2 initial pHe, 6.6 final pHe). The
culture lifetime was approximately 2 days longer without
pH control, and the final antibody concentration was
ca. 60% greater than with pH control. This increase
without pH control was attributed to a high initial
cell growth rate at pH 7.2, and as the pH naturally
decreased, to a decrease in both glucose and amino acid
consumption rates along with an increase in specific
antibody production.

Changes in pHe have also been reported to affect the
recombinant protein production rate of mouse placental
lactogen I (mPL-I) expressed in Chinese hamster ovary
(CHO) cells (47). In this study, recombinant mPL-I
expression was carried out under non-growth conditions
in serum-free medium. The maximal rates for mPL-I
secretion, total protein secretion, and glucose consumption
all occurred between pHe 7.6 and 8.0. The dependency of
the specific mPL-I expression rate on pHe (Fig. 2) was
found to be similar to the previously reported CHO cell
growth rate dependence on pHe (48). Kurano et al. (48)
examined the effect of pHe on CHO cells from pHe 7.0-7.9,

Table 1. Optimal pH for Mammalian Cell Growth as
Summarized by Waymouth (44)

Table 2. Results of pHe Optimization Studies for Two
Murine Hybridomas and a Murine Myeloma Transfected
to Express Human Antibody (45)

Cell Line

HeLa
Rabbit lens
SV-40 transformed WI-38
Two human skin fibroblast cell lines

Optimal pH for
Cell Growth

6.9
6.8-6.9
7.4-7.5

7.5-7.6 and 7.6-7.8

Cell Type

Hybridoma

1

Hybridoma

2

GS-NSO

Parameter

Approx. max. cell
den. (cells/ml)

Spec. prod, rate
(mg/106- cell/h)

Time integral of
cell conc.a

Total MAb cone.
(mg/L)

Approx. max. cell
den. (cells/ml)

Spec. prod, rate
(mg/106- cell/h)

Time integral of
cell cone.

Total MAb cone.
(mg/L)

Approx. max. cell
den. (cells/ml)

Spec. prod, rate
(mg/106- cell/h)

Time Integral of
Cell cone.

Total MAb cone.
(mg/L)

Value

pH 7.0 pH 7.1

1.6 x 106 1.6 x 106

240 260

160 125

43 29

pH 7.1 pH 7.2

3 x 106 6 x 106

120 60

322 414

34 23

pH 7.1 pH 7.4

2.5 x 106 2.0 x 106

660 540

270 210

194 119

PH

Figure 2. Extracellular pH affects the expression rates of
recombinant proteins (a: mPL-I; b: mPL-II) by CHO cells.
Reprinted by permission from Ref. 47
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and found that the maximum specific glucose uptake
rate occurred at pHe 7.6. It is not unreasonable that
in cells where protein expression is constitutive, such as
with recombinant mPL-I expression, the effect of pHe on
protein production may be related to the overall effect
of pHe on cell metabolism and health. This would be in
contrast to the optimum pHe for specific MAb production
by hybridomas, which was related to a pHe stress response
and found to correlate neither with the optimum pHe

for specific glucose uptake nor the optimum pH for cell
growth (40).

Glycosylation is a post-translational modification to
proteins in which an oligosaccharide (sugar) chain is
attached and modified in the endoplasmic reticulum
and Golgi organelles in eukaryotic cells (reviewed in
Ref. 49). Structural changes in oligosaccharide chains have
been reported to affect biological activity, antigenicity,
circulatory lifetime and solubility of glycoproteins (49).
Extracellular pH was found to affect the glycoform
distributions of IgG from hybridomas (50), and mPL-I
expressed in CHO cells (47). Glycoforms of mPL-I with
similar molecular sizes were expressed between pHe

values from 7.2 to 8.0. However, decreased glycosylation
of mPL-I occurred at both lower pHe values (pHe < 6.9)
and at higher pHe values (pHe > 8.22).

Ammonia, which is a by product of glutamine
metabolism, has been associated with decreases in cell
growth rates and cell viability. Ammonia has been shown
to affect protein glycosylation and specifically sialyla-
tion (51). It is now well established that the inhibitory
effects of ammonia on mammalian cells increase with pHe.
It is believed that the unprotonated ammonia molecule
(NH3, see equation 1) is responsible for the inhibitory
effects. In fact, direct correlations have been shown
between increasing NH3 concentrations, as calculated by
the Henderson-Hasselbach equation (equation 2), and cell
growth inhibition in hybridoma cultures (43), as well as
inhibition of N-linked glycosylation by CHO cells (52).

NH3 H- H+ +> NH4
+ (1)

pH = PKa + log(NH3/NH4
+) (2)

In summary, there is no single pHe value that can be
specified as optimal for cell culture. There are reports
that the optimal pHe for cell growth may differ from
that for protein expression and that the optimal pHe will
vary for different cell lines. Ultimately the decision on
culture pHe will take into account the effects of pHe on
the specific protein production rate, cell growth, nutrient
consumption, and protein quality (e.g., glycosylation)
to deliver the highest final protein concentration with
acceptable quality. However, as the above references
demonstrate, pHe is a critical variable to optimize during
the development of any cell culture process.

COMPLEX EFFECTS OF pH

An interesting example of pH regulation of a complex cel-
lular process is the modulation of nitric oxide synthase
(NOS) induction in macrophages. NOS is an enzyme that

releases nitric oxide (NO) upon conversion of L-arginine to
L-citrulline. NO participates in several mammalian organ
functions including vasodilation, neurotransmission, inhi-
bition of platelet aggregation, and mediation of the ability
of macrophages to kill microbes and tumor cells. Three
isoforms of NOS have been identified to date, endothe-
lial, neuronal, and inducible. Endothelial and neuronal
NOS are constitutively expressed and dependent on Ca2+

for activation. Inducible NOS (iNOS), so-called because
it is expressed only after transcriptional induction, is
the most common form and is found in several differ-
ent cell types. Bellocq et al. (53) studied the effects of
reduced medium pH on iNOS activity in rat peritoneal
macrophages. They found that decreasing the medium pH
from 7.4 to 7.0 resulted in a 2.5-fold increase in nitrate
accumulation that was associated with an increase in
iNOS mRNA levels. This increase in iNOS mRNA levels
was found to result from an increase in the rate of iNOS
mRNA transcription, as opposed to an increase in iNOS
mRNA stability. The mechanism through which reduced
pH led to the induction of iNOS transcription involved
the transcription factor nuclear factor kappa B (NF-/cB);
exposing rat peritoneal macrophages to pH 7.0 medium
(as opposed to pH 7.4 medium) resulted in an increase
in NF-/cB binding activity in the nucleus and in NF-/cB-
driven reporter gene expression. Treatment with drugs
that interfered with NF-/cB translocation to the nucleus
resulted in no pH-induced nitrate accumulation, verifying
the involvement of NF-/cB in this pH-induced effect. Over-
all, the process by which reduced pH led to an increase
in nitrate accumulation required the presence of TNFa.
TNFa permitted NF-ATB, which is initially bound to the
inhibitory cytoplasmic protein LcB, to dissociate from LcB
and translocate to the nucleus, where it bound to an appro-
priate recognition sequence, and initiate transcription of
the iNOS gene.
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INTRODUCTION

The initial aims of cell and tissue culture were to
study specialized cell behavior and function in vitro.
However these aims could not be realized because only
the ubiquitous dedifferentiated cell, or cells transformed
by carcinogens, survived in culture. The discovery by
Enders (1) in 1949 that human pathogenic viruses could
be grown in cultured cells was both a revelation and the
starting point for animal cell technology. Prior to this
viruses could only be grown in living tissue; thus vaccine
production used living organisms such as the embryonic
chicken. The use of cultured cells to grow viruses opened
up the possibility of a cheaper, easier, biologically safer,
more controllable (and reproducible), and a larger-scale
method for vaccine manufacture. It took only 5 years from
Ender's discovery before the first cell-based vaccine was
licenced for clinical use (SaIk polio vaccine in primary
monkey kidney cells in 1954).



Thus the first commercial product from animal cells
was a vaccine, and these were the dominant products
for the next 20-25 years. During this period new and
biologically safer cell lines were introduced [WI-38 (2)
and MRC-5 (3)] to replace the use of primary cells
from monkey kidney or chick embryo, and a whole new
range of human vaccines were licenced (measles, rabies,
mumps, rubella) (4). Parallel development of veterinary
vaccines (5) led to unit processes of thousands of liters in
fermentation bioreactors (6). This was achieved through
being able to use a continuous cell line capable of
suspension growth, the BHK cell (7), which was considered
biologically unsafe for human vaccines (potential presence
of tumorigenic agents and viruses).

The development of animal cell biotechnology from
1954 to the present day has obviously been driven by
technological advances, but the main influencing factor
has been safety of the end product (8,9). Regulatory bodies
such as WHO, FDA, etc. have set down at all stages of the
process acceptable standards for cell products, and these
have had to safeguard against both known and perceived
hazards such as transforming viruses, disease agents,
carcinogenic and immunologically damaging molecules,
and, more recently, prions.

The key steps for manufacturing human products from
animal cells can be summarized as follows;

1. Use of primary cells (to replace eggs and other living
tissue/organs or animals) (1954)

2. Use of human diploid cells (HDC), such as WI-38
as a safe virus-free and noncarcinogenic substrate
(1962)

3. Acceptance of cell lines derived from cancer tissue to
produce human biologicals (1980, human interferon
from Namalwa cells)

4. Production of monoclonal antibodies (1986) and their
subsequent exploitation initially in the diagnostic
field and subsequently as therapeutics

Table 1. 'Native' Animal Cell Products

Human vaccines Polio (1954), measles (1963), rabies
(1964), mumps (1969), rubella
(1969), varicella (1976)

Veterinary vaccines FMDV, rabies, Marek's, pseudorabies,
BVD, Louping ill, bluetongue,
avian influenza, canine distemper

Interferon alpha-Interferon
Antibodies Monoclonal antibodies

5. Acceptance of genetically engineered (recombinant)
cell lines (1987, tPA from rCHO cells)

6. Use of cells as products for tissue replacement and
gene therapy (1990s) and the future exploitation of
stem cells

From the initial "native" cell products (Table 1) techno-
logical advances have not only led to the development of
many new products (Table 2), but have also enabled more
effective quality control tests to be introduced that can
assess the final product for safety. Previously all ingre-
dients of the process had to be proven to be completely
safe in case any component got through with the final
product; hence the requirement to use HDC for so long.
However, if the dangers are known and can be detected,
then less safe materials can be used if their absence in
the final product can be determined. This, together with
the increased scientific knowledge that has shown that
many perceived dangers were not in fact real dangers, has
opened up the use of cancer, recombinant, and other cell
lines for the production of a very wide range of human
biologicals (Tables 3 and 4).

PRINCIPLES OF THE PRODUCTION PROCESS

The basic principles common to most processes are
summarized in Figure 1. The components are;

Table 2. Animal Cell Products—Licenced, in Trial, and Possible

Product range

Vaccines — native, recombinant and DNA
Immunoregulators — interferons, interleukins
Blood clotting factors — Factors VII, VIII, IX
Hormones—hGH, FSH (Gonal-F)
Antibodies (monoclonal)

Tumor necrosis factors
Colony stimulating factors
Growth factors
Gene therapy

CAMs (cell adhesion molecules)
Others—tPA
Erythropoietins
Dismutases
Soluble receptors
Antisense
Stem cells

Target diseases

Viral infections, arthritis, MS, cancer
Cancer, HIV, transplantation, tissue regeneration
Hemophilia A and B
Dwarfism, fertility, contraception
Diagnostics in vitro and in vivo, cancer, vascular

remodeling
Cancer
Neutophena, sepsis, infectious disease
MS, ulcers, diabetes, tissue repair
Cystic fibrosis, cancer (colon, melanoma, renal cell,

neuroblastoma, ovarian, breast, lung), HIV
Cancer, atherosclerosis, infections
Myocardial infarction, thrombolytic occlusion
Anemia
Oxygen toxicity
Asthma, arthritis, septic shock
Viral (e.g., HIV), cancer, inflammatory disease
Tissue engineering, cell therapy, cancer



1. Seed banks (10). Both the cell line and virus (for
vaccines) have to be laid down in a fully tested and
characterized bank. Thus each production batch will
be initiated from identical cells (and virus) known to
be viable and contamination-free.

2. Cell seed expansion (10). A series of culture steps
is needed to expand the cell seed ampoule (e.g.,
5 million cells) to production size (range 109-1013

cells). For HDC this is accomplished in steps of
a split level of 1:2 or more usually 1:4 through
a series of flasks, roller bottles, and possibly cell
factories (A/S Nunc) (11). Other cell types are split
at a 1:5 to 1:20 ratio. A similar buildup is needed
for the virus seed.

3. Production. The production culture may be a
batch of several hundred roller bottles (12), 30-50
cell factories, or a single bioreactor for suspen-
sion (100-10,000 L) (13) or microcarrier (50-500 L)
cells (14-16). Although batch-type production is still
the most common process, continuous processes
where the product is harvested daily over a long
period (20-100 d) are becoming increasingly used.
Culture systems based on hollow fibers (17,18),
porous microcarriers (19,20), or other immobiliza-
tion techniques (21) are used for continuous per-
fusion processes. During the production phase the
virus seed, or a promoter (e.g., for interferon) may
be added.

Manufacturer's working
cell bank (MWCB)

Cell culture preparation

Expand cells from MWCB ampoule
to production size by serial cultivation

(HDC -1:2, 1:4 or 1:8; others 1:10-1:20)

Production
(ADC - flasks, roller bottles, cell
factories or microcarrier culture

SUSP -spinners, fermenters, immobilized
reactors) - depending upon scale ^

Virus seed bank

Virus growth

Expand virus from ampoule
to required production volume

(MOI)

Infect

Induction agent
Amplification,etc.

lntracellular virus/product

Detach cells (wash and trypsinize)

Bulk and Concentrate Cells
(by centrifugation or filtration)

Release product from cells
(by sonication, homogenization,

freeze-thawing)

Harvesting

Extracellular
virus

Recombinant
product

Collect supernatant

Concentrate

Purification of product
(Ch romatography

Gel filtration)

Pool, stabilize, and formulate
Dispense into vials for clinical use
Lyophilize (freeze-dry)
Package

Figure 1. Steps in a production process using animal cells for vaccines, antibodies, and
recombinant products shown schematically generalized.

Cell seed passages Virus seed passages

Processing

Clarification
(by centrifugation or filtration)



4. Harvesting. If the product is intracellular then
the cells have to be harvested (trypsin and/or
EDTA), washed and concentrated by centrifugation.
Extracellular (secreted) products just need the
culture supernatant to be collected.

5. Downstream processing (22). Intracellular products
have to be extracted from the cells (by sonication,
freeze-thawing, and/or homogenisation), and sepa-
rated from the cells (centrifugation or filtration).
Extracellular products need concentration and sep-
aration from the bulk supernatant.

6. Formulation. The product is added to a medium with
protective and stabilising agents, and then usually
freeze-dried (22).

7. Quality control. Throughout the process prescribed
samples are taken for a range of QC tests to show
safety, efficacy, and consistency in the process and
product (9,23).

CELL PRODUCTS

Viral Vaccines

The first cell-based vaccine was against polio and was
produced in monkey kidney cells. Then a series of
HDC vaccines were licenced during the 1960s (24). The
first recombinant vaccine was against hepatitis B, and

currently the dominant target is HIV. Other viral diseases
with trial vaccines are HSV, RSV, CMV, influenza, and
rotavirus. The vaccine field has expanded from infectious
diseases to include cancer (particularly melanoma, but also
breast, colorectal, ovarian, and B-cell cancers), rheumatoid
arthritis and multiple sclerosis, and contraception. The
vaccine itself is showing a dynamic evolution from
the original whole virus (dead or attenuated), through
subunits (native and recombinant), to genetically deleted
viruses, with the future aim of DNA vaccines and mucosal
immunity, (see Viral Vaccine Production in Cell Culture)

lmmunoregulators

The production of alpha interferon (Wellferon) by Well-
come (13) in Namalwa cells was the first licenced use of
a cancer cell substrate for a human biological. The unre-
stricted growth in suspension culture of these cells allowed
the first multi-thousand-liter (8000-L) unit process to be
developed for human products. The knowledge gained from
producing FMDV vaccine in suspension BHK cells (5,6)
was of great benefit in developing this process.

There are a wide range of both interferons and
interleukins occurring naturally (24), and to date alpha
and gamma interferons and interleukin 2, 3, 4, 6, 11,
and 12 have been manufactured in culture, (see Cell
Products — lmmunoregulators)

Antibodies

The production of monoclonal antibodies (25), first at the
research level, then for diagnostics (including in vivo
imaging), from the mid-1980s gave a huge impetus to
industrial animal cell biotechnology (26). It stimulated
the development of many novel "turnkey" culture units
that could be used by relatively inexperienced (in cell
culture) staff in the immunology laboratory, or as
a production method in many startup biotechnology
companies (17-19,27,28). The use of Mabs expanded
from small-requirement (dose) diagnostics to large-dose
therapeutics for HIV, cancer, allergic diseases, arthritis,
renal prophylaxis, septic shock, transplantation, asthma,
CMV, and anti-idiotype vaccines. The development of
recombinant Mabs was largely driven by the need to
"humanize" (29) the product to prevent immunological
incompatibilities, leading to very short half-lives and
making only single-dose treatment possible. The field
has moved on to the use of adoptive immunotherapy,
where the patient's cells are altered and grown in vitro
and perfused back into the patient. Many novel products
have been developed, such as the CD-4 receptor, which is
a combination of the genes coding for the soluble form
of the CD-4 receptor with the gene sequence for IgG
molecules, which results in a soluble receptor for HIV.
(see Cell Products—Antibodies)

Recombinant Products

The fact that cells with specialized in vivo functions,
such as endocrine cells secreting hormones, could not
be grown and replicated in culture with retention of
their specialized properties has always been a great
disappointment not only for advancing medical studies

Table 3. Licenced Engineered Animal Cell Products

Product

Monoclonal antibodies

tPA
EPO

hGH
HBsAg

Interferon
G-CSF
Blood Factor VIII
Dnase I
Glucocerebrosidase
FSH

Trade name (year licenced)

OKT3/Orthoclone (1987), Centoxin
(1990), Reopro (1994),

Myoscint (1989), Oncoscint (1990)
Activase/Actilyse (1987)
Epogen/Procrit/Eprex (1989),

Epogin/Recormon (1990)
Saizen (1989)
GenHevac B Pasteur (1989),

HBGamma (1990)
Roferon (1991)
Granocyte (1991), Neupogen (1991)
Recombinate (1992), Kogenate (1993)
Pulmozyme (1993)
Cerezyme (1994)
Gonal-F (1995)

Table 4. Engineered Products in Development (Examples)

Vaccines

Interferons

Interleukins
Colony stim. factors
Growth factors

Erythropoietins
tPA
Soluble receptors
Antibodies

HIV (gp 120, gp 160, CD4), HSV (gB,
gD)

Actimmune, Alferon, Betaferon,
Infergen, Intron A, REBIF

Neumega, Proleukin, Sigosix
Leukine, Neupogen
Betakine, Fiblast, Myotrophin,

Somatokine
Procrit
Retaplase, nPA
Tenefuse, TNF
Leukoscan, Oncolym, Oncolysin B,

Reopro, Zenopax



but also for using cells to manufacture naturally occurring
biologicals. Thus genetic engineering techniques that
allow the gene(s) responsible for production of required
biologicals in a highly differentiated (nonculturable) cell to
be inserted into a fast-growing robust cell line (30) opened
up numerous possibilities for exploitation by animal cell
technology (Tables 3 and 4).

Tissue Plasminogen Activator. The pioneering work to
bring the first recombinant product from animal cells
to the clinic was carried out by Genentech with tissue
plasminogen activator (tPA) (31). This is a product
necessary for dissolving blood clots for the treatment
of myocardial infarcation and thrombolytic occlusions.
Alternative products, urokinase and streptokinase, were
less specific and could cause general internal bleeding
and other side effects. Attempts to develop a tPA process
had been going on for many years. To put the problem
in perspective, endothelial cells and other in vivo rich
sources (e.g., human uterus) contain only 1 mg tPA/5 kg
uterus (0.01 mg purified tPA/uterus) (32,33). Some tumor
cell lines such as Bowes melanoma (33,34) secrete tPA at
a higher rate (0.1 mg/L), but this was still uneconomical
for a production process and (at that time) was considered
unsafe, as coming from a human melanoma.

tPA was therefore an ideal product for cell technology
and an example of a high-activity/low-concentration
product that was clinically in demand. Genetic engineering
not only allowed the product to be produced in a relatively
safe cell line, but was used to amplify cell production
(50 mg/109 CHO cells/day) from the low native secretion
rates (34). This product was licenced as Activase/Actilyse
in 1987.

Genentech engineered a CHO cell line able to express
high levels of tPA, develop a large-scale (10,000-L)
fermenter-based process, and provide the safety and
efficacy data for the FDA to licence a recombinant product.
This opened the way for a succession of new products, EPO
being the next most notable one.

Erythropoietin. Erythropoietin (EPO) is a hormone
produced by the kidney that controls the maturation
of red blood (erythroid) cells, with clinical applications
in anemia due to chronic renal failure. It is produced
in a CHO cell transfected with the pSSVL-gHu Epo
plasmid and is enhanced by gene amplification (35,36)
using a roller bottle process. Purification is by a series of
chromatography and gel filtration steps (37). The product
was licenced in 1989 (by Amgen) as Epogen and in 1990
as Epogin.

Cell and Tissue Therapy

Cell Therapy. Cell therapy is the replacement, repair,
or enhancement of biological function of damaged tissue
or organs. This is achieved by transplantation of cells
to a target organ by injection (e.g., fetal cells into the
brain of patients with Parkinson's or Alzheimer's disease),
or by implantation of cells selected/engineered to secrete
missing gene products.

The first recorded application was to grow keratinocytes
from a small skin biopsy into large cell sheets, which were

then grafted onto burns patients (38,39). This has now
advanced to commercial production of dermal replacement
products (e.g., Dermagraft, 40). To avoid destruction of
implants by the host's immune system, encapsulation of
the transplant cells in semipermeable devices is widely
used (41). Examples include pancreatic islet cells for
diabetes (42), chromaffin cells for chronic pain (43), and
genetically engineered BHK cells secreting neurotrophic
factors for neurodegenerative diseases (44,45). It has not
yet been possible to replace the liver or kidney, but
artificial organs situated outside the patient containing
primary or recombinant cells through which the patient's
blood is perfused have been developed (46,47). Dialysis
techniques only remove the toxic products, whereas the
cells in the artificial organs perform biotransformations;
that is, as well as degrading toxic products, they
additionally regenerate many essential metabolites that
are returned to the body.

The future of cell therapy is expected to be based
on stem cells (self-renewing cells that give rise to
phenotypically and genotypically identical daughter cells).
Stem cells develop via a "committed progenitor stage" to
a terminally differentiated cell. They are multipotent,
that is, able to develop into a wide range of tissues
and organs, but only fertilized germ cells are totipotent,
that is, able to give rise to all cell tissues in the body.
Control of the development of stem cells into the required
tissue, or to stimulate quiescent "committed progenitor
cells" of the required tissue, with the relevant growth
factors and hormones would allow the most effective cell
therapy possible. This approach is causing some ethical
controversy, as the most suitable method of producing
stem cells is to clone from the human embryo. The
technique is to extract the genetic material from an adult
patient needing transplantation, introduce it into a human
egg with its nucleus removed, and grow the embryo in
vitro for 8 divisions until stem cells can be treated with
growth factors to form the required tissue (e.g., pancreas,
nerve etc.).

The applications of cell therapy include: (reviewed by
Gage, 48)

• Diabetes (pancreatic islet cells)
• Parkinson's disease (fetal dopamine cells)
• Duchenne's muscular dystrophy (myoblasts)
• Liver disease (parenchymal hepatocytes)
• Burns patients (keratinocytes and fibroblasts)
• Cartilage damage (chrondocytes)
• Pain (chromaffin cells)
• Cardiovascular disease (endothelial cells)
• Brain and spinal cord (neurotrophic factor secreting

cells)
• Cancer (haemopoitic cells, bone marrow, adoptive

cellular therapy)
• Retinal pigmented epithelium
• Huntingdon's disease

Gene Therapy. Gene therapy has the potential for
treating a very wide range of human diseases, but since



the first somatic gene therapy product (T-lymphocyte-
directed gene therapy of ADA-SCID) went into trial
in 1990, progress has been disappointingly slow, although
there are over 300 clinical products at some stage of
clinical trial. One problem is the development of safe
and efficient gene-delivery systems, which needs careful
regulation for safety (49). This has largely centered on
engineering viruses as vectors of therapeutic genes.

Three modes of gene delivery are possible;

1. ex vivo. Remove the cells from the body, incubate
with a vector, and then return engineered cells to
the body (mainly applicable to blood cells).

2. in situ. Vector is placed directly into the affected
tissues (e.g., infusion of adenoviral vectors into
trachea and bronchi for cystic fibrosis patients).

3. in vivo. Vector is injected directly into the blood
stream (this method is a goal but has not yet been
used clinically).

The target diseases currently undergoing clinical trial
are:

• Cancer (melanoma, colon, renal cell, neuroblastoma,
ovarian, breast, lung)

• Genetic diseases (cystic fibrosis, Gaucher's, SCID)
• Viral (AIDS)

For a full review, see Anderson (50).

Other Products

The use of cells in toxicology, pharmacology, and
testing (51) is an important area, as it allows more
controlled experiments and significantly reduces the need
for using animals (52).

A product area of increasing interest and potential is the
cell-adhesion molecule (CAMs). These are molecules that
mediate cell-cell and cell-matrix interactions and are
being developed as drugs against inflammatory diseases.
They also have the potential to treat metastatic diseases,
atherosclerosis, and microbial infection. Chemokines
present at sites of inflammation and disease bind leukocyte
receptors and activate a family of CAMs known as
integrins.

There is a sequential activation and interaction of mul-
tiple CAMs in the inflammatory process, which offers many
targets for drug intercession. Target products include anti-
sense and antagonists. Examples of such drugs undergoing
trial are Cylexin (reperfusion injury), Integretin (arterial
thrombosis, angina), and Celadin (inflammatory diseases).
However, there are over 30 companies developing CAMs
that are in various stages of preclinical and clinical trial,
giving a high expectancy that some will soon make the
clinic.

Other products not reviewed, such as hormones, blood
factors (53), and growth factors (54) are given in the
tables and are self-explanatory. For more information,
see reviews by Griffiths (24,55), and Butler (56).

CONCLUSIONS

Since the first product (polio vaccine) in 1954, animal
cell biotechnology has played a very significant role in
producing a vast range of human and animal health
products. The technology to produce cells in bulk and
thus make an economical product has seen multiple
small-flask cultures expand to 10,000-L unit processes
and the ability to increase unit cell density from 2 to
100 million/mL. Manufacturers now have a choice between
large batch cultures and smaller high-density perfusion
cultures giving a daily harvest over 100 d. The ability to
genetically engineer cells has had a great impact not only
in making possible the production of many new biologicals
that previously were unculturable, but also in enhancing
cell productivity. The subject is still evolving fast, as it
is no longer solely the province of the engineers running
large bioreactors but now includes medical practitioners
developing cell and gene therapy and tissue engineering
solutions to disease. In fact, the day has arrived where the
cell itself is the important product, rather than just being
a vehicle or factory for producing proteins.
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THE B-CELL LINEAGE: INTRODUCTION

In animal immune systems B cells provide humoral immu-
nity through the secretion of antibodies in response to
antigens (e.g., bacterial polysaccharides, virus glycopro-
teins) processed by the cell-mediated arm of the immune
system, including T lymphocytes and cells of the mono-
cyte-macrophage lineage (see sections on T lymphocytes,
thymus cells, and macrophages). This section deals pri-
marily with B cells of human origin, and there are some
indicators that B-cell development in mouse is very similar
to human (1). Among other species, the B cells of repre-
sentatives from domestic livestock tend to be more deeply
investigated, such as pig (2,3), chicken (4,5), and cow (6).

B CELLS IN VIVO

B lymphocytes — the name originating from "Bursa
derived" — are a subpopulation of circulating lymphoid
cells. In mammals these cells arise in the bone marrow
from pluripotent stem cells under the influence of various
cytokines (7,8). This process involves the commitment
of the stem cell to the B-cell lineage, followed by
differentiation through a number of recognized phenotypic
and functional changes. Human bone marrow produces on
the order of 1010 to 1011 B cells per day; however, only a
small proportion of these cells manage to pass through the
many developmental checkpoints before selection into the
mature recirculating B-cell pool (9).



aFor further information on the cell lines available from resource centers, see the article on cell banks.

Table 1. Expression of Key Cell Markers in Different B-CeIl Populations

Table 2. Representative Examples of B-CeIl Lines

B Cell Type

Mature
Immature
Recirculating
Marginal zone

Level of Expression of Cell Markers

SIgD
Low
High
Low

slgM
Medium
Medium
High

CD21
Low
Medium
High

CD22
Low
High
High

CD23
Low
Medium
Low

Bcl-2
Low
High
High

Species

Bovine

Human

Monkey/primate

Mouse

Porcine

Rat

Cell Name

BL-3

BRISTOL 8

DAUDI

HS-SULTAN

IM-9

Mo-B

NAMALWA

NC-37

26 CB-7

B95-8

EB (JC)

LCL 8664

BCL 1 Clone
CW13.20-3B3
MOPC 3IC

MPCII

NFS-70 ClO

NSO

L14

Y3 .Ag. 1.2.3

Characteristics/Applications

Established from neoplastic lymphode of a cow. Used in studies
of bovine viruses.

B lymphoblastoid cell line of defined human leucoyte antigen
(HLA) type. Used in tissue typing studies.

B lymphoid cell line derived from a case of Burkitt's lymphoma.
Extensively used in studies of the mechanisms of
leukemogenesis.

Plasmacytoma cells expressing IgG Kappa antibody. Used in
tumorigenicity studies.

B lymphoblastoid cells isolated from a case of multiple myeloma.
Reported to have receptors for insulin and calcitonin.

Epstein Barr virus (EBV) transformed B lymphoblast cells.
Produces EBV antigens and is also infected with HTLV-II
virus.

Burkitt's lymphoma cell line. Used for the manufacture of
human interferon.

EBV-transformed B lymphocytes. Used for chemical induction of
EBV and EBV superinfection studies.

B lymphoblastoid cells expressing EBV-like antigen and are
infected with Herpes paio.

Marmoset lymphoblastoid cells. Produces high titers of EBV.
Also infected with a type D retrovirus.

EBV-transformed lymphoblastoid cell line derived from a female
gorilla. One of a range of similar cell lines derived from high
primates by in vitro EBV transformation.

B-cell lymphoma cell line from a Rhesus monkey. Infected with
B-lymphotrophic herpes virus (RhEBV).

A clone derived from BCL 1 tumor cells by limiting dilution.
Used in the study of B-cell differentiation.

Plasmacytoma cell line derived from a mineral oil induced tumor
in Balb/C mice. Secretes IgGl.

Myeloma cells derived from the Merwin plasma cell tumor-II in
Balb/C mice. Produces fully assembled IgG 2b.

Lymphoma cell produced by CaS-NS-7 ecotropic muvine
leukaemia virus infection of an NFS/N mouse. Exhibits early
pre-B-cell markers.

Myeloma cell line used in the production of hybridomas (see
hybridoma cell section).

One of a series of cell lines established from peripheral blood
mononuclear cells of a domestic boar infected with
Shimozuma cells producing porcine retrovirus (Tsukuba-1).
L14 cells contain retrovirus particles and express reverse
transcriptase. The cells also express membrane IgM.

A subclone of an azaguanine-resistant mutant of a LOU rat
myeloma. Used as a fusion partner in the production of rat
hybridomas (see hybridoma cell section).

Collection Codesa

ATCC CCL 240
ECACC 88112501

ATCC TIB202
ECACC 88081201
ATCC CCL213
ECACC 85011437

ATCC CRL 1484
DSMZ ACC78
ECACC 87012701
ATCC CCL 159
DSMZ ACC117
ECACC 86051302
ATCC CCL 245
ECACC 90021503

ATCC CRL 1432
DSMZ ACC24
ECACC 87060801
ATCC CCL 214
ECACC 89111414

ATCC CRL 1495
ECACC 89072101
ATCC CRL 1612
DSMZ ACClOO
ECACC 85011419
ECACC 89072703

ATCC CRL 1805
ECACC 91030709

ATCC CRL 1669
ECACC 90061904
ATCC CRL 130
ECACC 90110707
ATCC CCL 167
ECACC 91031103
ATCC CRL 1694
ECACC 88041905

ECACC 85110503

ECACC 91012317

ATCC CRL 1631
ECACC 85110502



The average life span for a circulating B cell in a
mouse is of the order of 6 weeks (10). The maturation of B
cells upon interaction with antigen involves a number of
changes, including uptake, processing, and presentation
of antigen, an increased capacity to interact with T cells,
and interaction with antigen-primed T cells, leading to
proliferation and differentiation into plasma (antibody-
secreting) cells (11,12). The continued development of B
cells along this pathway to antibody-secreting cells is
assured only by the timely exposure to "continuation
signals" that ensure that the developing B cell does not
undergo apoptosis (13,14).

B cells are responsible for the production of antibodies
and the generation of the humoral immune response.
Antibodies (or immunoglobulins) are proteins that have
specificity to an antigen and can create complexes of
the antigen and thereby facilitate a range of other
immune responses. Phagocytosis of antigen-antibody
complexes and complement activation are just two such
processes initiated or facilitated by antibody-antigen
binding.

There are a range of surface antigens (markers) that
are used to identify and characterize B cells, including
secretary IgD (SIgD), surface IgM (slgM), CD21, CD22,
CD23, Bcl-2, CD5, and CD116. Together these provide
a phenotypic profile that enables characterization of
particular subsets of the B-cell lineage, as shown in
Table 1. In addition, such markers allow identification
of the B-Ia subset of B lymphocytes, which are rare
in the periphery and have been associated with some
autoimmune processes.

Antigen recognition and antigen binding to surface
Ig (or the B-cell receptor, BCR), act as a signal to
the B lymphocyte to undergo activation, proliferation,
and subsequent differentiation. The presence of certain
cytokines (from T helper cells) is crucial to this
process, and modulation of cytokine levels can have
profound effects on the maturation and nature of the
B-cell response (11,12,15). One of the most complex
processes involved in B-cell maturation is the maturation
of the antibody response and immunoglobulin isotype
switching (16,17). B-cell activation and differentiation
may also be initiated by large non-protein molecules
in a manner that does not require the presence of
T helper cells — the so-called T-independent activation
pathway. These activation signals tend to be polyclonal or
nonspecific, whereas the T-dependent activation pathway
is focused on antigen-specific B cells.

B CELLS IN VITRO

The development and maturation of B cells in vivo is a
complex process with a number of distinct stages. These
different stages are represented by a number of B-cell
lines that have acted as excellent research tools to dissect
particular aspects of B-cell development and antibody
maturation (Table 2).

Many B-cell lines have been isolated from B-cell
leukemias in humans and animals. B-cell lines can also
be obtained from normal peripheral or spleen-derived B
lymphocytes in vitro by transformation into immortal

lines — one of the most common methods being Epstein
Barr virus (EBV) transformation (18) (also see Cell Bank-
ing article). A useful source of EBV for this immor-
talization process is also a B-cell line B95-8, which
releases EBV at high titer when incubated under low
serum conditions at room temperature (see Table 2).
Repeated intraperitoneal injection of irritants such as
mineral oil or pristane have resulted in the deriva-
tion of lymphomas and a range of myeloma cell
lines used in the production of hybridoma cells (see
section on hybridoma cells). Clinical material derived
from Hodgkin's lymphoma, myeloid leukemias, and lym-
phoblastoid leukemias have also allowed the derivation
of a range of B-cell lines. Exposure to carcinogens (e.g.,
methyl nitrosourea or methycolanthrene) have also been
used in mice and rats to induce leukemias or to produce
ascites.

Since the development of hybridoma technology for
the production of monoclonal antibodies, the number of
antibody secreting lines has increased exponentially, and
there are now whole chapters of the cell line catalogues
devoted to these B-cell hybridoma lines. The technology
of the production of these lines and their importance is
covered in the section on hybridoma cells.
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Animal cell lines are increasingly used in the manufacture
of biologies intended for use as diagnostic and therapeutic
reagents. Although monoclonal antibodies are used in both
areas, hybridoma cell lines are dealt with elsewhere in the
articles on hybridoma cells. In this article other cell lines
used in the manufacture of natural cell products such as
interferon, viral vaccines, and recombinant proteins will
be discussed specifically. However, much of the general
discussion applies equally to hybridoma cells used in
production processes.

HISTORICAL PERSPECTIVE: ANIMAL CELLS IN THE
MANUFACTURE OF BIOLOGICALS

Primary animal cells have been used for many years
for vaccine production. These have generally proven
acceptable and safe, but there are notable exceptions (see
below), which have directed manufacturers and regulatory
bodies to be very cautious in assessing new cell substrates.
In addition, there has been a progressive move toward the
validation and use of cell lines for which cell banks of fully
authenticated and safety-tested cells can be established.
The earliest cell lines used in production were human
diploid fibroblasts (HDFs). MRC-5 and WI-38 are two of
the best known and have been used in the manufacture of
a number of licensed products (see below).

The next key development was the acceptance of the
CHO cell line to produce "Activase" (tissue plasminogen
activator), the first therapeutic protein manufactured from
a transfected mammalian cell line to be marketed. Today,
a wide range of potential diagnostic and therapeutic
products are being developed in CHO cell-expression
systems, and an ever expanding range of cell substrates is
being worked with as candidate production cells. However,
all will be subject to rigorous safety testing (see below) and
validation before licensed products for which they are used
as production substrates can be accepted for marketing.

THE NEED FOR ANIMAL CELLS AS SUBSTRATES FOR
MANUFACTURING PROCESSES

For products such as vaccines (and especially live
attenuated vaccines), the only way to produce the whole
organism in its native form as a raw material is to
replicate it by infecting animal cells that have the
necessary complex biochemical machinery to generate
virus particles. In addition, many complex recombinant
products under development require the particular post-
translational modifications that are best achieved in
animal cells. In particular, the glycosylation that can be
achieved in animal cells is closer to that which is found in
the natural equivalents in vivo of recombinant therapeutic
glycoproteins. This is of importance to provide therapeutic
reagents that are not cleared rapidly by the liver in vivo
and that have some resistance to degrading enzymes
in vivo and during the in vitro production process (1).
Bacterial and yeast host cells for recombinant DNA are
extremely efficient and can produce high concentrations of
product in culture supernatant but fail to glycosylate or
produce inappropriate glycosylation (2,3).

THE CELL SUBSTRATES

Primary Cells

Primary cells are those isolated and cultured directly
from tissue or organs. Such cells are still used in
some cases for producing certain vaccines. Primary cells
have been used for manufacturing a range of efficacious
and safe vaccines. However, there have been some
notable problems with cells as a source of contaminating
organisms. Primary monkey kidney cells were identified
in the 1960s as the source of the contamination of polio
vaccine with SV40 virus (4). Although this contamination
did not have an effect on vaccinees, it has required
long term monitoring, and disease associations have
been claimed more recently regarding the discovery of
SV40 DNA in mesotheliomas (5-7). In an infamous case
unrelated to vaccine production, the maintenance of rodent
tumor cells in vivo led to the transmission of lethal
infections to laboratory workers due to hantavirus in the
laboratory (8).

As a result of these rare yet worrying examples
and the international initiatives to reduce the use
of animals in research and testing (9,10), there is a
progressive movement to replace the use of animals, and
thus primary cells, with continuous cell lines. However,
the identification of cell lines with appropriate virus
susceptibility and growth characteristics for scale-up of
viral vaccines is a significant challenge. Even when
promising candidate cell substrates are identified, they
must undergo rigorous safety testing (see below) and
validation for scale-up of cultures to the levels required for
production.

HUMAN DIPLOID FIBROBLASTS

Human diploid fibroblasts (HDFs) were among the
early cell types established as cell lines (11) and were
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quickly considered potential production cell substrates
(12), although there were early concerns regarding their
safety (13). Thousands of HDF cultures have been estab-
lished and have been used widely in pharmacology,
toxicology, biochemistry, genetics, and microbiology. How-
ever, relatively few have been adequately characterized
to enable their use as substrates for manufacturing bio-
logics. Examples of such cells that have been accepted for
manufacturing are MRC-5 (14) and WI-38 (15). These par-
ticular cells have been rigorously tested for their stability
in scale-up and for the presence of adventitious agents.
In addition, they have a safe history of use over several
decades which enhances their acceptability, although this
cannot be used as evidence of the absence of adventitious
organisms.

HDF cells are the predominant representative of a
culture type designated as "finite cell lines" (16) because
they have reproducibly limited capacity for replication,
often quoted in the range of 50 passages. Thus, although
they have been used successfully in vaccine production,
ultimately they represent a limited resource in terms
of population doublings. They also undergo genotypic
and phenotypic changes that occur progressively as
each culture of the cell line approaches senescence (17).
Because of this, strict limits are set on the population
doubling number at which the cells can still be used for
production (18).

HDF cells and WI-38 and MRC-5, in particular, are
valuable cell substrates for vaccine production because
they are not tumor-derived and have long been recognized
for their wide range of susceptibility to viruses (19).
Scale-up of diploid fibroblast cultures is based on the
growth of the cells as adherent monolayers in flat
flasks or roller bottles, although attempts have been
made to grow them in suspension culture. A commonly
used means of establishing large-scale pseudosuspension
culture bioreactor systems has been to grow the fibroblasts
on microcarriers in a stirred vessel (20). It is also possible
to subculture HDFs on microcarriers to rapidly achieve
the cell numbers required for production runs (21). Work
with MRC-5 has shown that the type of microcarrier
substrate used for the growth of HDFs can significantly
affect their virus productivity and therefore requires
careful validation (22). An alternative form of culture to
stirred microcarrier systems is the culture of cells at high
density on a fixed matrix, often a bed of porous beads
or hollow fibers, whereby the cell bed is perfused with
growth medium from a reservoir. Such perfusion systems
have been tested for producing polio vaccine from MRC-5
cells (23).

A range of HDF cultures including WI-38, MRC-5,
IMR90, and HE2299, has been used in microcarrier sys-
tems with similar success in the experimental production
of polio vaccine (24), although WI-38 and MRC-5 were the
first HDFs to be set up for polio vaccine trials (25,26). HDF
cells have also been used to produce live attenuated and
inactivated hepatitis A vaccines (27,28), recombinant hep-
atitis B (29), and herpes simplex virus (30). Interestingly,
in microcarrier systems for the growth of herpes simplex,
it was shown that, although MRC-5 cultures showed a sig-
nificantly slower growth rate than the Vero continuous cell

line (see below), MRC-5 was much more efficient in produc-
ing virus and performed equivalently to Vero overall as a
production cell line (31). For some viruses such as measles
and rubella, multiple harvests from the same batch of
inoculated HDFs can be achieved (32), although the qual-
ity of such pooled material requires careful validation. In
the future, HDFs will continue to provide safe and well-
characterized substrates for vaccine production. Should
stocks of WI-38 and MRC-5 eventually become depleted,
then a range of other HDF strains such as IMR90 and
MRC-9 are available to take their place.

Continuous Cell Lines

Continuous cell lines have the advantage that they
are capable of indefinite replication, but the means
by which immortalization is achieved (e.g., tumor
origin, viral transformation) raised questions early in
their development regarding their acceptability as cell
substrates for the manufacture of biologies (33). A
significant concern has been the tumorigenic nature of
these cells despite their history of safe use (34).

CHO Cells. CHO cells have been used since the 1950s
in a wide range of studies (35) and have been well
characterized in gene transfer experiments (36). CHO
cell lines have been established, and the large amount
of validation data on their use, characteristics, and
resistance to infection with many human viruses (37) has
led to their acceptance as safe substrates for producing
biologies.

CHO cells are readily adapted to serum-free culture
and have been successfully grown as suspension cultures
for the producing recombinant protein in bioreactors
of up to 10,000 L (38). They are now widely used
to produce recombinant putative therapeutic proteins,
and some, notably human factor VIII (39), and human
erythropoietin (40), are now in routine clinical use.

C1271. The C1271 cell line was derived from the mouse
RIII mammary tumor (41). It has been used widely as a
host for the expression of recombinant proteins, including
human interferon (42), human erythropoietin (43), human
growth hormone (44), and hepatitis surface antigen
vaccine (45). It has frequently been used with recombinant
bovine papilloma virus vectors and in a variety of
approaches to inducing protein expression, including heat
shock (46,47).

Myeloma Cells. More recently, myeloma cell lines,
notably NSO (ECACC 85110503) and SP2/0-Agl4 (ATCC
CRL 1581, CRL 8287, ECACC 85072408), have been used
as host cells for recombinant DNA products. A variety
of expression systems have been used and two popular
systems are dihydrofolate reductase (DHFR)-mediated
gene amplification (48) and the glutamine synthetase
(GS) selection marker that allows only survival of cells
that can synthesize glutamine (49). Myeloma cells are
deficient in glutamine synthetase and therefore are ideal
candidates for the GS system. Thus the GS system has
the advantage that much lower levels of the toxic selection
agent methionine sulfoximine are required in myeloma



cells compared to CHO. This also means that myeloma-
GS systems involve lower levels of toxicity than are
required with methotrexate selection used in myeloma-
DHFR selection. The GS-myeloma system has been used
for a wide range of recombinant proteins, including
recombinant antibodies and interferon.

Myeloma cells are favored due to their growth as
suspensions of single cells and the wealth of charac-
terization data established in their use in generating
hybridomas for manufacturing monoclonal antibodies (see
hybridoma articles). They are also amenable to genetic
modification to enhance their growth characteristics, such
as the expression of recombinant IL-6 by Sp2/mIL-6 cells
that is reported to promote survival of nascent hybrid
cells (50).

Namalwa Cells. Namalwa, a human B-lymphoblastoid
cell line (51) (ATCC CRL 1432, ECACC 87060801), was
established as a production cell line for the expression
of natural interferon. Its characteristic growth as a
suspension culture makes it a good candidate for the
traditional stirred vessel approaches to scale-up. Early
attempts to increase the productivity of interferon from
this cell line were attempted by a variety of means,
including treatment with sodium butyrate (52) and low-
temperature production (53). Subsequently, subclones of
Namalwa, called Namalwa NJM-I, have been selected for
production (54). Namalwa NJM-I produces no endogenous
proteases which obviously promotes the achievement of
high levels of intact recombinant proteins. This clone
has been used to produce a wide range of recombinant
proteins (55-57).

Vero Cells. The Vero cell line was derived from the
kidney of an African green monkey (C.aethiops) in 1962
and has proved a useful vaccine production substrate
due to its susceptibility to a wide range of viruses
and its rapid growth rate (58). Vero cells have been
accepted for the manufacture of vaccines, including
rabies and polio (59,60), and they have been adapted to
microcarrier culture for high cell density bioreactor culture
of up to 10,000 L for polio vaccine production (61). More
recently Vero cells have been established as a production
substrate for influenza vaccines using bioreactors of up to
12,000 L (62).

A number of different strains of the original Vero
cell line have been established. Vero 76 (ATCC CRL
1587, ECACC 85020205) is a subclone of Vero that has
lower maximum cell density in monolayer culture and
is particularly susceptible to haemorrhagic fever viruses
(unpublished data, P. Jacobs, NIBSC). Another subclone of
Vero 76, Vero 1008 (ATCC CRL 1586, ECACC 85020206),
shows a similar range of susceptibility to viruses, but
the cells show some degree of contact inhibition and are
suitable for the growth of slowly replicating viruses. The
cell line Vero 317 (ECACC 89070502) developed at the
RIKEN Cell Bank in Japan was derived from a Vero
subclone Vero 303 and is adapted to grow serum-free in a
glutamate medium.

When Vero cells were identified as likely vaccine
substrates, the WHO initiated the production of a

large cell bank which was subjected to rigorous safety
testing. Ampoules from this bank are distributed by a
number of international cell banks, including ATCC and
ECACC. This bank provides a well-characterized seed
stock from which manufacturers may generate their own
cell banks.

New Candidate Production Cells, BHK-21, MDCK,
HeLa. The BHK-21 cell line is probably the most popu-
lar of the newer cell substrates proposed for producing
biologies. It was derived from the kidney of baby Syr-
ian hamsters (63), and, in common with CHO, is readily
adapted to serum-free culture conditions and suspension
or adherent culture in a range of bioreactor types. BHK
cells are well characterized in terms of the glycosylation
of recombinant proteins that they can achieve. The two
primary clones, BHK-21A and BHK-21B, differ in their
glycosylating capability, and bi-, tri- and tetra-antennary
structures are sialylated only in the B clone (64). It is
likely that the BHK-21 cell lines will become well estab-
lished as production substrates as more data are gathered
on their use and effectiveness.

The production of influenza vaccines is still carried
out exclusively in embryonated hens eggs which struggle
to meet the demand for vaccines to strains that change
annually. In the event of a pandemic due to a strain not
included in the current vaccine, manufacturers would be
hard pressed to supply the necessary new vaccine. Because
of the requirement for a modern, rapidly responding
manufacturing process, much work has been devoted
to establishing in vitro culture systems. The canine
kidney cell line MDCK (see kidney cell section) is a lead
candidate production cell line and its acceptability is under
consideration for vaccine preparation (65). Production
systems based on Vero cells have also been developed
to a level similar to MDCK with a number of successfully
completed clinical trials.

HeLa cells were used to produce experimental adenovi-
ral vaccines in the 1950s, but these were aborted because of
the potential oncogenicity of the product. However, HeLa
cells are again being proposed for manufacturing recom-
binant products, and their safety will require very careful
consideration.

CHALLENGES FOR THE USE OF CELL SUBSTRATES

The use of animal cells as production substrates also
introduces a number of challenges for biotechnology.
The efficiency and stability of mammalian production
systems are critical to their commercial viability. Genetic
stability is an important issue because loss of expression
of the product or unstable expression during scale-up will
severely reduce the likelihood that a product reaches the
market. Very careful consideration must therefore be given
to coordinating the following elements:

• establishment of authenticated and safety-tested cell
banks (see cell bank article)

• selection and validation of stable cell clones
• development of the scale-up process.



Furthermore, appropriate glycosylation may improve
the efficacy of a therapeutic agent, and therefore its quality
and reproducibility must be addressed in relevant cases.

Appropriate testing to ensure the authenticity of the
cells and their freedom from adventitious agents is
vital for each cell substrate. Use of a production cell
line that has not been adequately authenticated and
had appropriate safety testing may cause the failure of
the product at an early stage of development and will
prevent approval of the product at the product licensing
stage. The safety testing of a proposed production cell
line is governed initially by regulatory guidelines on
cell substrates such as publications from the World
Health Organisation (WHO) (66), the Center for Biologies
Evaluation and Research (CBER, Rockville, Maryland)
and the International Conference on Harmonisation
(ICH) (67). These give only a guide to the safety testing
that should be performed to ensure authenticity, genetic
stability, and the absence of mycoplasma, bacteria, fungi,
and viruses. A full and very careful scientific analysis
of each new cell substrate is essential because not all
contraindicatory outcomes can be addressed by adhering
to the guidelines alone.

Although the current production cell lines provide a
battery of successful systems for producing a variety of
vaccines and recombinant proteins, it is likely that many
more novel cell substrates will be presented for regulatory
approval in production processes. It will be important to
make careful scientific assessments of each on a case by
case basis to assure the safety of biologies.

Continued research into new cell substrates and
approaches to the scale-up of culture systems is vital.
Current production systems are generally based on a
high cell growth rate, and this diverts cell energy from
production and may lead to genetic instability in large
or prolonged culture systems. There have been some
approaches to reduce the growth rate of standard cell
substrates such as CHO to increase productivity. In the
future, however, it may be better to look for other cell
types that are better adapted to slow replication but high
protein production.
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INTRODUCTION

In 1975 Kohler and Milstein first described the production
of "continuous cultures of fused cells secreting antibody of
predefined specificity," or monoclonal antibodies, as they
are known today (1). Since then the generation of B-cell
hybridomas and the production of monoclonal antibodies
have become major activities in the biotechnology
industry. The major uses of monoclonal antibodies are
in diagnosis and immunotherapy. The first experiments
produced mouse monoclonal antibodies; however, with
improvements in technique and the development of
new fusion partners, monoclonal antibodies from other
species, including rat, hamster, human, and a variety of
interspecies hybrids, can now be produced. Technologies
have also been developed to allow the production of T-cell
hybridomas with important immunological properties,
including the expression of single cytokines (2).

The generation of hybridomas per se is straightforward;
however, difficulties may arise in obtaining clones
and antibodies of the desired specificity and biological
characteristics. The process is time consuming (several
months) and labor intensive, therefore, planning a
coordinated hybridization and screening program is
essential in order to maximize the chances of being
successful. Figure 1 gives a schematic representation of
the procedure for hybridoma production. Each of the stages
is discussed in more detail in the following.

ANTIBODY-PRODUCING HYBRIDOMAS

In order to obtain an antibody producing hybridoma
antibody producing lymphocytes, which have a limited
life-span in vivo and in vitro, are fused with myeloma cells
which are considered to be immortalized. Thus the hybrid
cells theoretically have an infinite life-span and thus, a
potentially unlimited the capacity for the production of
antibody. The basic steps of the process have changed
little since the time of Kohler and Milstein, however the
critical steps of the process are the achievement of efficient
and effective cell fusion and then to select clones with the
appropriate characteristics.

Immunization

In order to maximize the chances of producing an
antibody of the desired specificity, lymphocytes are hyper-
immunized using either in vivo or in vitro techniques.
Antigen presentation should be optimized to yield a high
number of specifically stimulated B cells. This may require
several attempts to develop the most effective protocol. It
should also be borne in mind that the responses obtained
may vary with the strain of animal used. The use of
inbred strains of animal will help to reduce this. The
development of some of the biological characteristics such



Figure 1. Procedure for monoclonal antibody production

as the isotype may be selected for during the immunization
period. IgM antibodies are typically produced if the cells
are stimulated once only or then stimulated with new
antigens, such as different species of the same organism
in order to produce cross-reactive antibodies, whereas IgG
antibodies are produced following repeated immunization
(one or more boosts) with the same antigen. The generation
of IgA monoclonal antibodies can be achieved by gastric
intubation (3).

The best results are obtained by using purified antigens,
which should be well characterized before being used in
immunization experiments. Use of a partially purified
cocktail of antigens will lead to the majority of antibodies
being directed against the immunodominant and often the
major antigens.

In Vivo Immunization. In vivo immunization is used
primarily in preparation of monoclonal antibodies from
rodent species (i.e., rat and mouse). Immunization aims
to elicit an immune response in the host organism.
Immune lymphocytes are then taken from lymph nodes or
spleen tissue and fused with myeloma cells, as indicated
previously.

Use of Adjuvants. In general, particulate antigens
are more immunogenic than soluble antigens. However,
often antigens are prepared in soluble form, therefore
requiring either precipitation using alum or suspension
in adjuvant prior to injection (4). The most commonly
used adjuvant is Freund's. This is available as a complete
adjuvant comprising a mixture of oil, detergent, and
heat-killed Mycobacterium tuberculosis cells or as an
incomplete adjuvant comprising oil and detergent only.
Other adjuvants include Bordetella pertussis cells which
are added to alum-precipitated antigens. However, whole
cell antigens such as bacteria do not require the use
of adjuvants and may be administered in suspension in
saline.

For some antigens where irritating adjuvants such as
Freund's cannot be used or where the antigen has to be
immobilized at the site of injection, for example, in the
spleen, antigens may be immobilized onto inert carrier
beads such as agarose or dextran. Proteins such as bovine
serum albumin may also be used as carriers for small
antigens.

Route of Injection. Most antigens are administered
subcutaneously; however, in some cases antigens are
delivered by intraperitoneal or even intravenous injection.
As mentioned previously, in rare cases the specialist
techniques of intrasplenic injection or gastric intubation
may be required, but these are highly invasive.

In Vitro Immunization. More recently in vitro methods
of immunization have been developed. While it is claimed
that this approach was first described by Carrel and
Ingebrichtsen in 1912 (5), the technique was established
by Hengarter et al. (6). The main advantages of this
technique compared to the conventional methods is the
reduced amount of antigen and time required to produce
hybridomas. Moreover, it enables weak immunogens to be
used more successfully, as well as toxins and viruses that
cannot be used with animals. A further advantage of this
route of immunization is that both particulate and soluble
antigens can be used in this technique without the use of
adjuvants.

Mitogenic Stimulation. Mitogenic stimulation in vitro
is a technique most commonly used in the production
of human monoclonal antibodies (7). Cells are recovered
from lymph nodes and stimulated with a mitogen such as
pokeweed mitogen (PMW) (8,9). The stimulated cells are
then fused with either mouse or human myeloma cells in
order to produce a hybridoma; however, the number of
stable clones obtained is greater with the use of mouse
myeloma cells such as NS-I cells.

This technology has been reported for the production of
antitumor antibodies (9) and anti-HLA antigen antibodies.
One of the advantages of this technique is that the majority
of clones produced secrete IgG antibodies compared to IgM
antibodies produced by in vitro immunization (see the
preceding) or Epstein Barr virus transformation (see the
following).

Epstein Barr Transformation. This method is again
used primarily in the production of human monoclonal
antibodies in which lymphocytes, derived from spleen,
tonsil, or peripheral blood are transformed by incubation

in vivo in vitro
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Fusion
(PEG, electrofusion, viral transformation)

Growth and removal of nonfused cells
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with Epstein Barr virus (EBV) to produce predominantly
low-titer IgM antibody-producing B-lymphoblastoid cells.
EBV can be isolated from the supernatant of cell lines B95-
8 (10) or 1A2 (11) by filtration through a 0.45-um filter. The
transformed cells are then fused with mouse myeloma
cells. This additional fusion step is necessary in order to
stabilize antibody secretion, which may cease after a few
weeks in culture and to enable cloning to be undertaken
more effectively, since although B-lymphoblastoid cells
grow easily, they are difficult to clone (12). A variety of
antibodies against human leukocyte antigens have been
generated in this way (13,14), and clones secreting IgM
and IgG have been described.

Selection of Myeloma

There are many myeloma lines available that are suitable
for the production of hybridomas. Most laboratories use
well characterized lines that have proven provenance
and give good fusion results. The most commonly used
lines are given in Table 1 (15-22). The establishment
of human hybridomas may be enhanced by fusion of
mouse x human hybrid myelomas with human B cells,
and stable hybrids expressing human IgG have been
successfully produced in this way (23). In most instances,
and in particular if hybridomas are to be used for
human applications, myelomas that do not secrete
endogenous antibody or light chain are recommended.
All myelomas must be regularly checked to ensure
that they retain their sensitivity to the selective agent
hypoxanthine/aminopterin/thymidine (HAT) (24). HAT-
sensitive lines should die in HAT-containing medium but

survive in the presence of 8-azaguanine or 6-thioguanine,
typically at 30 ug/mL. HAT sensitivity is essential so that
unfused myeloma cells will perish and not overgrow the
newly fused hybrid cells (24).

Fusion

Cells can be fused using chemical polyethylene gly-
col (1,25) or by electrofusion. Other techniques have also
been used, including recombinant DNA approaches. How-
ever, before a method is selected, it is important to ensure
prior to fusion that the myeloma fusion partner has good
viability and has been in exponential growth phase for
several days. Moreover, wherever possible serum should
be taken from the immunized animal 2 -3 days prior to the
scheduled fusion date in order to establish the presence
of a circulating antibody response. If this is not possible,
serum should be taken at the same time as the immune
lymphocytes are recovered from the immunized animal.
Cells from tissues should be brought into suspension by
gently pushing them through sterile metal gauze.

The final prefusion task is preparation of either a mouse
macrophage feeder layer or conditioned medium, which
can be obtained from several suppliers of tissue culture
reagents.

Fusion by Polyethylene Glycol. During chemical fusion
of immune lymphocytes and myeloma cells typically the
cells are incubated in a ratio of between 1:1 and 4:1
in the presence of polyethylene glycol 4000 (PEG 4000).
PEG causes the aggregation of the integral proteins of the
cell membrane, giving rise to protein-denuded areas (26).

aFurther details of cell resource centers are given in the chapter on cell banks.

Table 1. Most Commonly Used Myeloma Cells in the Production of Antibody-Producing Hybridomas

Species, strain

Mouse, BALB/c

Mouse, BALB/c
Mouse, BALB/c

Mouse, BALB/c
Mouse, BALB/c
Rat, LOU

Rat, LOU
Rat, AO

Human
Human x mouse

Full designation

P3X63Ag8

P3X63Ag8.653
P3/NS-l/l.Ag4.1

NS0/1
SP2/0-Agl4
210-RCY3-Agl.2.3

IR983F
YB2-0

LICR-2
HF2 x 653

Characteristics

Derived from the Psk cell line that was
established from the MOPC-21
plasmacytoma of BALB/c origin;
secretes IgGi, kappa

Non-Ig-secreting subclone of P3 x 63Ag8e
A further subclone of the P3 lineage that

synthesizes kappa chains but does not
secrete them; commonly called NS-I

Non-Ig-secreting subclone of NS-I cells
Non-Ig-secreting myeloma
Azaguanine-resistant subclone of the

LOU rat myeloma; secretes Ig kappa
Non-Ig-secreting LOU myeloma clone
Non-Ig-secreting AO rat myeloma; a

range of subclones have been isolated,
including YB2/3HL and its derivative
YB2/3.0Ag.YO (YO)

Non-Ig secreting
Non-Ig-secreting hybrid of a human

lymphoblastoid cell line (WI-L
2-729-HF2) and the murine myeloma
line P3XAg8.653; forms hybrids, by
electrofusion, with human spleen cells
and human lymphoblastoid cells

iieierence/
collection code*

(1) ATCC CRL597 (U.I clone of P3Xag8)
ECACC 8501140

(15) ATCC CRL1580 ECACC 85011420
(16) ECACC 85011427

(17) ECACC 85110503
(18,19) ATCC CRL8287 ECACC 85072401
(20)

(21)
(22) ATCC CRL1662 ECACC 95110501

(9)
ECACC 90012609



Where such areas come in contact between adjacent cells
the membranes will merge and cells will fuse (26). The
molecular weight of the PEG used is important (27). PEGs
of low molecular weight will enter cells readily and may
cause cytotoxicity, whereas PEGs of higher molecular
weight, although less toxic, are more viscous (28). A
weight of 4000 is a good compromise. Since all PEGs
are toxic for mammalian cells, they should be removed by
washing immediately after a short incubation period with
the cells.

Electrofusion. Electrofusion is a technique more com-
monly used in the production of human monoclonal
antibodies, since it is more readily adapted for use with
sensitive cells (29,30). It also gives good fusion rates for
small numbers of cells, which are difficult to handle using
the PEG technique. During electrofusion pronase- and
DNase-treated immune lymphocytes and myeloma cells
are incubated in a ratio of 2:1 and are subjected to
electrical pulses. Electrofusion is typically achieved by
first applying an alternating electric field (10 kHz-IMHz)
which causes cells to polarize and form "pearl chains" with
their membranes in close contact (31). Short pulses of a
higher voltage trigger cell fusion by causing membrane
instabilities, which are the starting points for fusion of
membranes of adjacent cells.

Growth of Hybridomas

Following fusion the cell preparations are cultured in
conditioned medium or on feeder layers in the presence of
selective medium to remove any unfused myeloma cells.
For rat-rat , rat-mouse, or mouse-mouse hybridomas the
selective agent is HAT. In addition, if a human-mouse
heterohybridoma has been used as a fusion partner,
ouabain will also be required in the medium in order
to eliminate unfused heterohybrid fusion partner cells. All
cultures are maintained in selective medium for 14 days,
by which time all the unfused cells will have perished.
The selective agents can then be removed from the growth
medium. By this time small colonies should be visible and
be screened for antibody production.

Screening, Characterization, and Cloning

Screening. There are several standard methods avail-
able for screening for antibody production (32). The
method chosen will ultimately depend upon the envis-
aged use of the antibody; for example, for cell purification
a cell binding assay using target cells will be the method of
choice (flow cytometry), whereas for diagnosis an ELISA-
based system may be more appropriate (33,34). After an
initial culture period of up to 10 days after fusion, screen-
ing must be done frequently during the next 2 -3 weeks in
order to identify clones consistently producing antibodies
of potential interest and to ensure detection of slower-
growing clones that often appear to secrete high levels of
antibody.

Once clones have been selected, further characteriza-
tion should be undertaken. The assays used will again
depend upon the final use of the antibody, but such tests
will generally include isotype analysis, Western blotting,

isoelectric focusing, and affinity and avidity studies (35).
Cells from these clones should then be cyropreserved (see
the following) to safeguard against later loss from bacte-
rial infection or loss of antibody-producing capacity, since
all hybridomas are naturally unstable.

Cloning. Once potential clones have been identified,
they should be cloned to ensure that they are truly
clonal (36). Cloning may also increase antibody titer. This
may be done by

• Dilution cloning [a small volume of cells (10 \iL) is
removed from the center of the clone and doubly
diluted across a fresh cloning plate containing feeder
cells or conditioned medium].

• End point cloning (36). [Cells from the clone are
counted and resuspended at a concentration of
1000 cells/mL. 100 jaL (100 cells) is then added to
one well of fresh cloning plate containing feeder cells
or conditioned medium and doubly diluted across the
plate].

• Cloning in agar (36). [Cells from the clone are
counted and suspended in agar at a concentration
of 1000 cells/mL. After 4 -5 days incubation the agar
plates are overlaid with antispecies immunoglobulin.
Precipitation occurs where clones are secreting
antibody. These clones are then placed back into
liquid medium and cultured in the normal manner].

A method for cloning in agar using FITC-labeled
antibodies to reveal secretion of antibody can be used
to identify the percentage of cells in a culture secreting
antibody and also permits selection of viable clones
secreting the highest levels of antibody (37).

Cloning should be carried out 2-5 times at this early
stage until the cells can be expected to represent a single
clone. Cells from each selected clone should be frozen after
each cloning step. Cloning should also be carried out on
a routine basis after periods of prolonged culture (i.e.,
2 -3 months), or before antibody production runs in order
to eliminate the presence of any nonantibody producing
cells that may overgrow the cells of interest.

Cryopreservation

It is essential to cryopreserve cells from potentially useful
clones at all the stages of selection, growth, and production
to safeguard against:

• Loss of cultures due to infection (bacterial, fungal, or
mycoplasma)

• Loss of antibody secretion
• Death of cultures due to equipment failure

Standard techniques and equipment developed for
eryopreserving mammalian cells are suitable for use
with hybridoma cells. These include programmable rate-
controlled freezers and isopropanol baths. Both systems
aim to cool the cells at a controlled rate (typically
1 °C/min). A cryoprotectant, such as glycerol (10-15% v/v)
or dimethyl sulfoxide (10% v/v), should be incorporated



into the medium just prior to freezing (38) to protect cells
from the damage caused by the formation of intracellular
ice as the medium freezes.

The most important factors in successful cryopreser-
vation are that the cultures to be frozen should be in
the exponential growth phase and have high percent-
age viability in excess of 90%. In addition, hybridoma
cells should be cryopreserved at cell concentrations in the
range (4-6) x 106/mL since levels of over 107/mL often
result in low viability on recovery of cryopreserved cells.
In some cultures viability may appear to be 90-100%
by vital dye exclusion, but upon resuscitation the via-
bility may fall to 50% or less. This may be due to a
high proportion of apoptotic cells and large cell fragments
that may retain membrane integrity but will ultimately
die (39). Although suboptimally cryopreserved cultures
may recover on thawing, the resulting cellular stress and
loss of viability may result in a high proportion of surviv-
ing cells that do not secrete antibody, thus necessitating
recloning.

Bulk Culture

Monoclonal antibodies can be obtained in quantity by
either large-scale culture or from ascitic fluid. The
antibody titer is higher in ascitic fluid (1-lOmg/mL
compared to 20 jig-1 mg/mL), but the volume produced
is limited. In addition, in some countries, such as
the United Kingdom, the production of ascitic fluid is
generally not permitted for ethical reasons. Therefore,
increasingly antibody production is carried out in vitro.
Cultures can be scaled up into larger tissue culture
flasks or roller bottles (40) if relatively small amounts
are required (1-10 mg antibody from up to 5 L of culture
supernatant).

However, for larger quantities of antibody (i.e., culture
volumes of 100-10,000L) more specialized equipment
is used and special considerations must be involved in
bioreactor design (41). Typically stirred vessel fermentors
are used where the cells are grown in batches in
suspension (42), where productivity is strongly influenced
by the characteristics of the culture at the initial point
of inoculation (43,44). However, there are also continuous
culture systems, such as hollow-fiber systems where cells
are trapped in hollow fibers (45-47) and perfusion systems
in which hybridoma cells are immobilized in a fixed or
fluidized bed and perfused with culture medium (48).
In these systems the replenishment of growth medium,
temperature, partial pressures of oxygen (pO2) and carbon
dioxide (pCO2), and pH are carefully controlled. In
batch and continuous culture reactors viability, glucose
levels, and the levels of certain metabolic waste products
(e.g., ammonia, lactate) are also monitored to establish
the general status of a culture. Scale up of a bench-
scale reactor system is not always a simple process of
increasing the dimensions of the culture vessel. A range
of physical and hydrodynamic parameters will alter as
scale increases and careful development of the culture
environment is required to minimize the physical and
biochemical stresses experienced by the hybridoma cells
and to optimize their nutrition and hence maximize the
yield of antibody (49,50).

Purification

Monoclonal antibodies can be purified by a variety of
methods, the choice of which will depend upon the intended
use of the antibody. For laboratory use a single step may
be sufficient. Culture supernatants containing antibodies
intended for use as diagnostic reagents and therapeutic
reagents will require higher degrees of purification in
multistep processes. The purification steps will also need
to be validated for their capacity to eliminate or inactivate
toxins and potential virus contamination including murine
endogenous retroviruses (51,52). Although monoclonal
antibodies have a high degree of homogeneity within
species and subclass, each antibody is unique, and
therefore purification systems may need to be adapted for
each antibody purified. However, some generic methods
are available such as Protein A/Protein G binding of
immunoglobulin, cation or anion exchange, and gel
permeation (53).

Purification of antibodies can be made more straight-
forward if the hybridoma culture is grown in serum low in
immunoglobulins. However, more significant advantages
in this respect can be achieved if the culture can be adapted
to growth in a serum-free growth medium (54), which also
reduces significantly the risk of virus contamination from
the culture medium.

T-CELL HYBRIDOMAS

T-T cell hybridomas can serve to immortalize by fusion
certain functions of T cells such as the secretion of a single
cytokine, other immunological function, or expression of a
surface receptor. As with monoclonal-antibody-producing
hybridomas, it is important to select the correct fusion
partner, that is, those known to fuse to activated T cells
with a high efficiency, which proliferate rapidly and
are sensitive to reagents selective for the growth of
immortal hybrid cells (55). Most fusion partners are
deficient in HGPRT or TK and are sensitive to HAT (55),
and examples are given in Table 2. These lines have
been used successfully to produce human (56, 2) and
mouse (57,58) hybrids. In addition, a range of interspecies
hybrids have been generated. Of particular interest is
the AKR lymphoma T-cell line BW5147, which exhibits
high fusion efficiencies and good growth characteristics
and has enabled the production of stable T-T-cell
hybrids (57).

Despite these successes, no human HAT-sensitive line
with a high fusion efficiency and good growth has been
described to date. Therefore, other methods have been
developed to overcome the need to use HAT for the removal
of unfused fusion partner cells and selection of clones of
interest:

Table 2. Most Commonly Used Fusion Partners in the
Production of T-T-cell Hybrids

Species

Mouse
Rat

Full designation

B W5147 AKR
C58 (NT)D

Characteristics

T cell
T cell

References

(57)



• Soft agar cloning, since T-T-cell hybrids will
form colonies, unlike the T-lymphoblastoid parent
cells (2,59)

• Selection in azaserine-hypoxanthine (AH), which
eliminates HGPRT" cells (56)

• Treatment of T-cell lines with metabolic inhibitors
(e.g., actinomycin-D, emetine) prior to fusion (60)

• By screening for antigenic determinants not present
on the parent T-cell line

Despite the difficulties with fusion, hybrid stability,
and cloning, the remaining steps are the same as those
used to generate antibody-producing hybridomas. As with
B-cell hybridomas, it is essential to plan and have adapted
screening assays and cryopreservation protocols prior to
fusion.
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The vital excretory, homeostatic, and endocrine functions
of the urinary system are performed by the kidney,
and these highly vascular organs are responsible for a
wide range of biochemical and physiological tasks (1,2).
By a complex process involving nitration, active and
passive absorption, and secretion, the kidneys retrieve
essential electrolytes and metabolites; remove metabolic
wastes and foreign substances; regulate ion, salt, and
water concentrations of the body tissues; and secrete or
respond to a wide variety of growth factors, hormones, and
cytokines.

The kidney has a complex tissue organization with
an internal structure divided into two distinct (outer
cortex and inner medulla) regions that demonstrate
striking structural and cellular heterogeneity (3,4). The
basic morphofunctional unit of the kidney is represented
by the nephron which contains some 15 types of renal
epithelia organized segmentally along its length. The main
elements of each nephron are the renal corpuscle (which
represents the beginning of the nephron), the renal tubule,

and the associated vascular and urinary poles. The renal
corpuscle that forms the blood-filtering unit of the nephron
is composed of a glomerulus surrounded by a double-
layered epithelial cup, the renal or Bowman's capsule. This
capsule consists of an inner glomerular (or visceral) and an
outer parietal (or capsular) layer. The glomerulus is made
up of a small tuft of fenestrated capillaries with mesangial
cells and their extracellular matrix (the mesangium)
lying between the capillary loops (5). Wrapped around
the glomerular capillary loops are the very elaborate and
highly branched epithelial cells (podocytes) of the inner
glomerular epithelium of Bowman's capsule (6). These
cellular elements, together with the fused basal laminae
of the capillary endothelial cells and podocytes, form
the glomerular nitration apparatus of the kidney which
is enclosed by the parietal layer of Bowman's capsule.
Therefore, the glomerulus constitutes, a complex structure
with each of the four main cell components (glomerular
epithelial, parietal epithelial, glomerular endothelial,
and mesangial) interacting in a specific way with the
three spatially distinct extracellular matrices in the
glomerulus (mesangial extracellular matrix and basement
membranes of the capillary loops and Bowman's capsule).
These all have basement membrane constituents as their
major matrix type, but each is distinct in organization
and composition (7,8). The mesangial cells resemble
smooth muscle cells and are of considerable biological
complexity (9-11). Several functions are attributed to
them: vasoreactivity of the glomerular tuft; production
of extracellular components to the mesangial matrix
which provides structural support to the glomerular tuft;
and, through their phagocytic properties, uptake and
clearance of macromolecules such as immune complexes
from the glomeruli with resident mesangial macrophages
also contributing to this process.

The renal tubule arises as a direct extension of the pari-
etal epithelium that lines Bowman's capsule and forms a
continuous tube with varied histophysiological features
characterizing its different segments (3). These perform
functions of osmoregulation and excretion through filtra-
tion, selective reabsorption, and secretory processes, creat-
ing and maintaining osmotic and urea gradients (12). The
tubular epithelial cells reflect this multiplicity of functions
with unique and characteristic sets of enzymes, transport
processes, and hormonal responses, depending on their cell
type, tubule location, and environment (1,2,13). The major
tubular segments comprise (1) the proximal thick seg-
ment, consisting of a proximal convoluted tubule and the
straight descending thick limb of Henle's loop: the proxi-
mal tubule is lined with simple cuboidal epithelium that
shows elaborate surface specializations associated with
absorption and fluid transport functions and demonstrates
distinct functional subregions (Si, S2, S3) (14); (2) the thin
descending and ascending segments of Henle's loop: the
type of epithelial cell along the thin segment shows vari-
ation, and four regions of the epithelium are identified by
different types of epithelial cells (14) which are thought
to reflect specific active or passive roles in the counter-
current system involved in producing of hypertonic urine;
and (3) the distal thick segment, consisting of a thick
ascending limb of Henle, the macula densa (specialized



epithelial cells located within the thick ascending limb;
their apical surface is in contact with tubular fluid, and
their basilar region is in contact with the glomerulus),
and the distal convoluted tubule: the distal tubule is lined
by a simple cuboidal epithelium devoid of a brush border
and is involved in active reabsorption of sodium chlo-
ride; adiuretin (vasopressin) and mineralocorticoids play
important roles in the function of the distal tubule. The
juxtaglomerular apparatus is a specialized structure link-
ing the distal end of the thick ascending limb at the macula
densa with the glomerular vascular pole. It is thought to
function in the control of glomerular hemodynamics and is
composed of juxtaglomerular cells (renin-producing modi-
fied smooth muscle cells), the macula densa of the distal
tubule (thought to serve as an osmoreceptor transmitting
changes in sodium levels in the distal tubule to juxta-
glomerular cells and regulating the release of renin by
the juxtaglomerular cells in a paracrine manner), and the
extraglomerular mesangium (15-17).

The collecting tubules and ducts of the kidney differ
from the nephron in their embryonic origin (1). They form
an intrarenal canalicular system that serves as a conduit
for urine and are also involved in the reabsorption of
water under the influence of the antidiuretic hormone,
vasopressin. This canalicular system shows structurally
and functionally distinct populations of epithelial cells
with at least three cell types identified, principal,
alpha-intercalated, and beta-intercalated cells, that are
responsible for the multiple physiological functions
of this kidney compartment (18). Striking interspecies
differences exist in the prevalence and distribution of the
different intercalated cells (19).

KIDNEY CELLS IN VITRO

Various approaches have been developed to study the
kidney in vitro. Model systems include isolated perfused
whole kidneys; isolated perfused nephron segments; renal
tissue slices; isolated glomeruli, tubular and renal cells;
primary and established cultures; and more recently,
immortalization of glomerular and tubular cells using
transfection technology. Although most renal cell cul-
ture studies use two-dimensional matrix support systems,
culture models providing three-dimensional matrix sup-
port have resulted in cell phenotypes that more closely
reflect the in vivo situation. Whole-organ metanephric
cultures, in which organotypic renal proximal tubular
and epithelial glomerular differentiation occur, have been
also used to study various aspects of renal epithelial
growth and differentiation, proximal tubular cystic dis-
ease, and drug toxicity (20), and individual microdissected
cysts from the kidneys of patients with polycystic kid-
ney disease have been successfully cultured (21). Opti-
mal growth and differentiation conditions for each renal
cell type are most likely quite different, and consider-
able influence is effected by different substrates and by
perfusion and coculture systems. These remain areas
which, although addressed in the past, need to be further
defined.

The techniques, culture conditions, applications, and
relative merits of these different in vitro approaches are

selectively discussed in reviews of renal cell culture (see
Refs. 13,22-30).

To circumvent the problems associated with primary
cultures, a large number of established cell lines have
been developed including transformed or tumor-derived
renal epithelial cell lines and transfected epithelial cell
lines of glomerular or tubular origin. Representative renal
cell lines are listed in Table 1, and the most widely used
lines are outlined following.

GLOMERULAR CELL CULTURES

Culture of all four glomerular cell types — glomerular
(visceral) epithelial (or podocyte), parietal epithelial,
glomerular endothelial, and mesangial — from several
different animal species, including human, has been
reported in the literature (5,20,25,31-34). Continuous cell
lines have been successfully developed from the various
glomerular cell types and are presented in Table 1.

Cultures have been generally established from
glomeruli obtained from renal tissue using sieving or cen-
trifugation techniques or a combination of both, followed
by culture for outgrowth of cells. To isolate glomeruli,
cortices are separated from the medullae of excised kid-
neys, and small fragments of cortical tissue are sequen-
tially sieved through a series of stainless steel meshes
of calibrated pore size resulting in a tissue suspen-
sion of mainly decapsulated glomeruli. Small numbers
of encapsulated glomeruli and tubular fragments may be
contained. Glomerular cells can be grown by (1) direct
plating of the isolated glomeruli for outgrowth of cells
or (2) enzymatic dissociation of the glomeruli and plating
out of the dissociated cells. Glomeruli subjected to vigorous
proteinase digestion of the basement membrane can result
in the culture of a wider variety of cells (35). Culture of
podocytes under standard conditions leads to dedifferenti-
ation, including the loss of foot processes and of markers
for differentiated podocytes. Partial differentiation of cul-
tured podocytes can be achieved through confluent growth
and minimal subcultivation (36). The outgrowth of mesan-
gial cells is favored where whole glomeruli are plated out
on plastic culture flasks and maintained in a medium con-
taining relatively high amounts of serum. This method
depends on the differential growth capacities of the intrin-
sic glomerular cells. Whole glomeruli, preincubated with
a cocktail of enzymes, usually proteinases, can generate
glomerular "cores" devoid of glomerular epithelial and
endothelial cells, consisting mostly of mesangium and
capillary loops from which mesangial cells can rapidly
grow as relatively homogeneous populations. Prolonged
culture of mesangial cells forms a multifocal nodular
structure, or hillocks, composed of cells and extracellular
matrix, which may mimic the situation in the glomerular
mesangium (37).

TUBULAR CELL CULTURES

The in vitro culture of virtually every segment of the
nephron and intrarenal canicular system has been suc-
cessfully undertaken from a variety of mammalian species,



Table 1. Selected Renal Cell Lines: Principal Characteristics and Applications

{continued)

Species/cell line

Cat
CrFK

FL74-UCD-1

Dog
MDCK

Hamster"
BHK-21 (clone

13)

Human0

293 (HEK293)

ACHN

G-401

HK-2

Monkey"
BS-C-I

Characteristics and applications

• Established in 1964 from cortical portion of the kidneys of a 10- to
12-week-old normal female domestic cat.

• Used extensively in feline-virus research, viral infectivity assays, and for
study of the biology of various retroviruses and derived vectors.

• Established from lymphomatous kidney of cat inoculated with virus
obtained from a cat with spontaneous leukemia. The cells are persistently
infected with KT-FeLV-UCD-I feline leukemia virus.

• Cells capable of producing large amounts of feline leukemia of attenuated
virulence for cats: used for vaccine preparation.

• MDCK is easily cloned. Confluent MDCK cells form polarized monolayers
with domes. MDCK cells are nontumorigenic but are transformed by virus
or chemical mutagenesis.

• Used as model of distal nephron epithelium. Used in studies of growth
regulation, tubule biogenesis, cell polarity, and differentiated functions and
as a model system for natural transporting epithelia to study drug
transport interactions and/or interactions with drugs and excipients. Grown
on semipermeable supports, forms a model barrier epithelium

• Transfected MDCK cells expressing the transgene MUCl provide a model
for analyzing the effect of mucins on epithelial permeabilities.

• Supports growth of a wide range of animal viruses.

• Subclone (clone 13) of the parental line established in 1961 from the pooled
kidneys of five unsexed, one-day old Syrian hamsters.

• Many genetically engineered variants reported in the literature.
• BHK-21 cl 13 and variants used extensively for virus replication studies

and, as hosts for transfection studies.

• Derived from a primary culture of human fetal kidney transformed by
sheared human adenovirus type 5 (Ad 5) DNA. Particularly sensitive to
human adenovirus and adenovirus DNA, contain and express the
transforming genes of Ad 5. Many transfected subclones developed from the
293 cell line.

• Used in the isolation of transformation defective, host-range mutants of Ad
5, and excellent for titrating human adenoviruses.

• Cell line initiated in 1979 from malignant pleural effusion of a 22-year-old
Caucasian male with widely metastatic renal adenocarcinoma. Cells are
growth-inhibited by human interferons.

• Used in cytotoxicity studies; cloning of cDNA encoding endothelin-2
precursor; study of cell growth inhibition; regulation of protein expression;
and in interferon/interferon-induction studies.

• Derived from a renal Wilm's tumor. Highly undifferentiated, epithelial-like
cell type; highly transformed; produces nephroblast growth factor (NB-GF).

• Used in tumorigenicity studies; post-transcriptional control of N-myc gene
expression, and in isolation and localization of renin-binding protein gene.

• Proximal tubular cell (PTC) line derived from normal kidney. Immortalized
by transduction with human papilloma virus 16 (HPV-16) E6/E7 genes.
Cells retain phenotype indicative of well-differentiated PTCs and functional
characteristics of proximal tubular epithelium such as Na
dependant/phlorizin sensitive sugar transport and adenylate cyclase
reponsiveness to parathyroid, but not to antidiuretic hormone. Cells
capable of gluconeogenesis.

• Used as in vitro model system for proximal tubule studies; cells can
reproduce experimental results obtained with freshly isolated PTCs.

• Epithelial cell line established in 1961 from primary cell cultures of African
green monkey kidney.

• Used for viral diagnostic studies; as a model for Cryptosporidium parvum
infectivity assay, and as a transfection host

References/collection code

In Vitro 9, 176 (1973) ATCC
CCL 94 ECACC 86093002

Nature (London) 222, 589-590
(1990) ATCC CRL 8012
U.S.Pat. 4,264,587

Proc. Soc. Exp. Biol Med. 98,
574 (1958) ATCC CCL 34
ECACC 85011435 ECACC
841219903 Note: The two
ECACC lines originate from
different depositors. Although
their common identity has
been confirmed by DNA
fingerprinting, ECACC
84121903 is reported to have
a wider virus host range.

Virology, 16, 147 (1962) ATCC
CCL 10 DSMZ ACC 61
ECACC 85011433

J. Gen. Virol 36, 59-72 (1977)
ATCC CRL 1573 DSMZ ACC
305 ECACC 85120602

ATCC CRL 1611 ECACC
88100508

Science 236, 175 (1987) ATCC
CRL 1441 ECACC 87042204

Kidney Int. 45, 48 (1994) ATCC
CRL 2190

J. Immunol. 91, 416 (1963)
ATCC CCL 26 ECACC
85011422



Table 1. Continued

Species/cell line

CV-l/EBNA-1

JTC-12

Vero

Mouse
As4.1

M-IA

mIMCD-3

SV40-MES 13

Opussum
OK

Pig
LLC-PKi

Characteristics and applications

• Derived from CV-I by transfection with DNA encoding Epstein-Barr virus
nuclear antigen (EBNA-I) and with a vector containing cytomegalovirus
regulatory sequences.

• CV-I is a fibroblast cell line, established in 1964 from the kidney of a male
adult African green monkey. It is used as host for transfected DNA
expression.

• Derived from the cynomolgus monkey: probably of proximal tubule origin.
• Exhibits sodium-dependent glucose and phosphate transport and

responsiveness to parathyroid hormone, but not to vasopressin or calcitonin.
• Established from the kidney of a normal adult African green monkey.
• Cells are susceptible to several viruses. Used in virus replication studies

and plaque assays and as indicator line for mycoplasma testing.

• Derived from a renin-expressing kidney tumor induced by tissue-specific
oncogene-mediated tumorigenesis in transgenic mice (strain ATCC CRL
2193 [C57BL/10Ros-pdxC3H/HeRos]Fl).

• Express high levels of renin mRNA and synthesize prorenin and renin.
Produce high levels of interleukin-6

• Used as a model for molecular biology studies of renin-producing kidney
cells.

Cortical collecting duct (CCD) cell line established from normal renal tissue
taken from an SV40 [Tg(SV40E)Bri/7] transgenic mouse.

• M-I cells retain characteristics of CCD. Most lines cloned from M-I.
Characteristics of either intercalated cells (ICC) or principal cells (PC) of
the CCD.

• When grown on permeable supports, cells show a high transepithelial
resistance and develop a lumen-negative trans-epithelial potential
difference.

mIMCD-3 is an inner medullary collecting (IMCD) cell line derived in 1991
from a mouse transgenic for the early region of SV40 [Tg(SV40E)bri/7].
Polarized cell line with characteristics of the terminal IMCD.

Glomerular mesangium C57BL/6J x SJL/J mouse transgenic for early region
ofSV40.

• Proximal tubular cell line derived from the kidney cortex of a normal adult
female American opussum. Retains several properties of proximal tubular
epithelial cells in culture and expresses a low level of angiotensinogen gene.
Cells display a variety of receptors in culture. Considered an excellent in
vitro model for the kidney proximal tubule epithelium.

• Used to study mechanisms of hormonal regulation of transport processes
and intracellular processing of biologically active peptides. Widely used as a
model for studies of receptors.

• Stable transformants of OK cells developed with the ANG-GH fusion gene
providing useful in vitro systems to study the regulation of expression of the
renal angiotensinogen gene.

• A renal tubular cell line established in 1958 from a cortical mince of kidney
from a normal 3-4-week-old male Hampshire pig.

• Cells are not clonally derived and may be heterogeneous; clonal variants
can be selected.

• Express a mixture of distal and proximal tubule characteristics.
Plasminogen activator but not renin; do not express distal tubular marker
protein or calbindin D-28K.

• Express some of the differentiated transport functions of proximal tubule
cells. Domelike structures form in confluent monolayers.

• Develop rapid resistance in vitro to the antiproliferative effect of TGF-^i.
Cells survive in suspension but show no significant growth. Form
multicellular spheroids.

• Used in transepithelial transport studies and as a convenient model for the
in vitro study of proximal tubule function although, this cell line responds
to arginine vasopressin, a distal tubule marker.

• Used in the production of plasminogen activator.

References/collection code

EMBO J. 10, 2821 (1991) ATCC
CRL 10478 U.S.Pat. 5,262,522

Biochim. Biophys. Ada 541, 467
(1978)

ATCC CCL 18 ECACC
84113001 WHO cell bank:
ECACC 88020401

Sigmund et al. (1990)

Kidney Int. 39, 1168 (1991)
ATCC CRL 2038 ECACC
95092201

ATCC CRL 2123

Kidney Int. 33, 677-684 (1988)
ATCC CRL 1927

In Vitro 14, 239 (1978) ATCC
1840 ECACC 91021202

In Vitro 12, 670 (1976) ATCC
CL 101 (formerly ATCC CRL
1392) ECACC 86121112
U.S.Pat. 3,904,480



including humans (13,25,38). Methods have included the
following.

• Primary culture of microdissected specific renal
tubule segments with monolayer growth of individual
epithelial cell types (39). Confluent primary cultures
of such microdissected segments express differenti-
ated functions of the tubule epithelial cell of origin
and can be maintained in their differentiated state
in culture for varying periods of time. The major
limitations to this approach are notably the labor-
intensive nature of tubule isolation; the relatively
small numbers of cells generated from any one donor;
variability among sequential tubule preparations;
the limited life span and/or period of expression of
differentiated characteristics, and the need to contin-
uously prove that specific tubular cells have, indeed,
been obtained. The choice of assay can circumvent,
to some extent, these limitations by using of high
specific activity radio tracers, by the scaling down
of biochemical assays to the microlevel, and by the
application of polymerase chain reaction (PCR) tech-
nology.

• Use of gravity sedimentation enriched populations
of enzyme-digested tubule fragments (40) or size and
density separation of enzymatically treated tissue
using centrifugation (41).

• Immunodissection involving dispersion of renal tis-
sue preparations into single cells or into mixtures
of cells and tubule fragments, and the separation of
cells based on the reactivity of cell surface determi-
nants with specific antibodies coated on polystyrene
dishes (42). Immunodissection protocols have been
developed for isolating cells from proximal tubule,
thick ascending limb, distal tubule, and cortical and

medullary collecting tubules. The technique, how-
ever, is technically rigorous and demands careful
immunologic and cell type characterization to be
successful.

• Fluorescence-activated cell sorting in combination
with immunodissection has been developed for
isolating near homogeneous populations of the
principal and intercalated cells of the cortical
collecting duct (43).

• Magnetic separation and primary culture of specific
tubular cells, based on physical dissociation of cortical
tissue followed by sieving and magnetic removal of
iron oxide-laden glomeruli (44). An immunomagnetic
procedure has been developed where antibody-coated
ferrous particles permit magnetic separation of
specific cell populations (45).

• Use of colloidal silica as a substratum: there
is evidence that proximal tubule cells can grow
to confluence more rapidly on colloidal silica-
coated tissue culture dishes than on tissue culture
polystyrene, show a polarized morphology, and retain
differentiated markers after passaging (41).

Various renal tubular cell culture models and immor-
talized cell lines have been established (46), and immor-
talization of primary tubular cell cultures is achieved
in several ways (47). More recently, transfection of pri-
mary tubular cell cultures has provided a route for
developing well-differentiated cell lines that are more rep-
resentative of the different nephronic segments (13). Prox-
imal nephron cell lines have been produced by targeted
oncogenesis in transgenic mice using pyruvate kinase-
SV40 (T) antigen hybrid gene (48); proximal and distal
cell functions have been maintained in SV40-transformed
tubular cell lines derived from rabbit kidney cortex (49);

Table 1. Continued

aThe Vero monkey and BHK-21 fibroblast-like cell lines epithelial-like cell line are prominent in the biopharmaceutical field and are discussed in the section
on cell lines used in manufacturing.

Species/cell line

Potoroo
PtKl (NBL-3)

Rabbit
Vept

Toad
A6

Characteristics and applications

• Established in 1962 from a kidney of normal adult female Potoroo. First
permanent cell line of marsupial origin to be established.

• Cell line important because of low number, large size, and distinct
morphology of the chromosomes. Used in cytogenetic studies.

• Proximal tubule epithelial cell line established in 1989 from primary
cultures of proximal tubules (Sl segment) microdissected from superficial
slices of cortex from the kidney of a normal male New Zealand rabbit

• Cells retain electrolyte transport characteristics of the proximal tubule and
receptor and signaling mechanisms for angiotensin II.

• Established in 1965 from a mince of whole kidney from a normal adult male
toad. Resemble collecting duct epithelium; exhibit a high transepithelial
electrical resistance; respond to aldosterone and increase cAMP levels in
response to vasopressin. The cells are morphologically homogeneous.

• A6 cells support the replication of GranofFs frog viruses, but no
inclusion-tumor associated virus.

• A6 cells provide a useful model system for studies of transport function in
kidney, electrophysiology, and ion transport.

References/collection code

Nature (London) 194, 406
(1962). ATCC CCL 35 [ATCC
CRL 6493] ECACC 91013163

Romero et al. (1992) ATCC CRL
2087

Am. J. Physiol. 241, C154
(1981) ATCC CCL 102
ECACC 89072613



and SV40-transformed lines have been derived from
proximal tubule cells of hypertensive and normotensive
rats (50) and from the thick ascending limb of Henle's loop
of rabbit and mouse (51,52). Immortalized cell lines have
further been generated from human proximal tubular cell
cultures transduced with human papilloma virus (HPV)
E6/E7 genes (53) or using a hybrid adeno 12-SV40 vec-
tor (54). Renal cell lines have also been produced from
proximal tubule (S3 segment), distal tubule, cortical, and
outer medullary collecting duct microdissected from kid-
neys of transgenic C57BL/6 mice that harbor the large
T-antigen gene of temperature-sensitive mutant simian
virus, pSVtsA58(ori-) (55).

Extensively used established tubular cell lines for renal
physiological and toxicological studies are the canine-
derived MDCK (56), the porcine-derived LLC-PK1(ST),
the opossum-derived OK (58), and the Xenopus-derived
A6 (59). These established cell lines are not derived by
cloning, however, and therefore do not represent a single
cell type, nor do they completely represent the functional
characteristics of their purported tubular origins. The
MDCK cell line has been extremely well characterized
and shows some features consistent with a distal tubular
origin (60). The original cell line, however, is made up
of cells with different morphology and varying degrees
of junctional resistance, as well as cells that do not
appear to be derived from the distal tubule (61). More
recently, MDCK has been proposed as a model for studying
the renal cortical collecting duct, and cell subtypes were
cloned that resemble principal and intercalated cells (62).
Dome, cluster, and tubular formations of MDCK cells are
substrate-dependent (63), and, grown on semipermeable
supports, MDCK cells develop apical membranes of
very low permeability that provide a model of barrier
epithelium (64).

The LLC-PK resembles predominantly, but not
entirely, proximal tubular epithelium; two other less
extensively studied cell lines that share many charac-
teristics of the renal proximal tubule are the cynomolgus
monkey-derived JTC-12 and OK cell lines, although the
Xenopus A6 cell line resembles collecting duct epithelium.
In substrate-dependent culture, LLC-PKi and OK cells
grow as a polarized epithelium where the apical cell mem-
brane faces the culture membrane.
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The liver comprises 2-5% of the body weight of adult
mammals, and is an extremely powerful organ that is
involved in controlling the quality of the blood. It elicits
the removal of unwanted materials, the detoxification of
hazardous chemicals, and the synthesis of a range of
important plasma proteins such as albumin. It is also a
unique organ in its capacity to regenerate itself to full
capacity from residual functional tissue. However, the

liver is surprisingly uncomplicated in structure and is
based on a single histological unit called the acinus (1).
The acinus comprises a parenchymal cell mass around
a terminal portal venule and a hepatic arteriole that
provides the blood supply to the acninar venous sinusoids
(Fig. 1). The venous sinusoids are lined with endothelial
cells with extremely large cellular pores (up to 1 u) and
kupffer cells that are reticular-endothelial cells with the
capacity to phagocytose bacteria and other foreign matter.
At the basal region of this endothelial layer is a physical
space called the space of Diss between the endothelium and
the hepatocytes that is organized in hepatic plates with
the bile-collecting canaliculi located on the side of each
hepatic plate opposite to the space of Diss. The space of
Diss drains to a lymphatic vessel. The hepatic plates with
the endothelial cell and Kupffer cell layers radiate from the
central core of the acinus to give it a wheel-like structure.

Despite its structural homogeneity the biochemical
functions are polarized to some extent. Notably, glutamine
synthesis and ketogenesis are most prominent in the
periportal vein and gluconeogenesis, urea synthesis, and
oxidative phosphorylation are concentrated in the central
venous region (2-4). The drug metabolizing activities are
also more abundant in the centri-lobular regions (5,6).

Many cell types are represented in the liver, including
hepatocytes, Kupffer cells, endothelial cells, bile duct cells,
mesenchymal cells, and nerve cells. A cell type referred
to as "oval cells" have been proposed as a precursor cell
component of the liver (7) and may be derived from the bile
duct. However, the overwelmingly predominant cell type
performing the majority of liver function is the hepatocyte
which occurs at a density of approximately 108 cells/g liver
tissue in humans.

Figure 1. Simplified diagram of the structural organization
within the human liver acinus. It shows the hepatic plates that
radiate from the central venule and the flow of lymph and bile
produced.
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The liver comprises 2-5% of the body weight of adult
mammals, and is an extremely powerful organ that is
involved in controlling the quality of the blood. It elicits
the removal of unwanted materials, the detoxification of
hazardous chemicals, and the synthesis of a range of
important plasma proteins such as albumin. It is also a
unique organ in its capacity to regenerate itself to full
capacity from residual functional tissue. However, the

liver is surprisingly uncomplicated in structure and is
based on a single histological unit called the acinus (1).
The acinus comprises a parenchymal cell mass around
a terminal portal venule and a hepatic arteriole that
provides the blood supply to the acninar venous sinusoids
(Fig. 1). The venous sinusoids are lined with endothelial
cells with extremely large cellular pores (up to 1 u) and
kupffer cells that are reticular-endothelial cells with the
capacity to phagocytose bacteria and other foreign matter.
At the basal region of this endothelial layer is a physical
space called the space of Diss between the endothelium and
the hepatocytes that is organized in hepatic plates with
the bile-collecting canaliculi located on the side of each
hepatic plate opposite to the space of Diss. The space of
Diss drains to a lymphatic vessel. The hepatic plates with
the endothelial cell and Kupffer cell layers radiate from the
central core of the acinus to give it a wheel-like structure.

Despite its structural homogeneity the biochemical
functions are polarized to some extent. Notably, glutamine
synthesis and ketogenesis are most prominent in the
periportal vein and gluconeogenesis, urea synthesis, and
oxidative phosphorylation are concentrated in the central
venous region (2-4). The drug metabolizing activities are
also more abundant in the centri-lobular regions (5,6).

Many cell types are represented in the liver, including
hepatocytes, Kupffer cells, endothelial cells, bile duct cells,
mesenchymal cells, and nerve cells. A cell type referred
to as "oval cells" have been proposed as a precursor cell
component of the liver (7) and may be derived from the bile
duct. However, the overwelmingly predominant cell type
performing the majority of liver function is the hepatocyte
which occurs at a density of approximately 108 cells/g liver
tissue in humans.

Figure 1. Simplified diagram of the structural organization
within the human liver acinus. It shows the hepatic plates that
radiate from the central venule and the flow of lymph and bile
produced.
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HEPATOCYTES /N WVO

The proportion of liver cells that are hepatocytes varies
among species and is higher in human (80%) (8) than in
rat (60%) (9). The size of hepatocytes also varies among
species, and human hepatocytes are generally larger than
those of rat and dog (10). Within an individual liver,
hepatocyte size exhibits a gradient across the structure
of the acinus. In adult human liver, the hepatocytes are
mono- or binuclear and predominantly tetraploid. In adult
animals, hepatocytes divide very infrequently and mitotic
indexes are very low, for example, 0.03% in the adult
rat (11).

The hepatocyte is the center of active chemical
biotransformation in the liver although some metabolizing
enzymes are found in the endothelial, Kupffer, and bile
duct cells (12). Hepatocytes perform a combination of
enzyme-mediated activation and detoxification reactions
divided into two groups called phase I and phase II.
Phase I processes are generally hydrolytic and "redox"
reactions that provide the functional groups to which
phase II reactions conjugate ligands to enable excretion
via membrane transporters (13). Cytochrome P-450 (CYP)
mono-oxigenase is a key Phase I enzyme system that
is representative of a supergene family of at least
74 different groups of which 14 are common to all
mammals (14). UDP-glucuronyl-transferases are the most
abundant phase II enzymes which like CYP are located in
the hepatocyte endoplasmic reticulum. The three UDP-
glucuronyl-transfereses are responsible for conjugation
of UDP-glucuronic acid to endogenous substrates such
as bilirubin, steroids, estradiol, and xenobiotics. The
most important of the other phase II enzymes are the
sulfotransferases, which effect sulfation in the hepatocyte
cytosol, and the glutathione-S-transferases (GST) (15)
which mediate conjugation of reduced glutathione to a
range of electrophilic compounds. The four main classes of
these phase II enzymes (alpha, mu, pi, and theta) are found
in a number of mammalian species (16) and are important
in protecting against the toxic effects of carcinogens (17).
As already indicated, numerous factors influence the
relative enzyme activities, and these include species and
strain (18), endocrine status (19), age (20), disease (21),
and nutrition (22). Drug metabolizing activities among
individual humans can be very variable (23,24) and
in the case of CYPs and GSTs, may have a genetic
basis (23,24).

HEPATOCYTES IN VITRO

The liver has been studied in vitro by using isolated per-
fused livers (25), liver slices (26), isolated cells, subcellular
fractions, and cell lines. Technological developments have
led to renewed interest in the liver slice models whereby
tissue slices of 250 jim can be prepared reliably and pro-
vide metabolic data over 2-3 days. However, the most
common in vitro systems involve isolated hepatocytes.

Hepatocyte cell suspensions are usually prepared by
a two-step collagenase perfusion method first described
by Berry and Friend (27) for rat liver and now has been
applied to various species, including rabbit, dog, pig, and

humans (28-30). The first stage of perfusion releases
desmosome and hemidesmosome junctions between adja-
cent cells and the extracellular matrix by a divalent
cation-free buffer, whose action may be assisted by a
chelator such as EGTA or EDTA (31). Then, perfusion with
collagenase digests the liver matrix to yield a single-cell
suspension. The whole liver is usually dissociated for small
mammals whereas wedge biopsies are more frequently
used for large species. Kupffer and endothelial cells can be
prepared by collagenase-pronase treatment (32).

Suspensions of hepatocytes allowed to grow on glass
or plastic surfaces reestablish their polarity and form an
epithelial monolayer (33). Numerous hepatocyte functions
are retained in vitro such as Na dependent transport
functions for bile acids (34), amino acids (35), and sug-
ars (36), although a general decrease in liver specific
functions is observed and had been ascribed to a dediffer-
entiation process (37). Up to 50% CYP in rat hepatocytes
its lost during the first 24-48h in vitro (38-41) and,
although inducers may be used to regain CYP activity, this
response is not directly comparable to that in vivo (42).
Similar changes are also observed for UDP-glucuronyl
transferases (43), glutathione transferases (44), and other
liver-specific genes such as albumin and transferrin, which
may fall to less than 10% of their transcription rate in vivo
after only 24h in vitro (45,46). These changes differ among
species although human hepatocytes in vitro retain the
activity of all of the main CYP groups (47).

The culture medium has a marked influence on the
performance of hepatocytes in vitro (48), and the levels of
certain amino acids have very specific effects on hepato-
cytic function (49). Differentiation of hepatocytes in vitro
may be enhanced by additives such as dexamethazone
which enhances transcription of matrix proteins such as
collagen. Insulin and epidermal growth factor stimulate
DNA synthesis in hepatocytes, but the most powerful
mitogen for stimulating hepatocytic growth is hepatocytic
growth factor (50,51).

Coculture of hepatocytes with other cell types such as
sinusoidal cells (52) and fibroblasts (53) have shown some
improvement in hepatocyte survival. However, the most
successful system of coculture uses rat epithelial liver
cells derived from biliary epithelium, and this has been
successful in producing cultures that survive for several
weeks and retain the synthesis of plasma proteins and
phase I and II enzymes (54-56).

Generation of spheroid cultures using PoIyHEMA (57)
encourages the long-term expression of plasma proteins
such a albumin and transferrin (57,58) and the deposition
of extracellular matrix proteins (59).

The diversity of preparative methods, culture media,
and substrates means that there may be some difficulty
in comparing data using these different approaches. The
problem of standardizing hepatocyte cultures has been
reviewed by Skett and Bayliss (60).

The growth of hepatocytes on plastic surfaces or
membranes coated with collagen has provided some
improvement in hepatocytic survival (61). However, a
novel collagen sandwich culture method has shown
significant improvements in function, as well as prolonged
viability of the hepatocytes (62). Bioreactor systems using



hepatocytes in alginate beads have also been beneficial
in maintaining hepatocytic functions (63). Further devices
called rotating wall vessels, which avoid the turbulence
created at the gas-growth medium interface to yield low
shear-stress culture systems (so-called microgravity), are
also being used now (64). These systems have enabled the
in vitro production of relatively large pieces of tissue with
recognizable liver histology (64). Rat hepatocytes cultured
in real microgravity conditions have shown changes in
Kupffer cells and glycogen storage (65).

Table 1. Examples of Hepatic Cell Lines

HEPATIC CELL LINES

Hepatocyte cell lines have been obtained from hepatomas
and transfection of normal hepatocytes with recombinant
constructs that express oncogenes (Table 1). However,
although some of the hepatoma cell lines such as HepG2
and C3A retain a number of the synthetic properties of
hepatocytes, no cell lines have been produced that express
the full range of phase I and phase II enzymes found in
primary cultures. In addition enzyme activities that are

aFurther details of biochemical activities of cell lines of importance are available through Forschungszentrum, the CCLTOPS catalogue, Prof. F. J. Weibel,
GSF- fur Umwelt and Gesundheit, Neuherberg, Germany.
b Descriptions of the different sources of cells and their addresses can be found in the chapter on cell banking.

Species

Human

Mouse

Rat

Fish
Bird

Cell Name

WRL68

PLC/PRF/5

Hep3B

HepG2

Chang Liver
(HeLa)

SK-HEP-I

MC/9

H2.35

NCTC clone
1469

HEPA 1-6

Anr4

ARL-6

BRL 3A

Clone 9

MHlCl

Phil

Rl
LMH/2A

Characteristics/Applications0

Derived from embryo cells. See U.S. Patent 3,935,066

Contains hepatitis B sequences. Used for isolating a wide range of
viruses and has some significance in toxicology

Produces a variety of plasma proteins, e.g., fibrinogen, alpha-fetprotein,
transferrin, albumin, complement C3, and alpha-2-macroglobulin

Produces a variety of plasma proteins, e.g., prothrombin, antithrombin
III, alpha-fetprotein, complement C3, and fibrinogen

Widely used in virology, biochemistry, and transplantation science but
now well documented to be a subclone of HeLa cells

Isolated from liver adenocarcinoma and forms large cell carcinomas in
nude mice. Reported to secrete alpha-1 antitrypsin

Fetal cells that secrete histamine and leukotrienes. Also express IgE
receptors that permit sensitization to antigens following exposure to
antigen-specific IgE

SV40 (tsA255)-transformed hepatocytes. Temperature-sensitive
expression of serum albumin mRNA. Undergoes morphological
changes and induction of albumin secretion in response to
extracellular matrix gel substrata

Derived from NCTC 721. Used in biochemical and nutritional studies
and is susceptible to vesicular stomatitis virus (Indiana)

Mouse hepatoma culture derived from the BW7756 tumor described as
secreting several liver-specific products

Derived from the ARL J301-3 cell line by transformation with the
E J-ras oncogene

Provides the substrate for an in vitro test for tumorigenicity of rat
tumor cells that is more sensitive than nude mouse inoculation

Generated by primary cloning of untransformed (normal) cells. Noted
for secretion of mitogen-like peptides under serum-free culture
conditions

Used for in vitro studies of carcinogenesis and nutrition

Derived from "Morris hepatoma" cells but has distinct characteristics.
Cells synthesize serum albumin and tyrosine asparaginase. Also
reported to express a variety of dehydrogenase, synthetase,
transferase enzymes, and cytochrome P450 of significance in
toxicology studies. Some sources may be HeLa contaminated

Derived from Fu5 cells, this cell line is resistant to thioguanine
(6 ug/mL) and is reported to be highly differentiated

Rainbow trout liver. Has been subcloned to yield cell line DIl
Chemically induced hepatocarcinoma cells derived from a leghorn

chicken. These cells are transfected with the chicken estrogen
receptor

Catalogue
Codes6

ATCC CCL48
ECACC89121403

ATCC CRL 8024
ECACC85061113

ATCC HB8064 DSMZ
ACC93
ECACC86062703

ATCC HB8065 DSMZ
ACC180
ECACC85011430

ATCC CCL13
ECACC88111403

ATCC HTB52 DSMZ
ACC141
ECACC91091816

ATCC CRL 8306
ECACC90120515

ECACC94050407
ATCC CRL1995

ATCCCCL9.1,
ECACC88111403

DSMZ ACC175
ECACC92110305

ECACC90071808

ECACC87050701

ATCC CRL1442
ECACC85111503

ATCC CRL1439
ECACC88072203

ATCC CCL144 DSMZ
ACC106
ECACC85112702

ECACC85061101

DSMZ ACC 56
ATCC CRL2118



retained in these cell lines may show variability in serial
passage over time. One well-known "hepatocyte" cell line,
"Chang Liver," is cross-contaminated with HeLa cells (66).
Nonparenchymal cell lines have been described, and rat
liver epithelial cell lines, probably derived from biliary
epithelium, can transform and propagate indefinitely
in vitro.

CONCLUSION

Although a number of cell types are found in the liver,
the hepatocyte is by far the most predominant and
important cell type. Liver function can be studied by
whole-organ perfusion or tissue slice analysis but these
suffer significantly from variation among organs. No cell
line can yet provide the full range of activities identified
in primary hepatocytic cultures. However, the diversity of
methods for the preparation and culture of hepatocytes
means that standardization is a major problem.
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THE MONOCYTE LINEAGE

Cells of the monocytic lineage arise from stem cells in
the bone marrow and are released into the blood, where
they are observed predominantly as cells of monocytic
morphology expressing high levels of CD 14 (Gram-
negative bacterial lipopolysaccharide receptor) and the
monocyte-specific cytochemical marker sodium fluoride
sensitive esterase (1). Monocytes are usually negative
for CD 16 (Fc gamma receptor type III) expression, but
a subset of CD14-positive, CD16-positive monocytes has
been identified (2) that appear to have distinct functional
properties (3). The monocyte lineage of leukocytes gives
rise to macrophages and other cells, including dendritic
cells (4) and osteoclasts, which are an essential cellular
component in the biology of bone (5).

MACROPHAGES IN VIVO

While macrophages have a role to play in the immune
response (6,7), they are best known for their capacity to
ingest and degrade or phagocytose a range of materials.
The other major group of phagocytes are neutrophils
(polymorphonuclear cells) of the granulocytic lineage of
leukocytes (8). Macrophages exist as freely circulating
mononuclear phagocytic cells in the blood and lymph
and as resident macrophages in various tissues and
organs. Resident macrophages include Kupffer cells in
the liver (9), microglial cells in the brain (10,11), and the
mesangial phagocytes of the kidney, to name a few.

The materials that macrophages phagocytose range
from antibody-antigen complexes through to viruses, bac-
teria, dead cells, and membrane fragments. Macrophages
play an important role in wound healing by phagocytosing
dead cells and debris (12) and secreting chemoattractants
and growth factors (13,14). Macrophages are also pro-
fessional antigen-presenting cells (15). This term refers
to their capacity to ingest, process, and present protein
antigens to T helper cells via the MHC class I or II path-
ways (15).

Macrophages mature and differentiate under the
influence of cytokines and growth factors and show marked
phenotypic and functional variation (16,17). Circulating
macrophages passage between the blood and lymph
via trafficking through the peripheral lymph nodes.
Macrophages tend to be nonproliferating cells and may
survive for many years, unlike neutrophil phagocytes,
which are produced for short-term responses. Some of
the tissue resident macrophages are believed to remain
resident for the life of the host. Macrophages are a
pleomorphic and phenotypically varied population due to
the profound effect that the microenvironment has upon
them (18).

In response to injury or infection, the release of soluble
factors creates a chemotactic gradient that initiates the
infiltration of macrophages (among other cell types) into
the site of injury or infection (19). Macrophages are
one of the first in the waves of cells entering such
an area. These cells phagocytose bacteria and tissue
debris and can migrate to the draining lymph nodes to
process and present antigens to T helper cells in order
to prompt cell-mediated and humoral immunity (16). At
latter stages, macrophages can be stimulated by exposure
to particular cytokines (macrophage activating factors,
MAFs) (20) resulting in a number of changes in the
macrophage. These changes include increased expression
of MHC-II, induction of biochemical pathways that
mediate killing of bacteria, and the increased expression
of some surface markers. Macrophages are relatively
nondiscriminatory in their functions, as they do not
respond in an antigen-specific manner. Thus amplification
of macrophage activity by recall responses does not occur
directly by macrophages but is a secondary consequence
of antigen-specific lymphocyte activity with release of
macrophage activating factors such as interferon gamma
and granulocyte macrophage colony-stimulating factor, to
name two.

Macrophages are crucial to the immune system and are
central to protection against bacterial infection. They are
central players in antigen presentation and have a major
part to play in certain aspects of antiviral immunity,
including the expression of interferon gamma (21).

MACROPHAGES IN VITRO

Macrophages have been difficult to transform into stable
continuous cell lines of a well-defined phenotype. Because
of the innate plasticity of this cell type, such cell lines
that have been derived have tended to be unstable and
change phenotype over time. However, some relatively
stable monocyte-like or macrophage-like cell lines have
been isolated and characterized (Table 1). They have been
extremely useful in dissecting the details of macrophage
activation and maturation and the mechanisms of
macrophage-mediated microbicidal function.

The distinction between monocyte-like and macro-
phage-like cells can sometimes be rather subtle, but in
general it can be said that monocyte-like are the less
differentiated being progenitor cells. The monocyte-like
cell lines often require exposure to macrophage activating
factors and other cytokines to evoke a broader range of



macrophage-like functions and markers. One particularly
valuable macrophage precursor cell line is the human
prolmyelocyitc leukemia line HL60 (22) (Table 1), which
can be stimulated by a variety of compounds (typically
dimethyl sulfoxide or sodium butyrate) to differentiate
into cells representative of the monocyte or neutrophil
lineages. Some of these differentiated cell types have been
established as stable cell lines including HL60 15-12 (23)
and HL60 Ast.4 (24). However, some similarly derived
cell lines, such as HL60 M2 and HL60 Ast.3 (24), are
reported to differentiate solely in the neutrophil lineage.
A second histiocyte cell line, U937, has also been used for
a wide range of research purposes (Table 1) and responds
to differentiating agents (25).

Much work has been done using these and other
monocytic cell lines in identifying the factors critical
to macrophage activation. Aspects of phagocytosis and
intracellular trafficking of bacteria and antigens have also
been fruitfully investigated using these lines.

DENDRITIC CELLS

Categories and Characterization of Dendritic Cells

Dendritic cells are unequaled in their potency for initiating
the primary immune response through their character-
istically powerful capability for presenting antigen to
T cells. Dendritic cells are derived from CD34-positive
leukocytes either directly from CD34-positive bone mar-
row progenitors (26) or from dendritic cell/macrophage
precursors in the peripheral circulation (27). These cells
appear in almost all tissues and have slightly different

characteristics in different microenvironments. These dif-
ferences have led to identification of different categories
of dendritic cells, including interstitial dendritic cells (gut,
kidney, heart, and lung), interdigitating dendritic cells
(thymic medulla and secondary lymphoid tissue), Langer-
hans cells (skin epidermis and mucosa), lymph dendritic
cells (veiled cells), and blood dendritic cells. Follicular
dendritic cells may not to be of the leukocyte lineage and
are primarily involved in maintaining humoral immunity
by presenting antigens to B cells, immune memory, and
maturation of antibody affinity (28).

Dendritic cells at a particular site will alter phenotype
over their lifespan; however, there are a number of
features that are characteristic of this cell type (28):

• Dendritic morphology
• Low phagocytic activity
• Induction of proliferation in allogeneic naive T cells
• CDIa positive with high levels of major histocompat-

ibility complex II (MHC II) and accessory molecules
such as CD54, CD58, CD80, and CD86

• Absence of CD 14 and nonspecific esterase
• Intracytoplasmic Birkbeck granules seen in Langer-

hans cells of the epidermis

The capability of dendritic cells for antigen presentation
has notably implicated them in responses to allergens (29)
and to virus infection (30). Dendritic cells are also known
to be involved in the selection and survival of T cells
(31). The power of their antigen-presenting activity is
illustrated by reports that T-cell responses to extremely
low levels of bacterial superantigens are elicited solely

aFor further information on cell lines available from resource centers, see the article on cell banks.

Table 1. Examples of Cell Lines of This Myeloid Lineage

Species

Human

Mouse

Cell Name

HL-60

THP

U937

416B

J774.2

P388.D1

RAW 264

Wehi 3b

Characteristics/Applications

Derived from promyelocytic leukemia cells isolated by lymphophoresis.
Differentiation is enhanced by treatment with compounds such as
dimethyl sulfoxide and sodium butyrate. A series of subclones have
been isolated with subtly different characteristics in terms of their
capacity to differentiate.

Derived from a case of acute monocytic leukemia. Reported to have
antibody (Fc) and complement (3b) receptors and to be capable of
differentiation into macrophage-like cells.

Cell line derived from a case of histiocytic lymphoma. Expresses many
monocyte characteristics typical of cells of histiocytic origin.

Mouse (BDF) myelomonocytic leukemia cell line. Forms
myelomonocytic, megakaryocytic, and erythropoietic colonies in vivo.

Cell line of monocyte-macrophage lineage cloned from the J774.1
tumor. Synthesizes lymphocyte activating factor and interleukin-1.

Isolated from P388 macrophage cells for high production of
interleukin-1. Useful in antibody-dependent cell-mediated
cytotoxicity studies.

Monocyte-macrophage cell line isolated from a tumor induced by
intraperitoneal injection of Abelson leukemia virus (A-MuLV).
Reported to exhibit phagocytosis and lysozyme secretion. Mediates
antibody-dependent lysis of sheep erythrocytes and tumor target
cells.

Myelomonocytic cells induced by mineral oil injections of Balb/C mice.
Expresses interleukin-3.

Collection Codesa

ATCC CCL 240
ECACC 88112501

ATCC TIB202
ECACC 88081201

ATCC CRL 1593
ECACC 87010802

ECACC 85061103

ATCC TIB 67
ECACC 85011428

ATCC TIB 63
ECACC 85011439

ATCC TIB 71
ECACC 85062803

ECACC 86013003



through dendritic cells (32). In addition, their significance
in immunity means that they are important factors in
transplantation immunology and appear to migrate from
allografts and stimulate T cells in the host lymphoid
tissue (33,34). The cell biology of dendritic cells is obviously
complex (35), and the wider potential of these cells has
been indicated by the observation of the close association
between Langerhans cells and nerve processes (36) and
the potential role of dendritic cells as an interface with the
nervous system has been discussed by Ibrahim et al. (37).

Dendritic Cells in Vitro

Dendritic cells are difficult to isolate due to their scarcity
in tissue. The most efficient methods for their preparation
have been from blood using granulocyte macrophage
colony stimulating factor (GM-CSF) to cause proliferation
of dendritic cells and addition of IL-4 to suppress the
growth of macrophages (38). In vivo the microenvironment
is critical to the growth and phenotype of dendritic cells,
and this is illustrated in vitro by the promotion of full
maturation when hepatic dendritic cells are grown on
collagen I (39). However, the level of activity in stem cell
research means that the developments in the culture of
dendritic cells is rapidly progressing (40,41).

Dendritic cell lines have been derived from mouse
epidermis and spleen cells (42,43). These cell lines
express co-stimulatory molecules, show efficient antigen-
presenting activity, and are proving valuable in the study
of maturation of dendritic cells. Another dendritic cell
line from fetal murine skin is reported to be MHC
class I positive and MHC class II negative (44). The cells
resemble fetal dendritic cells and are potent stimulators
of CD8+ T cells; therefore, they have an important role
in evoking a cytotoxic T-cell response. A range of cells
have been isolated more recently (45,46), but there is still
a need for more continuous cell lines to represent the full
range of dendritic cells.

The importance of dendritic cells in quality and level of
the immune response (47) and their involvement in both
primary and secondary phases of the immune response
means that they are being actively investigated in new
approaches to vaccination (48,49).

The ability of dendritic cells to damp down the response
to auto- and allo-antigens and allergens means that they
remain important in transplant science (50,51), allergy,
and autoimmune diseases (52). The antitumor activities
of denritic cells are well known (53), and some cancer
therapies have also been developed commonly based on
the presentation of tumor-associated antigens by in vitro
dendritic cells. Novel genetic engineering approaches are
also opening up new models for research (54) and therapy,
and it seems that, as the cell biology of this vital cell type
is resolved, numerous clinical benefits will follow.
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The ovary is among the more complex organs of
the body and has two interrelated functions, mature
oocyte production and steroid hormone biosynthesis that
produces two major groups of steroid hormones (estrogens
and progestrogens) which stimulate the development
and function of secondary sex organs, placental and
mammary (1). Its functions are achieved by numerous
cell types (1), and all of these cells have some tendency to
undergo malignant transformation (2).

The ovary is structurally organized into a peripheral
cortex, which contains ovarian follicles in various stages
of development, and a smaller inner medullary zone of
highly vascularized loose connective tissue. Surrounding
the ovary is a mesodermally derived outer covering
of simple cuboidal epithelium, the ovarian surface
epithelium (OSE). This is a complex and physiologically
versatile structure that plays an important role in normal
ovarian physiology (3). OSE cells continually proliferate
and recolonize the ovarian surface following ovulation (4).
Sited between the surface epithelium and the ovarian
cortex is an inner avascular dense connective tissue
capsule, the tunica albuginea. This capsule is continuous
with the richly cellular cortex that harbors the oocyte-
containing ovarian follicles embedded in a loose connective
tissue (stroma) of fibroblasts, fibrocytes, and scattered
smooth muscle fibers.

The ovarian follicles form discrete morphofunctional
units and basic types are identified on the basis of
their developmental state: primordial, growing, mature
or graafian, and atretic follicles. Follicle development
represents a complex process that is regulated by
endocrine, as well as paracrine and autocrine factors (6).
The primordial (inactive) follicle consists of a primary
oocyte surrounded by a single layer of squamous follicular
cells. In the growing follicle, the oocyte enlarges, and
the follicle epithelium becomes a several-layered cuboidal
stratified epithelium (stratum granulosum), where the
follicular cells are then identified as granulosa cells.
Ovarian granulosa cells are the site of the conversion of
thecal cell-derived androgenic precursors into estrogens,
and they play an essential role in the maturation of the
developing ovum. As the follicle matures, the granulosa
cells form a thickened mound, the cumulus oophorus, in
the region associated with the oocyte. Stromal connective
tissue immediately surrounding the follicle differentiates
into the steroid hormone-producing theca folliculi. This
differentiates into two layers, the theca interna—an
inner, highly vascularized layer of cuboidal steroid-
secreting cells (thecal androgens play fundamental roles
in the ovary, secrete as estrogen precursors, and have
local regulatory actions) and the theca externa — an outer
layer consisting mainly of vascular connective tissue.
Interactions between mesenchymal-derived thecal cells
and epithelial-derived granulosa cells are essential for
follicular development in the ovary, mediate gonadotropin
actions (6), and lead to the formation of a mature tertiary
(or graafian) follicle that is a vesicular formation bulging
from the ovarian surface. After ovulation and oocyte
release, the OSE cells undergo several rounds of division
to repair the wound created by follicular rupture. During
postovulatory repair, OSE cells reversibly modulate to a
more fibroblast-like form and can modulate in vitro from
an epithelial to a mesenchymal morphology in response to
a variety of environmental cues (7).

Following ovulation, remnants of the follicle form the
corpus luteum, a temporary estrogen and progesterone-
producing endocrine organ that arises through differenti-
ation of granulosa and theca interna cells into granulosa
lutein and theca lutein cells. Granulosa lutein cells secrete
high levels of estrogen, but small amounts of proges-
terone, and in pregnancy secrete the hormone relaxin.
Ovarian thecal and theca lutein cells are the major source
of 19-carbon (C 19) steroids (i.e., dehydroepiandrosterone,
androstenedione, and testosterone) produced by the ovary
and necessary as a substrate for granulosa cell biosynthe-
sis of estrogen (8).

OVARIAN CELLS IN VITRO

Human ovarian cancer is a leading cause of death
from gynecologic malignancy (9), and the vast majority
of ovarian tumors originate from cells of the ovarian
surface epithelium (7,10). Interest in ovarian cancer
is reflected by a literature containing descriptions of
more than 100 human ovarian tumor cell lines. The
majority of these are epithelial cell lines derived mostly
from serous, mucinous, endometrioid, and clear cell



carcinomas of the ovary; a few lines have been established
from teratomas and granulosa cancers (11). A greater
number of lines have been established from ascitic fluids
rather than from solid tumors, and from patients with
poor prognosis. Relatively few cell lines are from well-
differentiated or benign tumors, and the development
of ovarian cell lines from normal tissue has on the
whole been disappointing. Human ovarian carcinoma
cell lines have been genetically engineered to produce
therapeutic proteins, for example, retroviral-mediated
gene transduction of cell lines for isolating cytokine
interleukin-4-secreting clones (12). Established ovarian
cell lines have been used extensively in identifying
growth factors, growth factor receptors, and oncogene
expression; in studying the mechanisms of the action
of steroids and antisteroids; in developing predictive
tests of steroid and chemotherapeutic drug sensitivity;
in characterizing tumor markers; in generating specific
monoclonal antibodies with potential applications in
tumor diagnosis; in monitoring disease progression; and
in developing novel treatment strategies (for selected
reviews, see Refs. 2,7,8). Cell lines from ovarian tumors of
untreated patients and of patients with disease refractory
to combination chemotherapy have been developed as an
approach to the study of multiple drug resistance in human
ovarian cancer. Drug-resistant cell lines have also, been
established by exposing cell lines from untreated patients
to individual drugs of interest.

Representative ovarian cell lines are listed in Table 1
(13-21). A number of these cell lines have been
transfected with a variety of vector systems and used
to express recombinant proteins of commercial and
therapeutic importance. CHO and Sf9 ovarian cell lines
provide important culture systems for biopharmaceutical
manufacturing processes (see the section on Cell Lines
Used in Manufacturing).

OVARIAN CELL CULTURE

The ovary has been studied in vitro using a number of
different culture systems, and panels of ovarian cancer
cell lines have been established for use in fundamental
and applied research programs (selectively reviewed in
Refs. 11 and 22). The most general approach, to date,
has been the initiation of primary monolayer cultures
leading to the establishment of continuous cell lines.
Many of the human cell lines have been derived from
clinical material. Solid ovarian tumours are minced into
1- to 2-mm3 pieces and dissociated enzymatically into
small clusters of cells are prior to culture. Ascitic fluids,
when used as the source material, are centrifuged and
the cells pelleted and extensively washed prior to culture;
cell lines can be established by cloning from the ascitic
fluid (23). In some cases, cultures may be transplanted
into athymic nude mice, the solid tumor excised from
the animals, and in vitro cultures reestablished. Human
ovarian tumor cell lines have been established from
human tumor xenografts in athymic mice. Ovarian tumor
cells have been grown directly in soft agar systems,
which favor the growth of tumor cells. A review of the
literature indicates that there are no particular growth

factors or media that result in cell line development.
Other three-dimensional culture systems have been used
to provide better agreement with in vivo characteristics
and better predictive models than conventionally used
monolayer cultures for selective screening of drugs, such
as the use of multilayered cell cultures (24), collagenous
sponge matrix (25), multicellular spheroid models grown
in spinner culture (26), or culture of cells on microcarrier
beads in low-turbulence rotating wall vessels (27).

Ovarian Surface Epithelium-Derived Cell Cultures

Tissue culture studies of normal ovarian surface epithe-
lium are discussed in Auersperg et al. (7). Cultured
human OSE cells are reported to produce growth fac-
tors, cytokines, cell adhesion molecules, and protetolytic
enzymes, and contain 17^-hydroxysteroid dehydrogenase
activity. The phenotype of normal OSE cells in culture is
profoundly influenced by the extracellular matrix (ECM).

Human OSE cells may be biopsied from normal human
ovaries in situ or from oophorectomized specimens (28,29).
The ovarian surface is scraped with a silicone rubber
spatula, and fragments of detached OSE are rinsed from
the spatula into culture medium, centrifuged, resuspended
in fresh medium, and transferred to plastic tissue culture
dishes. This procedure allows setting up successful
primary monolayer cell cultures. However, the number
of viable cells obtained from surgical specimens is low (in
the 104 range), and cultures have a generally limited life
span ranging from 15 to 25 population doublings. OSE
in low-passage culture has been successfully transfected
with SV40 large T antigen, and the resulting immortalized
OSE lines (IOSE) provide large cell numbers. Rat ovarian
surface OSE cell lines have been initiated from aseptically
removed ovaries subjected in vitro to trypsin treatment for
selective removal of ovarian surface epithelium (30).

Human OSE-derived cell lines include Caov-3 (16),
HEY (16), IOSE-Van (31), MLS (32), NIH:0VCAR-3 (17),
OW-I, SAU, and SKA (33). Other animal cell lines include
spontaneously transformed tumorigenic rat ovarian sur-
face epithelial cell lines (34), spontaneously immortalized
rat ovarian surface epithelial cell ROSE 199 and ROSE
239 lines and sublines (35-37), and mouse ovarian surface
epithelial (MOSE) cell lines p53-def-MOSE (a p53-deficient
MOSE), and T-Ag-MOSE (a SV40 large T antigen trans-
fected MOSE) (38).

Ovarian Granulosa-Derived Cell Cultures

Granulosa cell cultures have been prepared from whole
individual follicles dissected intact from the ovarian
stroma, incised to reveal the granulosa cell layer, and
the granulosa cells were removed with a platinum
loop and transferred to a culture medium. Dissected
follicles from oophorectomized specimens can provide
nonluteinized granulosa cells, and granulosa lutein cells
can be obtained as by-products of oocyte aspirations
from in vitro fertilization (IVF) procedures and embryo
transfer (29).

Granulosa cell lines include HTOG, an estrogen-
producing human ovarian granulosa tumour cell line (39);
HGL5 established by transformation of human luteinized



aCHO and Sf9 cells are also described in the section on cells used in manufacturing.

Table 1. Selected List of Commonly Used Ovarian Cell Lines: Principal Characteristics and Applications

Species/Cell name
reference

Human
A2780

BG-I

Caov-3

HEY

NIH.OVCAR 3

OAW 42

PA-I

SK-OV-3

SW 626

Hamster0

CHO-Kl

Insect"
Sf9

Characteristics/Applications

Derived from the ovarian carcinoma of an untreated patient. Cells grow as
monolayers, as multilayers, and in suspension in spinner cultures. The cell line is
cisplatin-sensitive and is parent line to numerous sublines developed for use in
drug studies. A2780cis (ECACC No. 93112517): a cisplatin-resistant line,
cross-A2780adr (ECACC No. 93112520): an adriamycin-resistant line,
cross-resistant to melphalan and vinblastine. AG6000: highly
gemcitabine-resistant variant. The A2780 series of cell lines is widely used in
combination chemotherapy studies; in studying drug resistance mechanisms; in
screening new drugs (especially against drug resistant tumors).

Derived from ovarian adenocarcinoma. Has functional estrogen and progesterone
receptors in clinically significant levels. Highly estrogen-responsive in vitro.
Highly resistant to cisplatin; sensitive to paclitaxel and radiation. Good model for
study of hormone responsiveness in ovarian tissue and design of combination
chemotherapy regimens.

Established in 1976 from ovarian adenocarcinoma of surface epithelial origin taken
from patient treated with cytoxan, adriamycin, 5-fluorouracil, Fur IV.
Overexpresses a mutant p53. Radiosensitive. Growth inhibited by
all-£rarcs-retinoic acid. Used in cytokine, retinoid, anticancer therapy studies.

Derived from a nude mouse xenograft (HX-62) of a peritoneal deposit of a patient
with a moderately differentiated ovarian papillary cystadenocarcinoma of surface
epithelial origin. Cells show functional TGF beta receptors. Sublines include cells
trans-fected with the murine interferon beta gene. Used in cytokine and therapy
studies.

Established from the malignant ascites of a patient with progressive
adenocarcinoma of the ovary after combination chemotherapy with
cyclophosphamide, adriamycin, and cisplatin. Resistant to clinically relevant
concentrations of adriamycin, melphalan, and cisplatin. Shows androgen and
estrogen receptors and high-affinity receptors for interleukin-1. Forms multicell
spheroids. Useful model for cytotoxic drug resistance studies and experimental
evaluation of hormonal therapy in ovarian cancer. Multicell spheroids used as an
in vitro model of micrometastases of ovarian carcinoma.

Derived from ascites of patient with serous cystadenocarcinoma. Has retained
ability to form free floating cysts in vitro and produces extracellular matrix. Has
defined chemosensitivity pattern. Number of drug-resistant variant cell sublines.
Valuable for studies on biology of human ovarian cancer and for multiple drug
resistance studies.

Derived from ascitic fluid of patient with malignant ovarian teratoma. Secretes
large quantities of bioactive follistatin. Expresses wild-type p53. Forms multicell
tumor spheroids. Useful model for studies on some developmental mechanisms in
human cells and drug-mediated destruction of micrometastases.

Derived from ascites of patient with moderately well differentiated adenocarcinoma
(no prior platinum therapy). Contains a p53 deletion mutation; shows high degree
of radioresistance; resistant to tumour necrosis factor and to growth inhibitory
effects of all-frans-retinoic acid. Multidrug resistant sublines developed. Useful
model for chemotherapy studies including evaluation of broad-spectrum platinum
drugs.

Derived from well-differentiated papillary cystadenocarcinoma. Expresses a
temperature-sensitive (ts) p53 mutant. Useful model to define regulation and
expression of both the gastrin gene and peptide in ectopic (nongastrointestinal)
tissues and for cytotoxicity and biological activity evaluation of gold and tin
compounds in ovarian cancer cells.

Subclone of parental CHO cell line initiated from ovary biopsy of normal adult
Chinese hamster Requires proline due to absence of gene for proline synthesis.
Histological identity of CHO not confirmed. Great number of CHO sublines
developed; widely used in recombinant protein production; CHO expression
systems dominant in manufacture of biopharmaceuticals.

Clonal derivative of parent pupal ovarian line IPLB-SF-21-AE of the Fall Army
Spodoptera frugiperda; highly susceptible to baculovirus infection. Used in
production of protein products genetically manipulated into baculovirus vector
systems.

Collection
code/Literature

ECACC No. 93112519
Ref. 13

Refs. 14,15

ATCC HTB 75
Ref. 16

Ref. 16

ATCC HTB 161
Ref. 17

ECACC No. 85073102
Ref. 11

ATCC CRL 1572
ECACC
No. 90013101
Ref. 18

ATCC HTB 77
ECACC No.
91091004 Ref. 19

ATCC HTB 78 Ref. 19

ATCC CCL 61 DSMZ
ACC 110 ECACC
No. 85051005
Ref. 20

ATCC CRL 1711
DSMZ ACC 125
ECACC
No. 89070101
Ref. 21



granulosa cells with the E6 and E7 regions of human
papillomavirus (40); SIGC, a spontaneously immortalized
clonal granulosa cell line derived from primary rat ovarian
granulosa cell cultures, SV-SIGC (a pSV3 neotransfected
clonal derivative), and T-SV-SIGC (a nude mouse
tumor-derived cell line) (41,42); OV312, a nonmetastatic
radiation-induced murine ovarian granulosa cell tumor
line (43); and AIMS/GRXII, (a goat cell line derived
from granulosa cells subjected to luteinizing hormone
stress (44).

Ovarian Theca-Derived Cell Cultures

Thecal cultures have been prepared by removing the theca
layer, devoid of adhering granulosa cells, and placing
enzymatically treating minced fragments dispersed into
single cells into a culture medium (41,45).

Cell lines include HTOT established from a theca cell
tumor (39). A human ovarian thecal-like tumor (HOTT)
cell culture system that produces excessive amounts of C19
steroids has been developed from an ovarian tumour. This
may serve as an appropriate model to study regulation
of human ovarian thecal C19 steroidogenesis and the
expression of steroid-metabolizing enzymes (46).
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INTRODUCTION

T lymphocytes play an essential role in initiating and
regulating antigen-specific immune responses that clear
pathogens and protect against reinfection. The ability of
T lymphocytes specifically to recognize and respond to
infection is determined by their antigen-specific T-cell
receptor (TCR). The DNA sequences that confer antigen
specificity to these TCR are assembled at four different loci
(a and P or y and 8) from V (variable-region), J (joining-
region), and in some cases D (diversity-region) gene
segments (1). This hypermutable V(D)J recombination
generates a wide repertoire of recognition that allows
the immune system to field a gamut of individual
T lymphocytes, each expressing a different TCR specific for
individual antigens (for a description of the development
of T cells, see the section on thymus cells). In the absence
of foreign antigen, T lymphocytes are small resting cells in
the Go phase of the cell cycle. Although essentially inactive,
they do express their TCR plus ancillary molecules and
traffic between the blood and secondary lymphoid tissues,
where trapped antigen is presented, by antigen-presenting
cells (APC), for immune surveillance. Activation, following
interaction with specific antigen, is accompanied by
an increase in size (blastogenesis) and entry into Gi.
Activated T lymphocytes proliferate to generate a larger
population of specific effector cells (clonal expansion) as
well as memory cells that can produce a faster and more
efficient "secondary" response to reinfection (2).

T-LYMPHOCYTE SUBPOPULATIONS AND FUNCTION

Antigen is presented to T lymphocytes as peptide antigens
bound to the highly polymorphic major histocompatibility
complex (MHC) I or II molecules on the surface of APC.
Recognition of foreign peptide sequences by T lymphocytes
is restricted by initial recognition of self-MHC, such
that only self-APC can trigger T-cell activation. The
T lymphocyte ancillary molecules CD4 and CD8 mediate
binding to MHC I and II, respectively, enhancing
adhesion between T cells and APC (3). Mutually exclusive
expression of CD4 or CD8, by subpopulations of mature
peripheral T lymphocytes, serves as a phenotypic marker
of T helper (TH) or T cytotoxic (T0) cell function,
respectively.

The cells of the body display a representative sample
of their intracellular contents at their cell surface to
prevent their interiors from being a privileged site for
pathogen replication. Short peptide fragments generated
in the cytoplasm by multicatalytic proteolysis of free
polypeptides are bound to freshly synthesized MHC class I
molecules and presented at the cell surface for perusal by
CD8+ Tc (4,5). This MHC I class antigen presentation
pathway is primarily aimed at the detection of viral

infections and tumor cells. Activated Tc cells recognizing
cells presenting non-self-peptides, on MHC class I
molecules, kill them by releasing lytic perforin/granzyme
granules onto the target cell's surface or trigger target cell
suicide via the FAS-FAS ligand pathway (6). Activated
Tc cells can also secrete cytokines to suppress viral
replication (7).

Exogenous antigen, captured by professional APC,
enters the endocytic pathway, where it is subjected
to proteolysis to form long peptide fragments. These
peptides are loaded onto the exposed binding site of newly
synthesized MHC class II molecules and transported to
the cell surface for scrutiny by CD4+ TH cells. TH cells
are regulatory cells that control the development and
enhance the function of effector cells as well as control
viral infections (8). Activated TH cells secrete cytokines
that augment Tc and B lymphocyte responses, enhance
APC function, and directly inhibit viral replication (9).
Additionally, a subset of CD4+ T cells are capable of
lysing virally infected cells in an MHC class II restricted
fashion (10). The TH subset has been further subdivided
into two functionally different populations based on
the range of cytokines they secrete in response to
activation (11). This dichotomy is based on Tm cells
promoting cell-mediated immunity, through secretion of
the cytokines interferon y, interleukin 2, and tumor
necrosis factor /?, and TR2 cells promoting humoral
immunity through secretion of interleukins 4, 5, 10, and
13. T lymphocytes can be still further subdivided into
naive and antigen-primed memory cells, distinguished by
their expression of the CD45RA or CD45RO isoforms,
respectively (12). Naive TH cells are believed to produce
mainly interleukin 2, while memory cells secrete either of
the polarized THi or TH2 range of cytokines (13).

PRIMARY T-LYMPHOCYTE CULTURES

Primary lymphoid cell cultures containing T lympho-
cytes are routinely prepared from peripheral blood
mononuclear cells (PBMC) separated from whole blood
on a Percoll density gradient and resuspended in
complete medium (RPMI 1640 culture medium sup-
plemented with 10% fetal calf serum, 10 mmol/L
L-glutamine, 100 U/mL penicillin, 100 jxg/mL strepto-
mycin, and 5 x 10~5 mol/L 2-mercaptoethanol). Alterna-
tively, T-lymphocyte-containing primary cultures can be
prepared from various lymphoid tissues disaggregated to
give a single cell suspension. However, these cultures can
only be successfully cultured for short periods of time and
require supplementation with T-cell growth factors such
as interleukin 2 (IL2). Furthermore, the heterogeneous
nature of these primary cultures and the different subpop-
ulations of T lymphocytes within can limit interpretation
of data from experiments employing them.

GENERATION OF T-CELL CLONES

Since T lymphocytes with defined specificities form only
a very minor proportion of the total T-cell pool, selective
enrichment for particular subsets is carried before cloning.



For human studies PBMC derived from individuals
vaccinated against or infected with a particular pathogen
under investigation are employed. With mice, antigen-
reactive T cells are derived from draining lymph
nodes, prepared as a single cell suspension, 7-10 days
after immunization with antigen emulsified in complete
Freund's adjuvant. Harvested lymphoid cells, washed and
resuspended in complete medium, are then incubated
at (3-5) x 103 cells/mL in 96-well round-bottom plates
in the presence of 6 x 104 gamma-irradiated (2000R)
allogeneic APC and 20-100 ug antigen, in a final volume
of 100 JLIL. For human T cells autologous irradiated PBMC
are used as a source of APC. With murine lymph node
cells (LNC), irradiated syngeneic spleen cells are used as
APC. After 7 days, cultures should be fed with 100 uL
of fresh complete medium supplemented with 20 U/mL
IL2. At day 14 proliferating cultures, identified as clusters
of blast cells, can be transferred into 1 mL of complete
medium containing 20 U/mL IL2 and cultured in 24-well
plates. After several restimulations with fresh antigen and
irradiated APC, T-cell cultures should be subcloned at 10,
3, and 1 cell per well in 96-well round-bottom plates in the
presence of irradiated APC, phytohemagglutinin (PHA)
1 M-g/mL, and IL2 20 U/mL. These cultures can then be
maintained in complete medium supplemented with IL2
and only require restimulation with irradiated autologous
APC, PHA, and IL2 every 2 -3 weeks. These T-cell clones
should be rested for 7 days prior to in vitro testing.

This T-cell cloning technique of repeated antigen
stimulation in the presence of IL2 can result in the
selection of T lymphocytes responsive to IL2 but not

Table 1. T-cell Lines Used Widely in Immunological Research

responsive for antigen. In order to exclude such cells, it is
necessary to test the antigen specificity of expanded clones
generated after the limiting dilution subcloning step. To
test specificity, T-cell clones at 2 x 104 cells/well should be
incubated in triplicate in 96-well plates in the presence of
1 x 105 irradiated autologous APC and various dilutions of
antigen (e.g., 0.2-20 jig/mL) in a final volume of 100 uL of
complete medium. After 3 days, cultures should be pulsed
overnight with [3H] TdR (1 u€i/well). The level [3H] TdR
incorporation can be measured by liquid scintillation,
using a beta counter, to determine which cultures are
proliferating specifically to antigen.

T-CELL LINES

Herpes virus saimiri (HVS), a T-cell tropic y-herpes
virus of nonhuman primates, has been shown to
immortalize efficiently human T lymphocytes (14). HVS-
immortalized human T-cell lines can be maintained in
culture supplemented with IL2, but without the need
for antigen or mitogen stimulation (15). Unlike human
T-cell lines derived from spontaneous tumors or those
transformed with human T-cell leukemia virus (16), HVS-
immortalized T cells retain important properties of
conventionally cultured T cells, including: phenotypic
cell surface markers, antigen specificity, intact signal
transduction, and the cytokine profile of activated mature
T lymphocytes (17,18).

A number of T-cell lines (Table 1) have been derived
from the blood of patients with various T-cell leukemias

°Further information on resource centers is in the chapter on cell banks.

Cell name

JURKAT E6-1

HUT-78

HUT-102

MOLT-4

CEM-CCRF

SUP-Tl

C8166

EL4

CTLL

Origin

Human—ALL

Human — SS

Human—SS

Human—ALL

Human—ALL

Human—TLL

Human—HTLV

Murine—TL

Murine —CC

Characteristics and applications

Produces large amounts of IL2 in
response to stimulation with
phorbol-12-myristate-13-acetate (PMA)
and anti-CD3 antibody

Secrete IL2 and tumor necrosis factor a;
growth enhanced by added IL2

Growth rate enhanced by added IL2;
sheds HTLV-I in culture that can be
used to transform primary T
lymphocytes

Stable T-cell line that forms rosettes with
sheep erythrocytes

Supports HIV-I replication in vitro;
subclone CEM-4 (ARP006) expresses
high levels of CD4

Expresses high levels of CD4 and
supports HIV replication in vitro

Used in coculture with PBMC to detect
replicating HIV-I; forms syncitia after
HIV-I infection

Produces high levels of IL2 in response to
stimulation with
phorbol-12-myristate-13-acetate

Cytotoxic T-cell clone; growth rate is
dependent on added IL2; often used in
bioassays to measure IL2 activity

Catalogue codes"

ATCC. TIB-152 ECACC. 88042803 ARP.
ARP027

ATCC. HTB-161 ECACC. 88041901ARP.
ARP002

ATCC. TIB-162

ATCC. CRL-1582 ECACC. 85011413
ARP. ARP011

ATCC. CCL-119 ECACC. 85112105 ARP.
ARP005

ATCC. CRL-1942 ARP. ARP024

ECACC. 88051601 ARP. ARP013

ATCC. TIB-39 ECACC. 85023105

ECACC. 87031904



(19-22) and spontaneous lymphomas (23). Unlike primary
T-lymphocyte cultures, these cell lines survive indefinitely
without the need for exogenous growth factors, but demon-
strate various abnormal growth properties, chromosome
number, and function.

ABBREVIATIONS

ALL, acute lymphoblastic leukemia; ARP, AIDS Reagent
Project, NIBSC, UK; ATCC American Type Culture
Collection, USA; CC, adapted to IL2-dependent continuous
culture; ECACC, European Collection of Cell Cultures,
CAMR, UK; SS, Sezary syndrome; TLL, T-lymphoblastic
leukemia; TL, thymic lymphoma.
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cultures free of all microbial contamination. Because we
cannot sterilize our cultures after manipulating them, we
are completely dependent on aseptic technique to ensure
that, in handling our reagents, cells, and all the associated
equipment, we maintain the sterile environment that our
cultures require.

Aseptic technique is a combination of many procedures
all designed with the single goal of minimizing the
probability that a microbe gains access to the cell culture
environment. It is important to appreciate this concept of
minimizing the probability of contamination because even
the best aseptic technique cannot absolutely guarantee the
maintenance of sterility (indeed, all sterilizing techniques
work on this same principle) (1). Thus a methodical and
fastidious approach is required with attention to each
element of each procedure. Dropping an element or cutting
corners may not necessarily result in actual contamination
the first time but will increase the probability that
contamination will occur. Consequently, it is essential
that all the elements of an aseptic procedure are carried
out consistently every time, making sterility breakdowns
rare events.

Cellular Cross-Contamination

Cell culture requires more, however, than just the type
of aseptic technique used to exclude microbes. Our work
becomes at best meaningless and at worst potentially
dangerous if we are not culturing the cells we think we
are. Thus aseptic technique for cell culture must include
procedures to minimize the possibility of contaminating
one cell line with another. Evidence that such inadvertent
cross-contamination could occur was first presented in the
1970s when various cell lines from a number of different
laboratories were all shown by isoenzyme analysis and/or
karyotyping to be HeLa cells, and these findings were later
extended to include contamination involving cells other
than HeLa (2,3). Thus a second aim of all aseptic technique
used for cell culture is to minimize the probability of
contaminating our pure characterized cultures with other
cells.

Biohazards

So far we have concentrated on the role of aseptic
technique in protecting the cells that we are culturing.
However, another element in almost all aseptic technique
used for cell culture is protection of the operator from
hazards posed by the cells or (re)agents used in their
culture.

Both human and nonhuman cells may carry viruses
pathogenic to humans, and at least one actual fatality
has been documented which was caused by inadequacies
in the handling of such cells (4). Thus any new or
poorly characterized cell line, or any cell line new to
a laboratory, must be handled as if it harbored a
potential pathogen. Indeed, although the risk may be less
when handling cell lines which have been extensively
screened for microbiological contamination, the assays
for such contaminants have limitations in both the
level of contamination and the range of organisms
they can detect. Furthermore, the continual discovery

of previously unidentified human viral pathogens — for
example, in the last 20 years we have seen the discovery
of human retroviruses and various "new" human herpes
and hepatitis viruses — suggests that however extensive
our microbiological screening, we can never be certain
that a cell line might not contain a potentially dangerous
viral "passenger". Moreover, the risk is not limited to
viruses because other contaminating microbes (such as
mycoplasma) could be hazardous, and it may be that the
cells themselves could pose a threat if inoculated into an
operator via a puncture wound (5).

The commonest cell culture reagent that could be
biohazardous is animal serum, of which the most widely
used is fetal calf serum. This can contain a variety
of microorganisms, but mycoplasma and bovine viruses
are probably the most important. The agent which
causes bovine spongiform encephalopathy (BSE) is also
of concern, particularly because it appears to be the
cause of new-variant Creutzfeld- Jakob disease (CJD) in
humans (6,7). The chances of such agents being present
in a batch of serum can be minimized by purchasing only
from the most reputable suppliers, who can document the
source and health of the animals slaughtered and the
standard of abattoir procedures and who process and test
the serum to minimize the chance that such agents appear
in the final product. Sourcing from a country where BSE is
not endemic is important, but as there was (and probably
still is) a lot of "fake" Australasian and U.S. serum on
the market (much of it originating in countries where
bluetongue, foot-and-mouth disease and other viruses are
a problem) (8), purchasing from a reputable supplier is
doubly important.

Other reagents which may pose a hazard are those
intentionally added to cultures, such as viruses which are
being propagated or assayed. (Radioisotopes and other
harmful chemicals may also pose a risk, but these hazards
cannot be addressed by aseptic technique.)

Because of all the potential hazards outlined above,
it is essential to carry out a full risk assessment before
starting the culture of any cell line. The results of this will
have a major impact on the aseptic techniques used and
most importantly on the environment in which they are
carried out. Reference must always be made to the relevant
local and national regulations governing the handling and
containment of biological organisms (see, for example,
Ref. 9).

Cell Culture Environments

The environments in which cell culture may be carried
out vary both in the degree of protection given to the
cells against external contamination and the degree of
protection afforded the operator against potential hazards
posed by the culture and its manipulation. In the early
days of cell culture, procedures were carried out on
the open laboratory bench, an environment which did
little to protect the culture and nothing to protect the
operator. As laminar flow cabinets or hoods (LAFs) and
microbiological safety cabinets (MSCs) became available,
and our understanding of the possible hidden hazards
associated with cell culture increased, so the move has
been away from the open bench toward a more protective



environment. However, cell culture can still be carried
out successfully on the open bench under circumstances
where the risk assessment indicates a minimal risk to
the operator, and, where using an appropriate MSC is not
possible, doing so may still be justified. The vast majority
of the principles and aseptic techniques used for culture
are the same whether they are to be performed on the open
bench or carried out within the environment of a LAF or
MSC. Thus, the general principles of aseptic technique for
cell culture will be described first, as applied to working on
the open bench. This will be followed by an examination
of high-efficiency particulate air (HEPA) filtration, the
range of sophisticated equipment now available which
employs HEPA filtration and provides protection to the
operator and/or the cell cultures, and the adaptations
in technique required to use this equipment safely and
successfully. Finally, clean rooms for use in cell culture
will be examined.

ASEPTIC TECHNIQUE: GENERAL CONSIDERATIONS

Culture Equipment

All materials which come into direct contact with a cell
culture must be sterile — aseptic technique only aims
to maintain that sterility. Consequently all equipment
such as flasks, bottles, dishes, pipettes, etc. must be
treated by a sterilizing technique that gives a very high
probability of sterility and is appropriate for the individual
piece of equipment and the materials from which it
is manufactured. The conditions of subsequent storage
before use are also important. All sterile cell culture
equipment should be stored in a clean, dry environment
away from unnecessary air flow and protected from
possible sources of physical, chemical, or other damage
to itself or any of the packaging which maintains
its sterile integrity. The integrity of such packaging
(e.g., the bags containing single-use pipettes or the
autoclave bags containing autoclaved materials) must be
confirmed before the equipment is used: any equipment
in damaged or inadequate packaging must be discarded
or repackaged and resterilized before use. Sometimes
damaged equipment comes in perfectly good packaging;
for example, crushed and cracked cell culture flasks can
arrive inside a plastic bag which is still airtight. Never
be tempted to use equipment over which you have the
slightest doubt concerning sterility. It may be expensive to
discard or resterilize but not as expensive as your wasted
time and the other materials you will waste working on
an infected culture.

All equipment to be used directly in or indirectly
associated with aseptic techniques must be carefully
chosen with the three aims of aseptic technique constantly
in mind:

• protection of the cells from microbes;
• protection of the cells from cross-contamination with

other cells; and
• protection of the operator from possible associated

hazards.

Illustrations could be given that relate to almost any piece
of equipment, but two are given here:

1. Pipetting aids must always be used to operate
pipettes, thereby protecting both the operator and
the cells from each other. There are many designs,
and the most comfortable and efficient for you and
your type of work should be selected; one that is
too awkward to use or takes too long to pipette
the volumes you use will lead to fatigue, and a
tired operator is a sloppy operator with poor aseptic
technique.

2. An incubator is an essential piece of equipment
but must be kept clean to minimize the growth
of microbes within it; so choose one that is easy to
clean and has no inaccessible areas that will harbor
microorganisms. If humidified, the incubator should
also have very good control of the humidity because
condensation on flasks and dishes can be a major
source of microbial contamination.

Working Area

Whether working in a microbiological safety cabinet or
not, a suitable working area must be chosen where the
environmental flow of potentially contaminating particles
can be minimized. A separate room is preferable, which
is not a thoroughfare and which is designated only for
use when employing aseptic techniques. This should be
kept as clean as reasonably possible with the minimum
amount of equipment necessary and preferably without
shelving (which can harbor dust) above the working area.
Air movement should be kept to a minimum commensurate
with adequate ventilation and temperature control. If a
separate room is not available, find a quiet corner of the
laboratory where you can get as near as possible to these
conditions. (Siting of MSCs is dealt with further in the
later section on MSCs.)

The work surface must be kept clean and tidy. Start
with a clear surface, and wash it down with 70% ethanol
or other liquid disinfectant. Then introduce to this clean
area only those items required for a particular procedure.
If these are many, it is better to break the procedure down
into a series of steps and change the items in your clean
area at suitable points, rather than work in a clutter.
Arrange your equipment so that you have easy access to
all items without having to reach across one to get to
another, and make sure there is a large open space in
the center on which to work. Having too many items in
your clean area will inevitably lead, sooner or later, to
you touching the sterile surface of (for example) a pipette
against a nonsterile item.

Always work within the central range of your vision,
and cultivate a sensitivity to possible undesired contacts.
The same principle applies here as mentioned before: if
you are in any doubt about the sterility of an item, do not
use it—it is just not worth it.

Should you spill a liquid, mop it up immediately, and
swab the surface down with your liquid disinfectant.
Finally, when the work is done, remove all items from
the work surface and swab it down again.



Personal Hygiene

Before Work. Wash your hands. If you have long hair, tie it
back, or wear a suitable cap to keep it away from your face
and the work. (Hair is a good source of microorganisms,
particularly yeast, and when working with a Bunsen flame
it is not unknown for individuals with long hair worn loose
to set it on fire.)

During Work. Never eat, drink, smoke, chew, or apply
cosmetics in the laboratory. This is to avoid bringing the
hands (which may have hazardous material on them) into
contact with the mouth or other mucous membranes which
offer easy access to the body. Similarly, always cover any
cuts or cracks in the skin to avoid the ingress of unwanted
material. While working in a LAF or MSC or with open
bottles and cultures, do not talk, cough, or sneeze

At the End of Work. Always wash your hands, irres-
pective of whether you have been wearing gloves.

Clothing

Before starting any aseptic handling, make sure you are
correctly clothed. A clean laboratory coat with long sleeves
and close-fitting cuffs is the minimum requirement. Gloves
can be useful because they contain any flakes of skin
and loosely adherent microbes which may be present
on the hands. Furthermore, if pulled up over the cuffs
of the laboratory coat, they will contain any flakes of
skin or microbes which might otherwise be expelled from
the cuffs by currents of air forced down the sleeves by
your movements. Latex surgical gloves without a powder
coating are the best type to use. Gloves should be sprayed
or swabbed regularly with a liquid disinfectant during use,
but (particularly if you are using a Bunsen) do not forget
that 70% ethanol is flammable. Gloves also offer you a
degree of protection from your cells. Keep an eye on the
condition of your gloves, and if they get holed, discard
them immediately, and replace them with fresh ones. The
use of a face mask is also worth considering, particularly if
you have a mustache and/or beard (see previous comments
on hair).

Swabbing/Spraying

As far as possible, the surfaces of all nonsterile items
should be dried (if necessary), then sprayed or swabbed
with a liquid disinfectant before being introduced into
your clean working area. This is particularly important
for items coming from refrigerators, water baths, or
humidified incubators, where microbial growth can be
rife. Again, do not forget that 70% ethanol is flammable!

Capping

Deep screw caps are preferable to other types of closures
for all bottles used routinely in aseptic techniques. They
generally offer a good seal when screwed down and offer a
significant degree of protection to a bottle's contents even
when only placed loosely in position, a situation which
often occurs during aseptic handling. Bottles with ISO
threads can be used with a variety of caps of different
materials, as well as other fittings designed for liquid
handling.

Pouring

Pouring from one sterile container to another should be
avoided if at all possible. Pouring generates aerosols,
and they can carry cells or infectious biological reagents
to other cultures or to the operator. However the most
common risk is to sterility maintenance because a bridge
of liquid can be formed between the nonsterile outside
and the sterile inside of a vessel and act as a conduit
to introduce microorganisms. It follows that, if pouring
MUST be done, then it must be done as a single delivery
in one tip; even then it still carries a significant risk.

Flaming

When working on an open bench, it is common to use
the flame of a Bunsen or similar burner to flame the
necks of bottles and screw caps before and after use and
glass pipettes only before use. This practice comes from
microbiological technique, and its purported mechanism
of action, and indeed it usefulness in cell culture, is open to
some discussion. Any sterilizing or fixing effect on microbes
is restricted to dry surfaces in direct contact with the
flame. Some workers claim that if one works close to
the flame, an updraft is created that prevents particles
settling onto the work; others claim that the convection
currents produced are not unidirectional and cause more
problems than they solve. Either way, flaming is not an
essential part of sterile technique, even on the open bench,
and should be avoided if at all possible when working in
laminar flow or microbiological safety cabinets because it
disturbs the air flow and can be a fire hazard.

Pipetting

Pipettes commonly used in cell culture handle volumes
from around 1 to 100 mL. Below 1 mL, Gilson- or
Eppendorf-type pipettes would normally be used along
with single-use, sterile, disposable plastic tips. From
1 mL upward, available standard glass or disposable
plastic pipettes probably represent the easiest way of
manipulating measured volumes of liquids. Syringes can
be used, but the hypodermic needles which fit them are not
long enough to reach the bottom of most cell culture vessels
and carry the risk of causing needle-stick and associated
injuries to operators. Mixing needles — basically a length
of plastic tubing connected to a suitable fitting for a
syringe — are a better option, will reach the bottom of
all except some of the larger vessels, and are available
presterilized (e.g., from Henleys Medical Supplies, Welwyn
Garden City, Herts, United Kingdom). However syringes
may still prove unsuitable for manipulating some cells,
because of the high shear forces created when liquid passes
through the relatively small aperture where the needle is
mounted.

As mentioned before, pipettes must be used only in
cell culture applications in association with a pipetting
aid, which must be suitable for the range of pipettes
to be used. All pipettes should be fitted with a cotton
(or similar) plug to maintain the sterility of the inside
of the pipette when used with the (nonsterile) pipette
aid. Suitable pipettes may be conveniently purchased
as preplugged sterile single-use plastic items which are



discarded after use. Despite this, many laboratories still
use glass pipettes which appear to be a cheaper option
in the long run. However, when the cost of unplugging,
cleaning, drying, replugging, and resterilization are
factored in, any financial advantage of glass pipettes is
less evident.

When using a pipette, a number of precautions must be
taken. The first is when inserting the pipette (particularly
if it is a glass pipette) into the pipette aid. The pipette must
be held at a point close to the pipette aid and excessive
force must be avoided; it is very easy to break a pipette,
and the broken end may then lacerate the hand or arm
of the operator. Then, when sucking up liquid into the
pipette, it is important that the cotton plug is not wetted,
otherwise microbes can be introduced into the sterile liquid
as it is being expelled from the pipette. Finally, to reduce
the formation of aerosols, liquid should be expelled from
the pipette as gently as possible commensurate with the
technique being employed. Bubbles should not be blown
through cell culture solutions, and the tip of a pipette
should never be held above the lip of a vessel while
expelling a liquid.

ASEPTIC TECHNIQUE: BASIC PROCEDURES

The range of aseptic manipulations that may be employed
during cell culture is almost infinite, so two basic
procedures will be used to illustrate the way in which
the principles discussed previously are brought together
to form an aseptic procedure.

Manipulation of Cells and Liquid Reagents

This is illustrated by a procedure for supplementing a
bottle of medium with fetal calf serum and then passaging
a suspension cell line on the open bench.

Protocol
1. Bring medium and serum from the refrigerator or

freezer, check that the caps are secure, and then
warm/thaw them in a water bath set at 37 0C.
The water bath should be sited away from the
clean working area, because it can be a source of
contamination, particularly bacteria and algae.

2. Prepare your clean area by removing all unnec-
essary items, spray/swab the bench with liquid
disinfectant, and allow the surface to dry.

3. Bring to your working area only the equipment you
need for the first step (supplementing the bottle of
medium). The can of pipettes and the pipetting aid
should be sprayed down with liquid disinfectant
before being placed in an easily accessible position
within the clean working area. The Bunsen burner
should also be introduced to the area; it should be
clean, but should never be sprayed with ethanol
(in case some has not evaporated by the time it is
lit). Finally the medium and serum are removed
from the water bath, dried, sprayed with liquid
disinfectant, and placed in the clean working area.

4. If ethanol or another flammable disinfectant has
been used, wait until it has all evaporated before

lighting the Bunsen. Open the pipette can, and
place the lid out of the way but still within the
clean working area, (i.e., with its mouth neither
facing the ceiling nor in contact with the bench).
The lid can be placed under the open end of
the pipette can. This tilts the can upwards at a
convenient angle for removing pipettes and ensures
that the lid is out of the way.

5. Loosen the caps of the medium and serum bottles.
6. Remove a pipette carefully from the pipette can,

touching the top of the pipette as little as possible
with the fingers, and allowing the selected pipette
to touch the other pipettes as little as possible,
particularly near their tops.
The aim here is not to touch any part of the pipette
which will come into contact with your sterile
solutions or equipment on the tops of the other
pipettes which may have been touched by nonsterile
hands or gloves.

7. Insert the pipette carefully into the pipetting aid,
then flame the pipette by pushing it lengthwise
through the Bunsen flame, rotating it through 180°,
then pulling it back through the flame. This should
take no more than 3 seconds.
Remember to hold the pipette close to its point
of insertion into the pipetting aid and not to use
excessive force, to avoid the dangers of breaking a
pipette.

8. Pick up the bottle of serum in your free hand.
9. Grasp the lid of the bottle in the crook formed

between the little finger and the palm of the hand
holding the pipetting aid, and unscrew the bottle
from the lid.

10. Flame the neck of the bottle by rotating it briefly
in the Bunsen flame, then holding the pipette and
bottle at an angle such that the pipetting aid and
hand never get positioned vertically above the open
mouth of the bottle, insert the pipette into the bottle
On the open bench, particles may fall downward
from nonsterile items such as hands or pipetting
aids onto whatever is underneath. Thus, the open
necks of sterile bottles or flasks should never be
below such nonsterile items, and this is the reason
for working at an angle. This also holds when
working in a device with a vertical (top to bottom)
airflow, such as a Class IIMSC (see later section).

11. Draw the required amount of serum into the
pipette, then withdraw the pipette from the bottle.

12. Flame the neck of the serum bottle, then bring it
to its lid, and place the lid securely on the bottle.
Put down the serum bottle and pick up the bottle
of medium, and repeat steps 9 and 10.

13. Expel the contents of the pipette into the medium,
withdraw the pipette, reflame the neck of the bottle,
and replace the lid. Finally, discard the pipette into
a container of disinfectant.

To continue the process and use the freshly prepared
medium to passage a suspension cell line,



14. After screwing down its lid, remove the bottle which
contained the serum from the clean working area,
as it is no longer required.
This is to keep the working area as uncluttered as
possible.

15. Take a new, sterile, plastic cell culture flask out of
its sterile wrapping, ensure that it is not damaged
and that its cap is secure, and place it in the clean
working area.
When first removed from its wrapping, the flask
should be sterile both inside and out, and thus
should not need spraying with disinfectant.

16. Pipette an appropriate amount of the freshly
prepared medium into the flask using the technique
detailed in steps 5 to 13, but here of course the
liquid is withdrawn from the bottle of medium and
expelled into the culture flask. It is recommended
that the neck of the culture flask is not flamed, as
the plastic could easily melt or catch fire.

17. Remove from the incubator the flask containing
the cells to be passaged, and make sure its cap is
secure. If there is any wetness on the outside of the
flask, dry it immediately because such moisture is
an excellent source of microbes. Spray or swab the
outside of the flask with liquid disinfectant if this
will not affect the culture (i.e., if the flask is sealed
and there is no chance of the disinfectant reaching
the cells). Once the flask has dried, introduce the
flask to the clean working area.

18. Resuspend the cells, and pipette an appropriate
volume from the cell-containing flask into the
flask containing fresh medium, again using the
technique described in steps 5 to 13, and not
flaming the necks of the plastic flasks. When
expelling the cell suspension into the fresh medium,
place the tip of the pipette below the surface of
the medium, and once the cells are expelled do
not blow bubbles through the medium. Both of
these precautions are to avoid the formation of
aerosols.

19. Place the new flask of cells in the incubator, and
discard the old flask of cells (to be destroyed by
incineration or autoclaving). If the work is now
finished, turn off the Bunsen, replace and/or secure
any closures (lids on pipette cans, caps on bottles
etc.), remove all items from the clean working area,
and spray and wipe down with liquid disinfectant.

General Note. Ethanol, including 70% ethanol solution,
poses a serious fire hazard when used with techniques
that employ a Bunsen burner. It is recommended that a
nonflammable disinfectant is used if at all possible.

As far as possible, only one cell line should be handled
at a time, and each cell line must have a bottle(s) of
medium dedicated for use only with that cell line. All
cultures and bottles of medium for one cell line must be
removed from the working area, the Bunsen turned off, and
the area sprayed/swabbed down with disinfectant before
introducing another cell line to the area. This should
only be done after a gap of at least 5 minutes to allow

any possible cell-containing aerosols to dissipate. These
precautions are to avoid cellular cross-contamination.

Remember that working on the bench offers no
protection to the operator from any biohazards present
in the cell culture and should only be undertaken if the
risk assessment permits.

Working Without a Bunsen. When working without a
Bunsen, one must be even more fastidious with regard
to maintaining the initial sterility of one's equipment.
The advantage is that the fire hazard is eliminated, but
one loses the comfort that if the outside of a pipette (for
example) were to be nonsterile, then passing it through
the Bunsen flame might sterilize it. Thus for example,
it may be worth using individually wrapped single-use
rather than reusable pipettes to avoid the potential for
contamination when removing the pipette from the pipette
can. Individually wrapped pipettes should be opened at the
end furthest from the tip, and the open end turned inside
out over the wrapping still in place, so that when the
pipette is withdrawn, it can touch only the inner surface
of the wrapping, which should still be sterile. Similar
precautions should be taken when removing other sorts of
wrapping from sterile equipment.

Provided the maximum precautions are taken to
maintain the initial sterility of all equipment, aseptic
technique performed without a Bunsen can give at least
as good results in sterility maintenance as using a
Bunsen. Indeed, the decreased time of exposure to the
environment caused by not having to flame equipment
may be advantageous in this respect.

Aseptic Manipulation of Equipment

The previous handling guidelines should be sufficient to
cover most cell culture operations carried out on a small
scale. However, as the scale of operation increases, it
may be necessary to aseptically assemble sterile pieces
of equipment, for example, connect segments of tubing
or connect tubing to culture or media vessels. This is
best achieved by completely covering the equipment to be
sterilized in a wrapping which microbes cannot penetrate.
Then, once sterilized, the equipment remains sterile until
it is unwrapped immediately before aseptic assembly.
In many cases it may be worth covering the actual
assembly points separately to help maintain sterility.
Then assembly is simply achieved after discarding
the final wrapping on all assembly points. As with
the aseptic techniques already described, manipulations
are best performed wearing (sterile) gloves in an
environment which will protect the equipment from
airborne contaminants. In this case that might be a
Class II MSC but could also be a vertical or horizontal
LAF because sterile equipment poses no microbiological
risk to the operator.

However, although the actual points of connection must
always be sterile, it is not always possible for the whole of
each piece of equipment to be sterile. An example of this
might be when replacing an empty media vessel with a
full one on a pilot-scale culture system or when sampling
from such a system via a septum. Such manipulations
may be facilitated by using a surface sterilizing reagent,



such as beta iodine or (as used in our laboratory) 0.2%
chlorhexidine gluconate ("Hibitane") in 70% ethanol. As an
example, when disconnecting one piece of tubing connected
to another by a Luer or similar fitting and replacing it with
a new one, one would proceed as follows:

1. Douse both halves of the existing connection and
both the new connector half and its cover, plug, or
sheath with the liquid surface sterilizing agent. This
can be done conveniently by squirting the liquid
disinfectant over the area from a squeeze bottle.

2. Using swabs made of segments of sterile butter
muslin (or similar absorbent and autoclavable cloth)
soaked in the surface sterilizing agent, wrap the
four half-connectors separately. This should be done
so that the swab on each half-connector butts up
against, but does not overlap, that on the other half.
Leave the swabs in place for at least 3 minutes to
sterilize the covered surface.

3. Rapidly remove the cover, plug, or sheath from the
new connector, break the old connection, and make
the new connection. This is done with the swabs
still in place, and they are only discarded after the
connection has been completed.

Wearing (sterile) gloves is strongly recommended. Also,
note that if any of the tubes already contain liquid, then
they must be clamped before attempting this procedure.

It should be noted that the swabs soaked in surface
sterilizing agent can fulfill two purposes. The first is to
sterilize the area surrounding a connection. Thus, if there
is any slight inaccuracy in making a connection, then the
surrounding area which might be touched will be sterile
and will not compromise the sterility of the system. The
second role is to act as a barrier between one's gloves
(which may not be sterile) and the sterile surfaces.

Sampling from a septum is achieved in a similar way,
but only the surface of the septum is sterilized using a
soaked swab, and in this case the swab is discarded before
penetrating the septum with a sterile needle. (By the term
septum here, we mean a small unit often marketed as a
sterile injection site, not the large industrial type fitted to
fermenters and similar equipment.)

As with all aseptic techniques, the surface sterilizing
agent/swab technique gives no total assurance of sterility,
and the relatively short exposure times and nature
of the chemicals involved means that some organisms
may not be inactivated. However, it appears to be an
effective technique when used against those organisms
commonly found in laboratories. We have run cell cultures
in bioreactors using antibiotic-free medium for more
than 6 months in an ordinary laboratory with hundreds
of aseptic manipulations carried out as described. The
cultures tested negative for bacteria, fungi, yeast, and
mycoplasma at the end of this period.

HEPA FILTRATION

Introduction

Although aseptic techniques performed on the open
bench can be successful, they offer no protection to

the operator from any hazards posed by the work, and
the high particulate load in the air of the average
laboratory means that the chances of contamination of
the work are always significant. These problems can be
greatly reduced by performing the work in a suitable
environment which incorporates a controlled flow of air
from which the vast majority of both inert particles and
associated viable contamination has been removed. This is
achieved by using HEPA (high-efficiency particulate air)
filtration.

HEPA filters are defined by their particle removal
efficiency and their flow rate. They have a removal
efficiency of at least 99.97%, and they attain this efficiency
when the air velocity through the filter is approximately
2 cm/s. (4 ft/min). Higher grade filters have been developed
recently (e.g., ULPA [ultra low penetration air] filters),
that are intended for the microelectronics industry where
contamination of electronic components with very small
particles can be a significant problem. This level of
filtration is not normally required for pharmaceutical
and biological (including cell culture) applications. Indeed,
providing a level of filtration greater than that required
can have significant cost penalties, and the associated
working practices may make the work unnecessarily
difficult and time-consuming.

Mechanisms of Filtration

Filtration of a gaseous medium is not a simple process
of sieve retention but rather the sum effect of several
different mechanisms. The relative contributions of these
various mechanisms can vary considerably, depending
on the size of the particles and the air velocity passing
through the filter.

Sieve retention, the simplest mechanism of particle
retention, occurs when the particle is larger than the
spaces between the fibers of the filter medium. This sieving
effect is of significance only for relatively large particles
(>2 fxm), and these would normally be captured by the
coarser and less expensive prefilter placed upstream of a
HEPA filter. It would not be cost-effective to use HEPA
filters to remove large particles.

The three most important particle removal mechanisms
of HEPA filters are inertial impaction, diffusive retention,
and interception (Fig. 1).

Air flow

Air flow

Fiber

1. Inertial impaction
2. Diffusive retention
3. Interception

Figure 1. Schematic representation of mechanisms of filtration.



lnertial lmpaction. As the air flows around the fibers of
the filter medium (see section on the construction of HEPA
filters), because of their inertia, the larger particles do not
follow the air flow but continue in their original direction
and become embedded in the fibers. This mechanism is
a major factor for particles >1 jxm. As the air velocity
through the filter increases, this mechanism becomes more
effective.

Diffusive Retention. Small particles (<0.1 ^m) are
retained primarily by impaction resulting from Brownian
motion (i.e., randomized movement caused by these parti-
cles being hit by other small particles or the molecules of
the gas in which they are suspended) which causes them
to deviate from the direction of the air flow. This random
motion results in the impaction of the particles on the
fibers of the filter.

Interception. Particles of an intermediate size (ca.
0.1-0.5 fim) have less inertia than the larger particles and
tend to follow the flow of air around the fibers. If a particle
strikes a fiber as it passes it tangentially or if it approaches
one closer than half its diameter, it will be captured and
retained by it. This mechanism is interception.

Once a particle has come into contact with the fiber
of the filter, it is held by electrostatic forces and will
become difficult to dislodge. It is the combination of these
mechanisms that explains the efficacy of HEPA filters.

Filter Efficiency

Figure 2 shows the classical efficiency curve of a HEPA
filter. The minimum efficiency is for a particle of about
0.2-0.3 fim, and particles both larger and smaller are
removed more efficiently. However, the actual minimum
efficiency is variable and will depend on the following
factors (10):

the density of the individual particles;
the velocity and mean free path of the particles;
the thickness of the medium;
the velocity, pressure, and temperature of the air; and
the sizing and distribution of the fibers within the filter

medium.

Because penetration is a function of so many variables,
the actual shape of the curve and the minimum efficiency
will vary. Rather than consider a single most penetrating
particle size, it has been suggested that it would be better
to think in terms of the most penetrating particle range,
for example, 0.1-1.0 jim (10).

Filter efficiency decreases with increasing flow rate.
Conversely the lower the flow rate, the more efficiently
a filter will retain particles. Air flow velocities of around
90 ft/min, frequently found in clean rooms, should not
result in problems due to particle penetration of intact
HEPA filters because any upstream particles are likely
to be either too small or too large to penetrate to any
significant degree. The large surface area of HEPA filters
is designed to provide an adequate volume of filtered air
at the flow rate required to maintain suitable conditions
within the clean room or device (e.g., laminar flow cabinet).
By increasing the amount of filter medium in a filter it is
possible to decrease the pressure drop across it and also
to increase its efficiency. If the air velocity were reduced
sufficiently, it could be possible to achieve 99.97% removal
of particles in the range 0.1-1.0 jam. with a relatively
coarse filter. However, the dynamics of filtration is but
one factor necessary to achieve suitable air quality in any
particular situation. The filtered air flow volume needs to
be sufficient to allow adequate flushing of the critical
area to cope with the particulate and microbiological
contamination that may be introduced by the process
equipment or personnel.

Construction of HEPA Filters

The filter medium is a paper formed from fine glass fibrils.
The higher the efficiency of the filter, the higher the
proportion of smaller fibers. The filters can be constructed
in a number of ways, each method intended to produce
a relatively large surface area of filter medium which is
sealed within a rigid frame and with a suitable gasket
to prevent the leakage of unfiltered air into the working
environment. The filter medium is mounted in the frame,
normally in one of the following ways (11):

Standard Filters. The sheets of filter medium are folded
in parallel pleats, and the pleats are separated by
corrugated aluminum or kraft paper separators. The filter
medium and separators are assembled and bonded to the
frame with a resin. The frame may be constructed of metal,
wood/chipboard, or plastic.

For most biological or pharmaceutical applications,
filters with wooden/chipboard frames would not be consid-
ered suitable because these materials can themselves shed
particles and because of the potential for microbiological
growth on the frame, particularly if they became damp.
However, in some applications for example, in certain

Particle diameter (|im)

Figure 2. Classical efficiency curve for a HEPA filter.
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chemical or biological processes, the use of wooden frames
may be indicated to facilitate incineration after use.

Minipleat Filters. This format is a modification of the
standard filter but without the use of separators. The
filter medium is folded in tighter pleats (approximately
2-3 pleats/cm compared to approximately 1 pleat/cm for
the standard filters). To allow the air to flow satisfactorily,
the paper has built-in nylon cords or molded media which
protrude slightly from the paper folds to hold them apart.
These filters can provide greater volume flow capacity
and more uniform face velocities compared to standard
filters, but they are more expensive. However, because
they hold approximately twice the surface area of filter
medium compared to the same size of standard filter unit,
they may have advantages where space constraints are a
problem or where extended use between filter changes is
required.

Flanders Filters. This type of filter is constructed from
crenellated corrugated filter paper, and the surface
'texture' acts in lieu of separators to keep the pleats apart.
The crenellated surface and the absence of separators
result in approximately 40% more available filtration area
compared to standard filters. These filters, however, fit
only patented frames. The filter-holding frames have a
slot filled with thixotropic gel which accepts a tongue
on the filter edge, achieving an air tight seal without
using a compressed gasket (the gaskets on both standard
and minipleat filters use compressible gaskets made from
closed-cell neoprene, PTFE or molded polyurethane).

Testing HEPA Filters

Filters are tested by the manufacturers to assign or
confirm their particle removal efficiency. In addition, on-
site testing after delivery and installation needs to be
carried out to verify that no damage has occurred during
storage, transportation, or installation. At times confusion
has arisen regarding the purpose and intention of this
on-site testing.

The tests carried out by the filter manufacturers use
relatively sophisticated equipment to control challenge
aerosol particle size, air flow rates, etc. and would normally
consist of one of the following.

Hot DOP (dioctylphthalate) Test. Thermally generated
particles of DOP, of an essentially monodisperse aerosol
with a mean diameter of approximately 0.3 jim, is gener-
ated upstream of the filter and the percentage penetration
determined by comparing the downstream concentration
of particles to the upstream (100%) concentration.

Sodium Flame Test. An aerosol of particles of sodium
chloride, mainly within the range of 0.02-2.0 jim with
a median of 0.6 |im, is generated by atomizing a
sodium chloride solution and evaporating the water. By
comparing the upstream and downstream concentrations
photometrically, the percentage penetration can be
determined. The hot DOP and sodium flame tests produce
substantially similar size distribution aerosols, and the
tests give comparable results.

Oil Mist Test. This is the basis of the German (DIN
24184) test. The principle of the test is the same as the
DOP and sodium flame tests, but the test aerosol is an oil
mist with a particle size between 0.3 and 0.5 jim.

The test normally carried out on-site is a cold
version of the DOP test or a variant of it using,
for instance, a different challenge aerosol such as
mineral oil. An aerosol of polydisperse particles in
the range 0.1-3.0 jim is generated, usually at ambient
temperature, and introduced upstream of the filter while
the downstream filter face is scanned with a photometer
to detect any leaks, again by comparing the upstream
and downstream concentrations of the aerosol. It is
normally accepted that a photometer reading of >0.01%
is indicative of an unacceptable leak. There are a
number of fundamental differences between this test
and the more sophisticated tests used by the filter
manufacturers to verify particle removal efficiency (e.g.,
particle size distribution, concentration of the aerosol
challenge, temperature control, air flow velocity control,
etc.). This in situ test is intended to check the integrity
of the filter installation and is not suitable to verify the
particle removal efficiency of the filters.

HOODS AND CABINETS EMPLOYING HEPA FILTRATION

These can be divided into two categories: laminar flow
hoods, where a flow of HEPA-filtered air is used to protect
the work from contamination by particulates but which
offer little or no protection to the operator from hazards
posed by the work; and microbiological safety cabinets, all
of which offer protection to the operator but which may or
may not offer protection to the work.

Laminar Flow Hoods

Horizontal Flow. The flow of HEPA filtered air in these
hoods is directed from the back of the hood across the work
surface toward the operator (Fig. 3). Thus these hoods
should be used only for manipulating clean, preferably
sterile, nonhazardous equipment and solutions, NEVER
FOR CELL CULTURE.

Vertical Flow. The airflow in these hoods is from top to
bottom (Fig. 4). Thus air is not blown directly from the
work at the operator as in a horizontal flow hood (see
above), but the absence of a front screen and of filtration
of the exhaust air means that there is still no significant
protection offered to the operator. Thus it is recommended
that these hoods too should not be used for cell culture.

Microbiological Safety Cabinets

A microbiological safety cabinet is defined as a "cabinet
intended to offer protection to the user and environment
from the aerosol hazards of handling infected and other
hazardous biological material, but excluding radioactive,
toxic and corrosive substances, with air discharged to
the atmosphere being filtered" (12). Some, but not all of
these cabinets will also offer protection to the work from
environmental contaminants.



Figure 4. Schematic cross section of a vertical laminar flow hood
(arrows indicate airflow; hatched area = HEPA filters).

Class I MSCs. These cabinets operate by pulling in a
constant stream of air from the room through the working
aperture and passing it through a HEPA filter to exhaust
(Fig. 5). The inward air flow through the working aperture
protects the operator from particulates generated within
the cabinet, and these particulates are prevented from
escaping to the environment by the HEPA filtration of the
exhaust. However, this type of cabinet offers no protection
to the work from particles generated outside the cabinet.
Class I MSCs are generally used for handling viruses and
other biological agents which pose a moderate risk to the
operator.

Figure 5. Schematic cross section of a Class I microbiological
safety cabinet (arrows indicate airflow; hatched area = HEPA
filter).

Class Il MSCs. These cabinets are most commonly used
for cell culture because they are easy to use but offer
protection both to the operator from particulates generated
inside the cabinet and to the work from particulates
generated outside the cabinet (Fig. 6).

The work is protected by the vertical flow of HEPA
filtered air from the top of the cabinet and by the fact that
air entering the front of the cabinet is drawn directly away
beneath the work surface without passing over the work.

Figure 3. Schematic cross section of a horizontal laminar flow
hood (arrows indicate airflow; hatched area = HEPA filter).

Work surface

Work surface

Fan

Fan

Work surface

Fan

Glass screen

Fan
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Figure 6. Schematic cross section of a Class II microbiological
safety cabinet (arrows indicate airflow; hatched areas = HEPA
filters).



Figure 7. Schematic cross section of a Class III microbiological
safety cabinet (arrows indicate airflow; hatched areas = HEPA
niters).

The operator is protected by the inflow of air at the working
aperture which prevents the outflow of particles from
inside the cabinet and by the fact that all the exhaust air
is HEPA filtered before being released to the environment.
Only a percentage of the total airflow within the cabinet
is sent to exhaust. The amount required is that needed to
compensate for the air constantly flowing into the cabinet
at the front aperture; the balance of the air is recycled
within the cabinet.

Class III MSCs. These cabinets offer maximum protec-
tion to both the work and the operator and environment
but are extremely cumbersome to use and are normally
employed only when manipulating dangerous (Hazard
Group 3 or 4) (Ref. 9) pathogens (Fig. 7). In these cabi-
nets, the operator is separated from the work by gloves
mechanically attached to the cabinet, and both the inlet
and exhaust air have airborne particulates removed by
HEPA filtration systems.

WORKING WITHIN LAMINAR FLOW HOODS AND
MICROBIOLOGICAL SAFETY CABINETS

General

All cabinets/hoods should be switched on before use, and
allowed to run for at least 15 minutes to establish the
correct air flow and clear any airborne particles. When
using cabinets that employ a blanking plate for the front
aperture (Class I and II MSCs), the blanking plate should
be removed immediately before starting the fan and placed
on a clean surface (not the floor!). It is replaced once the
fan has been stopped after use (although many cabinets
are designed to run continuously). In all hoods/cabinets,
the use of Bunsen and similar burners should be avoided

if at all possible because they disturb the airflow pattern
and may be a fire hazard.

All hoods/cabinets must be kept as clean as possible,
and the working surface should be cleaned with a suitable
disinfectant before and after every use. Spills should be
mopped up immediately and the working surface wiped
with disinfectant. If anything should be spilt down the
perforations in the working surface of a vertical laminar
flow hood or Class II microbiological safety cabinet, then
the working surface must be removed and the underlying
area cleaned and treated with a suitable disinfectant. In
any case this should be done at least weekly, even if no
known spills have occurred.

To operate efficiently, the hood/cabinet must be tested
regularly (at intervals of not more than 1 year) for
HEPA filter integrity, airflow direction and rates, and
particulate containment and elimination of external
contamination, if appropriate (see section on Performance
Tests). If used for handling pathogens, testing must be
performed more frequently (i.e., at least every 6 months).
All hoods/cabinets must be tested when first installed
and whenever they are relocated within or between
laboratories (see section on Performance Tests).

Laminar Flow Hoods

Horizontal Laminar Flow Hoods. Because the airflow is
directed at the operator these hoods must never be used for
cell culture or when manipulating any other potentially
hazardous material.

The type of aseptic technique described previously
should be adopted when working in such hoods. However,
it must be modified so that any items that may not
be sterile (e.g., hands, pipetting aids) should, instead of
not being directly above any sterile openings (e.g., open
bottles), not be directly behind them.

Vertical Laminar Flow Hoods. General aseptic technique
is carried out as described for use on the open bench
without a Bunsen burner.

Microbiological Safety Cabinets

Class I Microbiological Safety Cabinets. As stated before,
these cabinets are designed to protect the operator from
the material being handled but offer no protection to that
material or the work being performed with it. Thus such
a cabinet must be positioned where the incoming air is as
clean as possible. In addition, so as not to compromise the
containment of particulates within the cabinet, it must be
sited where there is minimum air turbulence outside the
cabinet — see the next section (on Class II cabinets) for
further details.

The lack of protection offered to the work means that
the amount of work carried out in a Class I cabinet should
be kept to a minimum. For example, if performing a
virus assay by plaque formation on a cell monolayer,
the handling of the (uninfected) cells when preparing the
monolayer should be carried out in a Class II cabinet. Only
the preparation, dilution, and addition of the virus should
be performed in the Class I cabinet.

Fan

Glass screen

Work surface



Performing manipulations within the Class I cabinet is
rather different from that described for all of the other
types of hoods or cabinets because the only way to protect
the work from the incoming unfiltered air is to position
equipment, for example open bottles or culture dishes,
so that the airflow is directed away from any sterile
areas. Thus when removing material from a bottle, for
example, the base of the bottle should be pointed into the
airflow with the neck pointing toward the extract filter.
In cases where equipment (e.g., petri dishes or multiwell
plates) must remain horizontal when opened, it should be
positioned well to the rear of the cabinet away from the
front aperture. The length of time that vessels are left
open must in all cases be kept to a minimum. In other
respects, aseptic technique used in Class I cabinets is the
same as that described previously.

Class Il Microbiological Safety Cabinets. Protection of
both the work and the operator depends on the integrity of
the inward airflow at the working aperture and its efficient
and immediate removal through the perforations/slits
in the front of the working surface. Eddies caused by
(1) turbulent air outside the cabinet or (2) around the
arms of the worker can direct nonsterile incoming air
across the top of the work surface, or cause air from within
the cabinet to escape, unfiltered, to the environment. To
avoid this:

1. Steps must be taken to reduce to a minimum
the turbulence of the air in the vicinity of the
front of the cabinet. This means that very careful
consideration must be given to the siting of the
cabinet in terms of its proximity to architechtural
features (walls, columns, doors), work benches,
other cabinets, and routes of movement by other
workers — see Figures 8 and 9. Furthermore, in the
vicinity of the cabinet, the velocity of the air due
to the room's ventilation system must be kept to
a minimum. It is particularly important that air
entering the room via grilles, diffusers, etc. should
not discharge directly across or toward the aperture
of the cabinet, and every attempt should be made
to keep all air velocities in the room below 0.3 m/s.
Clearly, when designing a new laboratory, the siting
of the MSCs must be decided early and incorporated
into the design process. Positioning of cabinets in
an existing laboratory similarly requires the most
careful consideration, and all cabinets must be
performance tested once in their new position, even
if they have been moved only a short distance within
the same room. These requirements apply equally to
Class I and Class II cabinets.

2. Operators should avoid rapid movement of their
arms in the working aperture and should avoid
coughing, sneezing, singing, or whistling while
working.
It should always be remembered that the front
perforations/slots are a nonsterile area, and thus
all work should be performed at least 5 cm away
from them. Similarly the perforations/slots at the
rear of the working surface should be kept clear so

as not to impede the downward flow of air in the
cabinet.

In all other respects, aseptic technique for use in a
Class II MSC is the same as for work on the open bench
without a Bunsen. Care must be taken, however, not to
place any piece of apparatus in a position where it will
obstruct the airflow within the cabinet (e.g., over a grille)
or to inadvertently allow a piece of sterile apparatus to
come into the nonsterile airflow at the front of the cabinet,
for example, when removing a pipette from a pipette can.

Class III Microbiological Safety Cabinets. These are
such specialized pieces of equipment for handling such
hazardous materials that no advice will be offered here.
They must be used only after the most thorough and
rigorous training.

TESTING CLASS I AND CLASS Il MICROBIOLOGICAL
SAFETYCABINETS

Class I and Class II MSCs require some common basic
tests of function to demonstrate satisfactory performance,
but a Class II cabinet also needs additional testing due to
its design and method of operation.

The full details of the tests to be carried out and detailed
test methods should be obtained from the relevant official
standards (e.g., Ref. 12). However, the following is an
overview of the testing requirements for these two types
of safety cabinets, together with an indication of their
relevance.

Performance Tests

Table 1 provides a quick reference to the performance tests
needed for Class I and Class II cabinets.

Operator Protection Tests. Ideally there should be no
escape of aerosols from inside the cabinet to the external
environment. However, with open-fronted cabinets, some
escape will be inevitable, but this should be within
"acceptable" limits to minimize any risk to the operator.

This test is intended to quantify the degree of protection
offered by the cabinet and is defined in British Standard
5726 as "the ratio of exposure to airborne contamination
generated on the open bench to the exposure resulting from
the same dispersal of airborne contamination generated
within the cabinet" (12).

Table 1. Performance Tests for Class I and
Class II MSCs

Test

Operator protection test
External contamination test
Cross-contamination test

(where applicable)
Airflow checks
Temperature checks
Tests for leakage

Class I

Yes
No
No

Yes
No
Yes

Class II

Yes
Yes
Yes

Yes
Yes
Yes



Basically, the test consists of generating a detectable
aerosol within the cabinet and determining the proportion
of the aerosol which escapes to the outside of the cabinet
through the front aperture. During the test the airflow
entering the cabinet is disturbed in order to simulate
the effect of an operator's arm, by introducing a cylinder
through the front aperture. A number of different aerosols
have been described, some of which have been incorporated
into official standards.

Biological Method. This test uses a bacterial spore
suspension (e.g. Bacillus subtilis var globigii), which
is generated inside the cabinet using a nebulizer, and
determines the number of spores escaping by using
microbiological air samplers situated outside the cabinet
but close to the open aperture. The protection factor is

calculated by comparing the numbers generated inside to
those detected outside.

Spraying spore suspensions can be potentially problem-
atical because of the risk of inhalation by the operators
in addition to the problem of contaminating a cabinet
which is intended for cell culture work where bacteria-
free conditions are needed. Another potential problem
sometimes overlooked is that the precision of microbi-
ological enumeration methods is not particularly good
and can vary according to the type of air sampler used.
Any variability in the counting method may well have an
effect on the accuracy of the calculated protection fac-
tor. Another disadvantage to this method is that the
agar plates exposed in the air samplers need to be
incubated to allow the bacteria to grow and the result

Figure 8. Siting of microbiological safety cabinets: Recommendations for minimum distances to
avoid disturbance to the safety cabinet and its operator. (Note: Siting arrangements which should
be avoided are overlaid with a cross.) (Reproduced from Ref. 12 with permission).

Microbiological safety cabinet zone (area in which
air should be undisturbed by anyone other than
the operator)
Column

Bench top

Traffic route or escape route

Hazard affecting a traffic or escape route

Wall or obstruction above work top height

(a) Separation of an
undisturbed zone around a
safety cabine from traffic
routes.

(b) Spacing when the same
operator uses a safety cabinet
and a bench top opposite or
where occasional traffic only
is anticipated.

(c) Spacing determined by
airflow requirements with an
opposing wall.

(d) Spacing determined by
airflow requirements when
safety cabinets are opposite
each other.

(e) Spacing determined by
airflow requirements with
adjacent side walls.

All dimensions are in millimeters.

(f) Spacings that avoid undue
disturbance to airflow. Face
of column not in front of
plane of cabinet aperture.

(g) Spacing to avoid undue
disturbance to airflow when
face of column is in front of
plane of cabinet aperture.

(h) Spacings that avoid
undue disturbances to
airflow in relation to door
openings.



(a) A bench at right angles to a safety
cabinet may keep traffic away from the
undisturbed zone but work at the bench will
cause disturbances to the air flow.

(b) A projecting bench will help to keep
traffic clear of the undisturbed zone and the
work at the bench will have little effect on
air flow if sufficient distance is allowed
between the cabinet and the projecting
bench.

(c) Projecting walls and the positioning of
doors can be effective in defining traffic
routes.

(d) Columns can assist the definition of
traffic routes.

(f) Danger of too much air movement in front of
safety cabinets should be alleviated by allowing
more space between the apertures of the safety
cabinets and the bench tops.

(g) Danger of too much movement in front of
safety cabinets should be avoided by allowing
more space between the apertures of the safety
cabinets and the bench tops.

(e) In a small laboratory, the safety cabinet
should be clear of personnel entering through the doors.

All dimensions are in millimeters.

Figure 9. Siting of microbiological safety cabinets: Avoiding disturbance due to other personnel.
(Note: Siting arrangements which should be avoided are overlaid with a cross.) (Reproduced from
Ref. 12, with permission).

Microbiological safety cabinet zone (area in which
air should be undisturbed by anyone other than
the operator)
Column

Bench top

Traffic route or escape route

Hazard affecting a traffic or escape route

Wall or obstruction above work top height

Zone
for
doors

Door



will not, therefore, be available until several days after
testing.

The Potassium Iodide (Kl Discus) Test The arrangement
of aerosol generator, cylinder, and samplers is similar
to that used in the biological test, but in this case the
challenge aerosol is produced by dropping a solution
of potassium iodide under controlled conditions onto
a rapidly rotating disc (13). The aerosol dries rapidly
and produces particles in the size range of 3-10 jim.
The particles are collected in membrane filter-based air
samplers. Then the filters are placed in a solution of
palladium chloride enabling the particles to be seen and
counted under a low magnification microscope.

The biological and potassium iodide methods give
comparable results.

Other aerosol materials have been used, such
as polystyrene microspheres and an optical bright-
ener (14,15), using the same kind of nebulizer as that
used for spores. These seem to be suitable alternatives to
the biological and KI discus tests.

The requirement for this test is that no individual
protection factor obtained should be less than 1.0 x 105.
This means that an operator working in a safety cabinet
should be exposed to less than 1/100,000 the level of
airborne contamination within the cabinet. Similarly, it
means that the operator is exposed to less than 1/100,000
the level of airborne contamination compared to working
on an open bench (assuming the same level of aerosol
generation).

External Contamination Test. This test is intended to
demonstrate whether the curtain of air descending at the
front of a Class II cabinet prevents contamination from
the room from entering the working area of the cabinet
where it might compromise the work being carried out. A
spore suspension and nebulizer, as used in the Biological
Operator Protection Method, is used to generate a large
aerosol of spores outside the cabinet but close to the open
aperture for a period of not less than 4 minutes, and
the number of spores entering the cabinet during this
period and for a further 5 minutes afterward is detected
using exposed agar plates which are distributed over the
working surface. The challenge aerosol should contain at
least 3 x 106 spores.

Both the British and U.S. National Sanitation Founda-
tion standards permit no more than five colonies per test
(in total, not per agar plate), and a control test, where the
test is repeated but with the cabinet switched off, should
have more than 300 colonies present on the agar plates.

This test carries similar problems of potential contami-
nation with bacterial spores, as mentioned in the previous
section, but the potassium iodide test could be used as a
quicker and safer alternative. Another alternative would
be to use an electronic particle counter to compare the
particle counts both inside and outside the cabinet. How-
ever, unless a sufficiently large room particle count is
obtained, then test sensitivity may be a problem, in which
case a particulate aerosol would need to be generated. A
disadvantage of employing an alternative method to that
specified in the relevant standard is the problem of setting
acceptable limits for the test method employed.

Cross-Contamination Test. This test is intended to
demonstrate whether aerosols generated on one side of the
cabinet will contaminate materials at the other side. There
are differences in the test methods described in the U.S.
and British standards, although the principle is the same.
A nebulizer is used to generate a spore aerosol on one side
of the cabinet, and agar plates are used to detect the degree
of contamination on the other side of the cabinet. The
problems of bacterial contamination mentioned earlier are
equally applicable with this test. However, the relevance
of the test needs to be considered carefully because it may
not be applicable for most safety cabinet applications. It
was originally introduced to test relatively large cabinet
installations where more than one operator was working
within a single cabinet, and to provide some evidence that
cross-contamination did not occur between one operation
and the other. Where a single operator is working within
a cabinet, this type of test is probably not necessary.

Airflow Checks. To function properly, air must enter
Class I and Class II cabinets with a velocity sufficient to
retain within the working area any aerosols or particles
that may be generated. However, this flow rate should not
be so high that turbulence is created within the cabinet,
otherwise there is an increased risk that air will spill
out of the open aperture. Air movements into the cabinet
can also be influenced by air currents from within the
room (e.g., from the ventilation system, other equipment
operating in the vicinity, opening and closing of doors,
movement of people, etc.). The control of the inward flow
of air in Class II cabinets is further complicated by the
gain in energy (in the form of heat) of the recirculating
air which can disturb the balance between room air and
cabinet air at their interface (16).

For Class I and Class II cabinets, it is necessary to
measure the inflow, and for Class II cabinets also the
downward flow inside the cabinet. The expected airflows
should be within the limits given in chart 1.

Chart 1. Airflow Values

aNo individual measurement should differ from the mean by
more than 20%.
feWith Class II cabinets, the downward flow of air within the
cabinet cannot be so easily measured because the inward flow
of air at the open aperture varies in the vertical plane and
normally has a higher velocity at the bottom. This also makes
it difficult to make meaningful measurements of the inward
airflow using anemometer readings at the aperture (or to set
limits for a range of readings across this open face). To overcome
this problem, it is customary to measure the velocity and then
calculate the volume of air being extracted in the exhaust dust;
this volume is equal to that drawn in through the front opening.
Then the mean inward velocity can be calculated by dividing
the volume of discharge air by the cross-sectional area of the
front aperture (16).

In addition to velocity measurements, air visualization
tests can be useful for checking that air flows inward over

Cabinet Type

Class I
Class II

Inward Velocity

0.7-1.0 m/sa

>0.4 m/sfe

Downward Velocity

N/A
0.25-0.5 m/sa



the whole of the working aperture. This can be particularly
useful for demonstrating any effects caused by air currents
within the room under different operating conditions. This
can be done relatively simply using commercially available
smoke pencils or cotton wool swabs soaked in titanium
tetrachloride.

Although this test is simple to perform and can
provide evidence of satisfactory air movement, it is
not particularly sensitive because smoke streams are
transient and sometimes difficult to see (17). The use
of schlieren photography has been successfully used to
visualize air flow patterns and provide more meaningful
data on air movements in safety cabinets (18). However,
although this is an elegant technique, it is not a method
available to most testing facilities.

Temperature Checks. This is a particular requirement
for Class II cabinets because of the potential heat gain
referred to before. After four hours of continuous running
with the fan(s) working and the lights on, the air
temperature inside the cabinet measured 100 mm above
the center of the working space should not rise by more
than 8 0C above ambient laboratory temperature (12).

Test for Leakage. This test is to demonstrate the
absence of any significant leaks through filters, seals,
and construction joints. The same principle is used as that
described earlier for the in situ testing of HEPA filters,
using cold DOP or a suitable mineral oil. A test aerosol is
generated on the dirty side of the filter, seals, and joints,
and the clean sides are scanned with a photometer probe.

Again it should be recognized that this test is not
suitable for confirming the efficiency rating of the installed
HEPA filters but is only intended to detect leaks which
may affect the integrity of the cabinet.

Testing Program

The following is not meant to be a comprehensive list of
all the checks and tests to be carried out, but is given as
broad guidance.

Testing after Installation. After a cabinet has been
delivered or moved, a number of tests need to be carried
out. Checks should be performed on the integrity of filters,
gaskets, and construction joints to confirm that no damage
or movement that might affect performance has occurred
during transportation or installation. Performance tests
for airflow, operator protection and, ideally, external
contamination should be performed. The test for cross-
contamination may be appropriate in some cases. If
the cabinet was dismantled for transportation and then
reassembled, checks must also be made to detect any
leakage of the cabinet body.

Periodic Testing. A suitable regular testing program
will have to be put in place but the level and frequency
of testing will be a matter of judgment, depending on
the particular application and the type of work being
carried out and also on the need to satisfy health and
safety requirements and whether full compliance with the
relevant published standard is required.

To confirm continual satisfactory operation, the checks
performed ought to include airflow measurements (and
possibly air visualization checks), tests of filter and seal
integrity, and operator protection tests. As a minimum,
these tests should be carried out annually, but more
frequent testing will be required if known pathogens are
handled.

CLEAN ROOMS FOR CELL CULTURE USE

A number of definitions of a clean room have been pub-
lished. That described in BS 5295 (19) is appropriate and
defines a clean room as "A room with control of particulate
contamination, constructed and used in such a way as
to minimise the introduction, generation and retention of
particles inside the room and in which the temperature,
humidity and pressure shall be controlled as necessary".
In cell culture and pharmaceutical clean rooms, the pur-
pose of the facility is to provide an environment that limits
the risk of introducing adventitious contamination into the
product or process.

Modern clean room technology was originally developed
for the military and space industries and was quickly
utilized in the electronics industry. This technology was
then embraced by the pharmaceutical and biological
industries for aseptic operations. The basic design,
construction, and operation of clean rooms for the different
industries and different applications followed similar
principles.

A significant advance was the development of HEPA
filters (20). Following the introduction of conventional
turbulent flow facilities using HEPA filtered air, the
laminar flow room concept developed, although this
probably had greater application in the micro-electronics
industry, and generally it was not seen as cost-effective
or directly applicable for many pharmaceutical clean
room operations. This basic clean room technology
was undoubtedly the best available at the time, but
its limitations for pharmaceutical and similar aseptic
operations have become apparent. The direct involvement
of people within the clean rooms introduces a potentially
significant particulate and microbiological bioburden to
the process (21,22). The problems associated with the
control of the personnel activities is becoming increasingly
realized and we are now seeing reference to clean zones
and the introduction of isolator systems into clean room
activities. These can give a greater level of protection to
the process and can also provide added protection to the
staff when the materials they are handling may be toxic
or a potential source of infection.

Clean Room Standards

Following the advent of clean rooms, the need for suitable
formal standards, against which they could be designed,
built, and tested, became apparent, Over the years a
number of different standards have been produced, but
the basis of the classification methods has resulted in
considerable confusion.

The first published clean room standard was the
U.S. Federal Standard 209 that has been amended



Particle size (jim)

Figure 10. Relationship between the logarithm of the particle
concentration (particles per cubic foot) and the logarithm of the
particle size (in micrometers). It shows the maximum number of
particles of a given size for the designated room class.

and revised a number of times. Subsequently, other
national standards have been produced, but the basis
of the particulate classification system adopted for each
of them was the same as that for the original Federal
Standard 209 (see Fig. 10). Some of these standards
have introduced different terminology, a different basis
for classification, differing levels of requirements, etc.
There have also been differences in the scope of some
of these standards. For instance, those intended only as
a specification and method for classifying clean rooms
include U.S. Federal Standard 209, French AFNOR, and
Dutch VCTN-I, and those that encompass aspects of
design practice and guidance for creating and monitoring
controlled environments include British Standard 5295
and German VDI 2083.

The differences among the various clean room stan-
dards has undoubtedly combined to create confusion and
uncertainty. Problems can also be compounded where com-
panies operate or trade in different countries and where
compliance with different standards is required.

To emphasize some of the differences and highlight the
confusion that can easily be caused, Table 2 shows the
notation used in different standards for the same class of
room (in this case a Federal Standard 209 Class 100 room).

In these examples, ten different terms have been used
to describe essentially the same thing. There are merits to

each of the systems used, but the differences, in part,
reflect difficulties in producing universally acceptable
classification systems and nomenclature.

Table 3 provides some guidance on the rationale behind
the notation used for some of the various national
standards.

Table 3. Basis of the Notation Used for Various Room
Classification Standards

P
ar

tic
le

s
 p

er
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u
b

ic
 f

oo
t

Class 1

Class 10

Class 100

Class 1 000

Class 10 000

Class 100 000

Standard

Fed. Std. 209
(A-D)

Fed. Std. 209 E

BS 5295 (1976)

BS 5295 (1989)

U.K. GMP
Guide (1983)

E.C. GMP
Guide

French AFNOR

German VDI

Australian Std.
1386

Proposed ISO
Std. 209

Basis of Notation

Number of particles >0.5 \im/ft3. A room with
100 particles/ft3 has Class 100 conditions.

Incorporates metric units and designates a
room with 3530 particles/m3 (equivalent to
100/ft3) as M3.5 (3.5 is the log of 3530).

Rounded down metric version of Fed. Std.
209, Class 100 converted to
3000 particles/m3 and called Class 1

Based on Fed. Std. 209 but more accurately
in line with stated values. Class 100
converted to 3500 particles/m3, called
Class E or F.

Based on BS 5295 (1976) but Class 1
(Class 100 equivalent) became Grade 1/A
or 1/B.

Based on U.K. GMP Guide and a Class 100
equivalent became Grade A or B.

Metric version used (counts/m3) but denned
it in a rounded up version; Class 100
equivalent became Class 4000.

Based on particles/m3 but at the >1.0 (im
size. Class number derived from the
logarithm of the number of particles/m3. A
room with 1000 particles > 1.0 jim/m3 is
Class 3.

Based on Fed. Std. 209 but using the number
of particles >0.5 (im/dm3. Class 100
(3530 particles/m3) equates to
3.5 particles/dm3 and is called Class 3.5.

Based on Japanese approach using a method
similar to the German VDI standard, i.e.,
the log of the number of particles/m3 but
utilizing the 0.1 jxm particle size.

Table 2. Example of the Notation
Used in Different Standards for the
Same Class of Room (in This Case
a Federal Standard 209, Class 100
room)

Standard

US Federal Standard 209D
US Federal Standard 209E
BS 5295 (1976)
BS 5295 (1989)
U.K. GMP Guide (1983)
E.C. GMP Guide
French AFNOR
German VDI
Australian 1386
Proposed ISO Std 209

Class

100
M3.5

1
E or F

1/A or 1/B
A or B
4000

3
3.5
5



To put some of these classifications into context, Table 4
provides direct comparisons for some of the standards.

No single definitive standard or guide can be applied
in designing and operating clean rooms (23). There are a
number of such documents, and the supplier and user will
need to develop precise specifications based on the relevant
standard and the exact requirements of the facility.

Now we are seeing a concerted effort to harmonize
clean room standards with the new ISO clean room
standards that are being developed. However, due to the
involvement of so many organizations worldwide where
broad agreement from so many participating organizations
is needed, harmonization is unlikely to be a simple process
nor is it likely to show rapid progress.

Design and Operation of Clean Rooms

Control of Airborne-Contamination. The control of air-
borne contamination in a clean room is accomplished by
the following means:

1. Preventing Entry: This is achieved by filtering the
air entering the clean room and preventing the
ingress of external air by using positive air pressure
relative to the external environment.

2. Purging: The air handling system changes the air
in the room at a sufficient rate to remove or dilute
particulate matter generated within the room from
either the process or the personnel.

3. Minimizing the generation of particulate matter:
Room appointments (floors, walls, equipment etc.)
are chosen for their resistance to particle generation.
Clean room clothing is made of nonlinting material
designed to minimize the release into the room of
particles shed by personnel, (e.g., skin flakes, hair,
etc.).

4. Providing localized protection for the product or
process from the settling of particulate matter,
from product-to-product contamination, and for the
protection of staff from potential hazards.

5. Providing designated areas for personnel entry, for
the entry of equipment and parts, etc., and for the
cleaning of equipment and parts.

6. Controlling the flow of materials through the process
steps and controlling the personnel activities.

Critical Design Parameters. A number of critical param-
eters that can be summarized as follows need to be
addressed in any clean room facility:

total particulate cleanliness
microbiological cleanliness (where necessary)
HEPA filtration specification
room pressurization
temperature and humidity
air change rates
hazards from products and processes
disinfection and cleaning procedures

Total particulate cleanliness: This will be dictated by
the nature of the work to be carried out. Conventional asep-
tic filling operations will require a Class 100/M3.5 room,
but in most instances cell culture work will probably
require only a Class 10,000/M5.5 room. Overspecifying
a room needs to be avoided to prevent unnecessary con-
struction and maintenance costs.

Microbiological cleanliness: Again this will depend on
the nature of the work and the need to control this
parameter. For aseptic filling operations, a comprehensive
microbiological monitoring program would be needed
to demonstrate compliance with appropriate standards.
The nature of cell culture work probably makes this
requirement unnecessary in most cases.

HEPA filtration specification: This aspect was dealt
with separately earlier in the chapter. However, it should
be recognized that the type of grille or diffuser on
the filtered air inlet will influence air movement in a
conventionally ventilated room (23). Careful consideration
will need to be given to the siting of safety cabinets to

Table 4. Comparison of the Classification of Rooms with Various
Particulate Levels Using Different Standards

Max. count/m3

at 0.5 |im
and above

3.5
10
35.3

100
353

1000
3530

10,000
35,300

100,000
353,000

1,000,000
3,350,000

10,000,000

Fed. Std.
209D

1

10

100

1000

10,000

100,000

Fed. Std.
209E

Ml
M1.5
M2
M2.5
M3
M3.5
M4
M4.5
M5
M5.5
M6
M6.5
M7

E.C. GMP
Guide

A or B

C

D

B.S. 5295
1989

C

D

E or F

G or H

J

K

ISO 209

2

3

4

5

6

7

8



avoid the disruption of air movement into the cabinet (see
previous section on MSCs).

Room pressurization: Establishing pressure levels is
an important requirement to prevent the ingress of
external, unfiltered air into the clean room or clean zone.
Depending on the size and complexity of the facility, it
may be necessary to provide a cascade of differential
pressures across rooms or zones within the clean room.
Room pressures can also be an indicator of a number of
performance characteristics such as air balance stability,
HEPA filter blockage, control and fan faults, etc. It is
normal to provide a pressure differential of at least 15 Pa
between adjacent areas (the highest pressure is in the most
critical area), although some reduction in this figure may
have to be accomodated in relatively complex facilities
with multiple pressure differentials to avoid excessive
overpressure relative to the outside (24).

Temperature and humidity: These parameters need
to be controlled to create comfortable conditions for the
staff and avoid excessive generation of particles (bearing
in mind that under normal conditions the personnel are
usually the major source of particulate contamination in
clean rooms). As a general guide, the temperature should
be around 20 0C and the humidity levels not more than 50%
RH although there may at times be differences to cater for
specific requirements (e.g., low RH for moisture-sensitive
materials).

Air change rates: This determines the quantity of air
moving through the classified clean space. It is needed
to provide an adequate degree of flushing of the room or
zone to avoid buildup of particulate matter. In trying to
determine the required air change rate, due allowance will
also have to be given to compensate for internal heat gain,
process exhaust (e.g., loss of air through safety cabinets),
for loss due to leakage (e.g., through doors), and for the
air volume required to pressurize the room. Minimum air
change rates of 20 room volumes per hour are often quoted
but rates of 30-35/hour are not uncommon to compensate
for the parameters mentioned.

Hazards from products and processes: Many of the
potential hazards that may be encountered during cell
culture have been dealt with in earlier sections. Addi-
tional hazards may be posed by large-scale operations
or specialized techniques, particularly those capable of
producing aerosols. It is essential that a fall risk assess-
ment is carried out and that appropriate measures are
put in place in the clean room to deal with identified
hazards.

Disinfection and cleaning procedures: There are many
factors that influence the efficacy of disinfectant proce-
dures. The choice of cleaning agents and disinfectants,
how they are prepared and used, and the environment in
which they are used can have a bearing on their efficacy.
There is no compound that has all the characteristics of
an ideal disinfectant, so the choice for any particular sit-
uation will need to be made carefully, taking into account
health and safety considerations, the risk of corrosion of
treated surfaces, and the potential for residues, as well
as the factors that influence efficacy (1). Choices must be
made specifically for each working environment.

Process and Personnel Influence. Although the design
and maintenance of a clean room is undoubtedly
important, probably even more important are the activities
of the personnel working within it. The clean room
only provides a suitable environment within which the
processes can be operated. The design and control of the
processes and the personnel activities need to be given
very careful consideration. Poor practices within a well
designed and maintained clean room will inevitably result
in contamination problems. Good techniques are crucially
important, otherwise all the effort and cost expended in
providing the clean room facility and associated equipment
will be wasted. In some of the earlier sections we have
attempted to describe some aspects of good technique as
applicable to cell culture. Further details can be found in
Refs. 25 and 26.

APPENDIX 1

BASIS OF PARTICULATE CLASSIFICATION SYSTEM

The basis of the original U.S. Federal Standard 209
particulate classification is the straight line relationship
between the logarithm of the particle concentration plotted
against the logarithm of the particle size. This can be seen
on the graph shown in Figure 10 which is based on that
illustrated in Federal Standard 209D.

The 0.5 jim size is the reference particle size. Extrap-
olating the line allows other particle sizes in the same
class to be determined. Drawing the lines parallel to each
other creates a logarithmic relationship for each particle
size among the various classes. This provides an elegant
means of constructing a particle classification system.

In Federal Standard 209E the class limits are given
in counts per cubic feet, as well as counts per cubic
meter, which makes interpretation easier. The standard
also allows concentration limits to be calculated for
intermediate classes using the following equations:

1.

where d is the particle size in jim and M is the
numerical designation of the class based on SI units
(i.e., for a Class M3.5 room, M = 3.5).

2.

where d is the particle size in |im and Nc is the
numerical designation of the class based on English
(U.S. customary) units (i.e., for a class 100 room,
Nc = 100).

However, it should be recognized that this type of
particle size distribution is defined for classification
purposes, and it will not necessarily represent the actual
size distributions found in any particular cleanroom
situation. The source, type and amount of particulate
matter will vary considerably from one facility to another



and within an individual facility when different activities
take place. Simple idealized particle size distributions
with straight line relationships will not always occur in
practice, a factor not always recognized by users or by
regulatory authorities.
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INTRODUCTION

Plant organ culture techniques are necessary for producing
valuable compounds, such as medicines, or providing
valuable seedlings, such as virus-free plants on a
commercial scale. The technology for bacterial culture is
also applicable to plant organ culture. However, because
plant organs have several unique properties, bioreactor
systems specialized for plant organ culture must be
established. In this article the properties of plant organs
are described from the viewpoint of applying bioreactor
techniques. The possibility and potential of scale-up
culture of plant organs is also described with several
examples.

AIMS OF BIOREACTER CULTURE OF PLANT ORGANS

Dedifferentiated and suspended cells are easier to culture
using bioreactors compared with organ cells, but plant
cells lose the capability of synthesizing many kinds of

metabolites under undifferentiated conditions. Although
all kinds of metabolites are not always synthesized
even if whole plantlets are cultured, in many cases
a series of metabolic activities appear and/or increase
after differentiation. Plant organs are selected as the
material for bioreactor culture to produce such kinds of
metabolites. If the metabolite is synthesized in the roots,
normal roots or hairy roots are used because they have
many advantages for bioreactor culture compared with
shoots. The shape of a root is much simpler than that
of a shoots. Mechanical agitation is often applicable to
root culture because roots have relatively high tolerance
to physical stress compared with shoots. In addition,
roots have relatively high potential for regeneration from
homogenates produced by vigorous agitation (see later).
The metabolite content of roots possibly decreases when
the shoot is regenerated (1). However many metabolites
are produced only in leaf tissues, not in roots.

Bioreactors are also used for clonal propagation of
valuable seedlings. Seedlings are provided mainly by shoot
culture. When a root has high potential in regenerating
shoots, the techniques of root culture can also be applied
to mass produce of plant seedlings (2). Cultured shoots
are used after acclimatization except for several kinds
of plants that can be directly transplanted to the soil, for
example, potato microtubers (3). In most cases, the growth
and quality of shoots varies significantly in a bioreactor,
but such variation can be reduced during acclimatization if
the cultured plants are not severely damaged. In addition,
variation during the culture can be negligible when the
seedlings are commercially produced after several years of
field cultivation. Because most in vitro derived shoots have
to be acclimatized immediately after culture, the number
of products is restricted by the space and equipment for
acclimatization (e.g., a greenhouse). By contrast, several
kinds of in vitro derived storage organs are free from such
limitations because they can be easily stored and directly
used without acclimatization.

CHARACTERISTICS OF PLANT ORGANS IN
BIOREACTER SYSTEMS

Growth Limitations

Because their growth rate is so slow, long-term culture is
characteristic of plant organs. In the case of hairy roots,
the doubling time (Td) is about two days. This Td value is
large compared with microorganisms, such as Escherichia
coli (Td = approximately 21 min at 40 0C) and Asperigillus
niger (Td = approximately 2 h at 30 0C). In the longest
cases, up to six months of culture are required to develop
storage organs.

Because shoots and roots commonly contain approxi-
mately 6 to 7% of dry matter, 60 to 70 gDW/L of cells can
be packed in the vessel if the bioreactor is completely filled
with organs. However, 50% of the volume in a bioreactor
may have to be occupied by the medium for supplying
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nutrients within the culture. Therefore, 30 to 35 gDW/L
can be expected as a maximum density of cultures when
calculations are based on medium volume. Actually, roots
can be grown in excess of 20 gDW/L in a shaking flask, but
further growth is difficult. This growth limitation is caused
mainly by formation of highly dense clumps and severely
limited mass transfer within the culture (see clump forma-
tion). The density of the culture is expected to increase if
the culture contains more dry matter such as with storage
organs (dry matter content is approximately 10 to 20%).

Sensitivity to Physical Stress

Plant organs are sensitive to physical stress. The
characteristic response to stress is medium browning
and growth suppression. Although biosynthesis of stress-
related compounds is stimulated by increased physical
stress in some cases, culture efficiency is usually decreased
by shear damage. For example, callus is induced on
hairy roots by vigorous stirring, and secondary metabolite
production declines (4). The sensitivity varies significantly
between plant species and their organs. Normally the root
is relatively insensitive to stress compared with shoots.

Because mechanical agitation is simple and effective in
reducing mass transfer resistance in submerged systems,
establishing cell lines that have high tolerance to shear
stress is important in improving culture efficiency.

Clump Formation and Limitations of Mass Transfer

Clump or mat formation is one of the characteristic phe-
nomena of plant organ culture using bioreactors. Growth is
inhibited by clump formation resulting from restriction of
nutrient supply, including oxygen. In submerged systems,
for example, channeling of sparged air and impaired liquid
mixing due to clump formation are typical and important
causes of reduced growth of hairy roots (5). Resistance
to oxygen transport is especially important because the
oxygen requirement of cells is high, but oxygen solubility
is low in the medium (1.38 mmol oxygen dissolves in 1
liter of water at 20 0C at 1 atm). Stimulating the oxygen
supply has also demonstrated that growth is enhanced by
aeration using oxygen-enriched air, though growth can be
inhibited by toxicity when pure oxygen is used.

There are several kind of resistance to nutrient
transport from the medium to cell cultures (6). The tissue
itself has a series of resistances to mass transfer from the
epidermis to the stele (internal mass transfer resistance).
This resistance varies with the plant species and the cell
line. Other types of resistance arise from clump formation.
One resistance is in the liquid-solid boundary layer at
the surface of each cultured organ inside the clump, and
another is the resistance to convective mass transfer.

Mass transfer resistance in the boundary layer
is influenced by many factors, such as the surface
characteristics and size of the organs, the distance between
organs, the oxygen demand of the organs, the external
oxygen concentration, and the liquid properties, including
the excretions from the cells. This resistance can be
reduced by increasing the liquid velocity in the vicinity
of the organs with sufficient agitation using a system,
such as an isolated impeller (see root growth).

Clump formation also reduces the bulk liquid velocities
outside the clumps (resistance to convective mass
transfer). The bulk velocity of the external medium flow
influences the internal liquid velocity of the clumps, and
sufficient external liquid velocity is required to supply
enough nutrients against the internal resistance to mass
transfer. For example, Prince et al. investigated the effect
of external flow velocity on internal convection using
an Allium cepa root ball which was 3.6 cm in diameter
and had 0.32 gFW/mL of packing density (7). The oxygen
transfer restriction was eliminated in this small root ball
when the linear liquid velocity outside the root ball was
about 1 cm/s.

Air bubbles are often trapped in clumps. Liquid
movement is inhibited and, in addition, the air-liquid
mass transfer resistance is rises in such trapped air areas.
Channeling of the air is also observed.

Resistance to mass transfer is increased by clump
formation in any type of bioreactor system including
nonsubmerged systems.

Heterogeneous Quality of Cultures

Plant organs, especially shoots, are commonly cultured in
nonmechanically agitated bioreactors to avoid physical
stress. Roots and shoots are not distributed homoge-
neously in the medium in such types of bioreactors (8).
The specific gravity of explant depends on their species
and the conditions of culture. Cultures which have high

Figure 1. Growth of Thymus vulgaris shoots in an air-sparged
bioreactor. (a) Distribution of shoots in the early period of culture.
(b) The last period of culture. Vessel volume is 3-L.



specific gravity sink in the medium, but their fine shoots
and/or roots float on the medium surface by trapping air
bubbles. When the air flow rate is sufficiently low to pre-
vent physical stress, two groups of the cultures are formed
in the reactor (Fig. Ia). One is at the surface of the medium
and another is at the bottom of the reactor. The cultures
that sink to the bottom cling to each other and then develop
as a large clump. Floating cultures also develop clumps,
and finally the reactor is completely filled with one large
clump (Fig. Ib). Cultured plants never move around and/or
mix with each other after that. This indicates that the his-
tory and quality of the culture may be not homogeneous
in a bioreactor even if the shapes and sizes of the cultures
are similar. The quality of each root or shoot also varies
within the same clump. Sufficient nutrients are supplied
but physical stress is relatively high at the surface area
of the clumps. In contrast, nutrient supply is limited but
shear stress is low inside the clump.

When cultures are dispersed by mechanical agitation, it
is possible to achieve homogeneous distribution of organs
in a culture. However, the agitation must be carefully
controlled to prevent damage from physical stress.

PROBLEMS OF LARGE-SCALE CULTURE OF PLANT
ORGANS

Techniques for Inoculation and Transfer Between Bioreactors

Plant organs are very large, and a large mass of explants
is necessary for inoculating a bioreactor because of
the slow growth rate. Therefore, eliminating bacterial
contamination during inoculation is quite important
especially in large-scale bioreactor culture. For example,
Kawamura et al. reported on an apparatus for inoculating
plant organs into large-scale bioreactors that consists of
an autoclavable bag and a connector that fits tightly to
the hole for inoculating the bioreactor (9) (Fig. 2). More
than 5 kg FW of plant organs cultured in flasks can be
transferred to large-scale bioreactors aseptically (9-11;
see also later sections.

Until now, there has been no system for transfer-
ring large cultures between bioreactors. If a cultures
homogenate has sufficient potential for regeneration, it can
be used as an inoculant for a bioreactor and/or for transfer-
ring cultures between bioreactors. Metabolic activities can
be maintained even if the tissues are completely homog-
enized by strong agitation (12). The roots of some plants
can be regenerated from their brief homogenates without
special treatment. Briefly homogenized root was used to
inoculate a trickle-bed reactor (13). Root homogenates may
also be transferred between bioreactors through pipes (14).
These results indicate the possibility of developing a large
system for root culture using root homogenates. However,
it is usually impossible to use shoots in such homogenized
systems. Suspended cells which have high potential for
differentiating and embryo or embryogenic callus can be
used as materials for inoculation and/or transfer between
bioreactors for shoot and root culture.

Mano and Matsuhashi reported that transgenic plants
of horseradish have significantly high potential to
be regenerated from leaf segments (15). This may

Figure 2. Schematic diagram of the apparatus for inoculating
plant organs into a large scale bioreactor (modified from Ref. (10).

indicate the possibility of developing a system in which
shoots proliferate after serious injuries, such as brief
homogenization.

Measuring the Growth of Roots and Shoots in Bioreactors

Measuring and monitoring of the growth of organs in a
bioreactor is quite important in controling the culture,
but direct and representative sampling is difficult. The
total weight of culture can be monitored in nonsubmerged
types of bioreactors by measuring the changes in the
total weight of the bioreactor, including cultured roots
and shoots. This direct measurement system can also be
installed on large-scale bioreactors. However, it is difficult
to measure the total weight of cultures in submerged
types of bioreactors. If the medium is totally removed
from the culture vessel, the net weight can be measured
in the same way as for nonsubmerged types. However,
special equipment and techniques (e.g., a medium transfer
mechanism or a reservoir) are required. The weight of the
medium held in the culture clumps has to be estimated
correctly in both cases.

Several methods for indirectly monitoring growth
have been proposed, and they are commonly used for
the bioreactor culture of plant organs. For example,
Taya et al. reported that the growth of hairy root can
be estimated by measuring the change of the electron
conductivity (EC) of the medium as for suspended
cells (16). Plants absorb ionic compounds from the medium
during their growth. Ion uptake activities are highly
regulated in plants, and uptake of ions depends on
the demand rather than on the concentration of the
medium (17). Because a decrease in the EC value of
the medium reflects the absorption of the ions by the
plants, the EC value is proportional to the growth of

Inoculation
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Connecting operation
in the flame

Stainless steel
conical connector

Inoculant
(plant organ)

Pole for
pushing out

Silicone bag

Bioreactor



plants. This methodology is very effective, and many
authors have used it for monitoring growth. For example,
Muranaka et al. successfully maintained a high-density
culture of the hairy root ofDuboisia leichhardtii by using
this method, and they succeeded in efficiently producting
alkaloids during a long culture period (18). The EC value
represents the total electrical resistance of the medium,
and it can be affected by ionic compounds excreted and/or
secreted from the cells, especially in prolonged culture
or under stressed conditions. Measuring the consumption
of specific compounds, such as ammonium ion, may be
an alternative parameter for estimating growth (see also
Fig. 4). Osmotic pressure of the medium may also be useful
if a suitable carbon source, such as monosaccharides,
is used instead of sucrose (19). Automated systems for
monitoring consumption of several compounds from the
medium are also proposed. Such systems are useful for
selecting the most suitable parameter for estimating and
controlling culture growth.

ROOT GROWING IN BIOREACTORS

Because the density of root clumps is higher than
that of shoot clumps, resistance to mass transfer is
significantly higher for root clumps compared with shoots.
The environmental condition of the root between the
surface and inner area of such dense clumps is completely
different. Mass transfer is severely limited to the inner
area of the clumps (see previous). Restriction of the oxygen
supply influences growth and root development which are
completely inhibited at low concentrations of oxygen (20).
Because metabolic activity also decreases in the inner
area of the clumps, metabolite productivity decreases.
Therefore, one of the key techniques for bioreactor culture
of roots is maintaining mass transfer and homogeneously
supplying substrates, especially oxygen, to each root.
Inhibition of mass transfer is thought to affect normal
roots more severely than hairy roots (see growth of hairy
roots).

Root Growth in Submerged Types of Bioreactors

Roots can be grown using nonagitated air-sparged types
of bioreactors, but growth and metabolite productivity are
decreased by clump formation. Because the root shape
is simple and roots have relatively higher tolerance

Figure 3. The effect of root dispersion on the growth of root
cultures in a bioreactor. Atropa belladonna root was cultured using
a newly designed bioreactor in which roots are dispersed by slow
agitation, (a) Cultures were intermittently agitated every 3 days
for 40 min at 30 rpm. (b) A bioreactor without agitation and baffles
was used as the control. Medium volume was 8-L. Approximately
120 g roots were inoculated and cultured at 30 0C.

to mechanical stress, they can be cultured using
agitated bioreactors equipped with appropriate impeller
shapes, depending on their sensitivity to the physical
stress.

Mats and/or clumps of roots can be easily formed
at projections, such as electrodes, sampling tubes, and
ringed air spargers, even if agitated types of bioreactors
are used. Once small clumps are formed, their size
increases quickly because roots cling to one another.
Eliminating such projections from the inner space of the
bioreactor is strongly recommended to prevent clump
formation. In addition, intermittent and/or reversed
agitation sometimes stimulates growth because clump
formation is efficiently prevented (Fig. 3). Figure 4 shows
the effect of intermittent and reversed agitation on root
culture using an air-sparged bioreactor. Consumption
of substances from the medium was stimulated by root
dispersion especially in the late stage of the culture when
large root clumps were observed in the control bioreactor.
Root growth was clearly stimulated by the dispersion
(about 1.5 times higher than the control). Dispersion also
increased the alkaloid content of the root more than twice
the control (21).

Figures 5a and 6 show an example of the large-scale
culture of the normal Atropa belladonna root (9). A 500-L
bioreactor (Fig. 5a) filled with 300 L of medium was used
in this experiment. Projections were totally eliminated
from the inner area of the bioreactor. After the roots were
transferred from shaking flasks, the cultures were slowly
(7 rpm), reversely, and intermittently agitated (1 h of
agitation per week) using large impellers. Whereas small
root clumps (less than 5 cm in diameter) were formed,
enlargement of size was completely prevented by agitation.
About 35.6 kg FW of roots were produced from 2.7 kg FW
of the inoculants during 56 days of culture. Table 1 shows
the alkaloid content and the respiratory activity of the
cultured roots. Alkaloid content and respiratory activity
decreased in clumps. This result clearly indicates that
roots can be cultured in a large scale using submerged
systems, but root dispersion is necessary for successful
culture.

Medium flow resulting from strong agitation can
stimulate mass transfer inside of the root mat or
clumps. When roots are protected from severe physical
stress, growth is stimulated by such strong agitation.
The most efficient examples reported used an isolated
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Figure 4. The effect of root dispersion on sugar and ammonium
consumption in bioreactor culture. Atropa belladonna root was
cultured using bioreactors as shown in Figure 3. Closed circles
indicate the results when roots are well dispersed by slow
agitation (modified from Ref. 22).

impeller system (e.g. Model TBR-2, Sakura Seiki Co.,
Tokyo, Japan). This system is a turbine-blade type of
bioreactor in which the cultivating space is isolated
from the agitation space by a mesh. The root mat is
entrapped on the mesh, and then medium is passed
through it by forced flow. Medium movement inside
the root mat is stimulated significantly, and the mass
transfer limitations are completely overcome. Though
the scale-up is difficult because it is hard to provide
sufficient uniform flow of medium on a large scale, the
root density can be increased significantly by using this
system. Kondo et al. reported on the growth stimulation
in this system by comparing it with several types
of bioreactors (22). Uozumi et al. successfully cultured a
hairy root up to 30 gDW/L using this bioreactor (23). The
capability to produce secondary metabolites is retained
in a high density root mat (14 gDW/L) by using this
system (18).

Mass transfer within each root in the clump was also
increased by entrapping roots on a matrix made from
fibers which have large pores (e.g., hollow fibers).

Figure 5. Diagram of a 500-L bioreactor used for plant organ
culture. A porous, disk type of sparger (300 mm in diameter) was
set in the bottom of the bioreactor. (a) For Atropa belladonna
roots, impellers were operated at 7 rpm for 1 hr every week.
(b) For Stevia rebaudiana shoots, impellers were used only for
medium preparation. Four lamps were on the bioreactor. (c) For
Stevia rebaudiana shoots, impellers were removed and four
fluorescent lamps were inserted.

Root Growth in Nonsubmerged Types of Bioreactors

Several types of culture systems were proposed in which
roots are not continuously submerged in the medium, for
example, trickle bed (13), rotating drum (22), droplet (24),
ebb and flow (25), and nutrient mist (26). Stimulation
of root growth rate is sometimes expected using these
systems. These systems can also be used for continuous
product recovery from the medium or for experiments in
plant-microbe interactions.

Growth enhancement by these types of bioreactors
is caused mainly by increased oxygen supply. The root
surface is in direct contact with atmospheric oxygen
(approximately 20% v/v) in these systems. Although there
is some mass transfer resistance at the medium boundary

N
H

j-
N

 (m
g/

l)
TO

TA
L 

S
U

G
A

R
 (

g/
l)

CONTROL

OPERATED

Agitator shaft

Fluorescent lamps (x 4)

Lamps (x 4)

Agitator shaft

Impellers

Impellers

Agitator shaft



Figure 6. Large-scale culture oiAtropa belladonna roots using
a 500-L bioreactor.

layer at the root surface, oxygen supply is easily stimulated
in these systems, compared with submerged systems,
because of the large gradient of oxygen concentration.
By providing gravity flow, convective mass transfer
limitations are also overcome in root clumps. However,
because the density of the root mats or clumps increases,
mass transfer resistance within roots also gradually
increases during culture. Root dispersion is difficult in
the systems, so some kind of "spacer", such as fibers of
a porous material, may be necessary within the roots to
stimulate mass transfer inside the clumps.

Several authors tried comparing culture efficiency
with types of bioreactors (22,27,28). Their results suggest
that root growth is not necessarily enhanced in the
nonsubmerged systems compared with submerged and
agitated systems, such as impeller isolated bioreactors.
The final density of the roots in a bioreactor, for example,
is clearly lower in most of the nonsubmerged systems
except for ebb-and-flow or trickle bed systems (27). Growth
is severely decreased by uneven wetting especially when
medium dispersion is insufficient.

Nutrient supply is controlled by the medium exchange
rate in this type of culture. Therefore, holdup volume in the
root mats or clumps is an important factor in controlling
growth. Cuello et al. analyzed the duration for gas- and
liquid-phase exchange in root clumps using an ebb-and-
flow system and succeeded in designing suitable operating
conditions (29).

Metabolite productivity is sometimes increased using
these systems. The stimulation may be caused by suitable
gas conditions in the bioreactor. In submerged systems,
the synthesis of some kinds of metabolites is inhibited
by continuous bubbling because dissolved carbon dioxide
is purged from the medium (30). Productivity of these
metabolites is increased when carbon dioxide enhanced air
is supplied to the bioreactor, but special equipment and/or
cost are required (31). Nonsubmerged types of bioreactors
may be used in such cases to improve productivity and
lower the costs.

Rapid Growth of Hairy Roots in Bioreactors

Transgenic roots produced by Agrobacterium rhizogenes
are called hairy roots because of their shape. Agrobacteria
provide a valuable system for gene manipulation but the
simple shape and rapid growth of the transgenic roots are
also great advantages in bioengineering.

Normal roots of some plants, which are induced by
treatment with auxins, can also be grown rapidly like
hairy roots when their shape is maintained as "hairy".
This suggests that the rapid growth of hairy roots may
result from their characteristic thin and branched shape,
though the transferred genes can also affect the growth.
The surface area per unit of root biomass is increased
in such thin and branched roots, so that nutrients are
absorbed efficiently. Calluslike tissues are not observed

°A 500-L scale bioreacter with 300-L of medium was used. Roots were cultured for 56 days. The
total weight of the root at the end of the culture was 35.6 kgFW (about 13 times the amount of
inoculant)
b Inner area of the clump.

Table 1. Clump Formation and Its Influence on Alkaloid Content and
Respiratory Activity of Atropa belladonna Root Cultured in a Large Scale
Bioreactor0

Dispersed
Clump

Existence
(% of total DW)

74
26

Alkaloid Content(mg/gDW)

Hyoscyamine

1.64 ±0.006
1.43 ± 0.054

Scopolamine

0.400 db 0.032
0.233 ± 0.006

Respiratory Activity
(mg (VgDW/hr)

2.75
3.55(61.95)



in well-established hairy root cultures, and this is also
important in maintaining a higher growth rate. When
calluslike tissues are induced among the roots, mass
transfer is severely inhibited. In addition, callus formation
tends to be stimulated in the inner area of the root
clumps where the oxygen supply is limited. Hairy roots
may maintain relatively low resistance to mass transfer
through the culture period, compared with the normal,
callus-forming roots.

GROWTH OF SHOOTS IN BIOREACTORS

Mass propagation of shoots using bioreactors was first
reported by Takayama, Misawa, and co-researchers in
the 1980s using air-sparged systems. Now, the possibility
of shoot mass propagation using bioreactor culture is
suggested for many kinds of plants (32). Shoots have a
complex shape compared with roots. They easily cling to
each other and form clumps as large as the roots, though
the density of the clump is usually low. The resistance to
mass transfer inside of the clumps is also thought to be
low. Although an increase in dissolved oxygen stimulates
growth and proliferation of the shoots, the oxygen required
to maintain their metabolic activities in a bioreactor may
be smaller than that for the root. This may be the reason
that shoots can be successfully propagated using simple
systems, such as bubble column type bioreactors which
have relatively low K^a values, if the shear stress is
prevented (33).

Shoot Growth in Submerged Types of Bioreactors

Air-sparged, nonagitated types of submerged bioreactors
are commonly used to culture shoots. If a suitable
culture system is established on a small scale, scale-
up to a large bioreactor is relatively easy. The same
medium composition as in shake culture can be used
for large-scale bioreactors. Table 2 shows an example of
the effect of scale-up on the growth of Stevia rebaudiana
shoots. When shoots were cultured in the same medium,
about 90% of the shoot density was obtained using a
large-scale bioreactor (500 L) compared with the shake
flask.

Figures 7, 8 and 9 show examples of large-scale culture
of shoots (11). A 500-L bioreactor (Figs. 5b and 7) was used
to culture Stevia rebaudiana shoots. The aeration rate was
0.05 w m (15 L/min of air flow for 300-L of medium). The
inner surface of the bioreactor was completely smooth,
and there are no space or objects to trap the shoots.
When 3 kg FW of shoot primordia were transferred to
the bioreactor and cultured for 1 month, 47.9 kg FW of
shoots were produced. When the illuminating system was
changed, as shown in Figure 5c, and sucrose was fed
during culture, growth was stimulated, and 64.6 kg FW
of shoots were finally propagated from 460 kg FW of
primordia after 4 weeks of culture (10). In either case,
although the bioreactor was completely filled with the
shoots except for the region just above the sparger (Fig. 9),
there was no area in which shoots died. This indicates
that nutrient transfer was sufficient in every area of the

Figure 7. Large-scale bioreactor used for culturing Stevia
rebaudiana shoots (see also Fig. 5b).

a The same composition of the medium was used at every culture scale. About 10 gFW/L of shoots
were inoculated and cultured for about 1 month.
b Total weight of shoot/medium volume.

Table 2. Effect of Scale Up on the Growth of Stevia rebaudiana Shoots"

Culture Scale

Shaking Flask
Bioreactor (Small)
Bioreactor (Large)

Medium Volume
(L)

0.2
5

300

Total Weight
(g FW/culture)

35.7
877

47.9 x 103

Final Density
(gFW/L)6

179
175
160

DW/FW
(%)

3.7
3.3
3.5



Figure 8. Large-scale culture of Stevia rebaudiana shoots
using a 500-L bioreactor. The bioreactor shown in Figure 7
was used.

Figure 9. Inner area of the shoot clump formed in the
large-scale culture of Stevia rebaudiana. Shoots were removed
and the inner area was shown. Shoots distributed in the inner
area were etiolated.

bioreactor, even though air sparging was the only force for
medium movement. There was no callus formation in this
culture condition.

Variation in quality is a problem for the bioreactor
culture of shoots (see also quality of cultures). Shoot
quality depends on their position in the bioreactor. For
example, shoots cultured just above the sparger were
injured by air bubbles and acclimatization of such shoots
was significantly more difficult (11). Because sparging
air is the main source of physical stress in this type of
bioreactor, the type of sparger and air flow rate have to be
carefully designed.

Illumination influences shoot morphology and quality.
When the bioreactor is completely filled with shoots, no
shoots move around in the bioreactor. Light strength
decreases exponentially with the distance from the lamps.
Figure 10 shows an example of the effect of the variation
in light strength on Stevia rebaudiana. When fluorescent
lamps were used as the illuminator in a bioreactor,
shoots distributed far from the lumps were etiolated, and
leaf development was significantly suppressed (Fig. 10a).
Light strength also influences the metabolite content. In
this example, stevioside content varied significantly and
clearly decreased in etiolated shoots (Fig. 10b).

There are two types of storage organs used in culturing.
One is the storage organs, such as potato microtubers and
propagules of yam, that is induced on the adventitious
buds of stems. A two-step culture method which consists
of a shoot proliferation step and a subsequent step for
storage organ formation is commonly used for this type of
plant. Another type is the organ that is formed directly
on the basal tissues of the storage organ, such as lily
bulblets and corms of taro. A one-step culture method can
be used for this type of plant, but the two-step method
often increases culture efficiency.

For the former type of plant, the physiological
conditions of the shoots in the shoot proliferation step
significantly influence culture efficiency. Thus, there are
similar problems, such as the positional effect, as described
before. For example, potato microtuber formation is
severely inhibited on shoots that are previously cultured
under completely submerged conditions (34). On the
other hand, positioning in a bioreactor has a relatively
small influence on the latter type of plant. The
shapes and properties of these type of plants are not
clearly changed through the culture period. An efficient
illuminating system is not required because illumination
has potentially inhibitory effects on the development of



Distance from the lump

storage organs. Thus, if an appropriate culture conditions
are established, commercially valuable storage organs,
such as virus-free bulbs, can be efficiently produced on a
large scale. Takahashi et al. reported on a method for mass
propagation of lily bulbs using a 2000-L bioreactor (35).

Shoot Growth in Nonsubmerged Types of Bioreactors

Recent reports indicate that the growth of shoots can also
be stimulated by preventing their continuous submersion
in a liquid medium. The most important factor for growth
stimulation in these systems is thought to be enhanced
oxygen supply, as in the case of root culture. In addition,
some kinds of plants show abnormal growth in liquid
medium. Medium composition affects such phenomena,
but abnormal metabolites or ethylene are also probably
produced when plants are continuously submerged or
when the medium is continuously aerated. The strength
and quality of light can be improved in nonsubmerged
systems.

Weathers et al. reported that shoots of several plants
are efficiently propagated in a nutrient mist culture

Figure 10. The effect of illumination on the development of
leaves and stevioside content of Stevia revaudiana shoots cultured
in a large-scale bioreactor. (a) Variation of the shape and leaf
development of the shoots, (b) Content of stevioside. Stevioside
content was drastically decreased in etiolated shoots.

system (36). Improved and simplified systems of nutri-
ent mist culture have been proposed too (37). Growth can
be stimulated in droplet culture systems and temporary
immersion systems, such as ebb-and-flow type of biore-
actors. Temporary immersion in the medium stimulated
storage organ formation of potatoes (38).

Nonsubmerged systems are also useful for simplifying
culture systems, and simplification is quite important for
commercial propagation of plant organs.

FUTURE PROSPECTS

Research using large-scale bioreactors indicates the high
potential of plant organ culture techniques for establishing
efficient systems to produce valuable products. However,
long-term culture is required for plant organ cultures.
Because the equipment for culturing is monopolized
during this period, the economical efficiency of cultures
is low. If a product release system is developed, plant
organs can be used as biocatalysts, and the efficiency for
producing chemicals can be improved. In addition, several

S
te

vi
os

id
e

 (
m

g/
gD

W
)



approaches, such as those described following, are thought
necessary for improving culture efficiency.

1. Enhancement and acceleration of the growth rate by
gene engineering.

2. Optimization of culture systems by improving
bioreactor.

3. Simplification of the system and using low energy
alternatives.

4. Utilization of characteristic plant activities, such
as photosynthesis may need special attention in
practical applications.
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1. Enhancement and acceleration of the growth rate by
gene engineering.

2. Optimization of culture systems by improving
bioreactor.
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PREPARATION

Bioreactor operations may be segregated into two different
areas that constitute the overall production cycle. The
first area includes operations involved with the prepara-
tion of the bioreactor system before the production phase.
The second area deals with the operation and control
of the bioreactor when cells are present, the production
phase. This section describes operations in the first of these
categories, the activities of harvesting, cleaning, steriliza-
tion and instrumenting of the reactor before inoculation.
These operations encompass the physical and chemical
processes that govern the cleaning, sanitization of the pro-
cess contacting surfaces, sterilization of equipment and
media, instrumentation, aseptic addition of sterile media
components, calibration of measurement devices, preinoc-
ulation preparation, system checks for sterile operation
(contamination control), and some aspects of fundamental
maintenance. The sequences of events that must occur in
starting up a bioreactor system are shown in Figure 1. Fol-
lowing cleaning to remove residual cell product and media
components from the system, the equipment is sterilized
using pressurized, saturated, clean steam at tempera-
tures that inactivate any residual live bacteria. Media
components, which may be degraded by exposure to high
temperature, must be sterilized by filtration followed by
aseptic transfer to the reactor. All sensors and probes used
in monitoring or controlling the production phase must be
installed, sterilized, and calibrated.

The precise methods used in bioreactor operations are a
function of the scale of the reactor and the objectives of the
process. The process may be required for manufacturing,
development, proof of concept, or research. The scale of
operation of a bioreactor is a function of the product
demand (kg/yr.), process productivity (kg/m3), and the
facility occupancy (fractional yr.). In process development,
the scale of operation may be 1-10% of the putative
manufacturing scale and may feature a flexible, highly
instrumented reactor. Cell culture bioreactors range from
10 L for simple development scale operation, 100-500 L
for pilot- scale operation, and may be as large as
10,000 L for manufacturing (1). Plant-cell culture reactors
of 20,000 L and greater are used in tobacco cell suspension
culture (2,3). Process economics strongly affects the choice
of scale in commercial manufacturing and can dictate
the use of high volume bioreactors for the industrial
production of low-value market products.

Figure 1. Bioreactor operations. Preparation of the bioreactor
and associated skid components following the production phase
through to inoculation. The sequence of activities are shown with
reference to their location section numbers in this discussion of
bioreactor operations.

Bioreactors and process vessels up to 500 L in volume
can be mobile and autoclavable and are amenable to
manual cleaning procedures (referred to as cleaning out of
place or COP). Tanks of 1000 L and greater are normally
fixed-in-place, immobile, with hard-piped systems to
supply nutrients, gases, and utilities to the bioreactor
skid. (Note: A skid refers to the integrated bioreactor
system including the associated piping, instrumentation,
and point of use utility connections). Associated process
recovery equipment and utility equipment would be also
fixed-in-place. Fixed piping facilities are operated without
long lengths of hoses on the floor, and spills and leakage
from connections are minimized or avoided. A fixed piping
layout requires installation of a large number of valves
and components to direct the flow of fluids. These systems
require a large initial capital expense. Cleaning-in-place
(CIP) procedures are required to ensure that all process
components are effectively cleaned.

Consistent optimal performance in bioreactor processes
requires operation within narrow ranges of environmen-
tal parameters. In this respect, bioreactors are often
equipped for automatic process control. Feedback con-
trol systems require output signals from the bioreactor
sensors to provide information for determining controller
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outputs to actuate valves, pumps, and other devices
remotely. Consequently, instrumentation of the bioreac-
tor, calibration of probes, maintenance, and procedures
for testing important sensors are important set-up oper-
ations. Sterilization of the equipment to provide asepsis
is a key requirement. This is achieved by using pressur-
ized (15 psig) steam at 1210C. The sterilization procedure
is usually designed as an automatic process that uses
sequentially programmed actuation of valves. For small
and simple bioreactors, sterilization can be a manual or a
semiautomatic process. Heat-sensitive media components
are sterilized by submicron filtration. Sterilization of heat-
sensitive plant tissue may be accomplished by chemical
sterilization. Maintenance of asepsis requires careful con-
trol procedures following the SIP process, for example,
good sterile (aseptic) technique, avoidance of low inter-
nal pressure relative to the environment, and the use of
aseptic connections.

Cleaning

Cleaning is an important unit operation in the process
industry. In the chemical process industries, the term
cleaning refers to the removal of deposits in the form
of scale or sediment following the prolonged use of
such equipment. This is considered part of a scheduled
maintenance program. These cleaning procedures are
important in preserving and maintaining process surfaces,
but may be equally important in many cases to prevent
corrosion or scale buildup, which could decrease the
efficiency of operation. Such cleaning may not be
obligatory after every process batch and may be driven
by economic factors. In the food processing industry,
cleaning is absolutely required for producing clean and
sterile equipment surfaces to avoid product spoilage.
In the biotechnology industry, cleaning is a mandatory
process which must achieve high standards of cleaning,
sanitization, and reproducibility. Large-scale systems
require cleaning in place (CIP) methods.

A simple cleaning procedure, after termination of a
development bioreactor process, may be used when strict
cleaning is not demanded. The basic procedure first
involves disabling the controller alarms and information-
gathering processors, such as chart recorders. Addition
pumps are set to manual and output set to zero, or
else switched to the off mode. The pH control is set
to manual or off, and the sparger airflow rate lowered
to a minimum flow to prevent debris from entering the
sparger holes. The agitator should be set for general
mixing during harvesting of the broth and during the
rinsing and cleaning procedure. After the evacuation of
the cells and product from the reactor, the inside surfaces
are rinsed with DI water. After rinsing, the pH and DOT
probes are removed from the vessel ports and replaced with
blind plugs. The vessel is filled to operational volume with
DI water, and concentrated sodium hydroxide is added to
a final concentration of 0.5 N. The reactor is sanitized by
using caustic for 1-4 hours at 40-600C. During caustic
cleaning, the agitator is operated at maximum rpm, and
the spargers should be operated at a low airflow rate.

For small-scale vessels, the agitator motor and external
disposable tubing connections would be removed. The top

dish is opened and the internal surfaces rinsed with DI
water. All O-rings are removed and discarded. Probes are
removed and replaced with blind plugs. pH probes are
placed in buffer. The empty vessel is rinsed with DI water
several times through the top ports. The equipment can
be washed with 7X detergent and finally rinsed with DI
water. Spargers and small bore SS tubing are cleaned by
circulating of 0.5 N NaOH for 30-60 minutes. After final
DI water rinsing, the vessels and components are dried by
using air.

Large-scale bioreactor systems are cleaned in place
(CIP). In a CIP process all product-contacting surfaces are
cleaned by circulating cleaning agents within the process
equipment. Some of the equipment components may be
removed and cleaned out of place. This may be required
for hard to clean equipment where adequate flow of CIP
cleaning reagents is not possible, (e.g., internal settlers,
spargers, and threaded components).

In clinical product manufacturing processes, the
cleaning procedures must be validated to demonstrate
their ability to remove cellular components, products,
and solutes from the equipment surfaces. This becomes
increasingly stringent for biotechnological manufacturing
process equipment in which multiple products are
produced. Absence of batch-to-batch and product-to-
product carryover must be demonstrated in clinical
product production. Thus CIP is also concerned with
minimizing the risk of batch carryover.

The principles and standards used for cleaning and san-
itization in the biotechnology and pharmaceutical industry
originated in the dairy industry (4). The fundamental prin-
ciples of CIP unit operation are based on the 3-A dairy
standards (5). The important keys to successful CIP are
given here:

• Construct equipment with cleanable smooth surfaces.
In biotechnology, 316L stainless steel (SS316L) has
become the standard. Seamless tubing is preferred.

• Design piping and other ancillary process equipment
to ensure direct contact with the cleaning reagents.
This requires excluding hard to clean valves, dead
legs, and instruments from the bioreactor skid design.

• Select cleaning reagents capable of dissolving organic
residues (proteins, lipids, carbohydrates).

Figure 2 provides a view of the important elements in
CIP processes.

Typical CIP cleaning agents (shown in Table 1) are
caustic soda (organic dissolving power and bacterici-
dal power), sodium carbonate (limited organic dissolving
power but compatible with brass), sodium metasilicate
(dispersing and rinsing), trisodium phosphate (dispers-
ing power), nonionic detergents (wetting agents, dis-
persing and rinsing, organic dissolving power), sodium
tripolyphosphate (sequestering power), and EDTA and
sodium gluconate (sequestering power and calcium dis-
solving power). A discussion of CIP reagents is given in
Ref. 6 for the difficult cleaning challenges experienced in
the brewing industry. The choice of reagent depends on
the nature of the process residue and soil. In biotechnol-
ogy applications, circulation of sodium hydroxide (0.1 N) at



Figure 2. Fundamental elements for developing a CIP process for effective cleaning of bioreactor
systems. The process flow sheet provides information for specifying of the process equipment and
cleaning chemistry for the likely process residuals. Specification of electropolished surfaces may
be based on the potential difficulty of cleaning the process, equipment. Numbers reflect the time
sequence of the activities.

Table 1. Composition of CIP Reagents Used in Large-Scale Cell Culture Equipment Cleaning

Category

Prerinsing

Caustic

Caustic detergents

Alkaline detergents

Chlorinated caustic and
alkaline detergents

Neutral detergents

Acids

Compound

Sodium phosphate buffer
(50-100 mM, pH 6-8) DI water

0.1 - 1 N Sodium hydroxide
30-600C

0.1-1 N Sodium hydroxide + 0.04%
Sodium dodecyl benzene
sulfonate (SDBS)

Trisodium phosphate and sodium
hydroxide

Sodium hypochlorite (50-100 ppm
CI2) with) trisodium phosphate
and sodium hydroxide

0.1-1% Triton X-100, 0.1% Tween
80

Phosphoric acid

Comments

Removal of loose protein and
cellular material before cleaning

Strong organic dissolving power

SDBS helps solubilize oil/lipid
material and is easier to remove
than SDS

Improved dispersion of soils; not
used often in fermenters

Inceased cleaning and sanitization;
has been used in filration
membrane cleaning; requires
extensive flushing with DI water
to remove chlorine (can destroy
oxide layer and lead to pitting)

Occasionally used as a orthogonal
choice to caustic for hard to clean
protein precipitates

Used in neutralization step
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50 0C is normally suitable for cleaning and may be coupled
in series with a detergent (1% Triton XlOO or 1% SDBS)
to enhance the organic dissolving power.

CIP. CIP methods are commonplace in the food,
brewing, and pharmaceutical industries. In the food
industry and in particular the dairy sector, a number
of guidelines were established many years ago. The
foremost of these is the document entitled "3-A Accepted
Practices for Permanently Installed Sanitary Products,
Pipelines, and Cleaning Systems (5), which provides a
basic guide for designing process systems and cleaning
procedures used to clean such equipment. Discussions of
CIP relating to bioreactor skid systems have described the
importance of selecting effective cleaning chemistry (7),
materials of construction (8,9), and sanitary valves and
components (10,11).

CIP is a process for cleaning process equipment
without dismantling it. CIP is the procedure by which
flushing, washing, rinsing, and sanitizing solutions are
brought into immediate contact with all soiled surfaces
and continuously replenished. The cleaning process is
essentially chemical, and in large-scale generally requires
recirculating cleaning reagents to minimize water and
chemical costs. CIP is the expedient choice for large-scale
processing equipment because it is a reproducible, labor-
saving process that provides consistency with minimal
equipment damage. CIP is achieved by contacting all
process surfaces with the cleaning solution at a correct
flow rate. For piping, adequate flow rate and exposure to
the cleaning agent is needed. If piping of several different
diameters is present in the system, the larger tubing
will be the path of least resistance, and special design
considerations may be required.

In designing a CIP process for cleaning cell-culture
equipment, some basic guidelines can be followed. The
equipment and piping should be arranged to physically
circulate the liquid across product contacting surfaces
at velocities that promote liquid turbulence in piping
and sufficient flow across all of the internal surfaces of
vessels. Suitable cleaning reagents should be chosen for
effectiveness in solubilizing the components of the cell
membranes and product and in eliminating any potential
process solutes that may reside in equipment.

The general process equipment design requirements for
efficient cleaning are as follows:

• Use 316L stainless steel for all process contacting
equipment surfaces (see Table 2).

• The equipment should confine the cleaning solutions.

• Use seamless SS316L tubing.
• Pitch the bottoms of flat vessels not less than 1/4" per

ft from rear to front and 1/2" per ft from side to center
to provide reasonable flow for moving of suspended
solids.

• Pitch flat top surfaces approximately 1/2" per ft from
center to sidewalls to encourage the continual flow of
water sprayed on the surfaces toward the sidewalls.

• A minimum radius of 1" is desirable at all tank
corners, whether vertical or horizontal.

• Equip the vessel with an adequate permanent
vent to protect against all changes in pressure
or vacuum resulting from the heating and cooling
associated with the cleaning process or design it with
appropriate vacuum and pressure ratings.

• Inert-gas fusion-welded joints are the most suitable
for all permanent connections in transfer systems
constructed of 316L stainless steel.

• Clamp-type joints of CIP design are acceptable
for semipermanent connections. Such joints should
maintain the alignment of the interconnecting
fittings, have gaskets which remain flush with
interior surfaces, and be designed to ensure that
pressure exists on each side of the gasket to avoid
product buildup that might occur in joints that are
otherwise watertight.

• Pitch piping at 1/16" to 1/8" per ft sloping to the drain
ports. The pitch must be continuous.

• Avoid dead-ends and branches in piping. Locate any
required branches or tees in a horizontal position and
limit them to not more than three pipe diameters
long. Vertical dead-ends are undesirable because
trapped air prevents cleaning solution from reaching
the upper portion of the fitting.

• Use valves of diaphragm, pinch, or metal bellows
sealed stem designs (12,13). Other designs such as
ball valves are prone to accumulate particles and
debris in the vicinity of the gasket (14).

• Construct equipment of components and materials
which meet 3-A standards. Use appropriate materials
such as EPDM, Teflon EPDM-backed silicone, and
Teflon for gaskets.

• Polish contact surfaces to a #4 finish (RMS sur-
face roughness factor of Ra 30-35 pinch) or better
finish. This may also be specified as 150 grit (See
Table 3) and for a Ra of 15-30 jiinch 180 grit. Elec-
tropolishing, although not mandatory, may be a good
choice to facilitate easy cleaning. Electropolishing

Table 2. Composition of Common AISI Grades of Austenitic Stainless Steels

Grade

304
304L
321
316
316L

% Carbon
by weight

0.08
0.03
0.08
0.08
0.03

% Chromium
by weight

18-20
18-20
17-19
16-18
16-18

% Nickel
by weight

8-11
8-12
9-12
10-14
10-14

% Titanium
by weight

> 5 x Carbon

% Molybdenum
by weight

2-3
2-3



involves polishing to at least a 180-grit finish fol-
lowed by anodic electrochemical dissolution of vessel
surface irregularities. The electropolishing process
produces a smoother surface finish, reducing the
surface roughness (Ra) to 0.18-0.22 jim (<10 uinch),
and improves cleanability by removing pockets, that
might retain solutes and microbes (15). Electropol-
ishing passivates the stainless steel surfaces by
forming a stable oxide layer that renders the sur-
face resistant to corrosion. Chemical repassivation is
necessary periodically using nitric acid or chelating
solutions (16).

• For large-scale systems (>1000-L bioreactor) the CIP
unit should operate reliably with minimal quantities
of solutions in the total system to reduce water,
chemical, and steam requirements and the cost of
treating aqueous waste.

The process of CIP may also be assigned some basic
operational guidelines to ensure success. These are as
follows:

• During CIP, the equipment remains assembled.
• Piping systems can be effectively cleaned via

recirculation of flush, wash, and rinse solutions at
flow rates that produce a velocity of >5 ft.s"1 in the
largest diameter piping in a CIP circuit. A minimum
Reynolds number of 10,000 leads to good radial

mixing of solutes and soil, efficient heat transfer,
effective mass transfer for removal of solutes, and
a level of momentum that scours the equipment
surfaces.

• Tanks can be effectively cleaned by distributing flush,
wash and rinse solutions on the upper surfaces
at pumping rates equivalent to 2.0-2.5 gpm/ft2 of
circumference for vertical vessels or at 0.2-0.3 gpm
ft2 of internal surface for horizontal and rectangular
tanks.

• Use of one or more spray balls inside vessels, to
distribute the cleaning fluids evenly across all the
inside surfaces of the vessel and to avoid producing
a "bathtub ring" that results from simply filling and
draining a vessel.

• Use multiple spray balls in tanks that contain baffles
and other internals that may interfere with the CIP
fluid flow.

The essential cleaning problem is typical for all
vessels. Vertical sight glasses, side ports for pH, (IO2 and
temperature probes are present in the vessel sidewalls and
present horizontal ledges. Inlet ports exist above the liquid
level for acid, alkali, and antifoam addition, that may be
vulnerable to aerosol deposition and drying. Spargers for
efficient oxygenation and CO2 and ammonia addition must
be CIP cleanable. Agitators are top or bottom entry designs
requiring seals at the point of vessel entry. Magnetic drive

aThe average Ra is derived from readings taken at four cross sections approximately 90° apart. Ra readings taken across grain

Table 3. Specified Stainless Steel Surface Finishes

Finish/Polish

No. 1 finish

No. 2D finish

No. 2B finish

No. 3 polish
No. 4 polish

No. 6 polish

No. 7 polish

No. 8 polish

Electropolished

Grit

80-120
150-180

240

320

320

320

Raa Oi inch)

40-50
15-30

10-15

<10

<10

<10

Appearance

Rough, dull,
Imperfections

Dull

Bright gray

Semipolished
Bright finish with

grain marks; no
surface
imperfections

Dull satin

Highly reflective but
some grit lines

Mirror finish

Smooth, bright finish

Process

Hot rolled, annealed, and
descaled

Cold rolled, annealed, and
descaled

Cold rolled, annealed,
descaled, and rolled
through polish roll

Brushed in a medium of
abrasives and oil

Buffed, finely ground
surfaces; a high-quality SS

Successive stage polishing
with finer abrasives;
extensive buffing with
rouges to remove grit
lines; high-quality SS

Removal of a thin layer 0.01"
to 0.0001" deep

Uses

Not used in
biotechnology

A preliminary step
to higher quality
finishes;
nonproduct
contacting areas;
media preparation
tanks

Standard 3-A polish
Common dairy
finish; bioreactors

ms

Tissue cultures and
QWFI system

Bioreactors

WFI process
equipment;
bioreactors

Relative
Cost

1.00

1.04
1.05

1.07

1.08

1.10



agitators with simple internal ceramic seals can be used
for mixing in small-scale suspension bioreactors. These
mixers should be removed periodically to check and renew
worn seal surfaces. Additional bearings within the vessel
zone are needed for large-scale reactors with long agitator
shafts. Foam at the liquid surface as a result of bubble
aeration may lead to a dry biomass ring on the vessel
surface. Pressure vessels are designed to operate at a
maximum of 40-45 psig (150-1800C) and are equipped
with pressure rupture disks. These disks may be in a
remote location inside a nozzle outlet and require periodic
maintenance and cleaning if foaming occurs. The vessel
top-dish may also contain entry ports for sensors such as
foam probes and pressure sensors, which will be fouled
by foam and aerosol-entrained debris. Such problems may
require spray-ball installations to access such locations
with CIP reagents.

The degree of difficulty of cleaning is a function of the
quality of the equipment surfaces, sanitary design, and
the type of organism or biological material that causes
the soiling. A mycelial polysaccharide-type soil will be
harder to clean than a yeast or bacterial soil. Caustic,
detergent, and water (Reverse Osmosis (RO water), Water
For Injection (WFI)) rinses are generally suitable reagents
for cleaning in cell culture reactors. Occasional nitric acid
rinses for repassivation are performed. Rinsing of hydrox-
ide can be monitored by pH, and rinsing of detergent can
be monitored by a shake/foam test. From the standpoint of
water usage, it is more efficient to use repeated low-volume
rinses versus a few large-volume rinses.

Sanitary design of equipment is a fundamental
requirement. The surface texture of equipment should
be 180 grit or higher for vessels and 150 grit or higher for
piping. In constructing the bioreactor, the surface quality
should be preserved. Following mechanical polishing,
the surfaces are washed and dried, oxides are removed
by passivation, and surfaces maybe electropolished.
Avoidance of dead legs in piping, use of high-quality
welding to avoid hard to clean pits in cracks, and the
use of diaphragm valves, and regular maintenance are
fundamental to CIP. With electropolished vessels, CIP
prevents damage to the surface that may be inflicted
during COP operations. In addition to the aforementioned
principle related to process equipment and CIP flow
parameters, it is necessary to consider the design of the
CIP recirculation equipment. The CIP systems consist
of a centrifugal recirculation pump, heat exchanger,
piping, and valves and tanks for storing CIP reagents. A
waste collection vessel may be present for spent cleaning
reagents enabling pH adjustment prior to evacuation to
a sewer. In CIP systems, the multiple tank approach
involves using a single tank per CIP solution. A single
tank for each reagent utilizes more floor space but enables
faster cleaning of many pieces of equipment. The single-
tank approach, where one tank is used for all solutions,
takes up less space, provides more flexibility, and will
cost less but is less economical in the use of cleaning
solutions (17). In medium-scale systems, it is usual to
use the bioprocess tanks as CIP storage tanks. In this
mode of operation, the bioreactor is rinsed and cleaned
first and is then used as the CIP storage vessel for the

external system cleaning. A vessel that is used for storing
CIP reagent should possess a suitably sized drain port to
allow an adequate flow rate from the supply tank to the
inlet of the CIP pump. An NPSH calculation indicates the
maximum frictional losses tolerable.

NPSH = P a + P z + P v p + P f

where NPSH is the net positive suction head

Pa is the atmospheric pressure
Pz is the difference in vertical elevation between the

supply tank liquid level and the pump inlet
Pvp is the vapor pressure of the liquid
Pf is the pressure drop due to frictional losses

Minimizing frictional losses by oversizing the supply tank
outlet and adequately elevating of the supply tank are
important. Tanks should be fitted with a vortex breaker
above the tank outlet to avoid air entrainment and pump
cavitation. Avoidance of cavitation and vortex formation
will enable effective tank drainage and emptying. This is
most important in the final water rinsing steps.

Validation of the CIP process is required in clinical
product manufacturing processes but is a useful exercise
in most situations. IQ and OQ Validation involves
inspecting the installation of the valves and equipment
to eliminate dead legs in the assemblies and to ensure
that the cleaning fluid circulates at appropriate velocity
of through the system. The PQ involves measuring the
process residuals after cleaning. A minimum volume of
sequestering solution is circulated through the equipment
to contact and solubilize any residuals. The detection of
residual is by a Lowry Petersen protein assay (18), which
can detect >2 (ig/mL protein. A total organic carbon (TOC)
assay measures low quantities (0.5 ppm) of organic carbon
containing residuals and has been applied in measuring
residuals following CIP (19). Direct surface swabbing, in
conjunction with TOC, can be used to investigate specific
harder to clean surfaces such as gaskets. Acceptance
criteria for process residuals depend on the potential level
likely to associate with the flow of product through the
process. Typically CIP should reduce the residual protein
level to < 100 ppm.

SlP. The steam-in-place (SIP) process has developed
from the requirement to sterilize equipment that is too
bulky or heavy to be moved into autoclaves or ovens.
Although sterilization may be accomplished by wet heat,
dry heat or chemicals, SIP has become synonymous
with "sterilize-in-place." The biotechnology industry has
adopted saturated steam as the effective sterilizing
agent for fixed-in-place equipment and autoclaving
bioreactors and other tanks involved in parenteral filling
operations (20).

Feed lines, inlet gas, exhaust lines, sensors, liquid feed
filters, gas filters and vessels must be SIP compatible. A
typical SIP cycle for a vessel involves several stages:

• Heat to purge (raising the temperature from ambient
to-105 0C)



• Purge (eliminate air by steam at ~ 105 0C). Air
purging in SIP must be achieved by displacing the
air with steam. In the air purge and initial heating
stage, steam is introduced into the top of the vessel
ports and the top port of the vessel heating/cooling
jacket. In the example of a simple skid in Figure 4,
the vessel drain port BRHV-I on the base of the
vessel, the steam solenoid valves SV-I through SV-
4, diaphragm valves D8, DlO, D12 and D14, and
exhaust line pressure regulating valve NV-I are
opened. The steam line to the vessel jacket, SV6,
and the steam trap solenoid valve SV-7 are open and
external steam/steam condensate heats the vessel
walls and minimizes condensate buildup on the
interior walls. The steam displaces the air from the
vessel through the harvest drain line for several
minutes, and the harvest line diaphragm valve D17
is closed to direct the steam condensate to the steam
trap through the open diaphragm valve 18. If the air
is not effectively removed by the air purge, the vessel
will develop an air barrier, which increases the heat
transfer resistance from the jacket. If this occurs, the
mixture of air and steam will lower the saturation
pressure of the steam resulting in a sterilization
temperature below the targeted value of 1210C for a
15-psig sterilization pressure.

• Heat to sterilize (elevate temperature from 1050C
to 1210C). In the heating period, the pressure
in the system is allowed to approach the supply
steam pressure (15 psig) by closing exit valves D14.
Condensation is produced during the heating phase
and is removed from the system through steam traps
placed in drains, vents or the harvest line at the
base of the vessel. Removal of condensate is very
important because it may have the opportunity to
supercool on the walls of the equipment.

• As the temperature increases, the steam flow through
the system is reduced to the amount consumed by

the traps and orifices plus the amount needed for
heating. A manual steam pressure reduction valve
(PRV-S) regulates steam pressure (18-25 psig).
• 'Sterilization (hold at 1210C for a designated dura-

tion of between 15 and 60 minutes). When the
sterilization temperature is reached, the time and
temperature are monitored. When the sterilization
hold period is completed, steam valves SV1-SV-4
are closed, shutting off the steam. Vent valve NV-I
is used to reduce the system pressure after opening
valve D14.

• Cool to vent (reduce temperature from 121 °C to
100-1050C). After shutting off the steam supply,
the pressure in the system decreases as a result of
steam condensation and flow through the vessel vent
filter.

• Vent sterile air (open D15) is used to displace
the condensing steam vapor to avoid vacuum
formation and to maintain a slight internal positive
pressure to prevent possible ingress of gaskets,
probe components, and nonsterile air. Allow the
temperature to reach <100 0C. The vessel drain valve
BRHV-I is closed, and the steam trace is initiated
through solenoid valve SV-5. Residual heat in the
vessel evaporates the cooling condensate as the
pressure is reduced.

• Cool to run (reduce temperature to run temperature
of 20-37 °C, and maintain positive pressure inside
the vessel).

Dead legs are most likely to be present somewhere
in hard-piped systems. They may be present in tee
connections for instrument housings, valves, or short
pipe lengths before isolation valves. Unlike conditions
in a straight pipe or a tank, air cannot be displaced
by convection or a washout process. In the worst-case
analysis, we assume that the air would be eliminated by
diffusion from the dead leg into the main path. Orientation

Figure 3. Typical sterilization temperature-time profile.
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Figure 4. Bioreactor-skid pipe and valve arrangements. Representation of a fixed-in-place
bioreactor showing interconnections with nutrient supply, inlet gases, and exhaust gas supplies.
Tl piping is an example of filter sterilization of a nutrient to be fed to the bioreactor. T2 and T3
piping layouts are typical examples of direct addition of sterile components. TV-I, TV-2, and TV-3
are flush-mounted, steam-sterilizable, piston-design, tank harvest valves.
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of the dead leg should allow condensate to drain into the
sloped main path.

Autoclaves purge air through a slow vacuum cycle
prior to the heating phase. Use of vacuum purging
of air for large-scale process equipment is limited by
the expense required to install a plant-wide vacuum
system and the vacuum pressure rating of the process
vessels and equipment. Bioreactors are typically built
as pressure vessels rated for 3-bar internal pressure
and for full internal vacuum at 1500C. In SIP, the
relative positive pressure in the vessel is always
maintained. In autoclaving, it is necessary to ensure
that non-pressure-rated vessels are fitted with large
enough vent filters to accommodate the rate of pressure
change during vacuum/steam cycling and slow vent cool
down.

Very few detailed engineering descriptions of the SIP
process are provided in the literature. However, a singular
detailed analysis has been provided by Noble (21). The
following discussion of steam-sterilization design is taken
from Noble's topical paper.

Air purging. During the purge phase, air is mixed
with steam by convection and is removed as an
air/steam mixture. The mixing process is poorly defined
because forced circulation is not present. In practice, the
momentum of the in-flowing steam provides the mixing
energy. The fastest removal of air can be anticipated when
the agitation and flow approximate to an ideal Continuous
Stirred Tank Reactor (CSTR). For this to occur, the mixing
time (£H) must be much less than the space-time (r). For
design purposes assume that

(D

For a turbulent steam jet (ReN range of 10000-90000), tu
can be estimated from an experimental correlation given
by Henzler (22):

(2)

where the subscript (i) refers to the diameter d and velocity
v of the inflowing jet. The dimensionless mixing number CH
is (in the turbulent range) a function only of the geometry:

(3)

for L =D.
For this geometry, the space-time is defined by

(4)

In this case it is assumed that the steam is not
condensing. In actual reality, the value is then larger
because condensation reduces the flow. Substituting these
relations equation 6, there is no ratio of d\/D that also
ensures turbulent jet flow. The relationship in equation 1
is not feasible and this infers that, in practice, good
mixing, provided by steam inflow, cannot be created in
tanks unless special nozzle developments can improve jet-
mixing performance. In reality, the mixing time is less

than the space-time so that some mixing is to be expected.
From a design perspective, d{ should be minimized and v-x

should be maximized to reduce processing time and create
a turbulent steam jet.

At maximum steam flow, the operation can be
characterized by

(5)

and
(6)

For a 1-inch steam inlet supplying a 1000 L bioreactor

and the steam flow is given as

for saturated steam at 1-bar gauge pressure.

It is recommended in practice that the air-purge step
should be allowed a factor of 4 times r.

Air is transported down to the harvest valve at the
base of the vessel air and radially to the vessel wall where
it may form a boundary layer. Cold air is denser than
steam (p air is 1.225 kg m~3 at STP, steam 0.013 kg m"3

at 1210C). Trapped air may be found predominantly in the
base of the vessel. This raises the importance of bottom
vent purging.

In the equation of motion, the driving force for
forced convection was described in Bird (23) as VP. The
corresponding driving force for free convection is Apg,
which is related to the Grashof number. For the extreme
combination of air at 25 0C and steam at 1210C,

whereas the average pressure gradient, assuming a 2-atm
steam supply and a drain at 1 atm is

Providing that the steam flow is not largely throttled
during the air purge, free convection should be of
minor importance, and an intact air body should not
remain in the vessel. When the steam and air become
mixed, a gravity-induced polarization will not be a
measurable phenomenon. Gradients will be insignificant,
as predicted using the relationship from Bird et al. (23,
p. 576) employed for a similar situation.

(7)

After mixing, the air purging will occur when steam mixes
with the air and exits through both the drain and vent
lines.



Heating. Heating the vessel space by displacing colder
gas and by sending heat through the vessel wall will
increase the temperature of the internal surfaces of the
equipment. In this situation, heat transfer resistance
becomes relevant. Insulation of vessels and pipe will
reduce condensate load.

Thermal response time is estimated from

(8)

where a is the thermal diffusivity and the thermal
resistance is calculated from

O)

The temperature changes are very rapid in the wall
and condensate film compared to the insulation. The
condensate film plays a critical role, and a change in
its thickness can have a large impact on the response of
the system. This is a result of its relatively low thermal
diffusivity.

Sterilization Hold. In this stage, a pseudosteady state
can be assumed. Temperature is constant, and concen-
trations do not change significantly. Because temperature
nonuniformities are minimal, normal convection will be
unimportant. Transport of heat and mass will depend on
diffusive driving forces.

Under these conditions the heat transport can be
estimated. In a pipe it is required that the pipe wall
temperature be at 1210C. For a well-insulated pipe, the
heat flux becomes

(10)

Ignoring curvature, equation 15 gives

which is calculated when Ax = D and D = 2.54 cm, K^s =
0.05W • m"1 • 0C"1, AXINS = 0.0254 m.

A correlation is available from Perry and Green (24)
for convective and radiative heat transfer coefficient for
noninsulated and insulated steel pipe in a room at 80 0F.
The result for a 1-inch diameter pipe is 16.1 W • m~2 • 0C"1

which can be used to calculate Q/A below

(H)

The fluxes correspond to the required minimum steam
flow from which the expected condensate flow can be
estimated. The minimum flow ws is the entering steam
flow and exiting condensate flow:

(12)

Laminar flow will prevail at the pipe exit. At the entrance
of the pipe, turbulent flow will arise if the pipe exceeds a

critical length, corresponding to a value of Re = 2000 at
the entrance:

(13)

Lcrit is in the range of 10-5Om for the heat flux determined
in equation 10. Assuming a worst case of laminar steam
flow and horizontal stratified flow of condensate, the
depth of liquid (Axc) condensate in a round pipe is
hard to calculate. Rectangular channel models have
been described (25) and may provide a relevant solution,
considering the low depth of condensate likely in SIP
where curvature effects are not so important:

(14)

where a is the channel width, K is a geometric constant,

(15)

and p is the angle between the pipe and the horizontal.
For pipes with a diameter of 1 inch, a good approximation
is a = lOAxc, and substituting equation 12 gives

(16)

Steady-State Models and Analysis. A one-dimensional
model is depicted in Figure 5 for a region at a horizontal
wall. During the sterilization hold period, the largest
nonuniformities in properties would be expected in this
region.

Heat transfer in the condensate layer occurs only by
conduction. This is described by

(17)

Assuming that the maximum allowable temperature
difference is limited to 0.50C, a maximum condensate
layer may be derived using the heat fluxes defined earlier.

Figure 5. One-dimensional model of temperature profile for
condensate layer at pipe wall. Adapted from Ref. 21.

Condensate

SIaInIe^ steel wall



Relating equation 17 to equation 16, a design aid for
placing steam traps or orifices can be determined as

(18)

Using a 1" pipe sloped to 1/8'Vft as an example, the length
at which the buildup of condensate creates a 0.5 0C drop is
given below:

and

Clearly, the result shows the importance of insulating
piping. A similar result is obtained by using flow
relationships for round channels instead of equation 12.
Because liquid flow in this model is laminar, it will not
thermally mix. A temperature probe in the drain will
measure the mixed condensate stream. From this average
temperature measurement, it will be difficult to measure
the extent of subcooling. This average temperature can be
computed from

(19)

In a rectangular flow model, the velocity profile is well
known and is given as

(20)

Where the cold spot is associated with Tw, the equation
indicates that the temperature deviations are damped
severely in the resultant T.

Gas Phase. A model for one-dimensional condensation
of vapor in the presence of a noncondensable gas is well-
known and used in psychrometric calculations (see Ref. 23,
example 18.5-1). The basic equations to be solved are heat
transport, mass transport, air properties, (assuming ideal
gas), and steam properties (obtained from curve fits to the
steam tables). The sum of mole fractions is limited to one,
and the pressure is constrained to be constant over the
boundary layer. The heat transport equation is then given
by

(21)

where the constant Ns is the molar flux of steam to the
wall. The molar flux is constant in this model and is the
solution for diffusion through the stagnant film:

(22)

Constant concentration has been assumed and set to
the log mean average. The variation in concentration is
normally insignificant. There are two degrees of freedom
in this model. The wall temperature can be fixed at
a suitable sterilization temperature (1210C). The other
variable is the amount of air in the boundary layer. A

simple analytical solution may be obtained if a value of
N5 is assumed. The value is constrained between zero and

(23)

which would exist when no resistance to mass transfer in
the gas phase exists.
With the constant B defined as

(24)

the integration of equation 21 can be expressed as

(25)

Given the temperatures at the boundaries, the partial
pressures of steam can be evaluated from the following
quadratic fit to the steam table over the range of
120-1410C:

(26)
The molar concentrations of steam can also be determined
by a similar curve fit:

The concentration of air can be expressed from the ideal
gas law, yielding the following relationship:

(28)

Converting mole fractions to concentrations with

(29)

these relations can be solved simultaneously with
equation 27 to find the concentrations at the two limits.

The total system pressure is then

(30)

which is an approximate measure of the air trapped in
the system. The exact fraction of the original air that is
trapped can be expressed as

(31)

From equation 22, this can be derived as

(32)

Examining the equations, the solution space can be
defined by two parameters 8NS and (Q/A)/Ns. As these



parameters increase, the gas-phase resistance increases.
Because Ns is not of particular interest, the space is shown
in terms of fa> (Q/A)9 andD. Under the stated assumptions,
the boundary layer thickness is related simply to D by

(33)

The parameters used in the analysis are shown in the
list of symbols at the end of the section and reflect steam
properties at 1210C. The diffusivity is estimated from a
prediction developed by Slattery and Bird for low-pressure
mixtures of steam and nonpolar gases, available in Bird
et al. (23).

Figure 6 shows the magnitude of the gas-phase
resistance. It is concluded that the amount of air trapped
in a pipe would be low and fa < 0.1. In Figure 7, it is
shown that the gas-phase resistance in smaller pipes
can be neglected because the air removal requirements
are not large. In tanks it may be considered that gas-
phase resistances may be significant, thereby resulting in
nonhomogeneity of temperature. In reality, the gas layer
would be close to the vertical walls. The lower temperature
would be measured by an RTD thermometer at the vessel
wall or else could be mapped using thermocouples attached
to the vessel surfaces.

Dead legs in ports, nozzles and piping may harbor
air which will cause significant gas-phase heat transfer
resistance. When condensate can drain from dead legs,
it can increase the mixing of steam and air through
convection and aid in purging. In the worst case, dead-
leg pockets will eventually reach temperature through
diffusive heat transfer. Minimization of the L/D ratio at
<6 is recommended to facilitate air purging and the ability
to reach sterilization temperature in the dead-leg zone.

Use of double steam blocks on vessel inlet lines will
enable sterilization through valves and longer lengths of
piping.

D(cm)

Figure 7. Limits of trapped air as a function of pipe diameter
for a temperature drop of 0.50C. For the gas-phase temperature
span of 0.50C, the interface temperature was fixed at 1210C.
The trapped air is expressed as /*a, which is calculated from
equation 31. Adapted from Ref. 21.

Steam traps are important components in SIP and
should be used in all low-point locations where condensate
can accumulate.

In the final analysis steam-sterilization cycles are
designed to provide significant overkill, providing greater
than 30 logs of kill for a spore-forming organism.
Through adherence to high standards for cleaning
equipment, maintenance, and diligence in operation,
the probability of contamination is virtually negligible.
Small discrepancies in temperature (0.5 °C) will have no
significant effect on increasing or decreasing the very low
probability that a contaminant survives the SIP process.
Contamination is most frequently a result of operational
errors during sampling and production. Equipment related
contamination is usually through waterborne sources, for
example, as a result of leaking cooling coils or faulty seals
and gaskets.

Instrumentation

Instruments measure the parameters in the bioreactor and
provide a means for adjusting the conditions. Adjustments
are through manual intervention or by automated control
of the bioreactor. A variety of sensors and probes are
available (see Table 4).

Instrumentation has been an important part of
bioreactor operation for over thirty years. At the
start of the era, in-line instruments were confined to
temperature control and simple indications of DOT
and pH, enabling manual adjustments of aeration and
acid/base addition. At that time, sensors were leading
the control envelope. Computer-assisted bioreactor control
applications emerged in the mid 1960s and then increased
rapidly during the 1970s. Currently, powerful, compact
computer systems provide an ideal partnership for the
wide variety of the instruments that are available for use
in bioreactors. The early concerns for the increased risk
of contamination or failure through the use of multiple

fa

Figure 6. Magnitude of the gas-phase heat-transfer resis-
tance. Conditions for pipe diameter D = I inch; T{nt = 1210C;
Q/A = 1550 Wm~2 (bare pipe). The air fraction fa is calculated
from equation 31. A T is the temperature span in the gas phase,
and Ptot/^a,int shows the contribution of air to the total pressure.
Adapted from Ref. 21.

AT
Ptot/^s.int^V

*
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4 insulated pipe
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in-line devices are compensated for by the increases
in productivity gained with reliable and reproducible
process control. Nowadays, the use of control loops using
mass spectrometer-based off-gas analysis is common in
industrial manufacturing processes (26).

Data analysis, process control, and determination of
physiological parameters in bioreactors depend on mea-
suring chemical and physical variables. Measurements
are obtained either by manual off-line measurements or
else monitored by in-tank sensors. pH and DOT probes
have been widely used in the industry for many years.
Many new probe devices are available for in-tank sensing
of pCO2 and biomass, and new autosamplers can facil-
itate rapid in-line measurement of metabolites (glucose,
glutamine) and waste products (lactate, ammonia).

Bioreactors include nozzles and ports for inserting
probes and sensors and connecting lines for adding or
removing liquids and gases. The number and type of ports
are specified before the construction of the bioreactors. In
jacketed bioreactors built as pressure vessels, the inser-
tion of probes through the vessel wall results in a decrease
in the jacketed surface area available for heat transfer.
This is not a serious restriction for plant and cell culture
with low metabolic heat generation compared to bacteria.
Ports are placed to enable locating sensors and probes
in appropriate positions in the vessel for monitoring the
designated parameters. Ports designated for pH and DOT
probes are located near the bottom of the tank so that the
probes are submerged in media at all times during the
process. This requires side entry ports on vessels 50 L or
greater in volume. In fed-batch reactors, the initial volume

could be 0.2-0.6 of the total vessel volume, and the mini-
mum liquid height should cover the probes. In small-scale
bioreactors (<20 L), it is possible to use a top-head plate
probe insertion in combination with long probes to access
the liquid media. Vessels with many internal features
such as aeration tubing, baffles, agitators, spin filters, or
internal settlers impose limitations on probe location.

For larger scale vessels, probes are inserted through
the side of the vessel at the base of the cylindrical section.
In large, tall vessels, additional probes are placed at the
middle or higher section of the cylinder. The commonly
used probes, pH, DOT, and newer probe types, are
designed to fit into the Ingold 25-mm probe port. The
guide tube is stainless steel (SS316L) and is specified as
DIN 1 4435. The probes are inserted in a metal support
cage that fits the 25-mm port. The probe tip is exposed to
the bioreactor media and the probe stem is sealed by an O-
ring. The metal sleeve is sealed in the Ingold probe holder
by O-rings and is secured by a threaded, drilled cap at the
end of the probe holder cylinder. A typical arrangement is
shown in Figure 8.

pH. Growth and production rates may be strongly
influenced by pH. Components of the media may have
limited stability outside of the physiological pH range.
Degradation of glutamine in cell culture media is
influenced by pH with a rate constant of degradation
of 2.2 x 10~4 hr"1 at pH 7.0 and 2.8 x 10"3 at pH 8.0 at
37°C which is equivalent to a half-life of 7-8 days (27).
Thus it is important to control the pH of the medium before
inoculation, as well as during the production phase. Probes

Table 4. Sensors and Measurement Devices

Physical Parameter

Gas flowrate

Liquid Flow Rate

Temperature

DOT (dO2)

pCO2

pH

Sensor

Rotameter
Mass flowmeters (Porter)

Turbine, gear, and helical
flowmeters (e.g., Hofifer,)

Mass flowmeters (e.g., Porter)

Load cells/Scales
Peristaltic pumps

Platinum resistance RTD

Thermocouple
Hg-glass thermometer

Galvanic DOT in-tank probe

In-tank probe

In-tank probe

In-tank probe

In-tank probe

Principle

Bouyancy position
Temperature difference

Positive displacement volume
rpm

Temperature difference

A weight/time
Volume delivered/rpm

Change in resistance with T (0C)

Expansion of fluid with
increasing temperature

Electrochemical reaction at
cathode

Change of pH in bicarbonate
electrolyte (combined with pH
probe)

Electrochemical

CO2 diffusion and pH change in
bicarbonate buffer

Hydrogen ion passage across
ceramic pore

Features

Simple but limited use
Automatic, accurate, requires

calibration; gas specific (Cp)
Common, simple, low-high flow rates

Automatic, accurate, requires
calibration

Requires calibration; tubing creep and
wear can occur in prolonged use

Reliable linear response of resistance
and temperature

Standard for cross-checking using
thermowell in vessel

Requires maintenance, post-SIP
calibration, and checking

Slow response; requires post-SIP
calibration and checking

Requires pre-SIP calibration; check
during run

Calibration using known pCC>2

Requires calibration before
sterilization Checking required
off-line



Figure 8. Vessel side port.

for measuring of pH were developed by Ingold in 1947. In-
vessel, steam-sterilizable pH probes have been available
for nearly 50 years. Use of an in-line pH electrode in a
fermenter was reported in 1959 (28).

The glass probes used for insertion in bioreactors
consist of combined reference and indicator electrodes.
Probes are available 13,16, 21, 26, 31 and 36 cm long. The
range of measurement is 1-14 pH with a temperature
range of —5 to 135 0C and a pressure range (in housing)
of 100 psig at 25 0C and 30 psig at 135 0C. The reference
electrolyte is a silver chloride/potassium chloride solution.
Internal temperature correction is achieved through an
integral thermistor temperature sensor. The outer glass
body of the probe is constructed of potash soda lead
glass. The terminal glass bulb is a proprietary silica
glass made with small percentages of alkali metals and
rare earth metals. The porous ceramic liquid junction,
through which the process and probe are connected, is
made of silica plus complex mineral compounds, fired at
high temperature to form an inert, porous ceramic matrix.
The internal electrolyte gel is 3.8 M potassium chloride, a
cellulose thickening agent, and butylparaben (0.005%), an
antifungal preservative.

A standard Ingold probe measures pH with an accuracy
of 0.04 pH ±0.01 and a reproducibility of 0.01-0.02 pH
units. A drift of the pH signal may occur in a solution
of constant (H+) concentration but should be less than
0.02 pH units hr"1. Gel electrolyte (containing cellulose in
the electrolyte) probes are the current, preferred choice,
when SIP or autoclaving is required. Nongel electrolyte
probes require housing pressurization to avoid boiling of
the electrolyte during sterilization.

Following the insertion of the probe in the vessel port,
the probe is ready for SIP or autoclaving. Control of
pH is accomplished through a PID controller. Ideally,
pH controllers should be split-range PID loop controllers.
Split-range controllers have range-specific set points and
provide separate PID outputs for actuating acid and base
peristaltic pumps or valves. Split-range loop controllers
are suited to pH control because they enable separation of
the PID constants for the acid and base additions. With
standard PID controllers, it is possible to have the acid
pump overshoot the set point leading to a demand for
base addition. This often leads to overadjustment of pH
with a consequence of increased osmolality and potentially
decreased productivity. When a common PID controller is

used, a significant deadband and/or a decrease in the
maximum addition rate of the acid and base can prevent
the acid/base over correction. For large-scale reactors, acid
and base may be added by using pneumatic tank pressure
with actuating pulse-modulated solenoid valves.

DOT (dO2 Probes). DOT is an important parameter
to monitor and generally will be controlled in a biore-
actor. Oxygen is required for cellular energy production
and biosynthesis of product and cellular constituents. It
is consumed at a rate of approximately 12 x 10"17 mol.
cell"1- s"1 (29). Oxygen is sparingly soluble in aqueous
media (10 ppm or 260 JiM) and may become limiting in
high cell-density cultures. A high level of dissolved oxygen
(hyperbaric DOT) is associated with oxygen-radical cell
death (30). Two types of electrodes, galvanic and polaro-
graphic probes, are currently used for measuring dissolved
oxygen. The major difference between polarographic and
galvanic sensors is the source of the polarization volt-
age. The most commonly used probe is the polarographic
probe, obtainable originally from Ingold, in which the volt-
age is supplied by a power supply in the amplifier. In
the galvanic probe, the voltage is supplied by a sepa-
rate electrochemical reaction. In the polarographic probe,
the cathode is platinum and the anode is a silver/silver
chloride half-cell.

Cathode reaction (Pt):

O2 + 2H2O + 2e~ -> H2O2 + 2OH~

Anode reaction (Ag/AgCl):

4Ag + 4Cr -* 4AgCl + 4e-

Overall reaction:

4Ag + O2 + 2H2O + 4CP -> 4AgCl + 4OH~

The overall reaction produces alkaline conditions and
consumes chloride ions. Silver chloride accumulates at the
anode but does not impair the electrode. The chloride ions
have to be replenished through periodic addition of fresh
KCl. The electrode current depends on the oxygen partial
pressure, not on the oxygen solubility in the solution. For
a specific solution, the O2 concentration C is proportional
to its partial pressure (pO2) according to Henry's law:

C = KapO2

where a = solubility factor of the solution and K is Henry's
constant. The solubility factor is strongly influenced by the
temperature and composition of the solution (illustrated
in Table 5).

The cathode, anode, and the electrolyte of polarographic
electrodes are separated from the measuring medium by a
membrane permeable to oxygen but impermeable to most
ions. The rate-controlling step is the diffusion of oxygen
from the liquid medium through the membrane to the
surface of the cathode. The current output of the probe is
proportional to the activity or the partial pressure of the
oxygen in the liquid medium.

Vessel wall

25 mm side entry port

Cap nut
Model D400
dissolved
oxygen
sensor

Process
Signal cable
to instrument



DOT is controlled by using a staged control strategy.
As the overall oxygen uptake rate increases, the DOT
falls. In the first stage of DOT control, the agitation rate
will be increased stepwise up to a maximum designated
rpm. The next stage involves an increase in the airflow
rate up to a designated maximum Lpm. The third stage
involves decreasing the air flow rate and supplementing
with oxygen gas up to a maximum Lpm. A fourth stage
involves an increase in the bioreactor operating pressure.
In cell culture, the rpm is generally fixed, and the DOT
is controlled only through an increase in airflow rate
and oxygen supplementation. Thus a DOT PID controller
must provide output signals for rpm control and valve
positioning for gas flow-rate control.

For lengthy perfusion mode operation, it is advisable
to install a backup probe. In-line DOT probes may
be readjusted by using off-line blood gas analyzer
measurements. Daily off-line checks should be performed
to monitor probe drift during culture processes.

Temperature Probes. Platinum 100-£2 resistance ther-
mometers are used extensively in bioreactors. They can
be inserted into an Ingold 25-mm standard probe holder.
They may also be placed in the inlet and outlet of bioreactor
cooling jackets to monitor heat removal/generation during
culture operation. They need to be calibrated periodi-
cally to avoid large offsets. A temperature measurement
accuracy of 0.1-0.20C is achievable with RTD probes.
Platinum RTD temperature sensors exhibit a linear, sta-
ble resistance versus temperature relationship. They are
available in sanitary designs that conform to 3-A Sanitary
Standards and feature product contact surfaces designed
for CIP applications. Temperature control requires PID
control of cooling jacket valves. In general, cooling is more
likely to be required for large-scale vessels with lower sur-
face area to volume ratios. Small vessels operating with
animal or plant cells have low metabolic heat production,
and control of culture temperature is likely to require
heating the jacket. Unjacketed tanks may be fitted with
heating bands (31) which operate as on/off devices and
can be used with a pulse-modulating on/off PID controller.
(Pulse modulation involves variation of the on-time/off-
time and number of events/unit time).

pCO2. CO2 is toxic to CHO cells at levels >105 mmHg
which is evidenced by reduced growth rate and productiv-
ity (32). It is likely that aqueous dissolved CO2 influences
the internal pH of the cell (pHi). CO2 may accumulate to
high levels in bioreactors at high cell density and where

removal of CO2 from the broth is low due to low sparg-
ing rates and microbubble oxygenation. Absence of CO2

or bicarbonate ions in cell culture media can also lead
to repression of growth of animal cells (33). Therefore, it
is important to monitor the CO2 level in a bioreactor.
Control of dCO2 is usually not automated and is regu-
lated through manipulation of sparging rates or vessel
head-sweep airflow rate to reduce the headspacepCO2. In
sparged reactors, the total removal rate of CO2 is limited
by the maximum sparge rate that can be tolerated before
foam or cell/bubble damage rates become limiting.

Cell culture media often use a bicarbonate buffer
system. The reactions of the CO2/bicarbonate buffer
system are as follows:

CO2 + H2O < > H2CO3 (at pH < 8.0 reversible,

forward reaction rate is slow)

H2CO3 < > HCO3- + H+(rapid rate)

CO2 + H2O < • HCO3- + H+(overall reaction
Ka = 5.2 x 1(T7 M)

If a bicarbonate-buffered medium is allowed to stand in
air, the carbon dioxide will leave solution, and the pH of
the medium will increase. To prevent this, media should
be stored below a 5% v/v CO2 air mixture.

CO2 can been measured off-line using blood gas
analyzers (34) or by in-line sterilizable pCO2 probes. In-
line probes were described in 1980 (35). The Severinghaus
typepCO2 probe is essentially a combination of a pH probe
with a CO2 permeable silicone membrane. Dissolved CO2

passes through the membrane into the NaClZNaHCO3

electrolyte where it dissociates and increases the H+

concentration and hence decreases the pH. Response time
is relatively slow (1-2 minutes) but decreases at higher
pCO2 levels. The probes are compatible with the standard
25-mm Ingold port. The probe is SIP and autoclave
compatible.

Another approach has been the use of in-liquid silicone
tubing through which N2 is purged at a low flow rate (36).
A mass spectrometer is used to determine the CO2

concentration. This approach requires inserting silicone
tubing into the liquid medium by using a modified 19-mm
or 25-mm DIN 1 4435 Ingold-style fitting which is drilled
and fitted to provide a SS316L tube connection inside the
vessel and a sanitary connector externally. The tubing is
connected on the inside and sterilized with the reactor.

Biomass Probes. Biomass is most often measured off-
line using turbidity or direct visual counting to determine
cell concentration. In-line measurement devices are
now available and have been used in mammalian-
cell bioreactors (37). The back-scattering in-line probes
show a linear response to cell density in the range
of 2-15 million cells per mL (38). Transmission laser
probe types such as the Cerex (Cerex Corp., USA),
Wedgewood (Wedgewood Technologies, CA, USA) and
Monitek (Monitek Technologies, CA, USA), perform well in
hybridoma suspension culture (39). The probes are Ingold
25-mm type design and are SIP compatible. Another in-
line laser turbidimeter (ASR Co. Ltd., Tokyo) has been

Table 5. Oxygen Solubility and DOT Measurement

Medium Saturated
with Air

Water
4 mol/L KCl
50% methanol/H20

Solubility of O2

at 20 0C and
760 mmHg
(mg O2ZL)

9.2
2.0

21.9

% DOT (100% in
water at 20 0C

and 760 mmHg)

100
100
100



used to continuously monitor microbial culture (40) and
can also be applied in cell-culture reactors.

Capacitance sensors have been examined for on-
line biomass determination of attachment-dependent
HeLa cells on Cytodex carrier beads (41). The biomass
determination is based on the capacitance imparted by cell
membranes. This type of sensor can distinguish biomass
from the inert carrier matrix. Concentrations in the range
of 2-3 million cells per mL were measured.

Biomass probes are calibrated outside of the bioreactor
by using a high-density suspension of cells. The medium
is used to zero (offset) the probe and a high concentration
cell sample provides the span measurement. Calibration
information is cell-specific and can be stored in the
controller memory.

Flow-Rate Sensors. Flow measurement devices are
required to control gas and liquid flow rates. In manual
systems, gas flow rate can be adjusted and monitored
by using rotameters. In automated control, gas mass
flowmeters are used. These meters use a thermal sensing
device, which is influenced by the gas density and specific
heat capacity, to determine flow rate. Mass flowmeters
require periodic calibration.

Precise liquid flowmeters are needed for perfusion
culture feeds. Feed rates may be as low as 5 Lpd and
cell removal rates in continuous culture may be as little
as 1 Lpd. Turbine positive displacement meters and mass
flowmeters can be used for measuring and controlling of
flow rate.

The gas flowmeters are placed before the sterilizing
filters and are not sterilized. The liquid mass flowmeters
may have to be placed in the sterile fluid circuit and would
have to be SIP or autoclave compatible.

Nutrient/Metabolite Sensing. External off-line analyzers
such as the YSI Biolyzer are used for determining
of glucose, glutamine, and ammonia. In-line detection
requires using an external low-volume recirculation loop
with a microporous tangential cross-flow filter. External
loop recirculation rates of 50-100 mL/min are used
to effect permeation of the soluble media across the
membrane. The clarified filtrate is sent to an aseptic
sampling module and then sequentially loaded to an off-
line YSI type analyzer. A 12-L perfusion system was
operated with a Millipore 0.22-|im cross-flow filter in
an Applikon minimum holdup volume external cross-flow
holder (38). At a laboratory scale (20 L), the device can be
operated aseptically in-line. The vessel/device connection
is made by using autoclaved tubing which is connected
aseptically to the sterilized membrane device. Connection
with a large-scale SIP-based bioreactor requires producing
SIP compatible sample loop devices.

Pressure. Pressure influences the DOT and pCO2 in
the medium. Bioreactors are operated with pressures
in the range of nominal 0-10 psig. Inlet gas flowrate
and outlet pipe diameter and filtration sizing must be
compatible to prevent pressure buildup and thus enable
control of pressure using a sterilizable, needle design
control valve (42). Pressure should be measured in the

vessel headspace and before the exhaust filter. Pressure
sensors (43) are available in Ingold style fittings or
in sanitary flush-mounted Triclamp designs. A simple
pressure-indicating gauge can be installed at a vessel top-
plate nozzle where simple pressure indication is desired.
This may be useful in addition to a sensor for local and
immediate indication for operators. Sanitary 3-A design
gauges with flush-mounted designs are available (44).

Liquid Level. Liquid Level probes are used to measure
liquid level and provide the sensor to control the bioreactor
medium level. Control of medium level is important
in perfusion-based cultures where a constant bioreactor
volume is desired. Long batch runs should also be
monitored for liquid level to provide a measurement for
replacing evaporative loss or for monitoring vessel volume
during fed-batch bioreactor processes.

The following approaches are available:

• determination of bioreactor weight using a load
cell (45) for large reactors or floor-mounted scales
for smaller reactors (46)

• magnetostrictive sensors (47)
• capacitance sensors (48)

Capacitance sensors measure the change in dielectric
constant between the vessel wall and the probe and detect
the liquid/air interface. They are fitted through the top-
plate of the vessel through a 19-mm Ingold type or sanitary
clamp fitting. They are steam-sterilizable and are fitted
before SIP.

Others. Process control loops require actuators to
respond to output signals from the controller. Peristaltic
pumps can be activated and regulated by external signals.
The flow rate must be calibrated with rpm to enable
precise tuning of the control loop. Remote actuating valves
and metering pumps play some part in large-scale process
control loops. In regulating the gas flow rate, proportional
valves are placed outside the sterile boundary with a
sterile air filter between the nonsterilizable device and the
bioreactor. A representation of a basic controlled-perfusion
bioreactor is shown in Figure 9.

The level of sophistication of bioreactor sensors and
instrumentation depends on goal. In manufacturing, the
trend is more toward conservatism and minimal failure
risk whereas in research, maximization of the information
accrual rate dominates the strategy.

Maintenance of Valves and Changing of O-Rings and Gaskets

Valves are an essential element of any bioreactor system.
They divert fluids through fixed piping manifolds and
delivery lines in bioreactor skids. They isolate fluids
from product and equipment in the production phase
and are fundamental in ensuring the direction of steam,
nutrients, gases, and product during the phases of the
production cycle. Valves that are part of the primary
product contacting system and the sterilizable zones
of the bioreactor should comply with sanitary design
standards. Several valve designs are used in a bioreactor
system.



Diaphragm valves (49) are the most usual choice for
on/off selection in the sanitary flow path. Ball valves are
available in SS316L three-piece designs (50) and are used
as absolute shut-off valves for utilities and to a smaller
extent in the sanitary flow path. Simple plug valves (51)
are useful in small diameter utility line applications and
can operate with steam but are not regarded as a sanitary
design. Several specialized valves are used for sampling,
harvesting, and in automated CIP skids. Aseptic-designed
tank harvest valves (52) have a steamable piston design
and provide a flush-mounted, drainable face inside the
vessel. The piston design produces a steam barrier while
the valve is closed. When the valve is opened, the steam
supply to the valve stem is cut off, and samples or product
can flow out of the vessel. Sample valves are similar in
design to harvest valves but are located in the vessel
sidewall.

Diaphragm valves feature a smooth, crevice-free flow
path free of any entrapment areas, and a self-draining
design which is the key choice for SIP/CIP applications.
The isolating diaphragm protects flow medium from
external contamination while containing the medium
within the valve bore.

All moving parts are isolated from contacting the flow
medium. In addition to the standard two-way forged
and cast valve bodies, the manufacturers of sanitary

diaphragm valves offer many important process-related
features:

• Multiport diverter valves divert or combine process
streams.

• Close-coupled branch valves minimize the dead leg
on sampling valve lines.

• Tee pattern valves provide excellent drainability and
minimal deadleg for process sampling.

• The standard forged valve body provides the highest
available surface finish and the optimum surface
for electropolishing. Because these bodies are forged
from wrought stainless steel bar (ASTM A -182 grade
316L), they have minimum porosity and low ferrite
content (0.5% maximum). As a result, the migration
of oxides throughout the system is minimized. These
bodies comply with FDA guidelines as well as cGMP
principles and are ideal for high purity applications
in the bioprocessing industry.

In addition to the stainless steel valve body, the diaphragm
contacts the process stream and/or utilities. A variety of
elastomers are available for bioreactor use in valves and as
gaskets. The major elastomers used are given in Table 6.
In bioproduct processes it may be important to pick an
elastomer that possesses the right physical properties for

Figure 9. A perfusion bioreactor system. Liquid level control using a vessel load cell and regulation of a medium inlet pump.
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the application and is also acceptable to the FDA for safety
and nonleachables.

• EPDM is available for valve diaphragms and flat
gaskets, but not in an O-ring format without the
use of additives that render it unacceptable by the
FDA for use in product-contacting applications in
biopharmaceutical production. In this case EPR O-
rings are used. An important consideration is the
potential for toxicity of the materials to the cells in
the bioreactor. Some materials such as PVC may
be toxic to the cells in the reactor. Tests can be
performed in shake flasks to evaluate the toxicity of
particular polymeric elastomers. It has been shown
that silicone, C-flex, and Teflon are noninhibitory to
the growth of hybridomas (53).

• Teflon/EPDM-backed diaphragms are used in Saun-
ders-type diaphragm valves for product-contacting
vessels and lines.

• Buna-N material will handle most food, dairy, phar-
maceutical, and sanitary services. It is the backbone
of elastomer for the food and edibles industries and
has excellent resistance to compression set, tear, and
abrasion. It has good acid and mild alkali resistance.

• EPDM (ethylene propylene rubber) is excellent for hot
water and steam service up to 325 0F, and in addition
it is very abrasion resistant and has excellent
resistance to ozone, sunlight, weather, and deionized
water. EPDM also has good tensile strength and good
resistance to mild acids, alkalis, and alcohols (rated
-65 0F to 350 0F and short term to 400 0F).

• Viton(fluorocarbon rubber) material has excellent
mechanical, chemical, and heat resistance. It is
particularly well suited for hot, fatty, and oil
products. Viton has poor serviceability in steam
contact application. EPDM is favored, for steam

service. Viton is especially good for hard vacuum
service because of its high molecular weight and low
gas permeability. It has been used to —65 0F in some
static seals due to its high flexibility (temperature
ranges 00F to 4000F under continuous duty and will
take 600 0F for short periods of time).

• Silicone is known for its purity and nonleaching char-
acteristics. Its ability to withstand many chemicals
and combination of chemicals makes it a good choice
in the pharmaceutical industry. Silicone has excellent
low-temperature flexibility.

Harvest valves should be steam-sterilizable, piston-type
valves with O-ring seals and should be flush-mounted
to provide a smooth join with the vessel interior surface
to eliminate dead pockets. In several designs, the valve
housing can be pressurized with steam between operations
to reduce the risk of contamination. A harvest valve
should be sized to allow harvesting of the bioreactor and
recirculation of CIP fluids.

In skid systems, there are many valves and gaskets
which must be checked and installed before each batch
run. EPDM-type gaskets, present in utility lines, are
likely to be stable for months and are replaced during
planned maintenance activities. The vessel and cell-
culture-contacting gasket materials should be carefully
inspected after each run. Flat Teflon gaskets are normally
replaced after each process because they are prone to
cold flow and deformation. Silicone rubber O-rings can
be used for several cycles without problems and simple
inspection and replacement are usual rather than regular
replacement. After reinstalling gaskets, a low-pressure
leak test will detect poorly seated gaskets and O-rings.

When replacing O-rings, it is important to clean
the surfaces to eliminate small debris such as gasket
particulates. Where circular O-rings are required to fit
inside a tight sleeve, it is necessary to place a small

Table 6. O-Ring and Gasket Elastomers

Elastomer
Valve Diaphragms

and Gaskets

Butyl rubber
Black EPDM
Peroxide-cured
Black EPDM Post
peroxide-cured
Clack EPDM sulfur-cured
White EPDM sulfur-cured
TFE butyl-backed

TFE Viton-backed

Steam grade TFE
Viton-backed
TFE EPDM-backed

Sream grade TFE
EPDM-Backed
Silicone FDA
White Butyl FDA

Color

Black
Black

Black

Black
White
White face
Black backing
White face
Black backing
White face
Black backing
White face
Black backing
White face
Black backing
White
White

Temperature
Range (0F)

Lower

-22
-40

-40

-40
-40
- 4

23

23

- 4

- 4

-40
-40

Upper

266
266

266

266
248
302

347

347

320

320

302
230

Regulatory
Acceptance

FDA

V
V

V

V
V

V

V

V
V

USP

V
V

V

V

V



amount of silicone gel on the O-ring to prevent any
damage. If O-ring damage is persistent, then steel surfaces
should be inspected. Any burrs or aberrations should be
carefully machined away. Probe holders and other O-ring
sealing systems are engineered to provide suitable seats
and grooves. For O-rings, straight-sided grooves are best
to prevent extrusion or nibbling, but 5° sloping sides are
easier to machine and are suitable for very high pressure
(15,000 psig.). The sides should be finished to a 32 pinch
RMS (root mean square) with no burrs, nicks, or scratches.
Any rubbing surfaces should be 8-16 jjinch RMS.

When replacing flat gaskets, for example, sight glass
gaskets, take care to prevent crimping the gasket. Tighten
faces evenly by working with geometrically diapositioned
nuts in a sequenced tightening procedure. Use a torque
wrench that is correctly adjusted when it is stipulated that
nuts are to be tightened to a set torque value.

Connections to Receive Charging Fluids

Several line connections are required for autoclaved
and mobile vessels, after sterilization. For acid, base,
antifoam, nutrients, inlet gases, and inoculation. Pilot-
scale bioreactors may contain components that are
disposable or are assembled using sterilized-silicone
tubing. Assembly of components is specific to the vessel's
particular design. In general, flexible silicone tubing
can be used to link CO2, air, oxygen, nutrient, and
some utility lines to the reactor. These components need
to be sterilizable by autoclaving because they will not
tolerate steam under pressure in an SIP process. Tubing
connections can be made to attach vessel stainless steel
ferrules or dip tubes. These connections are secured by
attaching external Tygon ties. The tubing is assembled and
connected to the vessel before autoclaving. Sterilizing gas
filters and liquid filters used in operating the bioreactor
are also attached to the appropriate tubing and autoclaved.
Final connections are made to the utility lines outside of
the sterile boundary, for example, between the air filter
inlet and the air utility line. When direct sterile tubing
connections are to be made, a hot tubing weld must be
used. This is accomplished by a sterile-tubing welder
(Sterile Connection Devices-SCD) (54). The SCD device
makes a sterile heat-fused connection of C-flex tubing. A
vessel can be autoclaved with tubing, fitted with a terminal
piece of C-flex tubing and a guarding sterile vent filter,
and attached to various connections. A remote, sterile,
C-flex capped line may be fused to the vessel C-flex line to
form a complete assembly connection. This can be used for
small-scale vessels on small tubing (up to size 16).

Larger bioreactor skid designs are made up of numerous
connections for transferring the liquid medium, alkali and
acid for pH control, antifoam, sterile quality air, carbon
dioxide, and oxygen. Peripheral hard-piped connections,
to be made within the sterile zone of the skid, must be
from a sanitary design and must be steam-sterilizable.
Instrument air, indirect utility lines, heating/cooling
jacket water, and other non-process-contacting materials
are also associated with the skid. Non-process-contacting
connections are usually made with typical threaded pipe
connections, swaged connections, or with plastic PVC
glued pipe of ferrule or threaded design. Deionized water

lines are usually constructed of schedule 80 plastic PVC
(1-2" pipe) which delivers the deionized water to tanks
where it is batch-sterilized or else transferred to a stainless
steel piped sterilizable filter unit to be sterile-filtered into
aseptic equipment. Teflon-lined flexible hose with sanitary
connectors can be used to transfer products, nutrients and
other sterile components between equipment. Utility lines
may be joined to process piping through quick-coupling
fittings.

Sterile connectors are available in various forms, the
most common of which is the Tri-clamp fitting. Pressure
gauges, valves, pumps and other associated important skid
equipment are available with sanitary design connections.
The connectors most commonly used are described here
and are illustrated in Figure 10.

Tri-Clamp. The Tri-clamp (TC) type fitting consist of
a grooved, 316L stainless flange, an annular elastomeric
gasket with a built-in O-ring that fits the flange groove,
and a three-piece hinged 304 or 316 stainless clamp that

Figure 10. Sanitary design connectors.
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fits around the assembled flanges and gasket. The fitting
is self-aligning and easy to assemble or disassemble and in
the 1.5-4 inch pipe diameter range provides a flush inside
surface suitable for CIP. The fractional 0.5 and 0.75 inch
fittings are useful in assembling small, fixed, stainless
tubing. However, it is advisable to fit the 0.75-inch gasket
into a 0.5-inch ferrule to facilitate CIP reagent access to
the flat face of the ferrule (similarly fit a 1-inch ferrule
with a 1.5-inch gasket).

Bevel Seat. Bevel seat fittings employ union nut
assembly and Acme sanitary threads for connection (55).
This fitting is more difficult to align and assemble than
the Tri-clamp, and it is important to check the tightening
of the exterior nut in lengths of pipe subject to vibration.
The fitting is suitable for CIP, and the alignment and
vibrational problems may be alleviated through correct
use of pipe supports.

STERILIZATION

Sterilization inactivates potential contaminants and
provides asepsis (the absence of bacterial contamination).
Sterilization processes are designed to reduce the
probability of survival of a single bacterial spore
to less than 10~3. The ability to achieve the low
probability (p < 0.001) of contamination is met by the
steam-sterilization procedure. In addition to wet heat
sterilization with pressurized steam, dry heat (18000C)
for small equipment components, hot air (1700C for 2 h),
radiation (y rays, X rays, high-energy electron beams,)
for serum medium, and nonionizing radiation (UV rays)
for surface sterilization are potentially useful. Where
high temperature sterilization is not feasible, such as
where the vegetative organism surfaces must be sterilized
(seeds, plant materials), chemical sterilization methods
are required.

Empty vessel sterilization is used when cell culture
media, containing temperature-sensitive nutrients and
potentially cross-reactive components (glucose and amino
acids). In this situation, the presterilization microbial
loads are lower than situations in which an unsterilized
medium is present in the bioreactor before sterilization.

Vessels which are in the 10 to 100-L range may fit into
autoclaves and hence undergo programmed sterilization
using a slow vacuum/steam cycle heat-up, a 60-minute
sterilization cycle at 1210C, and a slow venting cool-
down cycle. The vessel probes, addition line connectors, or
silicone tube lines are undamped and open but protected
by a terminal, 47-mm, 0.45-jim gas-sterilizing grade disc
filter.

SIP is the method for sterilizing vessels that are skid-
mounted.

Theory

The destruction of microorganisms by heat implies loss
of viability. The destruction of organisms by heat at a
constant temperature follows a first-order rate equation
given by

where k = Reaction rate constant, min *, k =f(T) and
N = number of viable organisms.

t = time (min)

Decimal Reduction Time (D). D is the time (min) of
exposure to heat to reduce viable microbes by 90% at
temperature T.

Thus

Spores are more resistant to thermal inactivation than
vegetative organisms. The k value for spores is less than for
vegetative cells. The rate constant k is a strong function
of temperature. At 121 °C, the value of k for Bacillus
stearothermophilus is around 0.77 min"1 (56). The D value
would then be calculated as 3.0 minutes. In other words,
a log reduction in viable Bacillus stearothermophilus cell
number would be obtained every 3 minutes during the
sterilization hold period at 1210C. By contrast, the k
values for heat intolerant organisms like Escherichia
coli are very large at 1210C. The D values for E. coli
RV308 in the temperature range of 56-62 0C are shown
in Table 7. The k values from this data are 0.75 mm"1

at 56°C and 12.6 mm"1 at 62 0C, indicating a very steep
curve for k versus temperature and clearly showing that
such organisms are undetectable at 1210C.

The rate constant k is a function of temperature, and
an Arhenius type expression can be used as follows:

where a = empirical constant, min"1

T = absolute temperature, K
E = activation energy, cal • g"1 • mole"1-
R is the gas constant = 1.98 cal • g"1 • mole"1 • K"1

On the basis of Eyring's theory of absolute reaction
rate;

where

g = factor including Boltzmann constant and Planck's
constant

AH = heat of reaction activation
AJS = entropy change of activation

Table 7. Heat Kill D values
for E. Coli RV308

Temperature (0C)

56
58
60
62

D Value (s)

185
63
26
11

Next Page
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In 1921 Bieglow published the Qi0 theory (57) which
said that

where a! and b' are empirical constants.
Thus the reaction rate constant can be calculated.

Z-Value. The Z-value represents the number of degrees
of temperature required to change the D-value by a factor
of 10. The Z-value is denned as the slope of log D versus
temperature. This is a straight-line graph.

The D values determined for the various temperatures
can then be used to calculate the Z-value for a steril-
ization process. Knowing the Z-value allows determin-
ing lethality at a particular temperature compared to
a known lethality delivered at a reference tempera-
ture:

where

R = reference temperature having a known D-value
(lethality)

T = temperature
Fn = the equivalent time at the reference temperature

required to produce the level of lethality delivered
at temperature T.

Dividing FR by DR gives the log reduction achieved at
temperature T per unit time.

Del Value (v)« The Del value is frequently used in
analyzing sterilization. The heating up and cooling down
phases provide a finite kill effect of contaminant in
addition to the sterilization hold phase. (The Del value
accounts for this effect and can be described as the loge
of the population survival ratio throughout the whole
sterilization cycle.)

and,

Note that

For a complete cycle, the overall Del value is determined
according to the following equations:

In practice, the heating and cooling curves are integrated,
and Del may be determined. Del factors represent the
number of loge (or log10 /2.303) reductions in population
throughout the whole sterilization cycle.

Principles (Unambiguous Flow of Steam)

The multiple addition lines and integral components that
must be sterilized to ensure aseptic operation during
the production phase complicate sterilization of fixed-in-
place systems. It is important to design a sterilization
cycle to ensure that saturated steam at 1210C contacts
all of the equipment surfaces and areas for a specific
duration to guarantee achieving design V factor at all
locations. It is not possible to sterilize all skid components
concurrently because steam would be required to flow
in multiple directions and would be difficult to direct.
Sequential sterilization of systems is likely to be needed.
Many valves will be needed to enable the flow of steam
in the correct direction. The commonly used steam block
valve arrangement is a key element in SIP. Steam blocks
may be unidirectional or bidirectional (Fig. 11).

During the heat-up phase, condensate is produced and
must be eliminated from the system to prevent cool spots
and hindering steam flow. Steam traps are used at suitable
points in the system, and piping is arranged with slopes
to enable condensate drainage to the steam traps. Vents
are placed at equipment high points to accelerate air
displacement by steam. Steam supply pressure should be
regulated to 20-30 psig to ensure that steam can enter
sterilizing areas at 15-psig pressure when pulse control
valves are opened.

Manual. Manual sterilization involves sequential oper-
ation of steam supply, steam trap bypass, and vessel-
associated valves by an operator. The following simplified
operations are the basic elements for achieving empty
vessel sterilization.

• Open vessel drain valve
• Open gas exhaust line valves (if pressure-regulating

valve is in-line, open the valve manually at the
controller).

• Open all steam trap valves, and open steam trap
bypass lines.

• Open up steam lines to vessel inlet nozzles (gas inlets,
nutrient, acid/base) and the vessel jacket top valve.

• Close the exhaust line valve and steam trap bypass
lines when steam is exiting the steam trap bypass
lines and the vent lines.

• Ensure that steam is flowing into the vessel and
is exiting through the drain-line steam trap and
the exhaust filter line steam trap. Check that the
individual TD steam traps are functioning correctly.

• Monitor the temperature during heat-up (use an
external thermowell thermocouple or thermometer).



• After 5 minutes at 10O0C close the exhaust line
valve, and regulate the inlet steam supply pressure
at 15-20 psig at the steam PRV valve.

• As the vessel temperature approaches 1210C regulate
the supply steam pressure to 15 psig.

• Sterilize for 30-60 minutes for empty vessel
sterilization.

• After sterilization shut off the steam supply, and
allow the vessel to cool to 1100C. If there is a cooling
jacket start the flow of cooling water through the

jacket. Open the exhaust valve, and close the harvest
valves.

• When the vessel temperature reaches 105-110°C,
flow sterile air into the vessel to maintain 5-10 psig
pressure during cool down.

• Cool the vessel to the desired run temperature using
the jacket temperature control loop.

Automatic. Automatic SIP is most commonly used on
skid systems where many valves are in the sterilizable

Figure 11. Steam block assemblies. Single block assembly (a) for sterilization of a media addition
line. Double block assembly (b) for sterilization of a transfer line pre transfer and tank and
transfer line post-transfer.
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zone. A sequential program that automatically opens and
closes valves during the progressive stages of the SIP
cycle drives the sterilization cycle. Purging of air from
the system can be accelerated by incorporating steam
trap bypass lines that include a pulse open/closed solenoid
valve. This is a suitable feature for automated systems.
The pulsed valves open in the early heat-up phase and
then close as the air and condensate are removed. A
temperature sensor in the purge line could provide the
threshold signal for opening/closing the solenoid valve.
The valves are of the fail-closed design option, that is in
the absence of electrical or pneumatic actuation they are
closed.

A sequential program cycle for a bioreactor may be
divided into the following nine stages.

Idle. This represents the vessel downtime configuration
when SIP is inactive.

Heat to Purge. Vessel temperature is raised from
ambient to a purge temperature (100-1050C). The next
stage is initiated when the temperature reaches the purge
temperature.

Purge. The vessel temperature is maintained at the
purge temperature for a specified period of time. The
trigger to move to the next stage is when the elapsed time
equals the purge time entered in the controller. Purge time
is in the range of 2-10 minutes.

Heat to Sterilize. In this stage, the air exhaust system
is closed, and the vessel temperature is increased from the
purge temperature up to the sterilization temperature.
Steam passes into the vessel and vessel jacket, and
condensate is removed through the steam traps. When
the sterilization temperature (1210C) is reached, the next
stage is initiated.

Sterilization. The vessel temperature is maintained at
the sterilization temperature for a designated period of
time. When the timer clock indicates that the designated
duration has elapsed, the next stage is initiated.

Cool to Vent. The steam supply to the jacket of the
vessel is shut off, and chilled water enters the jacket. The
circulation loop is initiated, and the vessel temperature
decreases to the stipulated vent temperature (~105 0C).

Vent. The air inlet valve opens to allow air to enter
the vessel thereby preventing the possibility of a vacuum
forming on further cooling.

Cool to Run. Temperature is decreased to the stipulated
operating temperature.

Run. Run is the initial fermentation configuration, and
the valves are positioned to allow the control loops to
function. The system-specific valve-sequencing program is
established, and a step logic program is entered into the
sequence controller.

Steam. Some basic definitions for steam follow:

• Live steam is steam at temperatures greater than
100 °C or greater than 1 atmosphere pressure.

• Saturated steam is steam at the dew point.
• Superheated steam is steam above the dew point.
• Service steam is steam used for general purposes;

it may be contaminated with dissolved components
of the feed water, rust, scale, water treatment

chemicals, feed-water additives used to purify the
boiler water, and volatile organic additives, typi-
cally amines and ammonia derivatives that help
prevent corrosion. Examples of boiler water addi-
tives are sodium hydroxide (pH 13.2), sodium bisul-
fite, sodium sulfite, morpholine (pH 11.4), cyclo-
hexylamide, and diethylaminoethanol (pH 11.2). The
impurities present can be pyrogenic, (i.e., cause
increased temperature) if present in pharmaceutical
drug substances that are injected.

• Clean steam is steam free of pyrogens and chemicals,
that is produced from demineralized and prepurified
feed waters. Clean steam should be generated from
stainless steel stills with stainless steel condensers
and tubing.

Clean steam is characterized as dry saturated steam,
having no additives, relatively low pH, and equal in purity
(when condensed) to the water purity acceptable for final
rinsing of drug contact surfaces.

When water changes phase from liquid to vapor in the
form of steam at a given pressure, heat is added without
changing the temperature of the fluid. By increasing the
heat input into the water, the amount of steam produced
is increased. Under constant pressure, the enthalpy value
increases in proportion to the temperature until the boiling
point is reached. While the water is changing phase,
the temperature remains constant, but the enthalpy is
increasing.

For a given pressure, enthalpy of water at the boiling
point is commonly referred to as hf. This is the value of
enthalpy for water that is on the verge of boiling, also
known as saturated water.

The temperature at which the phase change occurs is
known as the saturation temperature.

At this point, heat can be added until all of the water is
changed into steam without changing temperature. When
this happens, the value of enthalpy is referred to as /ig,
and this is known as saturated steam. The values of hf
and hg are tabulated in standard steam tables (Table 8).

Additionally, there is a value /ifg that indicates the
amount of steam necessary to go from saturated water to
saturated steam. This value relates to the quality of steam.
When the amount of steam is half of the total weight, the
steam quality is said to be 50%. When the amount of steam
is equal to the total weight, the steam quality is 100%.
Because this quality is generally not achievable in real
circumstances, the accepted industry standard for steam
quality is 99.5%.

Steam Traps and Drains. Steam traps are a critical
component in SIP systems. A steam trap is a self-actuating
valve that opens in the presence of condensate and/or
noncondensable gases (air, CO2, H2 present in steam)
and closes in the presence of steam (58). Steam traps are
present in equipment that uses steam for sterilization.
They are placed in lines draining condensate from the
bioreactor. Several types of steam traps are available.
Mechanical traps operate by the difference in density
between steam and condensate. This category includes
float and thermostatic traps and inverted bucket traps.



Thermostatic traps operate on the principle that saturated
process steam is hotter than either its condensate or steam
mixed with noncondensable gas. When separated from
steam, condensate cools below the steam temperature. A
thermostatic trap opens its valve to discharge condensate
when it detects a lower temperature. Balanced pressure
and bimetallic traps and liquid and wax expansion
thermostatic traps are included in this category.

Thermodynamic traps (TD traps) are the most com-
monly used traps in biotechnology applications. The TD
trap uses the velocity and pressure of flash steam to oper-
ate the condensate discharge valve. The discharge valve is
a simple flat disc (see Fig. 12). When closed, the flat disc is
lying on the flat seat covering both the inlet and discharge
orifices. Cool condensate at process pressure readily flows

through the orifice, lifts the disk, and flows over the seat
to the discharge orifices. When condensate reaches steam
temperature, it flashes, which causes a decrease in pres-
sure below the disk as the gas velocity increases, and
the disk is forced down onto the seat which then seals
the orifices. A TD trap can remove air from the system
at startup but not if the system pressure increases very
quickly because high velocity air, like flash steam, can
force the disc closed and seal the orifice. Thus TD traps
often require a separate air vent or bypass when used on
batch applications that shut down and start up frequently
and rapidly, for example, batch bioreactors. Because the
TD trap has only one moving part, the disc, it is extremely
rugged. TD disc traps are available in SS316L and with
NPT or tube ends for f", §", |", §" and 1" tubing (59). They
may be installed in any position and are compact and easy
to maintain.

Steam condensate is collected in the drain pan. A drain
is essentially a fluid collection device that is separated from
the process piping by an air gap which prevents pressure
backup into the system. Drains should have sufficient
capacity to handle full flow of fluids. Drains are connected
to the facility floor drains. The air gap in a drain also
prevents back-siphoning of waste into process equipment.

Ethylene Oxide. Ethylene oxide (EtO) can be used to
sterilize materials that cannot be sterilized by heat. This
may be performed by direct batch exposure to EtO or in
a suitably designed gas-diffusion system (60). In a gas-
diffusion system, a package is wrapped in a permeable
material typically of low-density polyethylene (LDPE) film.

The direct batch gas sterilization process loses efficiency
as product lot size increases as a result of the progressive
increase in the load density. By comparison, productFigure 12. Representation of a TD steam trap.

Condensate
discharge

orifice Disc

Table 8. Steam Table

Gauge
Pressure

(psig)

O
1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18
19
20

Absolute
Pressure

(psia)

14.7
15.7
16.7
17.7
18.7
19.7
20.7
21.7
22.7
23.7
24.7
25.7
26.7
27.7
28.7
29.7
30.7
31.7
32.7
33.7
34.7

Temperature
(0C)

100.00
101.89
103.61
105.28
106.94
108.56
110.00
111.33
112.67
113.94
115.22
116.44
117.61
118.78
119.94
121.00
122.06
123.11
124.11
125.11
126.00

Heat Content

Sensible
ht

(kJ/Kg)

419.0
427.0
434.4
441.4
448.1
454.6
460.7
466.5
472.3
477.9
483.5
488.6
493.7
498.6
503.2
507.9
512.3
516.7
520.9
525.1
529.0

Latent
hfg

(kJ/Kg)

2257.1
2252.0
2247.3
2242.9
2238.5
2234.3
2230.6
2226.8
2223.1
2219.6
2215.9
2212.7
2209.4
2205.9
2202.9
2199.9
2197.1
2194.1
2191.5
2188.7
2186.2

Total
hi

(kJ/Kg)

2676.1
2678.9
2681.7
2684.3
2686.6
2688.9
2691.2
2693.3
2695.4
2697.5
2699.4
2701.2
2702.9
2704.5
2706.1
2707.8
2709.4
2710.8
2712.4
2713.8
2715.2

Volume
Steam

Vg
(m3/Kg)

1.673
1.573
1.486
1.405
1.336
1.274
1.211
1.161
1.117
1.074
1.030
0.993
0.955
0.924
0.893
0.868
0.837
0.812
0.793
0.768
0.749



sterilized in a biological indicator evaluation resistometer
(BIER vessel) has only one layer of protective barrier that
separates the product from the critical process elements
(temperature, humidity, and EtO concentration).

Ethylene oxide sterilization is effective only in defined
humidity ranges. Moisture levels of 20-40% were used
to inactivate spore samples (61). These levels are rarely
employed by the sterilization industry. The original Kaye
and Phillips experiment was performed directly on a
microbial site that did not include multiple layers of
packaging to hinder gas permeation.

A modern, industrial-size vessel typically injects steam
into the headspace until a relative humidity of 50-80% is
achieved. Additional steam is used to maintain the high
level of humidity throughout the conditioning dwell. The
same holds true for EtO concentration. Although a BIER
vessel may inactivate spores with a sterilant concentration
of 350 mg/L, industrial vessels use 600-1000 mg/L.

EtO gas-diffusion technology is a safety-conscious, effec-
tive, and efficient way for routine terminal EtO steriliza-
tion of small components. By controlling temperature and
humidity and selecting packaging materials with compati-
ble EtO permeation properties, a gas-diffusion sterilization
system can be installed, validated, and operated to deliver
six logs of lethality (SAL) in 10-12 hours of exposure.

Hypochlorite. Hypochlorite has frequently been used
for surface disinfection. It has broad antimicrobial activity,
rapid bacteriacidal action, is stable in water. Other
advantages are high solubility and nontoxicity at use
concentration. The active species is hypochlorous acid
(HOCl). Spore-forming organisms are more resistant than
vegetative organisms and viruses. It should be noted
that heavy metals can reduce its sterilizing ability.
Hypochlorite is used in water to prevent bacterial
colonization. Hypochlorite contains chloride ions that
can cause pitting of stainless steel or stress corrosion
cracking around welds at temperatures greater than 50 0C.
In general, bleach is used reluctantly for the cleaning
and sanitizing of stainless steel equipment. If fermenter
cooling water is chlorinated, care should be exercised to
drain and flush the cooling system before sterilization. In
large vessels, the coils may be left filled with water during
sterilization.

Vapor-phase sterilization of seeds can be accomplished
by overnight chlorination. Seeds are incubated in the
vapor phase of acid-treated bleach in a fume hood. Such
procedures are limited to very small-scale operation due
to the toxicity of chlorine.

Monitoring and Control

A bioreactor is a complex system that requires preventive
maintenance to assure smooth operation. Leaky seals
resulting from faulty O-rings and gaskets may result in
loss of the process through contamination. Contamination
control in production is based on initial good design
and high standards of fabrication for the equipment and
its support systems, piping, valves and seals. Operator
training, adequate sterilization procedures, and ongoing
preventive maintenance programs go a long way toward
minimizing the risk of contamination. A laboratory logbook

is useful for recording maintenance activity. Bioreactor
skid supply lines contain numerous connections that
depend on gaskets for correct functioning and maintenance
of asepsis. Careful selection and checking of gaskets is
important. All flanges and fittings should be checked
routinely to ensure correct sealing and operation.

Once the basic procedures for SIP are in place, it
is important to investigate the procedures through a
testing method that will detect any potential flaws in
the equipment setup or method. Flaws may exist in
the components in the system, aberrant procedures, and
operator errors, or in utility deficiencies.

Thermocouples can be placed inside equipment to
monitor the SIP process. Special gaskets are available with
features that enable inserting a thermocouple through a
sanitary standard flange (62). For example, it is possible
to insert four probes through a single gasket-clamp
connector. These devices, along with the temperature
probes and data logging equipment, enable thermal
mapping and validation of the sterilization process. Special
gaskets, which accommodate biological indicator (BI)
devices such as Bacillus stearothermophilus bacterial
spore strips, can be used to investigate the SAL values
at various places during the SIP cycle.

Dummy Runs with Bacterial Culture Media. System
integrity may be tested using a sterile run method. This
involves incubating the bioreactor system with a suitable
bacterial growth medium to allow investigating system
integrity. A carefully planned sterility test will enable
the user to investigate the equipment and associated
operational procedures. Growing bacteria doubling times
range from 20 minutes for wild type E. coli to 6 hours for
some yeasts and fungi in nonoptimal conditions.

Cell-culture media provide a rich nutritional environ-
ment for potential contaminating microbes. Using cell-
culture medium is an expensive proposition for large-scale
sterility testing at a cost of $10 L"1. Sterility can be
checked economically by using simple microbial growth
media in the bioreactor. Lauria Broth (LB) requires few
components, involves simple preparation, is cheap, and
will provide adequate nutrition for a range of bacteria.
The LB medium consists of

10 g • L"1 Bacto tryptone
S g L " 1 Bacto yeast extract
10 g • L"1 NaCl

To prepare the LB medium, fill the vessel to approximately
70% of the final operating volume, and add the solid media
components with mixing. Heat the medium to 500C to
dissolve the components.

Adjust the pH with NaOH to 7.0, and add further DI
water to final operating volume. The bioreactor should be
set up with probes and associated systems in the same
way as the intended culture process. The LB medium
can be sterilized in place in the vessel at 1210C for
20 minutes. After sterilization the LB medium is cooled
to 300C. Add sterile glucose to the vessel to give a final
10 g/L concentration. The agitation is set to provide surface
aeration, and the vessel is incubated for 1-2 days. A



250-100OmL sample of medium can be removed after
each stage of the test. This sample can be further incubated
in a shaker flask to increase the sensitivity of detecting
of contaminants in the bioreactor. In the subsequent step
of the bioreactor sterility test, the aeration is activated
(if it is part of the process being tested), and the vessel
is incubated for a further 1-2 days. In the third stage
the nutrient additions are activated, and a defined volume
(0.1% v/V-1% v/V) of nutrient is added to the LB medium.
Contamination is evident by growth in the shake flask
samples followed by decreasing DOT in the bioreactor
because O2 is taken up by contaminating organisms.
The sensitivity of the detection method depends on the
contamination level that may be present after sterilization
or after initiating the subsequent stages of the test.

Given:

• SOUR is approximately 1.5 mM. hr"1- A650-1 for
bacterial contaminant (63).

• 1.0 OD 650 is - 2 x 106 cell • mL"1.
• Specific growth rate JJL of contaminant of 1.0 hr"1 (i.e.,

a doubling time of 0.693 hr).
• DOT of 100% air saturation is 240 JIM O2 for air-

saturated water.

We calculate that an A 650 of 0.02 (4 x 104 cells mL"1)
is required to give a 10% decrease of DOT per hour. This
is a sensitive test of contamination in conditions where
aeration is not provided.

Incubating samples from the reactor in shakers may
increase contaminant detection resolution. The bigger the
proportion of the sample relative to the bioreactor, the
higher the sensitivity of the assay. If a single viable
contaminant is present in the sample, it will be evidenced
by the development of turbidity over the 7-day duration
of the test. The most sensitive test would be to filter the
entire test medium through a 0.2 um sterile filter and
then incubate the filter in nutrient agar to detect a single
contaminant colony. This would be problematic because
it may not be possible to filter the large volume of media
aseptically and with typical test filters, and the test would
be limited to one time. Removing a large volume into
a shaker or sterile bag may increase sensitivity to 1-2
contaminant s/L.

The LB medium does not provide a universal growth
medium that supports a wide range of contaminants. This
may be addressed by incubating the LB medium sample
in small volumes of cell culture media after sampling or
else into other selective media. Aliquots removed from the
sterility test can be incubated under different conditions
in other media such as indicated in Table 9. Tests should
be incubated for at least 7 days.

Contamination can be detected by visual checking (Aeso)
or with a microscope at 40Ox magnification. Contaminants
detected should be typed using a commercial microbial
identification kit. Typically, Pseudomonas sp. are of
aqueous origin, Bacillus sp. airborne, and Staphylococcus
sp. are typical of handling contamination.

Leak Testing. After completing the assembly of the
empty clean bioreactor vessel, it is wise to perform a
simple pressure test before the sterilization process to
ensure that seals and gaskets are providing the necessary
sealing. Internal vessel surfaces should be dry before a
pressure test because small deformities may be filled
with water, which is held by capillary action and will
not be displaced by the 10-15 psig overpressure used
in the test. First, make sure that all vessel fittings
are securely fastened, caps are tightened, and silicone
tubing is clamped shut. Attach a pressure gauge to the
exit exhaust gas filter. Connect a 12-psig, regulated air
supply line to the inlet air filter, and pressurize the
vessel to 10 psig. When the vessel pressure has reached
10 psig, clamp the inlet gas line, and hold for 30 minutes.
The pressure should not drop by more than 1 psig for
a vessel of approximately 100 L in volume. For larger
vessels, a longer period of time will be necessary to detect
the drop in pressure caused by a small leak. During
the pressure test, connections and probe holders can be
inspected using a soapy-liquid squirt bottle. Dispense the
soap around potentially suspect components, for example,
probe insert ports, top port connections, and silicone
tubing connections. A leak is detected by observing a
foam layer around the leak. After pressure testing, slowly
release the pressure in the reactor through the exhaust
line.

A pressure test will indicate a poorly seated gasket
and other faulty leaking components before sterilization,
and so is worthwhile in leading to greater certainity
of achieving successful asepsis after sterilization. For
large-scale skid systems of high volume, a pressure
hold test may not be entirely successful in identifying
problems. Very sensitive testing is possible using tracer
gases such as Freon or sulfur hexafluoride. Indeed
such methods have been used for integrity testing of
large-scale fermenters in the pharmaceutical industry
and can detect the presence of microscopic leaks. The
cooling coils in large industrial fermenters are likely to
contain many welded sites that may develop microscopic
leaks which can cause contamination of the bioreactor
through ingress of cooling water contaminants. The coils
can be pressurized (20-30 pisig) with a Freon 12 gas
mixture. Leaks are indicated by the accumulation of
Freon in the fermenter which is detected by a halogen
gas detector (64).

Table 9. Media and Conditions for Sterile Test

Medium

Thioglycollate
broth

Sabouraud's
medium

Blood agar plate
(streaked sample)

Deoxycholate
plate (streaked sample)

Cell-culture medium
(250-mL shake flask)

Temperature

200C

+

+

37°C

+

+

+

+

H-

Aerobic

+

+

+

+

+

Anaerobic

+

+



CHARGING

Bioreactors and ancillary feed tanks are charged with
liquid media components. Typical bacterial, yeast, and
plant cell culture media can be autoclaved or sterilized in
place. Some components, for example, vitamins, are heat-
sensitive and would be added as poststerilization sterile
additions. The cell-culture medium is not autoclaved
and must be sterilized by filtration. Sterile media may
be stored in commercially available (65) y-irradiated
polyethylene-vinyl acetate sterile bags or transferred to
the bioreactor. Sterile media would normally be stored
at cold room temperature (2—10 °C). Sera supplied by
various manufacturers are triple-filtered sterile solutions.
Other manufacturers may supply y-irradiated sterile
serum. When serum is required in the medium, it is
added to the bioreactor as a sterile addition using a
sterile addition vessel through a sterile connection. Filter-
sterilized protein additions, for example, growth factors,
are similarly added as sterile additions.

Ancillary tanks are charged with base for pH control,
specific nutrients for batch-fed and perfusion bioreactors,
and may be antifoam. Addition tanks may be empty
vessel-sterilized or autoclaved, and the component is
added aseptically to the sterile tanks or vessel. Sodium
hydroxide (0.1-1 N) is filter-sterilized into the storage
vessel using a polysulfone-based 0.2-um sterilizing filter.
Potassium hydroxide is sterilized in place or autoclaved
if it is to be used (rarely used in pH control). Antifoams
such as PPG 2000 are diluted and sterilized in place
or are autoclaved. If ammonium hydroxide is used, it

is obtained as a sterile concentrated ammonia solution
that can be diluted with sterile water and aseptically
transferred to a presterilized vessel. Fluid is transferred
by various simple methods, which are described in the
following sections. The equipment layouts are illustrated
in Figure 13.

Fluid Transfers

Following SIP or autoclaving, media can be transferred to
the bioreactor. Small-scale bioreactors are assembled with
sterile tubing connected to the inlet ports. This tubing will
consist of a length of silicone tubing (size 15, 16, or 24)
attached to a length of Pharmed tubing (size 15 or 24)
and finally a short length of C-flex tubing (size 16) which
is fitted with a terminal sterile 47-mm disposable vent-
type filter that prevents ingress of contaminants after
sterilization. This standard setup is present on all lines
that use a peristaltic pump with a size 15, 16, or 24 head
and require sterile connection to media or base or other
fed tanks. Pharmed tubing is robust and suited for use
in peristaltic pump heads. The soft C-Flex tubing can
be sterilely welded to other tubes fitted with terminal
C-Flex. In small-scale and pilot-scale operation, medium
may be stored in sterile bags thereby saving capital for
the purchase of tanks. The sterile gamma irradiated bags
have found much use in recent years for small-scale cell
culture operation in conjunction with the sterile-welding
technology. In larger scale systems, the media would be
stored in sterilizable tanks or made fresh and 0.2-|Lim
filter-sterilized into the bioreactor.

Table 10. Postinoculation Sampling Matrix

Sample

1. Sterile sampling of
medium

2. Sterile sample of
medium from
bioreactor

3. Test of growth medium

4. Test of growth medium
after transfer
manipulations and
residence in bioreactor

5. Test of growth medium
after inoculation
manipulations

6. Test cells
preinoculation

7. Test cells
postinoculation

Medium (additions present)

Sterile medium from supply
vessel or bag pretransfer to
bioreactor

Preinoculation medium from
bioreactor

Sterile medium from supply
vessel or bag pretransfer to
bioreactor

Preinoculation medium from
bioreactor

Postinoculation medium;
aseptically centrifuge out
cells, and decant and save
medium

Sterile medium from supply
vessel or bag pretransfer to
bioreactor

Sterile medium from supply
vessel or bag pretransfer to
bioreactor

Inoculation Cells

None

None

Healthy growing stock cells
(from culture deposit or
research source)

Healthy growing stock cells
(from culture deposit or
research source)

Healthy growing stock cells
(from culture deposit or
research source)

Cells from inoculum vessel
sample diluted to original
inoculation density

Cells from bioreactor
postinoculation aseptically
centrifuged to concentrate
and then diluted to original
inoculation density

Comments

Observe for any contaminant growth
over 7 days

Observe for any contaminant growth
over 7 days

Test medium for growth (specific
growth rate /x and capacity—cell
yield)

Test for possible medium transfer
effect on medium and
bioreactor/medium interactions; any
decrease in /x and yield from test 3
may indicate that changes to
medium have occured

Test for possible inoculation effect on
medium; any decrease in /x and yield
from test 3 and 4 may indicate that
changes to the medium have occured

Examine /x of cells to determine any
decrease in cell function; tests
health of inoculum

Examine /x of cells to determine any
decrease in cell function; compare
with (7) to determine any effect on
cell health during the inoculation
process



Figure 13. Charging media to bioreactor. Tank overpressure, pumping, and nitration are used
for transferring media to the sterilized vessel. Valve arrangements provide a means to sterilize
addition lines pretransfer.
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Overpressure or Sterile Air. Sterile media can be
transferred from the sterile storage tank to the bioreactor
using gas pressure as the driving force. This requires that
the storage tank be designed as a pressure vessel. Because
the storage tank would most likely possess a cooling
jacket to preserve media at 2-12 0C, it would already be
rated for external pressure and be capable of meeting the
design criteria for internal positive pressure. Bicarbonate-
containing cell-culture media are stored under 95% v/v/air,
5%v/v CO2 to maintain the bicarbonate buffer system
at a stable pH (7.2-7.4). The gas mixture is delivered
through a steam-sterilized 0.2-|im hydrophobic gas filter
to the top dish port. A pressure of 10-15 psig is applied
to the vessel headspace. A steam-sterilizable transfer line
is present between the medium vessel and the bioreactor.
The fundamental operations for sterile transfer are as
follows. (Fig. 13a):

• Charge the medium vessel with sterile medium, and
close the drain port valve. The bioreactor media
transfer port inlet valve D-5 is closed.

• Open steam supply valves S-I and D-2 to medium
vessel drain port and transfer line. Open the steam
trap valve D-I on the bioreactor transfer port steam
block assembly and D-4 at the bioreactor inlet port.

• Steam the transfer line for 30 minutes at 1210C.
• Shut off the steam supply to transfer line valves

S-I and D-2, and allow the line to cool to ambient
temperature. Pressurize the empty bioreactor with
sterile air at 10 psig and open valve D-5, close D4,
and allow air to push condensate out through D-I
until the temperature falls below 1000C.

• Close the steam trap isolation valve D-I at the
medium vessel.

• Maintain positive pressure (5-10 psig) in the trans-
fer line during cooling.

• Pressurize the medium vessel to 15 psig with a sterile
air/CO2 mixture (if not, bicarbonate-based medium
system air can used).

• When the line is cooled to ambient temperature, begin
the medium transfer. Open the medium vessel drain
port T-I and the bioreactor inlet port D-5. Open the
bioreactor exhaust line valve D-8.

• When the prescribed volume has transferred (indi-
cated by bioreactor or media vessel load cell or level
sensors), close the medium vessel drain port valve
and allow the line pressure to dissipate into the
bioreactor.

• When the transfer is complete, close both the
bioreactor inlet port valve D-5 and the medium tank
valve T-I.

Pump (Sterilized). Small volumes of sterile media may
be transferred between vessels or from sterile media bags
through sterilized silicone/Pharmed tubing. A peristaltic
pump is used for the transfer. Flow rates are relatively
slow, and this method may not be suitable for large scale
operations. In small-scale operation, the method allows
precise volume transfers. The highest flow rate possible
with a peristaltic pump is 1000 Lph with large tubing

sizes. More typically, flow rates for common peristaltic
pumps are in the range of 0.1-1 Lpm.

In larger systems, the pump must be sterilizable in
place. A steam-sterilizable rotary lobe pump can be used
for this application (66). Transfer line steam-sterilization
is as described in the example of pneumatic transfer.

Through Sterilizing Filter. Nonparticulate liquid media
may be sterilized by filtration through an absolute 0.2-|um
liquid filter. Manufacturers supply presterilized liquid
filters. For small-scale operations, these filters may be
setup with sterilized silicone/Pharmed tubing and used in
a transfer line to the bioreactor. In large-scale operations,
it is usual to insert the filter in a stainless steel housing
located in the sterilizable transfer line. The filter is
steam-sterilized in the forward direction and cooled with
concomitant air pressurization on the upstream side of the
filter cartridge to prevent backpressure on the cartridge.
In clinical manufacturing, sterilizing filters must be
validated by an integrity test after use (67). The integrity
test is performed by either a bubble-point or diffusion-
forward-flow measurement (68). In a bubble-point test,
the filter is removed and placed in a test housing and
wet. The micropores of the filter contain water held by
strong capillary forces. Upstream air pressure is increased
stagewise and held for a short period of time. At some
pressure, the water will be pushed out of the capillaries by
the air pressure, and the upstream pressure will collapse
as air bubbles pass through the filter. The pressure at
which this occurs is known as the bubble-point pressure
and is a function of the size of the pores:

where P = bubble-point pressure
d = pore diameter
k = shape factor corection

cos 0 = liquid-solid contact angle
a = surface tension

A 0.2-jam filter has a bubble point between 40-50 psig
depending on the specific materials and manufacturer. In
another test, the decrease in pressure as oxygen diffuses
across a wetted membrane is measured over a fixed time
period.

where D = diffusion rate (ml.min"1)
t = time (mins)

Pa = atmospheric pressure (psi)
yh = upstream reservoir volume of apparatus (ml)
AP = pressure drop (psig)

Filter integrity is validated by a suitable bubble-point
result or by a diffusion test pressure drop within the
manufacturer's specification.

Filters are available as 4" and 10"-30" pleated
cartridges which provide approximately 5 to 15 ft2 of
surface area (69-71). Low protein binding filter materials
should be used when filtering media that contain low



levels of growth factors or other medium proteins. Bio-
inert type materials are available from manufacturers
(e.g., Pall with nylon 6, 6 polyamide.) Clean water
flow rates of these cartridge style membranes are in
the range of 0.2-0.5 L min"1 ft~2 • psig"1. Sanitary 3-
A design housings are available with a double O-ring
cartridge seal.

Volume Control (Weight, Level)

During transfer of media to the bioreactor, it is desirable
to monitor the progress of the transfer by measuring
the volume or mass transferred. As liquid enters the
bioreactor, the weight increases as mass is added. A load
cell can measure the mass of the reactor. Alternatively, a
capacitance level probe (72) could be used to indicate when
the liquid has reached a predetermined level and provide
a signal to stop the transfer pump or close valves in the
transfer circuit.

A floor load scale can be used for mobile vessels up to
500 L in operating volume. Fixed-in-place tanks require
skid-mounted load cells to measure the vessel weight.
Volume control can be achieved by activating of a feed
pump to maintain a fixed volume. A common method of
volume control in a perfusion system is to set the tank
dilution rate by controlling the medium outlet continuous
pump at a set flow rate and using a level sensor or load
cell to regulate the flow rate from the fresh medium inlet
pump. The flow control may be by PID pulsed on/off control
or by PID regulated continuous flow rate. Continuous flow
control is recommended in high-density cell culture.

Typical arrangements for simple liquid level control are
shown in Figure 9.

Foam/Tangential Inlets

Foam results when bubbles persist at the liquid surface.
Because the medium will contain proteins and other foam-
generating materials (high surface tension), it is usual to
experience foam in bioreactors that are sparged. When
frit spargers are used, a stable fine textured foam may
persist throughout a run (73). The foam layer will provide
a gas mass transfer resistance between the headspace
and the liquid surface. This may lead to a small increase
of the pCC>2 of the culture during the production phase.
Larger diameter bubbles do not tend to form stable foam
packs and can be used to break down the foam layer to
a certain extent. Foam may be entrained in the exhaust
lines where it may coat and block exhaust filters and lead
to a failure to control the bioreactor at optimal conditions.
To avoid catastrophic foam-out problems, a break tank
can be installed between the vessel and the exhaust filter.
Foam may lead to specific CIP complications when the
foam transports cellular material and media into the filter
housing and top-plate nozzles.

Foam can be detected by a conductivity probe that can
send a signal to alert operators or to initiate addition of
antifoam in standard type bacterial culture. Antifoam
agents are potentially toxic to cell culture and are
rarely used in foam control. Mechanical devices are most
often the choice for cell culture foam separation during
the production phase. Defoaming has been achieved by

inserting a preformed polysiloxane hydrophobic screen at
the top of the liquid surface in an ascites suspension
culture (74).

During transfer of the medium in the preparative
phase, it useful to add the liquid components through
vessel side ports. Ideally, these ports would be arranged
tangentially on the side of the vessel. This minimizes the
degree of splashing and air entrainment during addition
and the formation of a foam layer on the surface of the
media. There are also designs in the patent literature
that describe abatement of foam using tangential inlets
coupled with a low rpm centrifugal separator (75). Foam
layers may impede the ability to adjust pH correctly
if base is retained in the foam layer after addition
through a top-plate nozzle. It is advisable to set the pH
controller on manual or the integral function at a low
value in attempting to adjust the pH when a foam pack
exists.

Sterile Connections/Disconnections

Following sterilization, it is necessary to connect feed
tanks, base tanks, sample lines, and perhaps gas lines to
the bioreactor. Small autoclaved systems are usually set
up with flexible tubing for later connections. Sterile tubing
may be connected by using a sterile tubing welder. These
devices are supplied as medical devices for connecting
tubes aseptically (Terumo Medical Corporation Elkton,
MD 21921 USA SCD HB Sterile Tubing Welder). The type
of tubing used to make a sterile connection can be PVC
with a nominal OD of 0.21 inches and a wall thickness of
0.030 inches. Users of this equipment have had successful
results in fusing thermoplastic tubing such as C-Flex (size
16). The equipment is portable and can be operated inside
a class 100 hood if required. The SCD welder makes
a sterile connection between the two lengths of tubing
by thermal welding. Two pieces of tubing are placed in
the tubing holder on the machine. The welding wafer
heats to approximately 500 0F ensuring sterility and melts
through both pieces of tubing. With the wafer maintaining
a functionally closed system, one tubing holder moves
back to align the two pieces of tubing being connected. The
instrument then simultaneously retracts the wafer and
welds the tubes together. The two pieces of tubing to be
welded together should be previously autoclaved and have
a terminal 0.2-jjin 47-mm disc air filter. Because the tubing
size is limited to size 16 with a nominal ID of 0.21 inches
the flow rate of fluids is restricted. Exhaust gas flow rates
of >5 Lpm may cause some pressure buildup in this small
diameter tubing. If a line is to be severed or removed, place
two tubing clamps over the line, and cut distally from the
fermenter. If the line is to be reused, use a tubing welder
to join a short C-flex tubing length to the vessel C-flex
line.

For larger vessels, larger diameter tubing connections
must be made. It is not possible to make a strict sterile
connection between two hoses without steaming after-
ward. Where aseptic connections are required to link
equipment, such as tanks, it is important to include
steam-block arrangements in the interconnecting lines
(Fig. 11). Steam-block arrangements enable sterilization



of the transfer lines independently of the vessel steriliza-
tion cycle.

pH Priming

Before initiating automatic pH control, it is important to
prime the acid and base lines. This involves filling the
lines between the supply tank and bioreactor with acid or
base, setting the controller to manual mode, and manually
pulsing the addition pump or regulating valve to allow the
base or acid to flow up to the vessel. An operator would
have to visually observe the process of priming to assure
that the lines are filled. In very large scale, use of a closed
circulation loop or of an in-line conductivity probe could
automate systems priming. A simplified example of a pH
control loop is shown in Figure 14.

If priming is not done, it is possible that the initial
pH control will overshoot and may cause the cells to
experience wide pH fluctuations. Process control of pH is
best achieved using PID process loop controllers. In PID
control, the difference between the set-point pH and the
actual measured pH would be used to generate a controller
output signal for actuating of the base or acid pump. In
a split PID control loop, the acid and base systems have
individual PID controllers. In a standard PID control loop,
the output signal is calculated from a control algorithm
PID equation.

where E = set-point measurement value
Kc = controller gain (proportional)
t{ = integral time (integral)
£d = derivative time (derivative)

This expression explains that an unprimed line will lead
to an artificial delay in the change of the pH because
base or acid is not present through the line. This will
lead to an increase in the influence of the integral term,
and a high output value will be calculated, which will
likely lead to an overshoot in pH. To prevent this, the
controller should be set in manual mode during priming
and installation.

Instrumentation Checks

Sterilization may affect the calibration of various probes.
Simple poststerilization checks can be made and any
necessary readjustments can be made.

Temperature. The RTD probe can be checked by
measuring the temperature of the medium with a mercury
in glass thermometer in a thermowell port filled with a
nonvolatile liquid such as glycerol.

pH. As mentioned earlier, a standard Ingold probe
measures pH with an accuracy of 0.04 pH ±0.01 and
a reproducibility of 0.01-0.02 pH units. A drift of the
pH signal may occur in a solution of constant (H+)
concentration. However, the rate of drift should be less
than 0.02 pH units hr"1. Larger rates of drift are usually
due to clogging of the liquid junction.

The response of a pH probe should be 59.19 mV/pH at
25 0C. The response time should be less than 30 seconds.
Slow response time indicates thickening of the gel layer
and accompanies increased electrical resistance, low slope,
and zero-point drift. The aging of the probe is markedly
increased by increased temperature. Normal probe life
is 1-3 years at 200C and less than a week at 1200C.
Repeated dehydration, resulting from leaving a probe
inside a dry vessel before or after a process, decreases
the effective probe life. A dry probe gel layer may
require days to rehydrate. The reference electrode is
also adversely affected when the probe is allowed to dry
out. Salt crystals may form in the reference electrode
liquid junction causing an increase in the reference
electrode impedance. Soaking in 3.8 M KCl may reverse
this effect.

Because of potential problems due to poor storage and
maintenance of probes, several points for maintaining and
checking probes are provided here.

• During downtime, immerse the pH probe tips
in 3.8 M KCl. Do not store at pH > 10 or in
nonionic solutions for a prolonged time because pH
sensitization of the glass may occur which renders
the probe sluggish at low pH.

Figure 14. Process control loop. Feedback control loop showing PID controller. Comparison of the
process pH to the set point value generates an error value. This electronic value feeds into a PID
algorithmic calculation which generates a PID output to open a valve or to activate a pump motor
resulting in the addition of acid (CO2) or base to the process tank.
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• When changing electrolyte or during cleaning, use an
aspirator to remove the entire electrolyte from the
inner and outer reservoirs.

• Clean diaphragm junctions regularly (2-3 process
cycles) when immersion in high protein media
occurs. Place the cleaning solution (supplied by
manufacturer) in a probe cap over the tip, and
invert the probe overnight. The inversion causes
the small hydrostatic pressure to push the cleaning
solution through the diaphragm ceramic frit. Rinse
thoroughly and replenish the probe electrolyte. Allow
1-2 hours for stabilization before calibration and use.
Preferably, leave the probe overnight in 3.8 M KCl.

• Never clean the probe with tissue. It can create a
static charge that will render the probe very sluggish.

Probes are calibrated by a two-point calibration method.
The probe is immersed in a pH 7.0 standard. The standard
electrolyte is pH7.0±0.2pH units at 200C. The probe
reading is adjusted to this value by adjusting the meter
zero. The probe is rinsed and placed in pH 4.0 ± 0.2 pH
unit buffer, and the meter span is adjusted to read pH 4.0.
The process should be repeated once. At this point, the
probe is inserted into the 25-mm Ingold-type vessel port.
In lengthy perfusion-mode bioreactor processes, it is usual
to install more than one probe as backup sensors. Probes
are steam-sterilizable in place.

Several useful diagnostic tests can indicate the state
of a before deciding whether it is reliable and suitable for
in-line duty. Some practical tests are given here:

• A probe that gives a stable reading at pH 7.0 ± 0.2 pH
should indicate a value of pH 4.0-4.15 within
30 seconds after placement in a pH 4.0 calibration
buffer.

• An mV slope of <35mV/pH unit indicates that a probe
has an internal short circuit and should be discarded.
This may be indicated by an unusually high span
value (>140% normal new probe).

• Place a high impedance ohmmeter (10 MQ) in parallel
with the probe, which is immersed in 3.8 M KCl, by
placing one electrode in the beaker of 3.8 M KCl and
locating the other electrode in the probe electrolyte
through the fill hole. Use only Ag/AgCl wires to
prevent half-cell formation. The resistance should
typically be 3-15 kft. If the reading is 2Ok£2 or
greater, the junction is blocked and needs cleaning.

• Electrical resistance between the reference element
and the lead out signal wire should be too great
to measure. However, any detected measurable
resistance indicates cracking of the isolating glass
and electrolyte leakage. This results in an inoperative
probe.

Other indications and cautions for nongel electrolyte
probes are as follows:

• Ensure that the sealing plug is removed from the
probe before use to equalize the pressure of the probe
within the housing. During sterilization at 1210C, the

pressure will increase in the probe as the equilibrium
vapor pressure increases.

• Maintain positive pressure on the probe housing
to create a flow of electrolyte out of the electrode
junction. The probe housing pressure should be
approximately 6-8 psig greater than the sum of
the positional hydrostatic plus vessel head pressure
during operation. Note: A drop of electrolyte should
form at the probe junction at positive housing
pressure if the junction is not blocked. The electrolyte
leak rate is 0.5-1.0 mL/day at 2-bar overpressure.

• For all pH probes, a normal drift of 0.05 pH/day
can occur and is usually corrected by off-line grab
sample and calibration measurement. It is important
in this method that the sampling technique does not
impart an error to the pH correction. This may be a
problem in high cell-density cultures, high/?CO2 and
changing sample temperature. To minimize errors of
this nature, a contained sampling device such as a
siliconized syringe is used.

DO2. Ingold DOT probes give a current of 60 nA
at air-saturation DOT. In N2 saturated solution, the
current should be less than 1% of the air saturation
value. Response time from saturation to N2 should be
45-90 seconds. Probes are stable at constant temperature
and pressure, and the change in output in air saturated
solution is less than 2%/week. The dissolved oxygen (DO)
probe should be plugged in to the amplifier with the power
to the control box on. If the probe has been unplugged
from the amplifier or the power to the control box is off
for more than one hour, the probe must be repolarized
for 12 to 24 hours. Probes that have been unplugged or
have had power interrupted for less than one hour must
be repolarized for approximately two times the power
off/unplugged time period.

Place the probe in air-saturated water, and record the
dissolved oxygen value. This can be set-up using a 2000-
mL graduated cylinder filled with deionized water and
sparging the flask with air at approximately 5 Lpm for
about 10 minutes. Next, place the probe in an oxygen-free
atmosphere, that is, pure nitrogen. Use an empty 500-ml
Erlenmeyer flask sparged with nitrogen at approximately
1 Lpm. The dissolved oxygen reading should drop to less
than 2 to 5% of the saturated air value.

Leave the probe in the nitrogen atmosphere, and record
the minimum steady-state dissolved oxygen value and the
output current or amplifier voltage. If the voltage is greater
than 0.04 volts, the probe must be rejected. If the probe
passes the test, set the DO to zero. Placing the probe in
air-saturated water can check the response time of the
probe. On changing from nitrogen to air-saturated water,
the probe should attain 98% of the air value within 45
to 90 seconds.

The DOT probe is calibrated in the vessel after
sterilization and addition of sterile media. The bioreactor
should be at the run temperature and sufficient media
should be in the vessel to cover the probe. The rpm
is set at a level that gives good bulk mixing. Attach a
95%v/v N2/5% CO2 gas line to the inlet sparger and
headspace inlet filters. Sparge the mixture until the output



signal is asymptotic for >30 minutes. Then adjust the
probe zero on the DO controller amplifier. After the zero
adjustment is completed, disconnect the N2/CO2 line, and
flow 95% air/5% CO2 through the gas inlet lines. When
an asymptotic maximum is achieved, set the span to 95%
airsaturation.

CULTURE INITIATION

Transfer of Cell Inoculum

Inoculum transfer essentially involves transferring an
actively growing culture of cells from one growth vessel
to another larger growth vessel containing fresh medium.
The operation of transferring the culture should impose
little or no physiological stress on the cells. The important
aspects of inoculum transfer are as follows:

• Transfer in minimum time.
• Avoid DOT <20%.
• Avoid foam generation in transfer equipment.
• Preset receiving environmental conditions to run

conditions.
• Set pH at set-point value.
• Set DOT at 95% saturation.
• Set temperature at set point.
• Set an initial low agitation rate (for bulk mixing).

• Sterilize transfer lines and allow them to cool ahead
of time.

Ensure that the vessel valves are in the correct
open/closed positions for the culture run conditions.
Particular attention should be given to ensuring that the
receiving vessel airflow rate is set at a low rate and that
the gas vent (exhaust) line is open to avoid any elevation
of backpressure toward the inoculum vessel or container.
Any backflow of gas could result in foam production in the
transfer lines or overpressurization of the inoculum vessel
and subsequent breakage of connecting joints.

In small-scale vessels, it is possible to locate the
inoculum inlet line below the initial liquid level line.
This avoids the possibility that vessel headspace internal
devices will hinder the inoculum. For larger vessels, a
subsurface transfer line may impart hydrostatic pressure
which must be overcome by pressurizing the inoculum
sufficiently.

Overpressurizing an inoculum vessel can lead to
transient high pCO2 and O2 concentrations and potential
physiological shock to the cells. Transfer is achieved by
using gravity feed or a peristaltic pump to avoid this
problem. Small-scale cultures may be grown in small
spinner jars or flasks that are set up with internal stainless
tubing to facilitate transfer (Fig. 15). The inoculum can be
transferred by gravity feed or by using a peristaltic pump.
The spinner flask should be agitated by gentle swirling
during the procedure. It is generally not possible to
maintain the flasks at temperature in an incubator during
the procedure when the vessels are separated by distance.
The flask could be wrapped in insulating foam for the short
inoculation duration if desired. Larger scale inoculum

transfer may require using a slight gas overpressure to
convey the inoculum. Using a minimum pressure, avoiding
any large pressure gradients, and avoiding foaming are
key design parameters.

Initial Mixing/Planting Conditions

After inoculation, a number of checks and controls are
performed. The control and monitoring systems are
switched from manual to automatic remote control mode.
Initial aeration conditions are set for minimal flow rate
to maintain the DOT and pH (CO2). Overaeration during
and just after inoculation can lead to production of a
foam layer at the liquid surface which can trap cells
and potentially inactivate them. In general, bubbles can
inflict serious forces as they disengage at the liquid/gas
surface, and through interfacial tension forces. These
forces may irreversibly damage cells (76). In cell culture
adding a low quantity of Pluronic Polyol F68 to the
medium may very significantly decrease the rate of bubble
damage (77). When cell density is low, this can lead to a
significant lag phase through the reduction in viable cell
concentration following an increased specific death rate.
The agitation rate should be set to the lowest Rpm that
keeps the cells suspended. The DOT will usually remain
unchanged because the overall OUR is low relative to the
volumetric OTR (Oxygen Transfer Rate).

The p C O2 is a function of the % CO2 in the aeration
mixture and can be verified by checking the mixture
component flow rates and the liquid pCO2 using a BGA.
In batch bioreactor operation, the volume will change only
by a small amount, which would be the balance of loss
through evaporation and entrainment and gain through
the addition of base and other reagents. Nutrient feed
should be initiated soon after the inoculation. The pump
and hardware are checked to ensure that the lines are set
up for the flow of nutrient feed to the vessel.

Initial Sampling

Samples are removed for sterility testing and off-line
chemistry checks. A100-200 mL sample of preinoculation
medium is taken and stored at 2° -10 0C before inoculation
with postinoculation cells from the bioreactor. A small
aliquot of the fresh sampled bioreactor medium is
used to determine preinoculation glucose, glutamine,
ammonia, lactate,pCO2 (BGA), DOT (BGA), and pH (BGA)
values.

After completing the inoculation, a small sample
of the inoculum is retained to determine viable cell
concentration. The bioreactor is sampled to provide
measure postinoculation viable cell count, pH (BGA), and
pCO2 (BGA). The culture is visually examined under a
phase-contrast microscope to determine cell count and
viability and to inspect the morphology of the cells.

Control Cultures Set Up

Various shake flask or small-scale incubation tests are
setup. The tests are designed to detect any source of
contamination that occurs during the inoculation and to
compare and possibly troubleshoot differences in the cell



growth rate in the bioreactor and the shake flask controls.
The tests are depicted in Table 10 (see page 165).

HARVESTING

In cell culture, where the product of interest is secreted
into the medium, the harvesting process should not result
in cell damage or lysis. Operation at low temperature
(4-12 0C) is used to minimize enzymatic degradation
of glycoproteins. In cell culture, sialadase may be
active and cause degradation. It may be possible to
minimize the degradation process by using inhibitors
such as 2,3-dehydro-2-deoxy-iV-acetyl neuramic acid (78).
Prevention of mechanical damage and lysis involves
chilling and using low-shear transfer systems. Peristaltic
pumps with silicone tubing, pneumatic transfer through
overpressure of the reactor, or gravity transfer in
small-scale vessels are recommended. Additionally, static

laboratory centrifugation is a gentle approach useful
for clarifying relatively small volumes of culture liquid.
The largest laboratory rotor capacities are 5 liters. The
researcher can gauge the time needed to process the
material with such an approach. It would be feasible to
process up to 30 liters of culture broth in ~2.5 h using a
laboratory batch centrifuge.

Filtration techniques may be used to separate the cells
from the product. When cross-flow filtration is employed
to separate cells and medium, it is important to minimize
cell lysis, which could result in a decrease in yield and
purity of the product, as well as decreased performance
of the membrane system. Avoidance of average wall shear
rates greater than 3000 s"1, using membrane pore sizes of
0.2 um, and minimizing of shear rates (less than 25 dyn •
cm"2) minimize the potential cell damage in cross-flow fil-
tration (79). Addition of Pluronic polyol F68 (0.1%w/v) pre-
vents damage from gas bubbles generated by mixing and
shearing. If small membrane systems of 1 ft2 are used, then

Figure 15. Inoculum transfer apparatus. A spinner jar (1 L-20 L) can be used to propagate and
transfer an inoculum. The use of C-Flex tubing facilitates attachment to the bioreactor by using a
SCD tubing welder.
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Figure 16. Typical flush-mounted tank harvest valve design.

peristaltic pumps (Watson-Marlow or Cole-Palmer) are
adequate. For larger systems, larger gap rotary positive-
displacement pumps are employed (Flowtech, Waukesha).
Cross-linked cellulosic membranes are available (Sarto-
rius Hydrosart) which are useful in minimizing surface
fouling and for facilitating high protein flux.

Discharge

The simplest methods for transferring the bioreactor
contents from the bioreactor are mentioned in the next
sections.

Gravity. In a facility in which tanks are arranged at
multiple levels, gravitational force may be used to drain
the bioreactor. The harvest valve is designed to allow
sufficient flow from the tank. Harvest valve designs are
flush-mounted with the vessel internal dish surface and
use piston-type operation to open the closed positioning
(Fig. 16). The flow rate from the tank will drop as the
liquid height decreases. The following equation relates the
time for reducing of the liquid height from the original
height (H) to the empty vessel height designated as the
reference height of zero.

where D is the tank diameter, d is the outlet valve and
piping diameter, and C0 is the discharge coefficient of the
harvest orifice. Time restrictions limit this operation to
small-volume systems (<500 L).

Sterile Air Overpressure. Sterile air overpressure at the
bioreactor is frequently used to make liquid transfers. An
air supply feeds a sterilizing inlet filter. The exhaust
gas lines, inlet nutrient, and base lines are closed,
and the vessel head pressure is increased to between
10-20 psig. Transfer is initiated by opening the harvest
valve and the receiving vessel inlet and vent valves.
When processing fragile cells, a minimum overpressure
is chosen to minimize potential lysis caused by rapid
pressure decreases through valves and fittings.

Pump. To transfer small-scale bioreactor contents, it is
possible to use a peristaltic pump with silicone tubing.
Although peristaltic pumps are available up to 4" in
diameter and with deliverable flow rates of 1000 Lph it is
generally not feasible to operate such systems smoothly.
Placing persistaltic pumps at a distance from the reactor
outlet may cause pressure losses that result in restriction
of flow to the pump and subsequent tubing collapse.
Rotary lobe pumps have been used for liquid transfer
in cell culture. Recirculation of hybridoma cells through
a recirculation loop of 0.75" diameter and 8 ft long for
1 hour at flow rates up to 16.7 gpm did not cause any
decrease in cell viability in the presence of Pluronic F68.
The turbulent shear associated with flow through the
system did not damage cells over a range of Reynolds
numbers up to 71000, corresponding to a Kolomogorov
eddy length of 12 um (79). Cell damage at Kolomogorov
eddy lengths of 3.5 jam or less at high power dissipation
rates have been reported (80). Circulation of hybridoma
cells through a rotary lobe pump showed cell damage
at tip speeds of 350 cms"1 (79). When cell damage is to
be avoided, the choice of pump should enable operation
at low rpm with maximum tip speed in the region of
250Cm-S-1.
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Ideally, a bioreactor should operate under controlled and
homogeneous conditions. However, concentration gradi-
ents due to deficient mixing can develop in inhomogeneous
systems, such as hollow-fiber, packed-bed, and microcar-
rier reactors, and also in the so-called homogeneous sys-
tems such as stirred-tanks, airlifts, and bubble columns.
Environmental heterogeneities are the result of bioreactor
design and operating conditions, and in general, lead to
poor culture performance. Diverse environmental hetero-
geneities have been documented for suspended cultures
of animal and plant cells, including gradients in carbon
dioxide, pH, microcarrier concentration, and culture seg-
regation due to formation of cell aggregates and clumps.
Gradients in dissolved oxygen or substrate concentration
can also occur in large-scale animal and plant-cell culture
as predicted from analyzing the characteristic times of a
particular process/bioreactor combination. A full descrip-
tion and analysis of environmental heterogeneities, their
causes, and their consequences, both in homogeneous and
heterogeneous cell culture systems, have been presented
in the article "Bioreactor Scale-Up" of this Encyclopedia.
Here, scale-down is described as a method of approaching
the problem of heterogeneity in large-scale cultures.

The classical approach for scaling-up a fermentation
process on the basis of geometrical similarity has the long
recognized drawback that only one fundamental variable
can be maintained constant whereas the rest will vary
as the process is translated to the larger scale. Constant
power input per unit volume, constant volumetric oxygen
transfer coefficient, or constant speed at the impeller tip
are among the most commonly used scale-up criteria.
However, as seen in Table 1 (1), using any of these criteria
will result in a lower agitation rate in the large-scale vessel
compared to the small-scale bioreactor. Lower agitation
rates will, in turn, favor the development of a nonuniform
environment. If the desired scale-up goal is to maintain
the same homogeneity as in the small-scale bioreactor,
then mixing time (defined in the article "Bioreactor Scale-
Up") should be maintained constant. Nonetheless, this
would require a substantial increase in agitation rate
on the larger scale, a task that is usually not possible
due to equipment limitations and/or the fragile nature of
most cell cultures. Accordingly, the well-mixed condition
obtained in laboratory-scale vessels cannot be maintained

on larger scales. This is evidenced in Figure 1 (2), where it
can be seen that the mean circulation time tc of Newtonian
and pseudoplastic fluids increases with reactor volume.

Circulation time is defined as the time necessary for a
fluid element to return to a fixed reference position after
circulating through a stirred tank. As a rule of thumb,
circulation time tc is (3)

(D

where £M is mixing time.
Several correlations exist to estimate tc, some of which

are listed here. However, correct estimation of tc demands

Table 1. Comparison of Scale-Up Methods

Log volume (m3)

Figure 1. Variation of mean circulation time with vessel volume.
Tank configuration H/Tv = 1, single disc turbine D/Tv = 0.33,
power 1.67kW/m3. A. pseudoplastic fluid. B.Newtonian
fluid (1 Pa s). C. Newtonian fluid (0.1 Pa s). D. Newtonian
fluid (0.01 Pa s). Reprinted by permission from Ref.2.

Source: Scaling-up of a 10-L vessel at 500 rmp and 1 wm to a geometrically
similar 10,000-L vessel operated at the same volumetric aeration rate.
Reprinted by permission from Ref. 1.
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a case by case analysis. Circulation time is considered
to be the total tank volume divided by the impeller
pumping capacity Qp (4,5). The impeller pumping capacity
is defined as

(2)

where K is the discharge coefficient, N is the impeller
speed, and D is the impeller diameter. The discharge
coefficient is a function of tank and impeller geometries.
Some discharge coefficients for baffled tanks with standard
configuration are listed in Table 2. Accordingly, the
general form of tc is

(3)

Tank geometry is explicitly included in other correla-
tions for calculating tc, for example (3),

(4)

where H is liquid height and Ty is tank diameter.
In a culture where concentration gradients are present,

a cell will be exposed to a fluctuating environment
during its circulation through the bioreactor. If severe
gradients develop, then localized zones will exist in
the bioreactor which can adversely affect the culture.
For instance, dissolved oxygen or substrate can be
limiting in stagnant zones, whereas in point-of-addition
zones, the cells can be inhibited by high substrate
or acid/base concentrations. Special attention should
also be placed on shear stress gradients, particularly
with fragile cells which will be exposed to deleterious
shear stresses on a frequency determined by the
circulation time.

Circulation time is a fundamental parameter in scale-
down studies because it determines the time spent by
a cell in the various bioreactor regions and provides
the framework for scaling the fluctuations in a large-
scale fermenter into a test system (6). As indicated
by Yegneswaran et al. (6), actual circulation times in
large fermenters are distributed over a range of values,
which can be described by a lognormal probability
distribution (see Fig. 2). Therefore, using a circulation
time distribution rather than a mean circulation time
should better mimic the real situation. As seen in Figure 1,
mean circulation times for typical microbial pilot and
small-scale fermenters (less than 100 liters) do not exceed

Table 2. Typical Discharge Coefficients for Standard Baf-
fled Tanks"

Circulation time (s)

Figure 2. Frequency of circulation times for a lognormal
distribution. Reprinted by permission from Ref. 6.

10 s. In 10,000-L fermenters, tc can range from 5 to 30 s
for Newtonian fluids and can be as high as 40 s for
pseudoplastic fluids. In comparison, tc for animal- and
plant-cell cultures are severalfold higher than those for
microbial fermentations at equivalent scales. As reviewed
in detail in the article "Bioreactor Scale-Up", mixing
times for typical large scale stirred-tank cell-culture
vessels can range between 40 to 200 s, whereas for airlift
and bubble-column bioreactors, £M can range between
200 to 1,000 s. Accordingly circulation times for large
animal- and plant-cell cultures will be between 10 to
250 s.

THE SCALE-DOWN APPROACH

Scaling-down is a semiempirical method, based on regime
analysis, which consists of reproducing on a small scale
the conditions prevailing (or those that will be possible
to attain) on the large scale (3,7). Scaling-down can be
applied to two general situations. It can be used as a
method for scaling a new process or operation to new larger
scale equipment or installation. Alternatively, scale-down
can be used for diagnosing problems (poor yields, cell
death, etc.) and predicting the outcome of modifications
to existing large-scale processes or equipment (changes
in cell line, media composition, operating conditions,
or bioreactor fittings). In practice, the second general
situation is most commonly encountered (3). In both cases,
small-scale experiments are designed from knowledge
of the fundamental parameters limiting the process on
the large scale. The experimental results can then be
used to optimize and predict the performance of the
new (or modified) process or operation on the large
scale. An underlying value of downscaling experiments
is generating data under conditions resembling real
conditions but without actual experimentation on the
real scale, a task that is impractical and economically
unfeasible. A schematic representation of the scale-
down method is presented in Figure 3, which shows
that it consists of four main steps (8,9): regime analysis,
simulation, optimization, and application. A more detailed
review of the scale-down method can be found in
Ref. 9.

Source: From Ref. 5.
Note: aVarious D/Tv ratios.
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Figure 3. Scale-down procedure. Adapted from Refs. 8,9.

Regime Analysis

Regime analysis is based on identifying the limiting mech-
anisms that determine the bioprocess on a large scale (10).
This is acheived by obtaining the characteristic times (also
called relaxation times or time constants) of the subpro-
cesses comprising the system (3). Characteristic time is
defined as capacity divided by flow of the particular sub-
process (9,10). Three types of information are needed for
determining characteristic time: the bioreactor configu-
ration, technological models (for instance, models that
describe mixing and heat and mass transfer), and micro-
biological models (for instance, models that describe the
relationship between production rate and growth rate or
between growth rate and substrate concentration) (11).
Any model has inherent limitations and thus, must be
used with caution. Accordingly, analysis of subprocesses
should be based only on comparison of the order of
magnitude of the various characteristic times (11). When
characteristic times of intracellular mechanisms are of
the same order of magnitude as those of changes in the
extracellular microenvironment (such as mixing and mass
transfer), then both subprocesses will interact and will
affect the behavior of the cell (3). In Figure 4 (12), the

Microorganism

relative magnitudes of characteristic times of important
cellular and environmental processes are compared. Char-
acteristic times of various subprocesses relevant to cell
culture are summarized in Table 3. A more detailed dis-
cussion of characteristic times, including some examples
and their derivation, as well as indications for selecting
significant subprocesses can be found in Refs. 3,7, and 9.

Small characteristic times are indicative of a fast pro-
cess. In contrast, a slow process is distinguished by a large
characteristic time and will be the potentially limiting
step (13). For instance, Nienow et al. (13) reported oxygen
uptake, mass transfer, and mixing characteristic times for
recombinant CHO cells and NSO cells in an 8-m3 agitated

Table 3. Characteristic Times

Regime
analysis Implementation

Production scale
Experimental scale

Simulation Optimization
modelling

Allosteric control of proteins

Elementary
chemical reactions

Environment

Figure 4. Characteristic times of important cellular and environmental processes (Adapted from Refs. 3,12).

Continous culture

Batch, fedbatch, continuous culture transient

Mixing gradients

Transcription
control

selection

Enzyme induction

Cell generation
time

Bacteria

Yeast
Plant or
animal cell

Source: Adapted from Ref. 11.
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Energy dissipation rate (w/m3)

Figure 5. Characteristic times in an agitated tank at the 8 m3

scale with a 2/9TV Rushton turbine. Mass transfer time (A) and
£M (O) at a superficial gas velocity of 2 x 10"4 m/s. % (•) without
aeration. Short dashed line indicates reaction time for 4 x 105

CHO 320 cells/mL. Long dashed line indicates reaction time for
2 x 106 NSO cells/mL. Reprinted by permission from Ref. 13.

bioreactor (Fig. 5). As seen in Figure 5, oxygen uptake
characteristic time for CHO cells is larger than the mass
transfer and mixing characteristic times at all energy dis-
sipation rates studied. Thus, it can be anticipated that no
oxygen limitation or dissolved oxygen gradients will form
under these conditions. In contrast, for higher cell concen-
trations and/or specific oxygen uptake rates, as is the case
for the NSO cells, characteristic time for mass transfer
will be longer than for oxygen uptake. Accordingly, it can
be predicted that oxygen supply will be insufficient. A sim-
ilar analysis based on characteristic times for plant-cell
cultures is presented in the article "Bioreactor Scale-Up".
In such a case, oxygen gradients will develop because
the characteristic mixing time is larger than the oxygen
uptake and mass transfer characteristic times.

Simulation

In this step, the rate limiting mechanism (or mecha-
nisms), identified from regime analysis of the produc-
tion scale, is simulated on a laboratory scale. It is
not necessary to maintain geometric similarity during
scaling-down to have conditions representative of the
full scale. What is important is to maintain the rele-
vant characteristic times constant between both scales (7).
A fundamental difference between large and laboratory-
scale bioreactors is that the latter are inherently well
mixed. Because phenomena resulting from mixing defi-
ciencies on a large scale are among the most common
problems analyzed during scaling-down, ingenious exper-
imental setups have to be designed to create a nonuni-
form environment during laboratory-scale simulations.
Furthermore, spatial gradients (i.e., those that are a
function of the location in the reactor) that originate

from mixing deficiencies have a low characteristic time
(on the order of seconds to minutes). Therefore, spa-
tial gradients are difficult to simulate because very
fast fluctuations are required in the downscaled exper-
iments (14). In contrast, temporal gradients (those that
depend on process time) have high characteristic time
(on the order of minutes to hours) and are relatively
simple to simulate (14). The commonly employed experi-
mental configurations for scale-down studies are described
in detail later.

Optimization and Modeling

After the limiting mechanisms on the large scale
have been identified and reliable methods have been
established to simulate them in a laboratory bioreactor,
then an optimization study can be pursued. A broad
range of conditions can be readily tested in scale-
down experiments, including the effect of frequency,
amplitude, and axis of oscillations of a particular
culture variable on cell physiology and metabolism. The
period, amplitude, and oscillation axis will correspond
to circulation time, magnitude of gradients, and mean
bulk condition, respectively, on the full scale. In this
way, the influence of changes in physical subprocesses
on cellular subprocesses can be assessed. Unfortunately,
very little information exists on bioprocess optimization
with respect to gradients (14). Furthermore, equipment,
economic, and operating constraints on the large scale will
prevent the implementation of all possible optimization
results (3). For instance, an optimization result can dictate
the best configuration for distributing an ideal number of
base addition or substrate feeding ports in a fed-batch
or perfusion operation, as well as the best concentration
of the corresponding feeding solutions. However, on the
full scale, it may be impractical to implement the exact
results of such optimization exercise due to concerns
for contamination risks and/or increased operating and
equipment complexity. In any case, the optimization
results should consider only the regimes attainable in
full scale.

The results of the optimization step can be used
to generate improved microbiological models. This is
important because the vast majority of microbiological
models are based on balanced growth, (pseudo) steady-
state phenomena, or temporal gradients, but almost no
models exist describing cell metabolism and physiology
under transient oscillatory conditions resulting from
spatial gradients (3,14). Furthermore, computational fluid
dynamics (CFD) can be a powerful tool for complementing
the simulation and optimization studies through estimates
of concentration, fluid velocity, and shear rate profiles.
In particular, CFD can yield important information
on the maximum and minimum values of relevant
variables such as pH, shear stress, temperature, and
concentrations of substrate, dissolved oxygen, carbon
dioxide and by-products. In addition, the fraction of
culture volume exposed to a particular detrimental
condition (information that is necessary for representative
downscaling experiments) can be derived from CFD.
Nonetheless, only limited studies of CFD for plant or
animal cell cultures exist (15).
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Application

The final step in the downscaling method is translating
the laboratory experimental results to the production
scale (see Fig. 3). Here again, quantitative published
information is very scarce for the general area of microbial
fermentations and is almost nonexistent for animal- and
plant-cell culture. An interesting case study is reported
by Geraats (16) for the production of a lipase by a
Pseudomonas alcaligenes. Although this example deals
with a bacterial process, it is briefly described here
because it is rare to find such published information
and it clearly illustrates the power of the scale-down
approach for any type of culture. In this case study, a
65% reduction in maximum lipase concentration occurred
when the process was scaled-up from 10 L to an existing
100-m3 fermenter. To investigate the possible causes of
the production loss, downscaling experiments at 10 L
and 100 L were performed. The aspects studied included
gradients of soy oil, pH, and oxygen; raw materials,
medium preparation, and sterilization and inoculation
procedures; dissolved carbon dioxide concentration; and
shear and air-broth interfaces. Through such an approach,
dissolved carbon dioxide was identified as the main cause
of the scaling-up problem. By increasing the ventilation
rate and decreasing the head pressure combined with a
lower pH, lipase production at full scale finally reached
the values obtained on the 10-L scale. It should be
noted that culture parameters on a larger scale will
not necessarily be inferior to those on smaller scale.
For instance, although antibody production by CHO
cells was worst in a 1,000-L production tank compared
to a 2-L bioreactor, cell growth in the larger vessel
was almost doubled (17). In this case, analysis of the
hydrodynamic parameters for the two vessels revealed
that cell damage due to disengagement of small bubbles
was more important than mechanical stresses. Therefore,
cell death was higher in the smaller bioreactor because
superficial gas velocity was also higher compared to
the larger vessel. Furthermore, if scale-down studies
reveal an absence of detrimental effects caused by
environmental gradients, there could be situations where
an oscillatory operation could be beneficial on the large
scale. For instance, when a cell culture is insensitive
to particular dissolved oxygen gradients, then energy
savings and reduction of deleterious shear stresses could
be achieved by an intermittent mixing and/or gassing
operation. Examples of the beneficial effects of an
oscillatory environment can be found for various microbial
fermentations (18-20).

SCALE-DOWN STUDIES IN CELL CULTURE

The development of improved operating strategies
aimed at attaining cell concentrations higher than in
conventional cultures will result in increased oxygen
consumption and heat and carbon dioxide evolution. More-
over, a move toward the use of highly concentrated feeding
solutions should be expected in improved fed-batch and
perfusion strategies. Undoubtedly, all of this will worsen
the problems, of bioreactor heterogeneity, observed until

now. Diverse culture heterogeneities and problems due to
scale-up or transient environmental changes have been
reported for plant- and animal-cell culture (described in
Refs. 17 and 21). For instance, culture segregation due
to cell clumping is common in plant-cell culture, changes
in protein glycosylation patterns can be caused by tran-
sient periods of glucose excess, heat-shock proteins are
induced by transient changes in temperature, and protein
structural changes can occur during scale-up. A detailed
description of other environmental heterogeneities and
their adverse effects on cell culture is presented in the
article "Bioreactor Scale-Up". Nonetheless, scale-down has
scarcely been used as a tool for simulating gradients
or predicting their effect on cell culture. The reports by
Slater (17), discussed previously, and by Nienow et al. (13)
are among the very few available studies of scale-down in
cell culture. In the latter study, Nienow et al. (13) used
scaled-down vessels to simulate the mixing times of an
8-m3 animal-cell bioreactor and concluded that severe pH
gradients are likely to develop in the full-scale system.
To our knowledge, only the work of Rhiel and Murham-
mer (22) has assessed the effect of oxygen oscillations in
animal-cell culture, specifically on the physiology of insect
cells. They reported an adverse effect of dissolved oxy-
gen oscillations between 0 and 15% in cell growth and
recombinant protein production. In their study, the cul-
tures remained at each DO concentration for 30 min, and
it took from 6 to 7 min to shift between both DO set points.
Nonetheless, although interesting, this work does not rep-
resent the behavior of actual large-scale cultures because
the oscillation frequency tested was too slow.

The apparent lack of interest in scaling-down studies
can be a consequence of the relatively small scale
at which plant- and animal-cell cultures have been
commonly performed, as well as their high metabolic
characteristic times. However, it can be expected that,
as operation of high cell-density, large-scale cultures
increases, the application of downscaling experiments
will increase. The characteristics of animal and plant
cells and their culture systems will demand the design of
novel experimental configurations to adequately simulate
large-scale conditions in laboratories. However, there is
a lack of published information about systems expressly
designed for cell cultures. Accordingly, the description
of experimental configurations for scale-down studies,
presented in the next section, is based on information
generated from the microbial fermentation area. Most
of the experimental configurations described in the next
section can be readily applied to animal and plant cells,
and only particular attention must be placed on the
fact that circulation times and shear sensitivities of cell
cultures are severalfold higher than those of microbial
fermentation.

EXPERIMENTAL CONFIGURATIONS FOR SCALE-DOWN
STUDIES

Special experimental configurations are needed for labo-
ratory simulation of the oscillatory environment to which
a cell is exposed when spatial gradients are formed in
a large-scale vessel. Scale-down systems can be classified



into two general groups depending on the component stud-
ied: those for simulating gradients in dissolved oxygen or
carbon dioxide and those for simulating substrate or pH
gradients. A detailed description of these two general
scale-down systems and a comparison of the advantages
and disadvantages of the various configurations in cell
culture applications follow. Designs of novel experimental
configurations, not discussed here, will be necessary to
simulate gradients of other variables such as temperature
and shear stress, as well as gradients in inhomogeneous
systems.

Simulation of Dissolved Oxygen or Carbon Dioxide
Gradients

The most commonly used experimental arrangements
for oscillating the concentration of a dissolved gas are
schematically summarized in Figure 6. Such general
designs have been applied to oscillating dissolved oxygen
concentration but can also be readily applied to oscillating
dissolved carbon dioxide concentration, which is of
particular importance in cell culture. These designs can be
divided into two general groups: one- (Fig. 6: a, b, c, and
d) and two-compartment (Fig. 6: e, and f) systems.

In one-compartment systems, the cells are maintained
in a single vessel, and the dissolved gas concentration
is oscillated by various means (6,20,22-24). In the
simplest arrangement (Fig. 6a), two different gas streams
are intermittently sparged (or alternatively transferred
through a membrane or liquid surface) to a stirred-tank,
airlift, or bubble-column bioreactor. Various combinations

of gas streams can be used, such as carbon dioxide
and air, air and nitrogen, oxygen-enriched air and air,
or on/off aeration. Cyclic shifts between the two gases
are generated by following a predetermined pattern
that is independent of the actual DO of the culture
(i.e., open-loop control). By assigning unequal sparging
times to each gas, it is possible to simulate different
culture volume fractions subjected to different conditions
(for instance, the volumes of stagnant and well-mixed
zones). In this way, the time spent by a cell in each
condition can be simulated. Likewise, switching frequency
can also be manipulated to simulate circulation time.
A mean constant circulation time can be simulated by
choosing a constant switching frequency. However, as
described before, a real situation is better represented
by a circulation time distribution (see Fig. 2), which can
also be simulated by establishing a random switching
frequency. For instance, in a laboratory-scale reactor,
Yegneswaran et al. (6) utilized the Monte Carlo method
to control random on/off cycles of aeration to reproduce
the lognormal distribution of circulation times shown
in Figure 2. A simulation of the expected DO profile
using such a random method, compared to a constant
switching frequency, is shown in Figure 7. It can be seen
that the Monte Carlo strategy, compared to constant
oscillations, resulted in occasional longer periods of low
DO which could have caused the reported reduction in
antibiotic productivity. These results clearly indicate that
the strategy chosen for simulating spatial gradients can
strongly affect the experimental outcome.

Single-compartment systems with open-loop control, as
described previously (Fig. 6a), have the advantages of sim-
ple operation and reduced equipment and instrumentation
requirements. However, actual control of DO (or dissolved

Figure 6. Experimental configurations for simulating dissolved
oxygen or carbon dioxide gradients. One compartment systems:
(a) Batch stirred and air-lift bioreactors with open-loop gas con-
trol, (b) With closed-loop gas control, (c) Chemostat. (d) Pressure
manipulated reactor. Two compartment systems: (e) Combination
of STR with different oxygen concentrations, (f) STR and PFR
combination. DOi and DO2 refer to different dissolved oxygen or
carbon dioxide concentrations. DO refers to a dissolved oxygen
electrode.

Time (s)

Figure 7. Simulated dissolved oxygen profiles for Monte Carlo
and periodic aeration experiments in bacterial cultures. Aeration
was on for 5 s and off for 15 s, on average. Reprinted by permission
from Ref. 6.
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carbon dioxide) cannot be attained in such systems. In the
case of DO, this problem can be overcome if the flows of
the various gases used are controlled through a closed-
loop algorithm based on the signal of a DO electrode
(Fig. 6b). For instance, a closed-loop PID (proportional-
integral-derivative) control, where oxygen partial pressure
was varied according to the difference between DO mea-
surements and a square-type oscillating DO set point, is
shown in Figure 8 (18). In this case, it was possible to
obtain periodic sinusoidal DO profiles of predetermined
periods, amplitudes, and oscillation axes in actual fer-
mentations (18). Only few other closed-loop algorithms for
oscillating DO have been reported (20,23). A disadvantage
of the closed-loop systems, besides their complexity, is the
need for fast response electrodes when short oscillation
periods are required.

Many experimental scale-down systems are based on
batch operation, and thus, spatial gradients are simulated
along with temporal gradients. In some instances, it
is desirable to discriminate between the effect of both
types of gradients and/or assess the effect of gradients
under steady-state conditions. This can be achieved in
experimental arrangements similar to those described
before, but where a continuous or perfusion operation
mode is established (see Fig. 6c). An example of this
configuration, applied in a microbial fermentation, is
reported by Buse et al. (24). A fluctuating dissolved gas
concentration can also be attained in one-compartment
configurations simply by oscillating the total pressure of
the system (Fig. 6d). An advantage of these configurations
is that pressure gradients, which can occur in large-scale
vessels, can also be simulated (23). Nonetheless, special
pressure-proof vessels are required and foaming problems
can originate during decompression.

A general disadvantage of single-compartment (open-
loop and closed-loop) systems is their slow dynamic
response. This is a drawback when short oscillation
periods are desired but can be partially solved by
increasing agitation and gassing rates. However, this
solution cannot be applied to fragile cell cultures.
A questionable aspect of single-compartment systems

is that all cells are simultaneously exposed to the
same condition, potentially inducing a synchronization
phenomena, something that is unlikely to occur in a real
large-scale culture. Some limitations of the experimental
arrangements described before can be overcome by two-
compartment systems.

The most commonly used two-compartment configu-
rations are composed of two interconnected stirred-tank
bioreactors, each maintained at a different dissolved
gas concentration, and where culture broth is circulated
between them via a pump system (Fig. 6e) (25,26). In this
case, mean circulation time is equal to the total volume of
the two vessels divided by the circulation flow rate (25). A
large-scale vessel can be considered to be composed of two
main zones, a small well-mixed zone in the impeller vicin-
ity and a poorly mixed region in the rest of the tank. Thus,
vessels of different sizes are commonly used to simulate
these two different culture volume fractions (25). Accord-
ingly, for DO, the large vessel maintained at a low DO
will simulate the large poorly mixed zone, whereas the
small vessel maintained at a high DO will represent the
well-mixed zone. An advantage of these systems is that the
residence time distribution in each vessel will naturally
simulate the circulation time distribution in a large-scale
culture. In addition, algorithms for controlling dissolved
gas concentration in each vessel are simpler than for one-
vessel configurations because complex dynamic behavior
of mass transfer and electrode response is not involved.
Furthermore, short oscillation periods can be attained in
these systems simply by increasing the flow rate between
the two vessels. Nonetheless, shear stresses at the pumps
will limit their use for fragile cells. Disadvantages of two-
vessel configurations also include the need for duplicate
equipment, increased contamination risk, and operating
failure at the circulation loops/pumps. It could also be
questionable that cells in the two-stirred-tank configu-
ration experience a step change between two different
dissolved gas concentrations, contrary to what happens in
a real situation where cells gradually move between both
conditions. This sudden step change can be prevented if
a two-compartment configuration, as shown in Figure 6f,
is used. In this case, cells are circulated from a stirred
vessel to a plug-flow reactor, where a gradual change
in dissolved gas concentration due to cell metabolism
occurs (27). Such types of systems have been successfully
used for microbial cultures with high metabolic demands
but might be inadequate for animal and plant cells with
relatively lower metabolic demands. Finally, it is inter-
esting to note that for cultures where pH is controlled
by a carbonate buffer system, as in most mammalian-cell
cultures, the configuration shown in Figure 6e can also be
used to simulate pH gradients simply by maintaining a
different dissolved carbon dioxide concentration in each
vessel.

Simulation of Substrate or pH Gradients

Substrate gradients can occur in large-scale cultures at
feeding points during fed-batch and perfusion operation
modes, and pH gradients can occur in acid/base addition
zones. In both cases, cells will be transiently exposed
to potentially deleterious high substrate or acid/base

Time (h)

Figure 8. Closed-loop control strategy for oscillating dissolved
oxygen at a predetermined frequency, amplitude, and oscillation
axis. Reprinted from Ref. 18.
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concentrations. Simulating such gradients in a small-scale
bioreactor can be a challenge because, in contrast to the
experimental designs discussed in the previous section,
recovery of the basal condition after pH or substrate
pulses strongly depends on metabolic activity. A notable
exception is the case mentioned before for generating
pH oscillations by fluctuations of dissolved carbon diox-
ide concentration. Various experimental configurations
for simulating substrate concentration or pH gradients
are schematically summarized in Figure 9. It should be
noted that only very few reports exist describing these
experimental arrangements, even for microbial fermen-
tation systems. Accordingly, their utility in animal- and
plant-cell culture, which present much lower metabolic
demands than microbial fermentations, remains to be
proven.

The simplest experimental design for simulating sub-
strate or pH gradients consists of a chemostat with pulsed
additions of substrate or acid/base solutions (Fig. 9a) (28).
In this case, the circulation time is simulated by the
frequency of the pulses, whereas the magnitude of the
gradient is simulated by the concentration of the pulse.
Alternatively, two-compartment systems have also been
proposed for simulating nutrient and pH gradients (29,30).
These usually consist of a stirred tank and a plug-flow
reactor (PFR) connected in parallel in which medium is
circulated between the two compartments via a pump
system (Fig. 9b, c). The stirred-tank reactor represents
the well-mixed zone of a large bioreactor, whereas the
PFR represents the stagnant or feed injection zone (31).
Depending on where substrate is added, zones of low or
high nutrient concentration or pH can be simulated. If
substrate is added in the stirred-tank reactor, as shown
in Figure 9b, then zones of low substrate concentration
will develop in the PFR. Likewise, zones of high substrate
concentration will be formed in the PFR if the substrate is
added directly into it. In this case, tc will be represented by
the residence time in each reactor, as already discussed in

the previous section. Finally, experimental arrangements
shown in Figure 9d can be designed for simulating gradi-
ents of dissolved gas concentration and pH or substrate
concentration simultaneously (19). It should be stressed
that the practical feasibility of applying such experimental
designs in animal- and plant-cell culture still needs to be
demonstrated. In particular, it should be tested if simula-
tion of real cell-culture circulation times can be attained
under practical operating conditions.

NOMENCLATURE

A Area
Cp Heat capacity
D Impeller diameter
D0/w Diffusion coefficient of oxygen in water
H Liquid height
K Discharge coefficient
N Impeller speed
P Power
q Specific production rate
Qp Pumping capacity
STR Stirred tank reactor
tc Circulation time
^M Mixing time
tmt Time constant for mass t ransfer
r̂xn Time constant for oxygen consumption

TV Vessel diameter
U Overall heat transfer coefficient
V Liquid volume
wm Volume of air per volume of liquid

per minute
Ak Size of the smallest turbulence-generated eddy
/JL Specific growth rate
p Liquid density
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Bioprocess and bioreactor scale-up depends strictly on
the substance being produced. For many biotechnology
products, such as antibiotics, alcohols, organic acids,
amino acids, and enzymes, a commercially viable process
is attained only if a final fermenter scale on the order
of hundreds of thousands of liters is reached. Such large
volumes are needed to satisfy markets requiring very
large amounts (102 to 107 ton/year) of products with very
low added value (10"1 to 103 $/kg). In contrast, products
derived from animal and plant-cell culture are generally
costly therapeutics or fine chemicals whose price can be
as high as 104 to 109 $/kg, but their worldwide demand
is only 10"1 to 103 kg/year. Such behavior is depicted
in Figure 1 showing an inverse logarithmic relationship
between product costs and market size (1). Accordingly,
to produce many substances derived from tissue culture,
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Figure 1. Relationship of chemical prices to annual production.
Cell culture derived products (O). Adapted and reprinted by
permission from Ref. 1.
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Bioprocess and bioreactor scale-up depends strictly on
the substance being produced. For many biotechnology
products, such as antibiotics, alcohols, organic acids,
amino acids, and enzymes, a commercially viable process
is attained only if a final fermenter scale on the order
of hundreds of thousands of liters is reached. Such large
volumes are needed to satisfy markets requiring very
large amounts (102 to 107 ton/year) of products with very
low added value (10"1 to 103 $/kg). In contrast, products
derived from animal and plant-cell culture are generally
costly therapeutics or fine chemicals whose price can be
as high as 104 to 109 $/kg, but their worldwide demand
is only 10"1 to 103 kg/year. Such behavior is depicted
in Figure 1 showing an inverse logarithmic relationship
between product costs and market size (1). Accordingly,
to produce many substances derived from tissue culture,

$/
kg

Erythropoietin
a-lnterferon

Bulk chemicals

Ton/yr

Figure 1. Relationship of chemical prices to annual production.
Cell culture derived products (O). Adapted and reprinted by
permission from Ref. 1.
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at most only hundreds to thousands of liters per year are
required to satisfy the demand, and thus, the largest
bioreactors needed hardly come close to the scales of
other biotechnology products. This can be exemplified
by two extreme cases, human erythropoietin (EPO) and
taxol. EPO has the largest market for any therapeutic
recombinant protein produced by mammalian-cell culture.
At an EPO selling price of $0.012/U (130,000 U/mg),
the total estimated 1998 U.S. demand ($1, 600 x 106/yr)
could be satisfied with only ca. 1 kg/yr. This production
could be generated through a very modest hypothetical
bioprocess (batch operation, overall yield 500 U/mL-cycle,
10-day cycles) in a single bioreactor of less than 10,000 L.
Similarly, the estimated world requirements of taxol
(200 kg/yr at a bulk price of $500,000/kg) could be satisfied
by a single 70,000-L plant cell bioreactor yielding 0.25 g/L
of product and operated in 15-day cycles (assuming a
50% purification yield) (1,2). These examples assume
that the markets are satisfied by a single manufacturer
using a single vessel, which is an improbable scenario.
Furthermore, the development of improved cell lines and
bioreactor operation modes, such as perfusion culture,
has resulted in substantial increases in cell and product
concentrations, which would further reduce the bioreactor
volumes calculated.

In general, although the largest homogeneous cultures
of suspended animal cells range between 4,000 to
20,000 L, inhomogeneous systems (microcarrier, packed-
beds, etc.) for anchorage-dependent animal cells usually
do not exceed the 1000-L scale. Problems, such as mass
transfer limitations and concentration gradients inherent
in inhomogeneous systems, can explain their lower scales.
Published data on the industrial production of products
derived from cell culture are limited. Some of the largest
cultures reported in the literature are summarized in
Table 1 (2-10). For example, the foot-and-mouth disease
vaccine obtained from baby hamster kidney cells (BHK21)
has been produced by Wellcome for almost 30 years in a
1,000-L reactor, and more recently at a 10,000-L scale (3).

Cells from human origin (lymphoblastoid Namalwa cells)
have been cultured for interferon production in reactors
up to 8,000 L (6), and hybridomas for Mab production
have been cultured in 2,000-L air-lift bioreactors (7).
Some of the largest reported scales for microcarrier
cultures, packed-beds and ceramic cartridges, are 7,000,
100 and 240 L, respectively (5,8). Compared to animal
cells, the scales of plant-cell cultures tend to be larger.
For instance, tobacco plant cells have been cultured in
20,000-L reactors (3), and a 75,000-L bioreactor is in
operation for taxol production (2). Nevertheless, despite
these successful experiences, large-scale culture of higher
eukaryotic cells is still a challenge, particularly for
anchorage-dependent cell lines or fragile cells, such as
insect cells.

The first step in translating a cell-culture process to
commercial scale is to define the product requirements,
the overall production and the downstream processing
economics. A decision has to be made whether a single
large-scale batch reactor or smaller multiple continuous
reactors are used. This decision can be made only after
considering the whole process, the operating and capital
costs, available facilities, and even assessment of the
consequences of a possible contamination during the
culture. From a technical standpoint, one of the major
issues for scaling up a cell-culture bioreactor is the oxygen
transfer problem. In general, the fragile nature of most
higher eukaryotic cells and foaming problems due to the
proteinaceous composition of many medium formulations
limit the use of high power inputs and intense submerged
aeration. As a process is scaled up, bioreactors must be
more reliable, safer, and cheaper and must comply with
regulations. In particular, the tight regulation imposed
on the production of cell-culture-derived therapeutics
has significantly constrained the free development of
improved and novel bioprocesses on a commercial scale.
The dogma that the "process determines the product,"
mostly hatched from our analytical limitations in fully
characterizing cell-culture products, has resulted in a

Table 1. Some of the Largest Scale Cultures Reported for Higher Eukaryotic
Cells

Cell Line

Taxus sp.
Tobacco cells
BHK-21

CHO
Namalwa cells

Bowes melanoma

Murine hybridomas
Vero cells

Murine hybridomas

BHK cells

Scale (L)

75,000
20,000
10,000

10,000
8,000

7,000

2,000
1,000

1,000

500

Reactor

Agitated-tank
Agitated-tank
Agitated-tank

Agitated-tank
Agitated-tank

Agitated-tank/
microcarriers

Air-lift
Agitated-tank/

microcarriers
Stirred-tank

Agitated-tank/
perfusion

Product

Taxol
Nicotine
Foot-and-mouth

disease vaccine
tPA
Lymphoblastoid

interferon
tPA

Mab
Killed polio virus

vaccine
Mab vs. cell-surface

antigens of
adenocarcinomas

Factor VIII

Reference

2
3
4

5
6

5

7
8

9

10



costly and treacherous path for any company trying to
modify its approved process. Thus, many therapeutics are
produced by suboptimal processes and scales. However,
this should change as regulation moves toward focusing
on the characterization of products rather than on the
bioprocess.

GEOMETRIC CONSIDERATIONS

Aspect Ratio, Homogeneity, and Gradients

Stirred Tanks. The purpose of a bioreactor is to pro-
vide the appropriate ambient conditions required for
maximal growth and/or product production in a con-
tained system. Ideally, the culture environment should
also be homogeneous and controlled. These conditions can
be effectively achieved in agitated tanks, which are the
preferred design for scaling up anchorage-independent
cell cultures. Stirred-tank bioreactors for cell culture are
cylindrical vessels with an aspect ratio (liquid height to
diameter ratio) usually in the range of 1:1 to 3:1 (3,4).
Nonetheless, the aspect ratio should be kept under 2 :1 ,
and impellers should be spaced to avoid top-to-bottom
heterogeneity (1.0 to 1.5 impeller diameters apart) (11).
Furthermore, oxygen transfer from the liquid surface,
which is particularly important for animal-cell culture,
can be improved by keeping the aspect ratio close to unity.
Special attention should be given to the headspace dimen-
sions if foaming problems are anticipated. In general, foam
and liquid height increase from gas holdup are handled
by leaving 20-30% of the vessel empty (11). A common
feature of stirred-tank bioreactors is a hemispherical bot-
tom, which prevents stagnant zones even at low agitation
rates. Nonetheless, as pointed out by Charles and Wil-
son (11), the cost of a hemispherical bottom vessel can
increase total costs for the vessel by as much as 50%,
yet, no clear evidence of its superior performance over a
standard dished-bottom vessel exists. Probably the feature
most distinguishing between different stirred-tank biore-
actor designs is the impeller configuration. Many different
types of impellers have been used to culture animal and
plant cells in stirred tanks, including marine propellers,
sails, pitched blades, Vibromixers (perforated discs placed
on a vertically reciprocating shaft), anchors, paddles, heli-
cal screws, cell lift and centrifugal impellers (for a more
detailed discussion (see Biorectors, Airlift) Ref. 12). Typi-
cal geometric characteristics of commonly used impellers
are shown in Figure 2 (12-14). Many impellers have been
designed to prevent mechanical damage to the fragile cells
and still maintain a homogeneous environment and high
oxygen transfer rates. Likewise, mechanical damage to the
cells can be reduced by excluding baffles, minimizing other
inserts, and placing the impeller shaft eccentrically to
avoid vortex formation. Finally, vessel design should con-
sider the best use of available materials. However, exces-
sive costs are usually reduced by simply selecting a vessel
from reactors already available from specialized vendors.

Tank geometry must be carefully selected because it
influences the homogeneity of the bioreactor, especially
as scale increases. Furthermore, heat and mass transfer
are directly influenced by mixing, which in turn depends

on the operating variables and geometric characteristics
of the bioreactor. For instance, the mixing time (the time
required for the system to reach a specified degree of
uniformity) for a nonaerated Newtonian fluid in a baffled
stirred tank with a flat-blade turbine impeller can be
obtained from Figure 3 and equation 1 (14-16).

(D

where N* is dimensionless mixing time, N is the impeller
speed, £M is the mixing time, g is gravitational acceleration,
D is the impeller diameter, TV is the vessel diameter, and
H is the liquid height.

Only scarce information exists for homogenization
and concentration gradients in large-scale animal or
plant-cell bioreactors. Among such studies, Langheinrich
et al. (17) obtained mixing time data for typical operating
conditions (maximum agitation speed of 1 s"1, maximum
air sparging rate of 0.005 WM, superficial air velocity
of 2 x 10-4m/s) of an 8,000-L stirred-tank bioreactor
(Rushton turbine D = 2/9Tv) used for animal-cell culture
at Glaxo Wellcome Research and Development. Because a
draw and fill operation is employed during production,
aspect ratios of 0.3, 1.0, and 1.3 were studied. It was
shown that mixing time, obtained from pH tracer and
decolorization experiments, could be correlated with the
total energy dissipation rate, eT (see Figs. 4 and 5), defined
by equation 2:

(2)

where P0 is the power number (see eq. 27), p is the
liquid density, V is the liquid volume, and UQ is the
superficial gas velocity. The first term on the right-hand
side of Equation 2 is the contribution from agitation,
whereas the second term is from aeration. Interestingly,
experimental data of Langheinrich et al. (17) fitted
literature correlations well (equations 3 and 4) obtained
under agitation and aeration conditions two orders of
magnitude above those studied in the animal-cell-culture
bioreactor.

(3)

for aspect ratios of 1 (18), and

(4)

for aspect ratios of 1 to 3 (19).
Several important conclusions for the particular system

used are drawn from the study of Langheinrich et al. (17).
First, gradients in pH and dissolved oxygen can occur
in large-scale animal-cell culture because long mixing
times in the range of 40 to 200 s were obtained under
typical operating conditions. Second, homogenization is
dramatically affected by geometric characteristics. A four-
fold increase in mixing times can occur as aspect ratios



Reynolds number

Figure 3. Dimensionless mixing time as a function of Reynolds
number for turbine impellers in baffled vessels as determined
frompH tracer experiments. Reprinted by permission from
(Ref. 16).

increase from 0.3 to 1.3 (Fig. 4). And third, sparging sub-
stantially enhances mixing, particularly in the upper parts
of the vessel and at aspect ratios greater than 1 (Fig. 5).

It has been reported that poor mixing in stirred-
tank reactors causes significant problems in myeloma,
hybridoma, CHO, and insect-cell cultures at high cell
density (20-22). Undesirable carbon dioxide accumulation
occured in 110 to 500-L reactors as a result of low
mass transfer characteristics of the systems. Furthermore,
inhomogeneities in microcarrier concentration and pH
gradients have been determined in large-scale stirred
vessels (23,24). For instance, severe localized cell lysis
problems at the point of base addition, allegedly caused by
long mixing times, were observed in a 15-L reactor with cell
retention (22). Another problem aggravated by deficient
mixing is culture segregation, which originates from the
formation of cell aggregates and clumps during high
cell-density cultures (22). Problems related to mixing can
negatively affect overall culture performance. However,
due to the fragile nature of animal cells, such problems
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Figure 2. Commonly used impellers and their geometric characteristics, used in animal and
plant cell culture. D = impeller diameter; Tv = vessel diameter; (a) suspended magnetic bar;
(b) spherical rotating flex stirrer; (c) sail impeller; (d) membrane basket agitator; (e) marine
propeller; (f) disc turbine; (g) angled blade; (h) and (i) profiled impellers; (j) helical ribbon impeller;
(k) gate-anchor impeller; (1) gate impeller; (m) anchor impeller; Adapted from (Ref. 12-14).
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Energy dissipation rate (Wm"3)

Figure 5. Effect of specific energy dissipation rate from agitation
and aeration on mixing time. Determinations based on pH tracer
experiments for various aspect ratios in a large-scale bioreactor.
Closed symbols; determinations at the liquid surface. Open
symbols; determinations at the end of impeller discharge stream.
Unaerated (A) and aerated at UQ = 2X 10~4 m/s (o). Adapted
and reprinted by permission from (Ref. 17).

cannot be solved by increasing agitation intensity.
Therefore, other solutions must be found. For instance,
pH gradients can be eliminated by adding base at multiple
points properly localized in the reactor (22), and carbon
dioxide removal can be enhanced by manipulating air
bubble size by suitable design of the sparging system (21).

Figure 6. Typical geometric characteristics of common air-lift
and bubble-column bioreactors used for cell culture. For all the
vessels shown, H/Tv > 2. For internal loop air-lifts, Tr/Tv > 0.6.
For external loop air-lifts, Tr/T^ « 2. (a) bubble column; (b) and
(c) internal loop air-lifts; (d) external loop air-lift; (e) air-lift with
impeller. Arrows indicate direction of liquid flow and "s" indicates
sparger position. Adapted from (Ref. 13).

Air-Lift and Bubble-Column Bioreactors. Air-lift and bub-
ble column reactors are also commonly used configurations
for culturing suspended cells (typical geometric character-
istics are shown in Fig. 6). The height to diameter ratio
of these reactors can range between 6:1 to as high as
12:1, but is typically 10:1. Nonetheless, air-lift reac-
tors with aspect ratios even below 2 have been reported
for animal- and plant-cell cultures. A more detailed dis-
cussion of air-lift and bubble-column bioreactors can be
found in the article Bioreactors, Airlift. As in stirred-tank
vessels, geometric characteristics directly influence homo-
geneity, mass, and heat transfer in air-lift and bubble-
column bioreactors. For instance, the relationship between
geometric characteristics and mixing time is shown in
equations 5 and 6 (14,25):

(5)

where B is a constant equal to 3.5 and to 5.2 for internal-
and external-loop air-lift reactors, respectively, Aa and
Ar are the downcomer and riser cross-sectional areas,
respectively, and tc is the circulation time or time taken
for a liquid element to complete a circulation cycle in
the reactor. Circulation time of air-lift reactors (either
internal-loop or external-loop with short horizontal top and
bottom sections) can be determined from the superficial
liquid velocity and geometric parameters according to

(6)

where Hx and H& are the riser and downcomer heights,
respectively, and i/Lr is the superficial liquid velocity in
the riser. ui,r is affected, among other variables, by liq-
uid density, gas holdups, frictional loss coefficients, and
frictional pressure drops in riser and downcomer through
complex relationships usually solved by iterative algo-
rithms. However, simplified correlations between ^Lr and
geometric characteristics and operating parameters have
been developed for particular conditions. For instance,
Popovic and Robinson (26) proposed the following equation

Energy dissipation rate (Wm"3)

Figure 4. Effect of specific energy dissipation rate from
agitation on mixing time. Determinations based on pH
tracer experiments for various aspect ratios in an unaer-
ated large-scale bioreactor. (a) H = 0.3 TV(A), H = 1.3 7V(IH),
dashed line = prediction by Cooke et al. (19); (b) H = 7V(A),
H = 1.3 TV(O), dashed line = prediction by Ruszkowski (18).
Reprinted by permission from (Ref. 17).
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for a pseudoplastic fluid in an external-loop air-lift (UQT >
0.04 m/s, H = 1.88 m, and Ad/Ar of 0.111, 0.25, and 0.44):

(7)

where UQT is the superficial gas velocity in the riser and
/i,app is the apparent viscosity (Pa s). This last variable is
important only in some plant-cell cultures.

Using equations 1, 5, 6, and 7, Doran (14) compared
the time constants of hypothetical 10,000-L stirred-tank
and external-loop air-lift plant-cell reactors of typical
dimensions (details of geometric characteristics are given
in Ref. 14). Several conclusions can be drawn from the
results of such simulation, shown in Figure 7. First, under
typical operating conditions, the mixing time for a large-
scale air-lift can be substantially longer than that for a
stirred vessel of the same volume. For instance, whereas
mixing times from 200 s to as long as 1000 s were predicted
for the air-lift, the range of mixing times for the stirred
vessel was only between 20 to 200 s. A similar conclusion

was reported by Bello et al. (25) where the mixing time per
unit volume of stirred tanks was three to five times shorter
than in air-lift reactors (either internal- or external-
loop) at the same total power input per unit volume.
It is interesting to note that the calculations shown in
Figure 7 agree closely with experimental determinations
by Langheinrich et al. (17), discussed in the previous
section, for an animal-cell stirred-tank reactor of similar
size. Doran (14) also calculated the time constants tj^n
for oxygen consumption (ratio of equilibrium oxygen
concentration in the culture liquid to the volumetric
oxygen consumption rate), and for mass transfer, £mt

(inverse of the volumetric mass transfer coefficient).
Mixing problems will be encountered if £M > r̂xn, and
oxygen limitation will occur if tmt > tr^. Accordingly, it
was concluded that even for the long mixing times of
the air-lift reactor, oxygen limitation or dissolved oxygen
gradients will not occur at low plant-cell concentrations
(5 kg/m3, Fig. 7a). Nonetheless, as the cell concentration
increases to 30 kg/m3, mixing becomes limiting in the
air-lift reactor at gas velocities below 0.5 m/s, and thus,

/V(S"1) A/(s-1)

Figure 7. Comparison of time constants for 10,000-L hypothetical plant-cell bioreactors.
(a) external loop air-lift reactor, cell concentration 5 kg/m3 dry weight; (b) stirred-tank reactor, cell
concentration 5 kg/m3 dry weight, (c) external loop air-lift reactor, cell concentration 30 kg/m3 dry
weight; (d) stirred-tank reactor, cell concentration 30 kg/m3 dry weight. Reprinted by permission
from (Ref. 14).

T
im

e
 c

on
st

an
ts

 (
s)

T
im

e
 c

on
st

an
ts

 (
s)

T
im

e
 c

on
st

an
ts

 (
s)

T
im

e 
co

ns
ta

nt
s 

(s
)

UGr, ms- 1 U G r (ms- 1 )

fmt

U

'ncn

'mt

W

*rxn
'mx

*rxn

*mt

u
'mt

'mx



oxygen gradients will develop (Fig. 7c). Furthermore, for
high cell concentration, oxygen limitation will occur in
the air-lift reactor below gas velocities of 0.1 m/s and in
the stirred-tank reactor below an agitation rate of 6 s"1

(Fig. 7c and 7d). Notice that, due to cell fragility, most
bioreactors are operated at gas velocity and agitation rates
well below 0.5 m/s and 6 s"1, respectively.

Mixing problems in air-lift vessels have been docu-
mented experimentally (27). As for stirred-tank vessels,
the fragile nature of most higher eukaryotic cells limits the
options for improving homogeneity in air-lift and bubble-
column reactors. Accordingly, some solutions to mixing
problems, such as adding impellers to the draft tube of air-
lift reactors have not been widely applied and appear to
contradict the design essence of an air-lift reactor. Suitable
design of reactor geometry can be an efficient alternative
to improving homogeneity. For instance, minimal mixing
times of internal loop air-lift reactors have been observed
for riser to column diameter ratios (TT/Ty) above 0.6 (14).
Accordingly, a riser to downcomer cross-sectional area
equal to unity (TT/TV = 0.71) has been proposed as an
effective design criterion (28). Other geometric character-
istics that can considerably affect homogeneity of air-lift
reactors are the draft tube and sparger positions, the draft
tube to liquid height ratio, and the curvature of the bottom
sections.

Two types of flow regimes have been described in bubble
column reactors, homogeneous and heterogeneous (29).
The homogeneous flow regime, characterized by the
absence of a circulatory flow, occurs at low gas superficial
velocities (<0.04 m/s) and when sparger holes are
uniformly distributed on the bottom of the vessel. Typically
bubble columns operate under a heterogeneous flow
regimen where circulatory flow is present as a result
of an uneven distribution of sparger holes or high
superficial gas velocities. Mixing time has been correlated
with geometric characteristics and operation parameters
for bubble columns under a heterogeneous flow regime
according to (29)

(8)

where UQS is the superficial gas velocity corrected for local
pressure.

A comparison of calculated mixing times for air-lift
and bubble-column bioreactors has been presented by
van't Riet and Tramper (29). This comparison revealed
that for low superficial gas velocities (0.001 m/s), mixing
times of bubble column reactors were shorter than for
air-lifts. The opposite occurs at gas velocities above
0.001 m/s. Nonetheless, for all conditions calculated and
an aspect ratio of 10, differences in mixing times between
both reactors were small and never exceeded 30%.
Furthermore, such differences were even smaller as the
reactor volume increased. Accordingly, the behavior of
large scale air-lift and bubble-column reactors in terms of
homogeneity and the presence of concentration gradients
should be similar.

Although high superficial velocities improve homogene-
ity and prevent formation of concentration gradients in

air-lift and bubble-column reactors, foaming problems and
bubble-associated cell damage limit the use of high aera-
tion rates. Tramper et al. (30) proposed a killing volume
hypothesis where cells are killed within a hypothetical
volume associated with each air bubble. The specific death
rate constant k& was then correlated with the operating
and geometric characteristics of bubble columns accord-
ing to

(9)

where Fg is the gas flow rate, dh is the bubble diameter, and
Vk is the killing volume which is constant for a particular
system and can be determined experimentally. Equation 9
shows that the aspect ratio of bubble-column bioreactors
can have important consequences on animal-cell survival.
For instance, a decrease in aspect ratio will result in an
increase in the death-rate constant for a given reactor
volume and superficial gas velocity. Thus, a high aspect
ratio should be the design criterion.

lnhomogeneous Bioreactors. Inhomogenous systems can
be defined as those where cells grow either attached to
or entrapped by a solid substratum arranged within a
particular device or bioreactor configuration. Many differ-
ent types of substrata and geometric configurations exist,
however inhomogeneous systems can be simply classified
according to Table 2 (31). In almost all inhomogeneous sys-
tems, oxygen transfer will be the limiting factor, and thus,
as discussed below, dissolved oxygen concentration gra-
dients will be present. Accordingly, predicting dissolved
oxygen profiles constitutes the basis for a rational design
of many inhomogeneous systems. The simplest designs
include static units, such as dishes, flasks, and trays,
where oxygen is transferred through the liquid surface
only by diffusional mechanisms. As described by Mur-
din et al. (32), the dissolved oxygen profile can then be
predicted from a steady-state mass balance according to

(10)

where c and cm are dissolved oxygen concentration in
the liquid and at saturation, respectively; OUR is oxygen

Table 2. Clasification of Inhomogeneous Systems0

Plate devices
Static T-flasks, plate units, trays, multiwell

plates, petri dishes
Dynamic Plate units, roller bottles

Films Bags, spiral wound
Tubes Macroforms, hollow fibers
Packed beds Ceramic, glass spheres, helixes,

springs, diatomeceous earth,
polystyrene jacks, sponges

Monolithic Ceramic matrix
Microcarriers Simple solid, collagen-coated, porous
Microencapsulation Alginate, agarose, polylysine

"Adapted from (Ref. 31).



uptake rate; y is liquid depth, and D0/w is the diffusion
coefficient of oxygen in water (2.6 x 10~5 cm2/s). For a
typical maximum cell concentration (3 x 106 cell/mL) and
typical specific oxygen uptake rate (4 x 10~10 mmol/cell-h),
equation 10 predicts that medium height must be main-
tained below 2 mm to avoid oxygen limitation. This result
indicates that high superficial area to culture volume
ratios AfV, usually in the range of 2.5 to 5Cm-1, are
required, that is, two to three orders of magnitude higher
than for large-scale homogeneous bioreactors. A modest
increase (two- to three-fold) in substratum area without a
corresponding increase in AJV ratios can be achieved by
circulating medium through multistacked static units or
by rotating vessels and flasks containing multiple internal
surfaces. Scalability of high AfV culture units is limited
because their cumbersome configurations require labor-
intensive operations. Yet, volumes as large as 200 L have
been reported (31). High substratum areas to culture vol-
ume ratios and concomitantly high cell concentrations
(>1 x 108 cell/mL), can be attained in some inhomoge-
neous bioreactors, such as packed-beds (4 to 100 cm"1)
and hollow-fiber (30 to 200 cm"1). High gas/liquid areas
needed for oxygen transfer are eliminated by perfusing an
oxygen saturated medium. This results in compact biore-
actor designs, as well as in the possibility of culturing
anchorage-independent cells in a perfusion mode at low
shear stresses and close to in vivo cell concentrations.

Although inhomogeneous systems are extensively used
in lab-scale applications and commercial size operations,
a strictly controlled and uniform environment cannot
be maintained. Thus undesirable heterogeneities and
existence of concentration gradients will inevitably occur
during scale-up. Accordingly inhomogeneous systems
are usually scaled up by increasing the number of
small scale units, rather than increasing the size of
the equipment. Many disadvantages exist for such
an approach, including higher capital and operating
costs, poorly controlled and monitored operation, and
unit-to-unit variability. Therefore, the challenge is to
design inhomogeneous bioreactors that approach a more
uniform environment. This can be achieved through
an appropriate design of geometric characteristics and
operating conditions. Because many different types of
inhomogenous systems exist, each case deserves a
unique analysis. Nonetheless, geometric and homogeneity
considerations of microcarrier systems, hollow-fiber, and
packed-bed reactors are analyzed below because these are
among the most important systems for commercial-scale
operations. A more detailed discussion of inhomogeneous
bioreactors can be found in the article Bioreactors,
Continuous Culture of Plant Cells.

Hollow Fiber Reactors. Conventional hollow-fiber (HF)
reactors are composed of a bundle of hollow fibers
sealed in an outer casing, that form a shell-and-tube
configuration 3.2 to 9 cm in diameter and 6 to 30 cm
long. HF are anisotropic structures composed of a thin
(0.1 to 2.0 jim) inner or "active" skin and a thick (50 to
85 um) spongy support layer. The internal fiber diameter
commonly ranges from 40 to 200 um, and the molecular
weight cutoffs (molecular weight of species retained) vary
from 300 to 300,000 Da. The medium is perfused from the

Figure 8. Schematic representation of common operating modes
and pressure distribution in hollow-fiber reactors. Open arrows
indicate feed inlet, and closed arrows indicate effluent streams.
The tube-side pressure is represented by a solid line and
shell-side pressure by a dashed line, (a) Open-shell ultrafiltration
and transmembrane pressure difference, Al. (b) Closed-shell
ultrafiltration and transmembrane pressure difference Bl and
B2. (c) Cross-flow ultrafiltration and transmembrane pressure
difference, Cl. Reprinted by permission from (Ref. 33).

lumen side and transported through the porous membrane
to the shell side, where the cells are immobilized. As
illustrated in Figure 8, there are three common operating
modes (open shell, closed shell, and cross-flow), each
resulting in a different pressure distribution throughout
the HF cartridge (33). The axial pressure drop inside
the fibers can be expressed, to a good approximation, by
equation 11, obtained from the Hagen-Poiseuille equation
for flow in a pipe (34):

(H)

where pc and uc are pressure and average axial velocity
inside the capillary, respectively; Z is the axial position;
and rc is the inside capillary radius. The transmembrane
flux depends on the pressure difference between the
shell and lumen sides of the fiber. For the open and
closed-shell operating modes, the pressure gradient and
thus medium flux decreases along the axial direction,
causing undesirable concentration gradients. The result
is a higher cell concentration at the inlet section and
only negligible growth after a certain cartridge length.
Most commercial HF devices operate in the closed mode,
resulting in reversed flux at the downstream section of
the reactor. Thus, whereas fresh medium is supplied to
the cells in the inlet section, exhausted medium and toxic
wastes are removed in the outlet segment, creating severe
environmental heterogeneities. Accordingly, scaleup of HF
reactors in the axial direction is limited and explains
the short length of commercially available devices. In
conventional HF reactors, only diffusional transport exists
on the shell side. Thus, fibers must be tightly packed to
avoid nutrient limitation and/or by-product accumulation
at the interstitial zones. Even so, necrosis usually occurs
because the distance from the interstices to the inner
capillary skin is 150 um at best. Necrotic zones will
still occur even if convective transport is forced through
the shell side, because the tissue-like cell concentrations
prevent a uniform flow distribution. Accordingly, severe
radial gradients are also present in many HF reactors.
Concentration polarization and fouling of the inner lumen



surface is an additional problem that can lead to reactor
inhomogeneities. Experimental determinations of axial
and radial heterogeneities are well documented (33,35,36).

Many solutions have been proposed to improve
homogeneity and prevent nutrient limitation and by-
product buildup in HF reactors, most of them based
on modifying geometric characteristics and operating
conditions (35,36), for instance, combination of fibers and
membranes in flat-bed HF arrangements, introduction of
porous distribution tubes to perfuse either fresh medium
or oxygen, mixing aeration and medium supply fibers,
combination of different fiber types, selection of molecular
weight cutoffs, and flow alternation between shell and
lumen sides. Still scale-up of HF reactors is performed
primarily by increasing the number of devices modularly.
Predicting dissolved oxygen profiles in the radial direction
can help design more efficient HF reactors (fiber size,
distance between fibers, etc). A simplified approach is to
perform a steady-state mass balance around a cylindrical
capillary where only diffusion is considered. Dissolved
oxygen profiles are then obtained, as detailed by Murdin
et al. (32), from the following equation:

(12)

where r is the radius and ro is the radius at which the
oxygen concentration falls to zero.

Packed-Bed Reactors. Packed-bed reactors are also
widely used to culture anchorage-dependent and indepen-
dent cells (37). In general, an aspect ratio of 3 is suitable
for packed-beds. As shown in Table 2, many different
materials have been used as packing matrixes. The diam-
eter of the various matrix particles commonly ranges from
0.1 to 5 mm, resulting in typical void fractions of 0.3 to 0.6.
Depending on the packing material used, very high sub-
stratum area to culture volume ratios can be reached (see
above), which approximate those of hollow-fiber reactors.
However, in contrast to hollow-fiber reactors, properly
designed packed-bed reactors should not present radial
gradients, and thus, a straightforward scale-up in this
direction is possible. Still, axial concentration gradients,
are inherently present and will limit reactor length. Again,
dissolved oxygen is almost always the limiting substrate,
and its concentration profile along the axial direction can
be determined using a macroscopic mass balance (38):

(13)

where CQ is the inlet dissolved oxygen concentration and
ML is the superficial liquid velocity based on an empty
bed. Concentration gradients will decrease as ML increases
(see equation 13). Nonetheless, the maximum ML will be
limited by the permissible maximum pressure drop, which
can be determined from the Ergun equation (39):

(14)

where s is the void fraction, Tp is the particle diameter,
and /Xb is the culture medium viscosity. Maximum shear

stresses in the bed must also be considered to determine
the maximum allowable ML-

Microcarriers. Stirred vessels and air-lifts are the
reactor configurations used for cultivating cells attached to
microcarriers. Furthermore, the density of microcarriers
is only slightly above that of the culture medium
(1.03 to 1.05 g/mL). Thus, geometric considerations
and homogeneity characteristics of the bulk liquid
phase will be the same as those for homogeneous
systems (detailed in previous sections). Nonetheless,
concentration gradients within porous microcarriers
(typical diameter range between 100 and 500 jim) can
still exist. Dissolved oxygen profiles within porous
microcarriers can be modeled from a steady-state mass
balance of oxygen diffusion into a sphere, as described by
Murdin et al. (32). Alternatively, mass transfer limitations
and thus formation of undesirable gradients within a
porous microcarrier can be determined from plots of the
observable module (obtained from the Thiele modulus) <t>
versus the effectiveness factor rj, shown in Figure 9 (40).
For spherical particles and OUR as the rate of interest, O
and Y] are defined as

(15)

(16)

where Ap and Vp are the external surface area and volume
of a microcarrier, respectively, and OURo is the observed
oxygen uptake rate. De is the effective diffusion coefficient,
which in turn is a function of the microcarrier porosity
and tortuosity factor. From Figure 9 and equations 15
and 16, it can be seen that oxygen limitation will occur
at an Observable Module above 0.3. Accordingly, oxygen
limitation can be avoided (3> < 0.3) through proper design
of microcarrier geometry (see Fig. 9 and equations 15 and
16). This approach can also be applied to other immobilized
systems such as hollow fibers and microencapsulation.

Heating and Cooling

Maintaining a constant and homogeneous temperature is
an essential requirement in cell culture. Temperature

Figure 9. Effectiveness factor as a function of the Observable
Modulus. Michaelis-Menten kinetics. Continuous line; spherical
geometry; dashedline; slab geometry. Reprinted by permission
from (Ref. 40).
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variations of 1°C can reduce cell growth, viability,
and/or product production (41). It has also been reported
that temperature affects cell cycle phases, metabolism,
and cell resistance to shear (42), whereas its control is
particularly relevant when temperature-inducible genes
are used for recombinant protein production (43). High
temperatures may also increase proteolytic activity
and alter protein post-translational modifications (42).
Moreover, culture susceptibility to viral infection can be
modified by temperature (44). Although viral infection is
an undesirable event for some processes, in others, such
as in virus production for vaccines or bioinsecticides,
viral progeny are the desired product. As shown in
Table 3 (45-51), a wide range of optimum temperatures
exists for tissue culture. Mammalian-cell lines are usually
cultured at or near 37 0C, whereas cells from other origins,
such as insect, amphibian, fish, or plant, require lower
temperatures, usually between 10 and 30 0C. The optimum
temperature for growth is not always the most effective
for product production. In an attempt to provide the most
favorable conditions for growth and product production,
several groups have proposed production strategies that
demand fine control of temperature (42,45). Moreover,
temperature monitoring has been proposed as a tool for
designing control strategies (42,52). Altogether, it is clear
that adequate temperature control and monitoring are
imperative, especially when applications of cell culture
are scaled up to a commercial level.

For fermentation of lower eukaryotes or prokaryotes,
heat transfer becomes increasingly problematic as the
fermenter is scaled up. This is due to the high cell
concentrations reached, the high heat generated from
metabolic activity, and the large volumes of fermenters
employed. The importance of heat transfer in such a
process can be illustrated by the production of single cell
protein, where operating costs from heat removal can be
higher or at least equal to those from oxygen transfer (13).

A particular problem that occurs at large scales is that
heat transfer from the vessel walls is severely limited
because reactor volume increases by the cube whereas
reactor area only increases by the square. A contrasting
situation exists for cell culture, where heat transfer is
not considered an important problem and has been widely
overlooked, whereas other aspects such as oxygen transfer
have received much more attention. The reasons for this
are the lower cell concentrations, smaller power inputs,
lower sizes of commercial reactors, and lower generation of
metabolic heat of animal- and plant-cell culture compared
to microbial fermentation. Nonetheless, careful attention
must still be placed on the design of the heat transfer and
temperature control systems of large-scale cell cultures,
particularly if temperatures near ambient are required.
Heat transfer can become important as higher cell density
cultures are developed and larger reactor volumes are
needed. Moreover, the fragile nature of most cells limits
the use of highly turbulent mixing that is necessary if high
heat transfer rates are needed. Accordingly, heat transfer
phenomena must be considered during the design of a
large-scale cell-culture process.

Effective heat transfer is required to maintain constant
temperature in the bioreactor and also to sterilize and
cool the vessel. The latter is important to assure product
stability at the end of the culture. In this section, a
general introduction to heat transfer in bioreactors will
be given with special emphasis on cell culture. Only
maintaining a desired temperature during the culture
phase will be discussed because sterilization and product
recovery are discussed elsewhere. Finally, the relevance
of heat transfer will be evaluated from calculations for
hypothetical large-scale cultures.

Heat Transfer in Bioreactors: The Basics. The main heat
flows (heat per unit time per unit volume) in a stirred-tank
bioreactor are shown in Figure 10. The heat accumulation

°Optimum temperature should be determined for each recombinant protein produced.

Table 3. Optimum Temperatures for Cell Culture

Cell Line

Murine hybridoma HB-32
Murine hybridoma HB-32
Rat-mouse-mouse trioma
CHO cells
Insect cells
Insect cell-baculovirus

expression system
Catharantus roseus plant

cells
Catharantus roseus plant

cells
Perilla frutescens plant cells
Perilla frutescens plant cells
Chlorella vulgaris SO-26

green alga cells
Chlorella vulgaris SO-26

green alga cells
Salmonid fish cell lines
Nonsalmonid fish cell lines

Optimum
Temperature (0C)

33
39
37
37

27-29
22-29

30

21.5

28
25
20

14

15-20
20-30

Parameter
(maximum value)

Viability index
QMab
Xt and <7Mab
Growth rate

Recombinant protein
production"

xt

Product synthesis

xt
Anthocyanin productivity
Specific growth rate
Cellular sugar content

Xt

xt

Reference

45
45
46
41
47
47

48

48

49
49
50

50

51
51



Figure 10. Main heat flows in a stirred-tank bioreactor.

rate Qacc in such a reactor at constant pressure is given
by

(17)

where Qmet is heat produced by the metabolism of the
cells, QSen is the sensible enthalpy gain by flow streams
(outlet-inlet), Qag is the heat generated by power input
from agitation, Qsp is the heat generated by sparging,
Qevap is the heat removed by evaporation, and Q6x is the
heat transferred by the heat exchanger. Heat transferred
between the environment and the reactor can be important
for small-scale vessels but becomes negligible as volume
increases. Heat transferred from the environment can
be included in Qex. If the temperature of the reactor is
maintained constant, then

(18)

Each of the terms in equation 17 is individually analyzed
below.

Metabolic Activity. Among other things, heat gener-
ated by metabolic activity depends on the type of cell,
the growth phase, the type and concentration of sub-
strates, the concentration of by-products, the shear and
osmotic stresses, and the physicochemical properties of
the culture medium (53). This has been extensively ana-
lyzed for cultures of prokaryotes or lower eukaryotes,
but only very scarce information exists for animal- and
plant-cell cultures. Heat generated from aerobic growth
can be calculated from the oxygen consumption using
the oxycaloric equivalent, which is defined as the heat
yield from oxygen consumed. For any cell type, fully
aerobic metabolism, and all biologically useful organic
substrates, the oxycaloric equivalent has been determined
to be -450 (±5%) kJ/mol O2 consumed (53). However,

compared to in vivo, the oxycaloric equivalent is always
more negative for cells grown in vitro. This is caused by
nutritional deficiencies present in the in vitro environ-
ment, which must be fulfilled through anaerobic processes
by cells rapidly growing (53). Under such conditions, use
of the oxycaloric equivalent to calculate the heat produced
from cell metabolism can lead to an underestimation of
almost 40%. Heat flow rates for several biological models
have been determined under controlled pH and dissolved
oxygen using microcalorimeters or bench-scale calorime-
ters (52-54). Heat fluxes (heat flow rate per cell) for some
mammalian-cell lines are shown in Table 4. However, cau-
tion should be taken when using such values because the
heat generated by metabolism is affected by the various
parameters mentioned previously.

If metabolic pathways are lumped into one global reac-
tion, then the heat produced by cellular metabolism can
also be calculated from the standard enthalpies of sub-
strates, biomass, and products. Again, caution should be
taken because metabolic reactions are variable and depend
on the particular system studied, including substrate
availability, physicochemical conditions, and toxicity of by-
products. Even when catabolism of higher eukaryotic cells
is very complex, Kemp and Guan (53) have concluded that,
for heat balance considerations, the metabolic processes
of animal cells can be described essentially by glycol-
ysis, oxidative phosphorylation, the pentose phosphate

Table 4. Specific Heat Flux for Some Cell
Types0

"Reprinted by permission from Ref. 53.
6In g/L, calculated from data of Ref. 54.

Cell Type

Human erythrocytes
Human platelets
Bovine sperm
Human neutrophils
Human lymphocytes
Horse lymphocytes
Human T-lymphoma
3T3 mouse fibroblasts
Chinese hamster ovary 320

(recombinant)
kB
Vero
Mouse lymphocyte

hybridoma
HeLa-53G
Mouse macrophage

hybridoma, 2C11-12
Chinese hamster ovary Kl
Human foreskin fibroblast
Rat white adipocytes
Human white adipocytes
Human melanoma, H1477
Human keranocytes
Hamster brown adipocytes
SV-K14 (transformed)

keranocytes
Rat hepatocytes
Kluyveromyces fragilis

Heat flux, pW/cell

0.01
0.06

1.3 ±0.1
2.5 ±0.3

5
8

8 ± 1
17

- 2 3

25
27 ±2
30-50

31.2
32 ±2

38
40 ±10

40
49 ±15

80
83 ±12

110
134 ± 35

329 ± 13
1.2*

Win

Osen

Qmet

^evap

Oa9

Qsp

Qex



pathway, and glutaminolysis. Accordingly, they summa-
rized animal-cell growth and product production as

Glucose + glutamine + O 2 -* biomass + product

(19)

Then Qmet can be calculated from the standard enthalpies
of formation of each compound, if reaction stoichiometry
is known, according to (13)

(20)

where m and n are the number of products and substrates,
respectively; bi and a, are the stoichiometric coefficients of
product i and substratey, respectively; and Hpt and Hsj are
the enthalpies of product i and substrate j9 respectively.
Note that the contribution of anabolism to heat generation
is generally negligible (52). Some standard enthalpies of
formation for common cell culture substrates and by-
products are shown in Table 5 (55,56). Von Stockar and
Marison (54) have determined that neither temperature

Table 5. Standard Enthalpies of Formation of Various
Compounds at 25 0C, 1 atma

nor the thermodynamic state of compounds are significant
for energy balance calculations of aerobic (or mainly
aerobic) cell growth. Therefore, the values in Table 5 can
be utilized for energy balances for culture temperatures
different from 25 0C without any further corrections.

Inlet and Outlet Flows. The heat flow Qsen contributed
by substances fed to or eliminated from the reactor, if no
phase change occurs and if inlet and outlet flows are equal,
is given by

(21)

where Ffd is flow rate, Cp is the heat capacity of the
stream, and Toxxt and Tin are the temperature of the
outlet and inlet flows, respectively. Heat generation can
also originate from the temperature difference between
the gas and the culture broth. For instance, if gases are
compressed adiabatically, their temperature can be higher
than the liquid, particularly for cultures controlled at low
temperatures (29). Accordingly, the sensible enthalpy gain
by the gaseous stream is given by

(22)

where T\> is the temperature of the culture broth, pg is the
gas density, and the subindex g refers to the gas phase.

Other reactions that occur in the system simultaneously
with cell growth, such as neutralization of buffers in
culture media, also contribute to the energy balance (56).
The enthalpies of neutralization of physiological buffers,
shown in Table 6, are usually exothermic in culture
conditions (56).

Power Input by Agitation and Sparging. An important
source of heat in a bioreactor is the power input from
agitation and sparging. The power Pg, transferred to the
reactor by sparging, can be calculated from the following
equation (13,57):

(23)

where R is the gas constant, MW is the gas molecular
weight, pi is the pressure at the sparger, p 2 is pressure
at the vessel top, a is the fraction of gas kinetic energy
transferred to the liquid (typically 0.06), and UQ0 is the gas
velocity at the sparger orifice. For well-designed spargers,

Table 6. Enthalpies of Neutralization of Physiological
Buffer Systems for the Reaction A" + H+ —• AH°

aAdapted from Refs. 13, 55, 56.
b(s), (1), (g), and (aq) refer to the thermodynamic state of compounds.

Compound

Acetic acid
Acetate ion
Alanine
Ammonia

Ammonium chloride
Ammonium ion
Bicarbonate ion
Biomass
Carbon dioxide

Carbonic acid
Ethanol
Formic acid
a-jtf-D-Glucose
GIutamic acid
Hydrochloric acid

Hydrogen ion
Lactic acid
Methane
Methanol
Oxygen

Potasium chloride
Pyruvic acid
Sodium chloride
Sodium hydroxide
Succinic acid
Sucrose
Sulfuric acid
Water

Formula6

C2H4O2 (aq)
C2H3O2- (aq)
C3H7O2 N(s)
NH3 (g)
NH3 (aq)
NH4Cl (s)
NH4

+ (aq)
HCO3

+ (aq)
CHi8Oo.5No.2(aq)
CO2 (g)
CO2 (1)
H2CO3

C2H5OH (1)
CH2O2 (aq)
CeHi2O6 (aq)
C5H8O4N (s)
HCl (g)
HCl (aq)
H+ (aq)
C3H6O3 (1)
CH4 (g)
CH3OH (1)
O2 (g)
O2 (aq)
KCl (s)
C3H3O3 (s)
NaCl (s)
NaOH (s)
C4H6O4 (1)
Ci2H24Oi2 (s)
H2SO4 (1)
H2O (g)
H2O (1)

A#£, kcal/mol

-94.5
-116.1

-88.9
-41.4
-19.4
-75.4
-31.8

-165.5
-21.9
-94.0
-98.9

-167.2
-66.3
-85.1

-302.0
-170.4
-22.1
-18.0

O
-124
-17.9
-57.0

O
-2.9

-104.2
-114.1
-98.2

-102.0
-178.8
-371.6
-193.9
-57.8
-68.3

aAdapted from Ref. 56.

Buffer System

Bicarbonate
HCO3/CO2 (aq)

Carboxyl groups
Succinate
Citrate

Phosphate
HPO4

2-/H2PO4-

T(0C)

25
37

25
25

25
37

AhHn+ (kcal/mol H+)

- 2 to-1 .8
-1.2

-0.07
+0.8

- 1
-0.86

6.4
6.3

5.6
6.4

6.9
pH6.6



U2

the term a-^-, which represents the jet kinetic energy
developed at the sparger holes, is small and can be
neglected (13). Equation 23 can be used to calculate power
dissipation due to sparging into stirred-tank, bubble-
column, and air-lift bioreactors. Notice that, equation 23,
neglecting the jet kinetic energy at the sparger holes,
corresponds to the term of the energy dissipation rate from
aeration in equation 2. This is obtained by substituting
in equation 23 the molar gas flow rate and pressure
difference between the sparger and top of the vessel, given
by equations 24 and 25, respectively:

(24)

(25)

where h is the molar gas flow rate.
The power P transferred to a Newtonian fluid by

agitation depends on the fluid density, viscosity, agitation
speed, impeller type, impeller diameter, vessel diameter,
liquid height, and other geometric characteristics and
parameters of the system (16). Then, using dimensional
analysis, the energy dissipated to the liquid by agitation
is a function of

(26)

where W is the impeller width. P0, Re, and Fr are
the Power, Reynolds, and Froude numbers, respectively,
defined as

(27)

(28)

(29)

Fr is important only if gross vortexing exists in the reactor.
If vortexing is prevented by baffling or off-center stirring,
then the Power number is only a function of Re and
geometrical ratios (16). As shown in Figure 11, this is true
for the laminar flow regime (Re < 3 x 105), where P0 is
related to Re through the proportionality constant Kp,
which depends only on the system geometry:

(30)

In the turbulent flow regime, the power input is
independent of Re. Figure 11 can be used to predict P0 for
various system geometries. For other geometries, P0 must
be determined experimentally. For vessels equipped with
multiple impellers, the interaction between them is not
significant if the distance between impellers exceeds their
diameter (29). Power consumed will then be the addition
of the power consumed by each impeller. Furthermore, if
an agitated vessel is also aerated, then power input from

Figure 11. Power number as a function of Reynolds number.
(1) turbine stirrer, Tv/D = 3.33, Hh/D = 1, wb = without baffles,
b = with baffles; (2) marine propeller, angle 25°, Tv/D = 3.33,
Hh/D = 1.5; (3) anchor impeller, Ty/D = 1.02, Hh/D = 0.01,
W/D = 0.1; (4) helical ribbon impeller, Tw/D = 1.02, Hh/D = 0.1,
W/D = 0.1. Reprinted by permission from (Ref. 29).

agitation will decrease with respect to the unaerated case.
Van't Riet and Tramper (29) recommend the correlation
by Hughmark for turbine stirrers in water for calculating
aerated power inputs Pa:

(31)

Evaporation. If the inlet gas is at a lower temperature
than the bioreactor, heat loss due to evaporation can be
significant. Furthermore, evaporation can contribute to
substantial water loss in the fermenter, which has to be
replaced or avoided by using effective condensers. As the
gas temperature increases, the water content of saturated
air increases. The latent heat of evaporation for water X
is 41 kJ/mol, and the heat loss due to evaporation can be
calculated as (13)

(32)

where F'g is dry air flow and u;Out and Win are the water
contents of the inlet and outlet flows, respectively. Water
contents can be calculated from psyehrometrie charts.

Heat Exchangers. Heat exchangers have to be included
in vessels to control the culture temperature. Vessels can
be jacketed, have internal or external coils, and even an
external heat exchanger can be used. Jacketed vessels
are used in small-scale reactors, but as scale increases,
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the heat transfer area per unit volume decreases, and
internal or external coils may be required for efficient
control of temperatures. As illustrated in the practical
cases shown below, a jacket is more than sufficient to
transfer the necessary heat in typical large-scale cell
cultures. Furthermore, shear damage of cells in pumps
and risk of contamination limit the use of external heat
exchangers.

To maintain a constant culture temperature, the
heat generated (or removed) by all of the processes
analyzed previously must equal the heat transferred by the
exchanger. Heat transfer depends on the overall heat flow
resistance R', and the temperature gradient AT between
the exchanger and the culture broth:

(33)

Calculation of AT depends on the system geometry and
on the direction of motion of the fluids. For heat transfer
from jackets in agitated-tank reactors, AT is given by the
log mean temperature difference (LMTD):

(34)

where Ti and T0 are the temperatures of the coolant
entering and leaving the reactor, respectively. Tb is
constant if a perfectly mixed vessel is assumed. In turn, R
is defined as

(35)

where A is the area for heat transfer and U is the
overall heat transfer coefficient. U depends on the nature
of the material across which heat is transferred, the
system geometry, and the nature of the fluid flows
involved. As a rule of thumb, U for a clean vessel usually
ranges between 280 to 1,137 W/m2 0C (11). However, a
wider range exists for various practical situations (58).
Lower values correspond to very viscous non-Newtonian
fluids, whereas larger values correspond to nonviscous
Newtonian fluids. The overall heat transfer resistance is
the sum of the individual resistances in series in the path
of heat transfer. Therefore, for the jacket of thin-walled
vessels, where the area normal to the direction of heat

transfer can be considered constant, U is given by the
following expression:

(36)

where hi and Ji0 are the broth and coolant side heat-
transfer coefficients, respectively; t is the vessel wall
thickness; km is the metal thermal conductivity; and hf{

and hf0 are the inside and outside fouling heat trans-
fer coefficients, respectively. Fouling is caused by deposits
(microbial film, scale, dirt, etc.) which depend on operating
conditions and should be kept to a minimum by maintain-
ing vessels and jackets or coils clean. Fouling resistances
for various systems can be found elsewhere (58). Individ-
ual heat-transfer coefficients depend on the fluid proper-
ties, geometric characteristics, and operating conditions of
the system through complex relationships. Thus, from a
practical standpoint, individual heat-transfer coefficients
are obtained from empirical correlations, some provided
by vessel vendors, relating the Nusselt number (Nu) with
the Reynolds (Re) and Prandtl (Pr) numbers. For instance,
h{ for stirred vessels can be determined as

(37)

where a, b, c, and d are constants (listed in Table 7 for
various reactor configurations), /xw is the broth viscosity
at the wall temperature, and Nu and Pr are defined as

(38)

(39)

where k is the broth thermal conductivity. Equation 37 is
acceptable for unaerated fluids. However, no correlations
have been published for aerated conditions (11). Depend-
ing on stirring speed and flooding phenomena, aeration
can improve or deteriorate hi. Nonetheless, the influence
of gassing is minor in relation to other variables (29).

Liquid circulation in bubble columns is determined by
the gas flow rate, and thus, hi can be determined as (29)

(40)

Table 7. Values of Constants in Equation 37 for Jacketed Vessels"

"Adapted from Ref. 58.

Impeller

Jacketed vessels
Paddle
Pitched-blade turbine
Disk flat-blade turbine
Propeller
Anchor
Anchor
Helical ribbon

Helical coils
Paddle

a

0.36
0.53
0.54
0.54
1
0.36
0.63

0.87

b

0.66
0.66
0.66
0.66
0.5
0.66
0.5

0.62

C

0.33
0.33
0.33
0.33
0.33
0.33
0.33

0.33

d

0.21
0.24
0.14
0.14
0.18
0.18
0.18

0.14

Re

300-3 x 105

80-200
4-3
2 x 105

10-300
300-40,000

8-105

300-4 x 105



TpITy

Figure 12. Coefficient 6 of equation 42, Tp/Tw in inches per foot.

Reprinted by permission from (Ref. 58).

where /xwt is the water viscosity and /Xb is the broth
viscosity. Equation 40 is applicable to vessels with
diameters ranging from 0.1 to I m and for broths
viscosities between 10~3 to 5 x 10~2 N s/m2.

The liquid velocity has to be known to perform
heat transfer calculations in air-lift bioreactors. This
is rather complex and, as exemplified by van't Riet
and Tramper (29), an average liquid velocity can only
be estimated from numerical simulations. Alternatively,
simplified correlations, such as the one shown in
equation 7, exist. However, liquid velocity gradients are
present, and thus, a single value for heat transfer cannot
be given. Flow in the downcomer can be considered a
single phase. Thus, hi can be determined from correlations
of turbulent flow in pipes (29):

(41)

where u\^ is the average superficial liquid velocity in the
downcomer and T& is diameter of the downcomer. The flow
regime in the riser can be described in the same manner
as in a bubble column, that is, either homogeneous or
heterogeneous flow (see previous section) (29). The flow
regime is determined mainly by the total hydrodynamic
resistance of the bioreactor. If the riser acts as a bubble
column in the heterogeneous flow regime, equation 40 can
be used to calculate the heat-transfer coefficient. For "true"
air-lift flow (homogeneous flow), equation 41 can be used.

For packed-bed reactors, the heat-transfer coefficient
between the inner container surface and the fluid stream
can be calculated from the following correlation (58):

(42)

where Tp is the diameter of the particle, G is the superficial
mass velocity, k and Cp refer to the liquid phase, 6 is a
coefficient dependent on Tp/Ty (see Fig. 12), and bi is equal
to 1.22 (SI) or 1 (U.S. customary).

Heat-transfer coefficients for other inhomogeneous
systems, such as hollow-fiber and fluidized-bed, have to
be evaluated for each individual case because the packing,
liquid velocity, and the aspect ratio have to be considered.
Various correlations for such systems can be found
elsewhere (58). Finally, once all of the terms of equation 36
are known, the heat transferred by the exchanger can be
calculated by combining equations 33-35:

(43)

and the cooling water flow rate Fw can be calculated from

(44)

Many industrial operations still rely on simply
multiplying the number of small-scale units (such as T-
flasks or roller bottles) and placing them in contained
suites. For such cases a different approach must be taken
to solve heat-transfer problems. These are usually solved
through suitable design of the HVAC (heating, ventilation,
and air conditioning) systems. A "mega roll" industrial
unit has been described by Panina (59). This unit has a
capacity of 7,200 roller bottles of 1 L in cylindrical wire
racks. Racks are positioned in an incubator of 269.8 m3

heated with electric heaters that generate 14 kW. Heat
is uniformly distributed by forced air circulation, and
temperature is controlled by a heat exchanger fed with
cold water.

Practical Cases. To assess the magnitude of the various
heat flows and thus the importance of heat transfer in
a cell-culture process, heat balances for an hybridoma
culture in an hypothetical 10,000-L water-jacketed stirred-
tank reactor are presented. Comparison is made with a
hypothetical baculovirus-infected insect-cell culture in the
same vessel. The behavior of the large-scale hybridoma
culture is assumed to follow actual kinetic data obtained
from a 1-L agitated batch reactor under the experimental
conditions described by Higareda et al. (60). Such an
assumption is valid because the data at the 1-L scale,
shown in Figure 13, are similar to data reported by
Backer et al. (9) at the 1000-L scale. The calculations are
performed for a hypothetical vessel, detailed in Table 8,
which closely resembles the reactor used for CHO cell
culture at Glaxo Wellcome and described by Nienow
et al. (61).

Viable cell concentration and oxygen uptake rate (OUR)
are shown in Figure 13a. The horizontal line represents
the time of glutamine depletion which corresponds to the
onset of respiration cessation and the end of exponential
growth. Similar behavior has been described by Higareda
et al. (60). Heat flow during the lag and exponential
growth phases was calculated using 50 pW/cell, which
corresponds to the highest heat flux reported for a mouse
hybridoma (see Table 4). By choosing such a high value,
the calculated results should yield the worst case scenario
in terms of heat generation. Guan et al. (52) showed

b



Time, h

Figure 13. Kinetic data of a hybridoma batch culture in a
1-L stirred-tank reactor, (a) oxygen uptake rate (—), viable
cell concentration (•); (b) heat flow (•), heat accumulation (O);
(c) monoclonal antibody. Dottedline represents the time of GIn
depletion.

Table 8. Details of the Hypothetical 10,000-L Bioreactor"

Working volume 8,000 L
Aspect ratio 1.3
Liquid height 2.54 m
Tank diameter 2 m
Vessel wall thickness 6 x 10~3 m
Baffles 4
Turbine 1 Rushton
Turbine diameter 0.44 m
Distance of turbine from 2/9 Tv

vessel bottom
Heat exchanger Water jacket
Area of water jacket 12 m2

Aeration Superficial and submerged
Superficial gas velocity 2 x 10~4 m/s
Temperature 37 0C
Dissolved oxygen 20% w.r.t. air sat.

concentration
Metal conductivity 80 W/m2 0C

aSome values are based on Ref. 61.

that, as the metabolic activity of a culture decreases,
the heat generated approaches the oxycaloric equivalent.
Accordingly, during the stationary and death phases, the
heat flow was calculated using the oxycaloric equivalent,
450 J/mmol O2 consumed. The calculated profiles of
volumetric heat flow and accumulated heat (integral of
heat flow with time) are shown in Figure 13b. It can be
seen that volumetric heat flow and accumulated heat have
a maximum of 0.17 W/L and 20 J/mL. Thus, for the 10,000-
L (8,000-L working volume) reactor, a maximum heat flow
of 1.36 kW is expected. In comparison, maximum heat
flows of 7.4 W/L and 26 W/L have been reported for typical
aerobic growth of yeast (at a relatively low maximum
biomass concentration of 6.2 g/L) and unicellular protein
production in a 2.3 x 106-L reactor, respectively (54),
that is, heat generated from the metabolism of the
hypothetical hybridoma culture will be between one to two
orders of magnitude lower than that for other microbial
fermentation.

To satisfy the oxygen requirements of the culture
shown in Figure 13, the oxygen transfer rate (OTR) must
equal OUR. In this example, the maximum OUR was
0.8 mmoles/L h. Thus, an oxygen transfer coefficient, kLa,
of at least 5.47 h"1 is required (assuming cm = 0.183 mM).
As determined by Nienow et al. (61), such a hum can be
obtained if 50 W/m3 are supplied to the reactor by agitation
and sparging. Accordingly the total heat dissipated by the
reactor would then be 1.76 kW (i.e., 1.36 kW+(8 m3 x
0.05 kW/m3)). Interestingly, under such conditions 80%
of the heat flux will originate from cellular metabolism,
whereas only 23% results from aeration and agitation. For
a superficial gas velocity of 2 x 10~4 m/s (see Table 8) and
using equations 23 or 2, the power supplied by sparging
will be 1.96 W/m3. Thus, 48.04 W/m3 are needed for
agitation. An impeller speed of 1.67 s"1 can be calculated
from equation 27 if a Power number of 5 is assumed for
the reactor (61). This results in a fully turbulent flow
regime with a Reynolds number of 3 x 105 (assuming
that the culture broth behaves like water), but where
shear damage is not expected. A broth side heat-transfer
coefficient of 1,694 W/m2 0C can then be calculated using
equation 37. Finally, if fouling layers in the tank or jacket
are not formed and if the heat transfer coefficient on
the coolant side is negligible, an overall heat-transfer
coefficient of 1,503 W/m2 0C results from equation 36 and
data from Table 8 (vessel wall thickness and metal thermal
conductivity). This value agrees with overall heat-transfer
coefficients of jacketed vessels using brine as the coolant
and water as the fluid in vessel, which range from 230 to
2,625 W/m2 0C (58).

To maintain a constant temperature in the reactor,
heat generated from cellular metabolism, agitation, and
sparging has to be removed by the water jacket, dissipation
to the environment, and evaporation. Again, for the worst
case scenario, maximum heat removal from the exchanger
can be determined if heat losses to the environment
and from evaporation are neglected. This is possible if
the reactor is well insulated and a water-saturated gas
stream at the culture temperature is used for aeration.
Accordingly, solving equation 43 for a jacket area of 12 m2

yields a LMTD of 0.090C. Multiple combinations of inlet
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and outlet water temperatures below 37 0C but above 36 0C,
can satisfy the calculated LMTD. For instance, water
entering the jacket at a temperature of 36 0C and at a
flow rate of 22 L/min (see equation 44) would be necessary
to control the culture temperature at 37 0C. Interestingly,
such a result indicates that for the hypothetical hybridoma
culture, the heat transfer problem actually becomes a
heating task, because jacket inlet water is required at a
temperature above ambient.

A different situation will result for another model
culture, for instance, protein production by the insect-
cell baculovirus expression vector system (47,62). An
insect-cell culture, typically maintained at 27 0C, can
reach a concentration of 8 x 106 cell/mL and an OUR of
17 mmol/Lh during infection with a baculovirus. Using the
oxycaloric equivalent, a heat flow from metabolic activity
of 17.2 kW will result for the same hypothetical vessel
described above, that is, about 13 times higher than for
the hybridoma culture. For comparison, the same agitation
and aeration rates used for the hybridoma culture are
also used in this case. Because the OUR is severalfold
higher, it is assumed that the OTR can be increased
by oxygen enrichment, additional membrane aeration,
and/or pressure increase, or other means. It should be
cautioned that for an actual situation, the practical utility
of such alternatives must be carefully evaluated. The
fragile nature of insect cells also rules out the use of higher
agitation and aeration rates. Accordingly, the total heat
generated will be 17.6 kW. Following the same procedure
as before, a LMTD of 0.98 0C can be calculated. Such
a LMTD could be satisfied, at least theoretically, for
inlet water temperatures ranging from 6 to 26 0C. Thus,
more options exist than for the hybridoma culture for
designing the heat transfer system. In conclusion, the
cases illustrated show that jacketed vessels are more than
sufficient to satisfy heat-transfer requirements for cell
culture at the typical largest scales performed to date.
Moreover, compared to microbial systems or to oxygen
transfer requirements in cell culture, the heat transfer
problem is not a major challenge but cannot be overlooked.

NOMENCLATURE

A Area
Aa Downcomer cross-sectional a rea
a, Stoichiometric coefficient of subs t ra te j
Ap Area of microcarrier
A r Riser cross-sectional a rea
b{ Stoichiometric coefficient of product i
c Dissolved oxygen concentrat ion
cm Dissolved oxygen concentrat ion a t

saturation
Co Inlet dissolved oxygen concentration
Cp Heat capacity
D Impeller diameter
db Bubble diameter
De Effective diffusion coefficient
Do/w Diffusion coefficient of oxygen in water
Fg Gas flow rate
Fg Dry gas flow rate
Ffd Flow rate (feed)

Fr Froude number
Fw Cooling water flow rate
g Gravitational acceleration
G Superficial mass velocity
H Liquid height
Hh Height of stirrer above vessel bottom
Hd Downcomer height
/ifi Inside fouling heat-transfer coefficient
hfo Outside fouling heat-transfer coefficient
hi Broth side heat-transfer coefficient
ho Coolant side heat-transfer coefficient
Hp i Enthalpy of product i
Hx Riser height
Hsj Enthalpy of substrate j
k Thermal conductivity
kd Specific death rate constant
km Metal thermal conductivity
Kp Proportionality constant
LMTD Log mean temperature difference
m Number of products
Mab Monoclonal antibody
MW Molecular weight
n Number of substrates
h Molar gas flow rate
N Impeller speed
N* Dimensionless mixing time
Nu Nusselt number
OUR Oxygen uptake rate
OTR Oxygen transfer rate
P Power
pi Pressure at the sparger
P2 Pressure at top of vessel
pa Aerated power input
pc Pressure in capillary
Pg Power transferred to liquid from

sparging
P0 Power number
Pr Prandtl number
q Specific production rate
Qacc Heat accumulation ra te
Qag Heat produced by agitation
Qevap Heat removed by evaporation
Qex Heat transferred by the heat exchangers
Qmet Heat produced by metabolism
QSen Sensible en tha lpy gain by flow s t r eams
QSeng Sensible enthalpy gain by gas stream
Qsp Heat produced by sparging
R Gas constant
Rr Resistance to heat flow
r Radius
r0 Radius at which oxygen concentration

falls to zero
rc Capillary radius
Re Reynolds number
t Vessel wall thickness or time
T Temperature
Tb Broth temperature
tc Circulation time
Td Downcomer diameter
Tg Temperature of gas
Ti Jacket fluid inlet temperature



Tin T e m p e r a t u r e of t h e inlet flow
*M Mixing t ime
tmt Time constant for mass transfer
T0 Jacket fluid outlet temperature
Tout Temperature of the outlet flow
Tp Diameter of particle
Tx Riser diameter
r̂xn Time cons tan t for oxygen consumpt ion

Tv Vessel diameter
U Overall heat transfer coefficient
Ul Average axial velocity inside capillary
UQ Superficial gas velocity
M G 0 Gas velocity a t the sparger orifice
UQT Superficial gas velocity in t h e r i ser
i/Gs P r e s s u r e corrected gas velocity
WL Superficial l iquid velocity
Ui^ Superficial liquid velocity in the riser
z/L7 Average superficial liquid velocity in

downcomer
V Liquid volume
Vk Killing volume
Vp Volume of a microcarrier
VVM Volume of air per volume of liquid per

minute
W Width of impeller
Win Water content of inlet gas stream
W0Ut Water content of outlet gas stream
Xt Total cell concentration
y Liquid depth
z Axial posit ion
a Fraction of gas kinetic energy

transferred to the liquid
Ap Pressure drop
e Void fraction
ST Total energy dissipation rate
<£ Observable module
r] Effectiveness factor
k Latent heat of evaporation of water
/JL Viscosity
/xapP Appa ren t viscosity
/Xb Bro th viscosity
/xw Broth viscosity a t the wall t empera ture
/xwt Water viscosity
p Liquid density
Pg Gas density
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INTRODUCTION

Industrially important organisms, such as microbes,
and plant and animal cells, are aerobically cultured
in mechanically agitated and pneumatically driven
bioreactors. Mechanically agitated bioreactors, the most
standardized bioreactor system in industrial processes,
have high construction costs, complicated structures,
considerable power input, higher process cost, and
higher risks of microbial contamination than equivalent
preumatic reactors. Pneumatically driven bioreactors,
such as bubble column and airlift bioreactors, are
preferable as plant culture bioreactors because they lack
the drawbacks of mechanically agitated bioreactors.

The use of airlift bioreactors is generally accepted as
the standard procedure for growing plant cell and tissue
suspension cultures. Airlift bioreactors use air to circulate
the medium (1), and the medium is driven in one direction
because aeration occurs within a draft tube or external loop
and rising bubbles make the medium flow (2). These types
of bioreactors are excellent because they supply sufficient
oxygen and substrate and create low shear stress (2).

Various types of airlift bioreactors have been developed
and their characteristics have been evaluated (for
culturing plant cells and root culture (3-18), yeast
(5,19,20), fungus (21), bacterial (19,22,23), and animal
cells (24)). The type of airlift bioreactor affects growth
and metabolite production by its effects on physical and
chemical properties.

This article reviews the basic construction of airlift
bioreactors, their characteristics, types, and applications
in plant cell and tissue cultures.

GENERAL CHARACTERISTICS

Fundamental Design

Airlift bioreactors are a modification of the bubble column
bioreactor which generates medium flow by aeration and
circulates medium in one direction. Fundamentally, airlift
bioreactors should be composed of at least two columns,
a riser column, a downcomer column, and connections
between them at the top and the bottom of the vessel
to circulate the medium. Various types of bioreactors
conform to this requirement and are recognized as airlift
bioreactors. An airlift bioreactor is either a draft-tube
airlift bioreactor or an external-loop bioreactor, as in
Figure 1. The bubbles sparged into a draft tube from an air
sparger rise in the riser column (draft tube) and generate
upward medium flow. The medium which reaches the
surface pours into the annular space between the draft
tube and the enclosing bioreactor vessel (downcomer) and
flows downward; thus the medium circulates.

The fundamental design feature to consider is the
bioreactor's ratio of height to the diameter. Sometimes
a ratio of only about 1.5 to 3.0 was used in designing
the airlift bioreactor but these values are insufficient for
efficient mixing. Values of 5 or more are necessary.

In practice, the bioreactor vessel is generally made of a
glass column up to a size where it cannot be autoclaved.
These bioreactors are equipped with several ports or tubes,

Figure 1. Basic configurations of airlift bioreactors. (a) Draft-
tube airlift bioreactor. (b) External-loop airlift bioreactor.

such as an inoculation port, sensor port (pH, DO, ORP,
etc.), sampling tubes, feeding tubes, and control systems.

Aeration and Medium Flow Characteristics

Bubble Generation and Holdup (25). Aiba et al. described
the characteristics of bubble generation and holdup (25).
The size of bubbles sparged from the orifice of a sparger at
a low aeration rate was calculated from equation 1;

(D

where ds is the diameter of the bubbles (mm), d is the
diameter of the orifice (m), Ap is the difference between air
and liquid density (g/cm3), g is the acceleration of gravity
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(m/s2), and a is the surface tension of the liquid (dyn/cm).
In equation 1, the left-hand side refers to the buoyancy of
bubbles, and the right-hand side is the power equivalent to
the retention of bubbles. This equation was experimentally
consistent when aeration rate Q was within the limits of
0.02 to 0.5 cnrVs. Within this limit, the diameter of bubbles
CLB (mm) correlated with d1/s and did not depend on the
aeration rate Q (cm3/s). Above the limit of Q = 0.5cm3/s,
equation 1 was in consistent, and so, an experimental
equation 2 was used to estimate ds (26).

(2)

The relationship between CLB (mm) and the superficial
gas velocity VB (m/s) is presented in Figure 2 (27). The
values are split into two graphs plotted in the same figure.
The bubbles were mostly spherical at CLB < 1.5, and in this
range, VB correlated with CLB1"2 (27).

The bubble shape begins to transform in the dB range
of 1.5 to 6 mm, and when ds exceeded 6 mm, the bubble
shape became mushroom-like in appearance.

The generation of bubbles and their hold-up are
important parameters relative to oxygenation, shear
generation, and flow and agitation of the medium in airlift
bioreactors.

Medium Flow Characteristics. The direction and velocity
of the medium flow fluctuate severely in a simple aeration
bioreactor (Fig. 3a). In general, the inhibition of cell growth
in simply aerated bioreactors especially at higher aeration
rates, is attributed to the generation of severe shear stress
caused by turbulent and fluctuating flow of the medium

dB (mm)

Figure 2. Superficial velocity of single bubble in water (27).
Ordinate: superficial bubble velocity, V^cm/s). Abscissa: diameter
of bubble, dB (mm).

in the bioreactor. Such fluctuation was reduced by the
using an airlift bioreactor (Fig. 3b). These results indicate
the importance of the basic design and construction of in
scaling up a bioreactor.

Medium flow direction in the riser column is mostly
unidirectional without stagnation, but after the medium
reaches the top of the vessel and is released into the
free space, stagnation occurs (S. Takayama, unpublished
result). These flow characteristics of a airlift bioreactor
can be analyzed by measuring medium circulation time as
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Figure 3. Medium flow characteristics in two types of 50-L bioreactors. (a) Simple aeration
bioreactor. (b) airlift bioreactor. An electromagnetic flow meter was installed 10 cm below the
medium surface in the culture vessel in the center of a simple aeration bioeactor and in the
downcomer portion of an airlift bioreactor, and the medium flow velocity was recorded. The plus
and minus symbols in the y axis indicate the direction of medium flow. The aeration rate was
20 L/min (2).
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described in the next section where the difference between
the observed and calculated circulation time is correlated
with stagnation of the medium in the superficial and
downcomer areas.

Medium flow in an airlift bioreactor is also affected by
the shape and type of sparger. The straight bar or ring-
shaped brass sparger with several openings (0.5 to 1 mm
in diameter) generates rather large bubbles and induces
turbulent flow but fine bubbles generated from a sintered
sparger (plate or pipe) induce mild and slow medium flow.
A plate sparger made of sintered material placed at the
tapered bottom of the bioreactor is effective in preventing
cell sedimentation in areas of poor mixing.

Medium Circulation Time and Fluid Velocity

Medium circulation time in an airlift bioreactor is affected
by the aeration rate and by the volume of the medium.
Thomas and Janes (28) reported the circulation time
measured for air fluxes of 400 and 1000 mL/min, as shown
in Figure 4. Circulation time was longes at lower gas flux
which can be attributed to cycle-to-cycle variations in the
number of close encounters between the stagnant particles
and the bubbles rising through the draft tube. The curves
of mean-value circulation time obtained with volumes of
water ranging from 2000 to 2250 mL at the two air fluxes
exhibited well-defined minima when the volume of water
was about 2150 mL, irrespective of the gas flux.

Medium circulation was also affected by the internal
diameter (or cross-sectional area) of the draft tube.
Although the medium flow velocity was high in a narrow
draft tube and slow in a wide draft tube, the flow
characteristics measured in volume (mL/s) were the
reverse (Fig. 5). Because the medium flow velocity in the
narrow draft tube was high, the transit time required
for flow through the draft tube (riser column) was quite
short, but the the time required for recirculation in the
downcomer was long (Fig. 6a). As the diameter of draft
tube increases, the transit time in the draft tube lengthens,
and the recirculation time shortens (Fig. 6a).

Diameter of draft tube (mm)

Figure 5. Effects of the size of the draft tube on medium flow
velocity and flow volume of the medium in the transit of an airlift
tube in a 10-L draft-tube airlift bioreactor (working volume, 8 L)
(S. Takayama, unpublished result).

The difference between the observed and calculated
circulation time (a -b in Fig. 6b) reveals the stagnation
time in the recirculation at the top of the vessel and in the
downcomer portion of the column. The stagnation time was
almost the same with all draft-tube diameters (Fig. 6b).

Although the oxygen transfer characteristics of airlift
bioreactors are generally inferior to those of bubble column
or aeration-agitation bioreactors, the liquid circulation
of the airlift bioreactor makes this system superior to
the bubble column or aeration-agitation bioreactors with
respect to mixing (29,30).

Medium Mixing and Axial Biomass Distribution

The mixing behaviour of 4.0-liter airlift bioreactors was
analyzed by Kiese et al. using a pulse technique, to
measure the response of the water-filled bioreactor to
a pH signal (22). The results shown in Figure 7 indicate
that both circulation and mixing times as a function of air
flow rate decrease sharply with increasing air flow up to
superficial gas velocities of about 1 cm/s; and are nearly
constant at higher air flow rates (22).

The medium circulation velocities in the riser U\T at
numerous superficial gas velocities UsgT based on the riser
cross section are represented by the simple equation (5),

where a and b were determined to be 0.96 and 0.39 when
both velocities are expressed in m/s. The mixing times tm

depend on the air flow rate, as shown in Figure 8, and the
sharpest decline of tm occurs up to Usgr = 0.0175 m/s (ca.
1.0 wm), above which tm slowly decreases from 22 s to a
constant value of 17 s at 0.045 m/s.

In aeration bioreactors including the airlift bioreactor,
the level of agitation which is necessary to limit
shear, may be insufficient for mixing, expecially when

V/L(mL)

Figure 4. Mean-value circulation time, Tc, versus liquid volume,
VL, at air flow rates (mL/min) of 400 (o) and 1000 (+) (28).
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Air flow rate (L/min)

cell concentrations exceed about 20 g DW/L (30) (dry
weight/L).

The axial biomass distribution of the cell suspension
was examined by Assa and Bar using Phaseolus vulgaris

Figure 7. Effect of superficial gas velocity on mixing (tm) and
circulation times tc (22).

at a cell density of 12.5 g DW/L, and the result is shown
in Figure 9 (5). In the denser and clump-forming plant
cells, a clear trend of gradual biomass accumulation (the
local concentrations increase from top to bottom) occurs

fc
(s

)

M
s)

Figure 6. Effects of the size of the draft tube on medium circulation time of a draft-tube airlift
bioreactor (S. Takayama, unpublished results), (a) Effect of the cross-sectional area percentage of
the riser column to the total area on medium circulation time in a draft-tube airlift bioreactor.
Bioreactor vessel size: 180 (i.d.) x 370 mm (length), 10 liter. Working volume: 8 liters Draft
tube: 30-120 mm (i.d.) x 220 mm (length), (b) Comparison of calculated and observed medium
circulation times.
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Figure 8. Mixing time, tm, circulation time, tc> and circulation
number, Nc, as a function of the superficial riser gas velocity
usgr for water (5). Usgrx1OO(m/s)

could be attributable to the the gravity effect which leads
to settling of cell aggregates. A more uniform distribution
in the riser may be attributed to turbulent convection
currents induced by gas sparging. The slightly higher
concentration at the top of the vessel may result from a
flotation effect induced by the rising bubbles.

Volumetric Oxygen Transfer Coefficient {KLa)

Plant cells are aerobically cultured in the bioreactor, so
the supply of the oxygen into the bioreactor should be
taken into account as a limiting factor in improving the
overall efficiency of cell cultures. The supply of oxygen into
the bioreactor is given by the volumetric oxygen transfer
coefficient K^a values, expressed as

where Cs is the saturated dissolved oxygen (mg/L), C0 is
the dissolved oxygen at time 0 (mg/L), C is the dissolved
oxygen (mg/L) at definite time t (h"1), and t is time (h). The
oxygen requirement of plant cells is quite low compared to
microorganisms, K^a values of about 10 h"1 are sufficient
for biomass production of Nicotiana tabacum cells. The
final biomass concentration becomes constant. But when
KLa was set below 10 h"1, cell yield depended on KLa
values (31). The factors that affect KL and a are the mixing
conditions in the bulk liquid, the diffusion coefficient, the
viscosity and the surface tension of the medium, the air-
flow rate, gas hold up, and the bubble size (32).

The specific interfacial mass transfer coefficient KL is
constant for a fixed medium and temperature and is rela-
tively insensitive to fluid dynamics in the bioreactor (33),
but the specific interfacial area a is difficult to measure,
and so the two parameters are combined and referred to
as the volumetric mass transfer coefficient, K^a. The dif-
ference in Kjji is mainly attributed to differences in the
specific interfacial area a which is affected by aeration
rate, bubble size, and mixing. KLa values are also affected
by types of bioreactors and the draft-tube diameter. In the
scale-up of an airlift bioreactor, the long residence time of
small air bubbles in tall columns may lead to the depletion
of oxygen from these bubbles which results in a decline of
KLa (30).

xl L

Height in vessel ratio

Figure 9. Biomass axial distribution expressed as a percentage
of the overall concentration of 12.5 g DW/L of a cell suspension of
Phaseolus vulgaris in water at various aeration rates (5). Aeration
rate WM, volume gas/volume liquid/minute.

in the downcomer, a slightly lower but uniform biomass
level in the riser, and a somewhat higher level at the top
of the vessel. These density gradients in the downcomer
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Effect of Various Types of Bioreactors. Although differ-
ences between the airlift and bubble column bioreactors
are subtle, the differences with respect to oxygen transfer
and mixing are significant (30). Bello et al. demonstrated
that the oxygen transfer characteristics of airlift bioreac-
tors are generally inferior to those of the bubble columns
because of the liquid circulation and limited oxygen trans-
fer in the downcomer (29). This is partly explained by the
fact that the dissolved oxygen levels were higher, in the
riser section of the airlift bioreactor, whereas in the down-
comer section they were lower than those realized in an
aerated stirred tank bioreactor (23).

The effect of aeration rate on the volumetric oxygen
transfer coefficient (KLO), in a 10-liter airlift bioreactor
(working volume of 8 liters) with a draft tube was
compared with those of a simple aeration and aeration-
agitation bioreactors with and without baffle plates
(Fig. 10). K^a values in airlift bioreactors were almost the
same as in an simple aeration bioreactor, but these values
were inferior to those of aeration-agitation bioreactors
(with and without baffle plates). The K^a value for
the aeration rate is expressed by the following simple
correlations:

airlift: KLa = 0.669 + 2.925x, r2 = 0.997
aeration: KLa = 0.499 + 2.965*, r2 = 0.999

agitation: KLa = 0.140 + 5.43&C, r2 = 0.996
agitation + baffle: KLa = 0.447 + 7.879JC, r2 = 0.998

where x is the aeration rate (liter/min) (S. Takayama,
unpublished results).

In airlift bioreactors, an optimal aeration rate or
superficial air velocity is required for maximum cell
growth and secondary metabolite production, as shown
in Figure 11 (34).

Diameter of Draft Tube. KLa values in the airlift
bioreactor are almost the same as those in simple aeration
bioreactors, but the K^a values are affected by the

Aeration (L/min)

Figure 10. Effect of aeration rate on the volumetric oxygen
transfer coefficient in various types of biorectors (S. Takayama,
unpublished results). (O) airlift; (•) simple aeration; (A) agitation
without baffle plate; (•) agitation (LTg1.) with baffle plate.

size of the draft tube, as shown in Figure 12. The K^a
values slightly decrease when the diameter of draft tube
decreases. This phenomenon can be explained by the fact
that bubble velocity in the riser column was stimulated

Figure 11. Cell and product concentrations versus superficial
air velocity in the riser (34). (O): cell concentration, (•): product
concentration.
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Diameter of draft tube (mm)

Figure 12. Effect of the diameter of the draft tube on the
volumetric oxygen transfer coefficient (KLCL) in a draft-tube airlift
bioreactor (S. Takayama, unpublished result). Aeration: 2 L/min;
working volume: 8 L in a 10-liter vessel.

by decreasing the diameter of the draft tube, resulting in
the reduction of the bubble surface area contacting the
medium per unit aeration rate. In these situations, the
a value (interfacial area of bubbles) of KLCI at unit gas
flux decreases because the bubbles rise rapidly without
stagnation in narrow draft tubes.

Cell Density and Viscosity Change. The favorable effect
of using the airlift bioreactor may result from reduced
shear stress. Ballica and Ryu analyzed the effects of
rheological properties and mass transfer on cell mass
and tropane alkaloid production (34). When plant cells
grow well, they can occupy 40 to 60% (about 15 to 20 g
DW/L) of the entire culture volume, and the apparent
viscosity becomes high. Tanaka examined the relationship
between the apparent viscosity and the concentration of
solids in supension and concluded that when the cell
density exceeds 10 g/L, the slope of the apparent viscosity
curve increases rapidly. When cell density reaches 30 g/L
(DW), the culture medium becomes difficult to agitate and
supply with oxygen (Fig. 13) (35). Under such high cell
density conditions, the viscosity of the broth increased
up to 100 cP (centpoise). The culture broth exhibited
pseudoplastic behavior and resulted in a marked decrease
in KLCI values and cell growth rate (36).

The dependence of KLCL on aeration rate and apparent
viscosity (Fig. 14a) is given by the following empirical
correlation (34):

where r/eff is the effective viscosity (cP), CZg1. is the super-
ficial air velocity in the riser (m/s), and A is a parameter
related to the power input (34). This correlation is effective
for plant cell culture and for satisfactory bioreactor opera-
tion. The KLCI depends on the apparent viscosity of the cell
suspension to the power of —0.4 over a cell concentration
range of 0.3 to 0.8 mIVmL (Fig. 14b) (34).

Concentration (g cell/L)

Figure 13. Relationship between apparent viscosity and con-
centration of cells and pseudocells in culture media (35). D: C.
roseus; O: C. tricupsidata; A: N. tabucum, +: granulated agar;
•: sepharose 6B beads.

Shear Stress (Reynolds Stress)

Because plant cells usually have high tensile strength
but low shear resistance (32,37,38), the cells are more
susceptible to shear under turbulence (34).

Airlift bioreactors are superior for yield and produc-
tivity of cell mass and secondary metabolites because of
low shear stress and an adequate mass transfer coefficient
compared with other bioreactor systems (6,9,36).

Wagner and Vogelmann compared different types of
bioreactors and found that the yield of anthraquinones
in the airlift bioreactor was about double that found
in those bioreactors with flat blade turbine impellers,
perforated disk impellers, or draft-tube bioreactors with
Kaplan turbine impellers (9). The yield was also about
30% higher than that of a shake flask culture. Similarly,
Asaka et al. reported that the production of ginsenoside
in embryogenic tissue cultures of Panax ginseng was more
than double the amount in an airlift bioreactor compared
with a paddle impeller and internal turbine bioreactor,
though the ginsenoside content on a gram dry cell basis
was not so different (6).

Ballica and Ryu analyzed the effect of rheological
properties and mass transfer on cell mass and tropane
alkaloid production in a 1.2-liter draft-tube airlift
bioreactor (34). The result of the the experiment on the
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Ugr (m/s)

Figure 15. Changes in the estimated Reynolds stress (TR€)
with superficial air velocity (Ugr) in the riser for various
cell suspension concentrations (34). (•) PCV =P 0.3 mL/mL);
(O) PCV = 0.4 mL/mL; (D) PCV = 0.5 mL/mL; (D); PCV = 0.6
mL/mL.

rRe (dyn/cm2)

Reynolds stress

Figure 16. Changes in the fraction of intact cells remaining after
hydrodynamic shearing. The fraction of intact cells is the ratio
of dry weight of intact cells at the start to that at the end of the
shear test (at 12 h) (34).
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where e is the power dissipation per unit mass (cm2/s3), v is
the kinematic viscosity of the suspension (cm2/s), pi is the
fluid density (g/mL), and dp is the particle diameter (mm).

effect of superficial air velocity in the riser on the Reynolds
stress (Fig. 15) reveals that the Reynolds stress increases
at low cell concentrations and these stresses for higher cell
concentrations are smaller (34). The Reynolds stress, rRe
can be calculated from the following equation (35):
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Destruction of cell aggregates is stimulated at higher
Reyolds stress (Fig. 16). A greater size of cell aggregates
or older cells also resulted in increased damage and
susceptibility to Reynolds stress (34,39).

Power Requirements

In general, the requirement for oxygen in plant cell
cultures is low compared with microbial and animal cells,

Figure 14. Effects of the physical properties in the culture on the volumetric oxygen transfer
coefficient in a draft-tube airlift bioreactor (34). (SL) KLO, versus (t/gr)03 (r?eff)~

04 for various cell
concentrations: (b) Changes in the volumetric oxygen transfer coefficient with apparent viscosity
at aeration rates of (•) 0.85 cm/s (96.16 s-1) and (o) 0.17 cm/s.

, ,0.3 -0.4 ^eff(cP)

/C
L
a

(i
/h

)

/C
L
a(

1/
h

)



resulting in lower energy input in plant cell cultures
and thus reducing the costs required for aeration and
agitation (40).

Power requirements of the airlift bioreactor were
analyzed by Gavrilescu and Roman in producing bacitracin
in microbial cell cultures (23). They considered the total
power (operating cost) involved in the fermentation
process in the stirred vessel at an aeration rate of 0.2 wm
as 100% and found that the energy saving in the airlift
bioreactor would be 17% at 1.0 wm, 33% at 0.5 wm, and
64% at 0.2 wm respectively, which led to important energy
savings (23).

Similar results were also reported by Malfait et al.
for filamentous mold cultivation. The results revealed
that the power requirements of the airlift bioreactor were
approximately 50% of those of the mechanically agitated
system (21).

The cost reductions are not limited to operating energy
costs. The simplicity of the airlift bioreactor reduces
construction and maintenance costs tremendously, which
can result in an overall cost reduction in airlift bioreactors.

TYPES OF AIRLIFT BIOREACTORS

Various types of airlift bioreactors have been developed
and used for plant cell and root cultures. These bioreactors
are fundamentally classified by their structures.

Draft Tube, Internal Loop

The draft tube airlift bioreactor is the standard among
various airlift bioreactors and is used for laboratory, pilot,
and industrial-scale cell suspension cultures. The term
"internal loop" is also used for this type of bioreactor.
The construction of this type of bioreactor is simple, as
illustrated in Figure 17. (41). A cylindrical tube situated
vertically in the center of culture vessel is used as a
draft tube. The air sparged into the draft tube from the
air sparger flows up in the draft tube and circulates the
medium within the bioreactor. Fundamentally, only a few
revisions of the aeration or bubble column bioreactor, make
the draft-tube airlift bioreactors possible. A modification
of the internal loop results in the partition plate airlift
bioreactor (Fig. 18) (16).

To operate a draft-tube airlift biroeactors efficiently, a
ratio of height to diameter of 5 or more is necessary (22).
The efficiency of medium circulation depends on the
aeration rate and on the ratio of the cross-sectional
area of the draft tube to the total cross-sectional area
of the culture vessel. As described in the previous
sections, the draft tube bioreactor is superior to bubble
column or aeration-agitation bioreactors because of low
shear stress, good mixing, and sufficient oxygen supply.
In spite of these excellent characteristics, use of the
draft-tube airlift bioreactor is limited compared with
simple air-sparged bioreactors, bubble column bioreactors
or aeration-agitation bioreactors. The uses of airlift
bioreactors which have appeared in scientific reports
are listed in Table 1 (42-45). The main objective of
the research was to produce secondary metabolites and

Figure 18. Partition-plate internal-loop airlift bioreactor (16).

analyze the biochemical engineering dimensions needed
for scale-up.

Figure 17. Types of draft tube airlift bioreactors (1,41).
(a) Sparged into draft tube, (b) Sparged into annular space.
(c) Mesh airlift for hairy root culture.
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The various types of draft-tube airlift bioreactors
reported (1,41) and partly scaled-up to industry scale
are little used as laboratory bioreactors (22). Draft-tube
airlift bioreactors are the most promising among various
bioreactors because of their simple design and ease of
construction.

External-Loop

The external-loop airlift bioreactor, known as the tower
cycling bioreactor (46) or airlift tower-loop reactor (19),
consists of two separate columns, a riser column into
which air is sparged through an air sparger, a downcomer
column (external recirculation tube) for liquid circulation,
a connection between the tops and the bottoms of
the columns to circulate the medium between the two
columns of the vessel. The medium flow is generated
by aeration sparged into the riser column. Operation at
high biomass levels is possible in these systems. Fowler
reported that cultures of Catharanthus roseus at biomass
levels up to 30 g DW/L were grown without developing
a major stagnant zone in 10- and 100-liter vessels (39).
A laboratory-scale external-loop airlift bioreactor whose
vessel consisted of a 100-mm bore Pyrex tube, 1.27 m
long, as was constructed by Smart and Fowler (47),
as shown in Figure 19. Such bioreactor systems are
quite difficult to sterilize by autoclaving, so Smart and
Fowler (47) sterilized the vessel by washing first with a
1% solution (WV) of Steriguard bacterial detergent and
then repeatedly steaming with live steam for 1.5 h on
three successive days.

This type of airlift bioreactor is used on a large scale
in industrial microbial fermentation (19), so application to
plant cell culture is also feasible.

Figure 19. Schematic representation of external-loop bioreac-
tor (48).

Table 1. Research Using a Draft-Tube Airlift Bioreactor for Plant Cell and Tissue Cultures

Plant Name

Digitalis lanata
Digitalis lanata
Dioscorea deltoidea
Eschscholtzia californica
Datura stramonium
Thalictrum rugosum
Phaseolus vulgaris
Panax ginseng
Nicotiana tabacum
Tripterygium wilfordii
Molinda citrofolia

Catharanthus roseus
Trigonella foenum-graceum
Atropa belladonna

Catharanthus roseus
Catharanthus roseus
Papaver somniferum
Fragaria ananassa
Chenopodium rubrum
Chenopodium rubrum

Research Objective

Biotransformation/^-methyldigitoxin
Two-stage culture/deacetyllanatoside C diosgenin

Benzophenanthridine alkaloids/two-phase
Tropane alkaloids
Berberine
Biomass production
Embryogenic tissue/ginsenoside
Simulation model/growth and product
Cone-shaped draft tube/tripdiolide
Types of bioreactors/anthraquinone
Review article
Large-scale cultivation/ajmalicine
Hairy root/column mesh
Hairy root/tropane alkalod
Review/hairy root
Review/scale-up
Review/scale-up
Review/scale-up
Review/scale-up
Review /polymodal pilot-plant fermentor
Review /fluid dynamics
Surface immobilization
Surface immobilization
Surface immobilization/sanguinarine
Internal logitudinal partition panel airlift
Semicontinuous/photoautotrophic
Photoautotrophic

Volume (L)

200
20
2.4
2.3
1.2
2.3
5.0
3.0
2.0

10
10

20
9
2.5

6
20
6
0.55

20
20

Ref.

3
4

42
43
35
44

5
6
7
8
9

37
10
11
12
41
30
38
36
32
45
28
13
14
15
16
17
18



Sidelong Airlift Bioreactor (48)

Airlift bioreactors require bubbling to generate medium
circulation and mass transfer. Although a tower shape
in most airlift bioreactors, is considered the fundamental
prerequisite for efficient operation, the author invented a
new type of simple airlift bioreactor (48). The configuration
is Sidelong, as shown in Figure 20 (sidelong) A-left. An air
sparger was lifted at one side of the vessel wall, and this
configuration is fundamental for generating medium flow.
The medium flow characteristics of the sidelong airlift
bioreactor are quite different from the simple bubbling
bioreactor (Fig. 19), as indicated in Figure 20b,c. In the
50-liter sidelong bioreactor, the trajectory of the medium
flow revealed clear circles, and the circulation time without
cells was 6.5 s (Fig. 20c, left). The flow velocity, measured
by a electromagnetic hydrocurrent meter, was highest at
the periphery of the vessel and lowest in the central region
(Fig. 20b, left). The trajectory of a particle suspended in
the medium revealed mixing of the medium within several
circulations.

The characteristics of this type of airlift have not
yet been fully analyzed, but this type of bioreactor was
invented to meet the need for cultivating regenerated
plant tissues and organs and, of course, cell suspension
cultures.

Modification of Airlift Bioreactors for Organ Cultures

Airlift bioreactors are used mostly for cell suspension
cultures. Their characteristics are not suitable for
regenerated tissue and organ cultures. In plant tissues,
suspension cultures of regenerated tissues and organs
are damaged severely, as indicated by Takayama and
Misawa (49), because of severe shear stress, which
increases by increasing the size of the culture (34). Even
in turbulent conditions, the tissues attached to the coils of
the stainless steel pipes which circulate the water used for
temperature control can grow fairly. For example, in the
bubble column fermenter, most of the shoots attached to
the coil of the bioreactor, which prevented excessive injury
to the tissues from aeration, and consequently, growth was
luxuriant (49). This result suggests that immobilization of
the tissues is the fundamental prerequisite for designing
bioreactors for cultivating regenerated tissues and organ
cultures.

Modifications of airlift bioreactors, equipped with a
biomass separation meshs, were applied to regener-
ated tissue and organ cultures, especially bulbs, corms,
embryos, shoot cultures, and root cultures, as shown in
Figure 21a, b (50). Bubbling in the aeration vessel cir-
culates the medium, and the cultured tissue segments
are retained by stainless steel or nylon mesh located
at the bottom of the culture vessel. The medium was
sparged with bubbles in a riser column to generate
the circulation. Tissues grew fairly because they suf-
fered no damage from severe shear stress caused by
aeration.

Meshes have also been used in hairy root cultures
(11,41). Modified columns (Fig. 21c,d) (41) and column
mesh bioreactor (Fig. 2Id) (11) were proposed in which
biomass separation takes place on the stainless steel

mesh, perforated plate(s) or mesh basket(s) located in the
bioreactor space over the air sparger and the liquid-gas
mixing zone (41).

Surface Immobilized Plant Cell (SICP) Bioreactor

Plant cell suspension cultures should always be supplied
with ample oxygen and nutrients. These conditions are
far removed from the conditions of cells in intact tissues.
The cells in suspension culture are sensitive to shear
stress generated by aeration and mixing. As examined in
this article, although the airlift bioreactor is considered
suitable for plant cell cultures because of lower shear
stress compared with other bioreactor systems, such
as mechanically design agitation bioreactors or bubble
column bioreactors, the problems of shear stress still
remained to be resolved on scale-up.

Cell immobilization techniques have been suggested
as a more appropriate way to culture these cells which
grow naturally in tissue (14). A surface-immobilized plant
cell (SIPC) bioreactor (13-15) was built as an airlift
bioreactor, as shown in Figure 22 (13). A nonwoven
short-fiber polyester material that attached readily and
efficiently to plant cells by natural adhesion was used as
the immobilization support. The immobilization material
was cut into strips which were wound around a cage
made of welded stainless steel rods in a hexagonal or
square spiral configuration, and the spacing between
the immobilizing layers was 1.2 cm. The immobilization
material cage was placed vertically into the bioreactor
vessel, and the riser tube of an airlift bioreactor was
located at the center of the cage.

Alternative Bioreactor (Airlift Plus Impeller)

The airlift bioreactor is excellent for plant cell cultures up
to a cell density of 20 g cell dry weight per liter (9), but the
problems encountered in using airlift bioreactors change
due to the rheological properties at higher cell densities.
High cell density decreases oxygenation and mixing due to
stagnation of the cell suspension. The results of these
phenomena are decreased cell growth and metabolite
production. To solve these problems airlift bioreactor
systems equipped with Kaplan turbine impellers at the
bottom of the draft tube were used to stimulate axial
medium flow (Fig. 23). The Kaplan turbine is well known
as an axial hydraulic action type turbine with adjustable
runner blades operated with a high flow rate. Wagner and
Vogelmann studied airlift reactors with Kaplan turbines
as a hydromechanical mixing system which should achieve
increased cell densities (9). The effect of using this type
of bioreactor on yield and productivity for cell mass and
anthraquinones in Morinda citrifolia was examined. The
cell mass concentration was practically identical with that
in the airlift bioreactor, but the yield of anthraquinones
was only about one-third that compared to the airlift
bioreactor (9). The decline of anthraquinone production
may be the result of increased shear stress as the tip
velocity of the Kaplan turbine exceeded a defined critical
value (9). Such results indicate that this type of bioreactor
is insuitable for cell strains sensitive to shear stress, but
plant cells reveal a wide range of sensitivity to shear



Figure 20. Comparison of Medium flow characteristics between sidelong airlift bioreactor (left) and air-sparged bioreactor (right) (48).
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stress, and selected species or strains resistant to severe
shear stress may be cultured in this type of bioreactor.

APPLICATIONS OF AIRLIFT BIOREACTORS

Anthraquinone Production

Wagner and Vogelmann used Morinda citrofolia as a
model cell culture to compare four different fermenter
designs for both growth and secondary metabolite

production (Fig. 24) (9,51). In comparison with shake
flasks the airlift bioreactor produced similar maximum
dry weight yields, but a 30% increase in maximum
anthraquinone yield. By contrast, in all the mechanically
stirred bioreactors, the maximum dry weight showed a
small reduction and, significantly, anthraquinone yields
were markedly diminished. The primary reason for these
differences was cell breakage caused by the shear stress
generated by mechanical stirring. Cell breakage was
confirmed by microscopic observation and also by an

Figure 21. Types of airlift bioreactors for organ culture (1,41). (a) External airlift bioreactor with
separator mesh, (b) Draft-tube airlift bioreactor with separator mesh, (c) Mesh airlift for hairy
root culture, (d) Mesh airlift with turbine for hairy root culture, (e) Column mesh bioreactor for
hairy root culture.

Air Air



Figure 23. Draft-tube bioreactor with Kaplan turbine (9).

associated increase in culture pH resulting from the
release of cell contents. Judging from these medium pH
changes, cell breakage becomes noticeable at the end of

Figure 24. Comparison of yield and productivity for cell
mass and anthraquinones in various bioreactor systems (9).
1. Shake flask; 2. flat blade turbine, 3. perforated disk impeller;
4. draft-tube reactor with Kaplan turbine; 5. airlift reactor.

the growth phase, well before anthraquinone accumulation
reaches a maximum value in the stationary phase.

Diosgenin Production (42)

Diosgenin was produced by freely suspended cell cultures
of Dioscorea deltoidea using a 2.4-liter draft-tube airlift
bioreactor containing 2.0 liters of medium. At low oxygen
supply rates (K^a value of 3^h"1) diosgenin was not
produced but the bioreactor successfully produced cell
mass when the phosphate concentration in the medium
was less than ca. 2 mM. At high oxygen supply rates
(KL<I values of 17.1 h"1), both cell mass and diosgenin
were produced at all phosphate concentations. A high
oxygen supply rate (KLa of 17.1 h"1) led to the greatest
formation of diosgenin in 30 g/L sucrose when the sucrose-
to-phosphorus mole ratio was 42.5:1. Cells immobilized
by entrapment in reticulated polyurethane foam were
compared with cell suspension in the airlift bioreactor but
led to delayed development of a cell suspension culture.
The diosgenin formation in this case was significantly
higher, but all of this increase was attributable to the
suspended cells.

Biotransformation of /J-Methyldigitoxin to
^-Methyldigitoxin (3)

Alfermann et al. reported using a 200-L draft-tube air-
lift bioreactor to produce ^-methyldigitoxin by hydrox-
ylation of ^-methyldigitoxin by Digitalis lanana cell
suspension cultures (3). They converted a normal com-
mercial bioreactor into an airlift biorector with an
inner draft tube. Cell cultures were scaled-up from
1-L Erlenmeyer flasks to the 200-L airlift biorector
(Fig. 25). In the 200-L bioreactor, a typical biotrans-
formation of ^-methyldigitoxin to ^-methyldigitoxin was
produced and 430 mg of /J-methyldigitoxin resulted. This
was about 70% of the substrate added. About 10% of
the substrate remained untransformed. The amount of

Turbine

Draft tube

Air

Figure 22. Surface-immobilized plant cell (SICP) bioreactor (13).

Sparging plate

Air

Teflon Profile

Sampling port

Sterile air filter

Flowmeter

Riser tube

Immobilizing structure

Flow diverting plate

Bioreactor vessel

Silicone O-ring

Top flange
Holding flange

Inoculation port

Tube connector

Air filter
Condenser

Dry weight Metabolite Yield Dry weight Metabolite
Productivity

10L
0.5 wm
100 rpm

10L
0.5 wm
100 rpm

75 L
0.33 wm
350 rpm

0.2 L 10L
0.3 wm



/J-methyldigitoxin produced in a 200-L reactor operated for
23 days would be sufficient to prepare more than 800,000
cardiovascular tablets for treating 1,000 patients who have
heart disease, for more than one year.

Two-stage Cultivation of Digitalis Lanata Cells:
Semicontinuous Production of Deacetyllanatoside C in
20-Liter Airlift Bioreactors (4)

Two bioreactors were connected for efficient produc-
tion of deacetyllanatoside C, a cardenolide of the
important digoxin series. Digitoxin was used as the
substrate for the biotransformation. The process was
established at a 20-L scale using two airlift bioreac-
tors. One bioreactor (Fig. 26-left: working volume 12
liters in a 20-liter airlift bioreactor) was used for
cell growth, and another (Fig. 26-right: working volume
18 liters in a 20-liter airlift bioreactor) for deacetyl-
lanatoside C production. Growth and production phases
were synchronized, and the process finally ran semi-
continuously in a 7-day cycle. Six consecutive produc-
tion runs were carried out yielding a total of 43.8 g
deacetyllanatoside C.

Two-Phase Airlift Bioreactor (43)

The-phase airlift bioreactor is a technique for enhancing
the productivity of plant metabolites. Byun and Pedersen
reported using compounded silicone fluid to make
two-phase cultures to increase the productivity of
bezophenanthridine alkaloids in cell suspension cultures
of Eschscholtzia calfornica in an airlift bioreactor (43).
Compounded silicone fluid solubilizes various organic
compounds. Its specific gravity is 0.97, and it is immiscible
with culture media. These characteristics are excellent
in making an accumulation phase clearly separated from
the culture medium. In the experiment, the volume of
the accumulation phase was 200 mL and that of the
culture medium was 2.1 liters. The accumulation phase

Growth Production

Figure 26. Bioreactor configuration for two-stage culture by
semicontinuous growth for digitoxin biotransformation using
Digitalis lanata cells. Cells were grown in a 20-L airlift bioreactor
(working volume 12 L) and inoculated into a second 20-L
airlift bioreactor (working volume 18 L) for deacetyllanatoside
C production (4).

always remained at the top of the culture medium,
and the contact area between the culture medium and
the accumulation phase for mass transfer remained
constant throughout the operation. In the two-phase
airlift bioreactor, the major part of the alkaloid was in
the accumulation phase (153 mg/L) compared with the
alkaloid found in the aqueous cellular phase (cell and
medium) (8.2 mg/L). The net production of the alkaloid
in a two-phase airlift bioreactor was almost 1.5 times
higher than that in a normal airlift bioreactor operation.

Figure 25. Scaling up of Digitalis lanata
cell cultures to a working volume of
200 L. For stages 2 and 3, conventional
bioreactors converted into airlifts with
inner draft tubes are used (3). Stage 1.
1-L Erlenmeyer flask. Stage 2.30-L airlift.
Stage 3. 200-L airlift. Stage 3
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The addition of elicitors (yeast elicitor) combined with the
two-phase technique further stimulated the productivity,
and the net production of the alkaloid was almost
3.5 times higher than that of a normal airlift bioreactor
operation.

Airlift Bioreactors for Plant Roots (11)

Plant cell culture is a promising technology for large-scale
production of useful quantities of secondary metabolities
and some industrial-scale bioreactors have been con-
structed, but a problem frequently encountered in devel-
oping of an industrial process for producing various plant
metabolites is the instability of secondary metabolism
which leads to a decline in the secondary metabolite con-
tent in serial subcultures. Once the content declines, it is
difficult to recover productivity. Some examples are the
tropane alkaloids, vinca alkaloids, steviol glycosides, and
harringtonine. Alternatives to cell cultures, regenerated
tissue, and organ cultures (especially transformed root
(hairy root) cultures) are considered promising because
their genetic ability to produce various secondary metabo-
lites is stable. Airlift bioreactors are examples among var-
ious culture vessels. Rodrigues-Mandiola et al. reported
using airlift bioreactors to produce diosgenin by hairy
root cultures of Trigonella foenum-graceum (11). They
designed two airlift bioreactors, a draft-tube bioreactor
and a column-mesh bioreactor (Fig. 2Ie), both of them
which had a 9-liter nominal capacity and an aspect ratio
(height/diameter) of 6.4:1. The ratio of both the draft
tube and cylindrical mesh to the bioreactor diameter
was 3:2. The bioreactors were aerated at 0.8 liter/min
(0.1 wm) using a sintered sparger 4 cm in diameter.
At first, hairy roots of Trigonella foenum-graceum were
cultured in a draft-tube bioreactor where the roots pro-
gressively attached to the centralizing support arms. Most
of the roots grew in all directions, distributed throughout
the bioreactor, and gradually formed a cylindrical ring net.
The medium flow through the rootnet without any limita-
tion even after 8 weeks of culture indicated that nutrients,
including oxygen, were available to the roots. Based on
the results of Trigonella hairy root cultivation in the draft-
tube bioreactor, a column mesh bioreactor was designed,
and hairy roots of Nicotiana rustica were cultured. The
hairy roots gradually became attached to the mesh (which
provides the immobilization sites), and grew in all direc-
tions, finally forming a cylinder of roots which completely
filled the bioreactor. Harvesting the roots was quite easy
because the roots were packed into a cylindrical ring. Pro-
duction of diosgenin was observed in these systems. These
designs can be easily adopted by any competent plant
cell culture laboratory interested in developing pilot-scale
root systems.
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INTRODUCTION

The first suspension culture of plant cells in a nutrient
solution was reported in 1954 by Muir (1). Only two years
later cultures of plant cells in bioreactors were carried
out by Melchers and Engelmann (2). Bioreactors can be
employed in batch, fed batch, or continuous mode. In a
continuous culture, the nutrients consumed by the organ-
isms are continuously replenished by an inflow of fresh
medium. In most cases the culture volume is kept con-
stant by an equal outflow of the cell suspension (Fig. 1).
Stable steady states can be achieved at dilution rates
(flow rate/volume) smaller than the maximum specific
growth rate of the organism, as predicted by mathemati-
cal derivation. Intuitively, it is understandable that steady
states occur, because the limiting nutrient concentration
and the biomass growth are coupled in a stable con-
trol cycle: Increasing nutrient concentration stimulates
growth resulting in increased biomass concentration, but
increased biomass concentration decreases the limiting
nutrient concentration. In a steady state, all concen-
trations (biomass, biomass composition, and nutrients)
are constant. The biomass concentration in the culture

Medium vessel Effluent vessel
Figure 1. Basic setup of continuous culture.
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INTRODUCTION

The first suspension culture of plant cells in a nutrient
solution was reported in 1954 by Muir (1). Only two years
later cultures of plant cells in bioreactors were carried
out by Melchers and Engelmann (2). Bioreactors can be
employed in batch, fed batch, or continuous mode. In a
continuous culture, the nutrients consumed by the organ-
isms are continuously replenished by an inflow of fresh
medium. In most cases the culture volume is kept con-
stant by an equal outflow of the cell suspension (Fig. 1).
Stable steady states can be achieved at dilution rates
(flow rate/volume) smaller than the maximum specific
growth rate of the organism, as predicted by mathemati-
cal derivation. Intuitively, it is understandable that steady
states occur, because the limiting nutrient concentration
and the biomass growth are coupled in a stable con-
trol cycle: Increasing nutrient concentration stimulates
growth resulting in increased biomass concentration, but
increased biomass concentration decreases the limiting
nutrient concentration. In a steady state, all concen-
trations (biomass, biomass composition, and nutrients)
are constant. The biomass concentration in the culture

Medium vessel Effluent vessel
Figure 1. Basic setup of continuous culture.
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is controlled by the concentration of the growth-limiting
nutrient in the medium; the average specific growth rate
in the culture is identical with the dilution rate. This
"balanced growth" in the chemostat is a very attractive
tool in physiological studies or in research on growth and
production kinetics. It provides an experimental system
with completely controlled conditions. In fact, it is oppo-
site to batch culture, where all conditions are continuously
changing. (In specific cases this may be advantageous; for
example, nongrowing cells in the stationary stage can only
be studied in a batch culture.) Furthermore, in continuous
culture it is possible to study a cell culture under var-
ious limitations (carbon, nitrogen, or phosphate source).
Continuous culture could be attractive for industrial fer-
mentations too because of the relatively long run times
compared to short down times in the production process.
However, the number of current applications in the fer-
mentation industry is rather small. The most common
type of continuous culture, controlled by the influent flow,
is more specifically called a chemostat.

A different approach of running a continuous culture is
by monitoring the biomass concentration and controlling
the influent/effluent rate by this parameter. The monitor-
ing device used is a turbidimeter, and the system is called
turbidostat. A disadvantage of this system is that the
tubidimetric biomass determination is not very reliable,
because of its sensitivity for changes in cell or aggre-
gate size. Phototrophic biomass uses light as an energy
source. Therefore, phototrophic cultures can be grown in
continuous culture with light as the limiting "nutrient."
The concept of this photostat has several specific features,
such as the correlation between cell density and light
absorbance. In a low-density culture part of the "nutri-
ent" light is lost through the glass wall or absorbed by
the wall of the vessel. This makes the theoretical and
practical basis considerably different from the chemostat.
Phototrophic plant cell cultures are not very common.
Therefore, only the chemostat will be discussed in detail.
Some publications refer to continuous culture systems, if
the medium flow is continuous but the biomass is retained
in the culture vessel (perfusion cultures, hairy root cul-
tures, immobilized cells). These systems are not discussed
here.

The number of applications of continuous culture of
plant cells is small compared to continuous cultures
of bacteria and yeasts. There are several reasons for
this difference. Plant cells in suspension culture have
some characteristics that complicate the performance of
a continuous culture. The low specific growth rate of
plant cells (generation times usually between 20 and
60 h) means that it takes a long time to reach a steady
state; the total duration of an experiment can extend
from some weeks up to more than a year. The risk of
calamities (contamination, equipment failure) is then, of
course, considerable. On a volume basis, plant cells are
up to 200,000 times larger than bacteria and may have a
relatively high specific density because of the formation of
intracellular starch. Furthermore, in a plant cell culture
there will be always some aggregate formation. The size
of these aggregates can vary widely with the cell line and
the environmental conditions, but it can be up to several

millimeters in diameter. The large and "heavy" cells and
aggregates tend to settle in the reactor. Another problem is
the sticky character of several cell lines and the excretion
of sticky and viscosity-increasing polysaccharides. This
makes it difficult to maintain an ideally mixed suspension,
a prerequisite for continuous culture.

In subsequent sections, practical problems and pitfalls
in the setup of the continuous culture, the design
of continuous culture equipment, the mathematical
description of the continuous culture, and a literature
survey will be discussed, all with an emphasis on plant
cells in suspension culture.

ASSUMPTIONS IN CONTINUOUS CULTURE THEORY AND
THEIR PITFALLS

Continuous culture theory is built on a set of assumptions
(Table 1). The inflow of fresh medium into the well-mixed
culture should be continuous. All cells in the culture should
face the same environmental conditions, particularly the
concentration of the growth-limiting component. However,
in most cases influent is added dropwise at one place in
the culture, hence discontinuously in time and place. After
addition to the culture, nutrients are diluted by mixing,
taken up by the cells, and metabolized. The problem of the
discontinuous addition can be analyzed by a comparison
of the characteristic times of the involved mechanisms:
addition, mixing, uptake, and metabolic conversion. When
the characteristic time for uptake is short compared to
the mixing time, a drop of medium serves only a part of
the culture. This effect is smoothed if the mixing time
is short compared to the metabolic conversion time: All
cells will pass through a relatively nutrient-rich zone
before starvation will occur. However, a fast uptake of the
limiting nutrient and a slow metabolic conversion causes a
relatively high nutrient concentration in the cell; this could
trigger alternative metabolic pathways like formation of
storage products or production of secondary metabolites,
especially in the case of plant cells.

Another assumption in continuous culture theory is
that the biomass suspension is ideally mixed. Then the
biomass concentration in the vessel and in the effluent
are equal. As already mentioned in the introduction,
this is a critical point with plant cells. This assumption
can be checked by estimating the effluent efficiency. This
efficiency is 100% if the biomass concentration in the
vessel and in the effluent are equal. Inadequate mixing
in the culture vessel is caused by three phenomena: wall
growth, settling, and buoyancy. The effect (decrease) on the

Table 1. Assumptions in the Operation of Continuous
Culture

Assumption

Continuous feed
All biomass in suspension and

ideally mixed
Biomass in reactor and effluent

equal (100% efficiency)
Biomass in steady state
Limiting factor defined

Points of concern

Addition by drops
Wall growth, settling,

buoyancy
Effluent removal device

Intracellular adaptation
Defined media, validation



effluent efficiency is increased by the use of an inadequate
effluent removal system. It is more common than realized,
not only in plant cell cultures. Noorman et al. (3) analyzed
the kinetic consequences of nonideal mixing.

The biomass in a continuous culture is assumed to be
in steady state. However, multicompartment plant cells
may require a relatively long intracellular adaptation
time to reach balanced growth and steady-state biomass
composition compared to bacteria. After a change in
conditions it takes roughly 5 residence times [= 5/dilution
rate, where dilution rate = flow (m3/s)/volume (m3)] to
reach a steady state if hydrodynamics is the ruling
mechanism. In plant cell cultures, where the intracellular
adaptation might be controlling, there are examples
known where as many as 12 residence times were needed
to attain a constant biomass composition in a phosphate-
limited continuous culture.

The growth-limiting factor in continuous culture
studies is always assumed to be known, but analysis of
such experiments may reveal scepticism about this. A
completely defined medium is advantageous, and medium
components such as coconut milk should be avoided.
A distinct test of the limiting factor is to decrease
the concentration of the apparent limiting component;
if this results in a proportional change in the biomass
concentration, the assumption is correct.

THE PRACTICAL SETUP OF A CONTINUOUS CULTURE

The concept of the continuous culture as described in
the introduction can be translated into the basic design
(Fig. 1): a culture vessel with an ideally mixed cell culture,
a medium vessel for the addition of fresh medium through
the influent pump, and an effluent system (a pump or an
overflow device) connected to a waste vessel. The influent
pump controls the dilution rate; the effluent system is
designed in such a way that the volume remains constant
for example through the level of the outlet tube. Many
additions to and modifications of this setup are possible,
dependent on the particular application. A culture of
aerobic organisms needs an aeration system. Probes for
online measurements of volume, temperature, pH, redox
potential, and foam development can be attached. Control
systems based on the sensor signals to control volume,
temperature, pH, and foam level may be installed. Online
analysis equipment to determine the influent and effluent
gas composition and essential medium components are
very useful. A sampling device for off-line analysis of
the broth is in fact essential. A condenser to avoid
loss of water from the culture vessel by evaporation is
especially recommended for slow-growing organisms, such
as plant cells. In these cultures the evaporation can be
considerable in comparison with the medium flow through
the system. Several modifications have been reported on
the aeration and stirring systems. In the case of plant cells
the objective is to achieve sufficient mixing of the culture
without damaging the cells. Aeration and stirring generate
hydrodynamic (shear) stress in the reactor. Therefore, the
applicability of stirred tank reactors have been disputed
for several years. However, Scragg et al. (4) and Meijer
et al. (5,6) demonstrated that cells from various plant

species are relatively shear tolerant. They concluded that
large differences in shear sensitivity exist among plant cell
lines, and that stirred tank reactors in most cases are the
best choice for plant cell cultures. An option to reduce the
negative effects of shear stress imposed by the impeller
in a stirred tank can be achieved by modifying the design
of the routinely used Rushton turbine impeller. Among
those modified impellers are the hollow paddle (7,8), the
marine (9), the cell lift (9,10), the large flat blade (11), and
the helical-ribbon (12) impeller.

The effluent system needs special attention in contin-
uous cultures of plant cells. As mentioned before, plant
cells settle and stick to themselves and the culture vessel
relatively easy. In combination with the low flow rates
in a continuous culture of plant cells (because of the low
growth rate), this makes the common effluent systems
fail. These systems remove effluent from the surface of
the culture, either by an overflow device, or an effluent
pump through a level tube. Application of this system in a
plant cell culture causes a low effluent efficiency, because
the surface of the culture shows a difference in compo-
sition with the average of the culture due to settling or
buoyancy. Furthermore, the cells will stick and eventually
block the effluent tubing, especially because of the low
flow rates in continuous culture of plant cells. Van Gulik
et al. (13) developed an outflow device avoiding these prob-
lems (Fig. 2). The objective was to design a system that
removes effluent from an optimally mixed section of the
reactor (close to the stirrer) and at a high flow rate to avoid
sticking or settling in the tubes. To achieve this the outflow
device operates discontinuously. At regular time intervals
a pneumatic valve system forces the effluent under air
pressure into the waste vessel at a high flow rate. The
timing is such that the culture volume stays within 1%
of the set point. The effluent efficiency of this system was
tested and approached the theoretical maximum of 100%.

The sticky and foamy character of some cell cultures
makes it difficult to keep the cells inside the broth:
They tend to form a layer above the suspension. Bertola
and Klis (14) attacked this problem by the use of short
periods of increased stirrer speed at regular intervals.
Cells were taken up in the suspension again, and no cell
damage was observed. Another way to avoid this problem
is to leave out as much as possible objects protruding
through the culture surface, such as baffles and probes.
A double-wall bioreactor with sensor ports on the bottom
is advantageous from this viewpoint. The wall can be
cleaned either by shaking the culture vessel daily, or with
a magnetically activated cleaner. Foam can be controlled
by addition of antifoam substances, either at regular time
intervals based on observation of the foam development,
or controlled by a foam sensor. Bond et al. (15) published
a study on the effect of antifoam on plant cells. The tested
antifoam substances appeared not to harm the plant cells
under normal experimental conditions. A point of general
concern in continuous culture is of course the maintenance
of aseptic conditions. High-quality equipment is a first
prerequisite, particularly with the long run times of
the continuous culture. A thorough leak test before
sterilization is essential. In general, membrane filters are
excellent to prevent contamination. However, it should be



realized that the amount of aeration gas passing through
the bioreactor during the culture period is huge. Therefore,
it is advisable to extend the contamination prevention in
the air inlet with a large cottonwool depth filter. Membrane
filters may be clogged by moisture. To avoid blowing up the
equipment in such a case, because of the pressure of the
air inlet line, it is essential to build in some safety device.
An inexpensive safety measure is to provide a relatively
loosely connected tube in the setup.

MATHEMATICAL DESCRIPTION OF CONTINUOUS
CULTURE

The formulation of unstructured models of fermentation
processes is comprehensively treated in textbooks on

biotechnology (16,17). Here, only a few very general
aspects are presented. The basis of these models is a set
of balance equations for extensive properties. The general
form of the balance equation is:

rate of accumulation = rate of inflow — rate of outflow
+ formation rate
— consumption rate

The extensive properties considered to be important
in the case of continuous culture of plant cells will be
viable biomass X, nonviable biomass, limiting substrate
S, and product. Nonviable biomass and product can be
left out if the concentrations are negligible. This set of
equations is completed with kinetic rate equations for
biomass growth, biomass decay, substrate consumption,

Figure 2. Principle of the effluent removal
system. Pl = pressure inside the headspace of
the reactor, P2 = pressure inside the effluent
removal tube, and P3 = pressure inside the
headspace of the effluent vessel, (a) When
valve I is closed while at the same time
valves II and III are opened, this will cause
pressure P2 being equilibrated with pressure
Pl, resulting in a rise of the culture fluid
in the effluent removal tube. Because of the
aeration of the reactor, P l (= P2) will exceed
P3, resulting in withdrawal of all culture fluid
above the inner tube, (b) If valve I is open and
valves II and III are closed, a small stream of
air keeps the effluent removal tube empty to
avoid wall growth and clogging. In this case
pressure P2 (= P3) exceeds Pl (13).
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and product formation. As an example the general balance
for biomass read (See end of article for nomenclature):

(D

In a standard chemostat the biomass concentration in
the influent is zero. With the assumption that the death
rate of the biomass may be neglected, and realizing that
the accumulation term in a steady-state situation is zero,
Eq. (1) becomes:

(2)

Introduction of the dilution rate D and the specific
growth rate /x in Eq. (2):

(3)

(4)

gives the important correlation:

(5)

This illustrates the characteristic of the chemostat
that the average specific growth rate can be controlled
by setting the dilution rate.

By introduction of relations for rx and rs, the system
is completely described. The commonly used growth
expression is the Monod equation:

(6)

where /imax is the maximum specific growth rate and Ks
the saturation constant. Substrate is assumed to be used
for growth and for maintenance purposes of the biomass
according to the expression:

(7)

Ysx is the true yield of biomass on substrate and ms gives
the substrate consumption for maintenance processes.
Worked examples of Eqs. (6) and (7) are depicted in
Figure 3. The parameters used are typical of plant cells. On
the curve of rx it is shown that at a substrate concentration
equal to the saturation constant Ks the growth rate has
half the value of the maximum growth rate. The curve of
rs shows a shortcoming of the model used at substrate
concentration 0; there is still substrate consumption
although there is no substrate available. This situation
is better described by a different concept, where the
maintenance energy is provided by endogenous respiration
of biomass. With the introduction of the Eqs. (6) and (7)
the set of equations describing the growth of an organism
in continuous culture is complete. The biomass and the
substrate concentration can be solved as a function of the
dilution rate D, resulting in:

(8)

S (C mol/L)

Figure 3. Growh rate rx (—) and consumption rate rs ( )
versus limiting substrate concentration S [Eqs. (6) and (7)].
Parameters used /xmax = 0.021T1, Ks = 0.2 C mol/L, Ysx = 0.65
C mol/C mol, ms = 0.0Ih"1, Z = I C mol/L.

(9)

These solutions still contain the organism-dependent
parameters Ysx, ms, and Ks.

The yield Ysx and the maintenance coefficient ms
can be determined from a series of continuous culture
experiments at various dilution rates. An example of
Eqs. (8) and (9) is plotted in Figure 4. At low dilution
rates (= specific growth rates), the substrate consumption
for maintenance is relatively important, resulting in a low
apparent yield of biomass on substrate. At high dilution
rates near the maximum specific growth rate, the culture
starts to wash out, resulting in biomass concentration zero
and maximal unconsumed substrate concentration. Van
Gulik et al. (18,19) used this model extended with balance
and rate equation for product formation and validated this
model in a comprehensive continuous culture study. They
could fit their experimental data roughly with this model
and could estimate the organism-specific parameters.
However, statistical analysis revealed that this model
was certainly not a perfect description of a plant cell
culture in continuous culture. Important observations
were that although the carbon source was presumed to
be the limiting nutrient, the phosphate concentration
was always almost zero in the broth, and that the cells
formed internal storage polysaccharides ("starch") in a
dilution-rate-dependent quantity. On the basis of these
observations van Gulik et al. (19) developed a structured
model as depicted in Figure 5. The biomass was divided
into two compartments: the active biomass part where
all the biochemical activities take place, and the storage
compartment containing the storage polysaccharides. The
flow of material between medium and active biomass
compartment, and between active biomass and the storage
compartment, was controlled by the external carbon
source and the internal phosphate concentration. This
model is considerably more complex than the basic model
mentioned previously. It includes 7 balance equations, 9
rate equations, and 15 unknown parameters. The number
and structure of the equations is not a problem; it can

r x
 (

 
) 

an
d

 r
s 

( 
) 

(C
 m

ol
 /

 L
.h

)

Ks

rx



Figure 5. Schematic representation of the structured growth
model (19).

be simulated by a computer. However, for a validation of
the model it is necessary to have estimates of the real
values of the parameters. A sensitivity analysis of the
parameters revealed that only 7 of them were important.
These parameters were either determined or obtained
from the literature. Three parameters were optimized by
fitting the experimental data with the model equations.
The results of continuous culture and batch experiments
were used to validate the model. It presented a satisfactory
description of both type of experiments.

APPLICATIONS OF THE CONTINUOUS CULTIVATION OF
PLANT CELLS

The earliest attempts to set up a continuous culture of
plant cells were published by Tulecke (20) in 1966 and
by Miller et al. (21) in 1968. These studies have only
historical value, because the authors could not achieve any
steady states. The systems developed by Wilson et al. in
1971 (22), Kurz (23), and Wilson (24) are more important,
because these designs have been used in several other
studies. The chemostat system of Wilson (22) consisted of
a round-bottomed Pyrex flask with a volume of 4 L. The

culture was aerated through a sintered glass sparger, and
mixing of the culture broth was accomplished by means
of a magnetic stirrer. Effluent was withdrawn using a
specially designed system consisting of a valve, controlled
by an constant-level device. They achieved steady-state
growth of Acer pseudoplatanus cells at several dilution
rates. Kurz (23) designed a chemostat that was rather
unique in its mixing and aeration system. A small and
long cylindrical vessel is mixed and aerated by large
air bubbles filling up the diameter of the tube rising at
regular intervals from the bottom of the cylinder. Influent
was introduced at the bottom, and effluent was removed
through an overflow device at the top. A different air-
mixed chemostat culture system was used by Wilson (24).
This relatively simple chemostat was made of an inverted
erlenmeyer flask. Mixing and oxygenation of the culture
were accomplished by forced aeration. Also in this design
the effluent was withdrawn by means of an overflow
tube. Unfortunately, Sahai and Shuler (25) concluded in a
detailed study that the outflow efficiency of these systems
is below 100%. This makes the quantitative results of
these investigations relatively useless. However, several
studies using these setups showed at least that continuous
cultures of plant cells could be carried out under carbon,
nitrogen, and phosphate limitation. The work done by
de Gucht and van der Plas (26) is an exception. They
used the Kurz chemostat, but were aware of the problem
of the outflow efficiency and took it into account in their
calculations. They achieved six steady states with a culture
of Petunia hybrida cells. From their experimental data
they estimated the maintenance and true yield of biomass
on glucose and ATP.

Bertola and Klis (14) reported the use of a continuous
culture system that was based on a 2-L standard
turbine-stirred fermenter and the outflow system designed
by Wilson (22). These authors published glucose-limited
chemostat cultures of Phaseolus vulgaris cells. They
determined the outflow efficiency to be 53%. After some
modifications the outflow efficiency was improved to
80% (27). Their results were corrected for the outflow
efficiency of the chemostat system. Van Gulik et al. (18,19)
used a comparable system, but with a more sophisticated
outflow device and coupled gas analysis equipment.
Combination with off-line analysis of the spent medium
and the biomass provided the opportunity to check their
experimental data with elemental balances. Results of
these investigations have been mentioned.

The aim of these studies was mainly the formulation
and validation of models describing growth kinetics.
The application of continuous culture for production
of secondary metabolites has not been investigated
extensively. In most cases secondary product formation
is considerably depressed under growth conditions. Sahai
and Shuler (28) proposed a multistage continuous culture
system with variation in growth rates to create optimal
conditions for both growth of the biomass and product
formation. Lima Costa (29) investigated the production
of an extracellular protease by a cell culture of Cynara
cardunculus in continuous culture. The production of
this protease was growth coupled, and continuous culture
appeared superior to batch culture in this particular case.
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Figure 4. Biomass concentration X ( ) and limiting substrate
concentration S ( ) versus dilution rate D in a chemostat
[Eqs. (8) and (9)]. Parameters used S1 = 2 C mol/L; for other
parameters see Figure 3.
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NOMENCLATURE

D dilution rate (1/s)
F flow (m3/s)
S substrate concentration (kg/m3)
X biomass concentration (kg/m3)
V volume (m3)
Ks saturation coefficient (kg/m3)
Ysx t rue yield (—)
ms m a i n t e n a n c e coef f ic ien t (1 / s )
Ta death rate (kg/m3/s)
rs substrate consumption rate (kg/m3/s)
rx growth rate (kg/m3/s)
qs specific substrate consumption rate (1/s)
/x specific growth rate (1/s)
Mmax maximum specific growth rate (1/s)

Subscripts

i inflow
o outflow
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INTRODUCTION

Reports describing and discussing successful growth of
differentiated tissues in specialized bioreactors cover
a wide array of reactors including bubble columns, a



rotating drum, dispersed liquid reactors, and mechanical
agitation with impeller isolation. All these reactors try
to minimize tissue damage while providing adequate
nutrients and gases to the growing biomass. Recent studies
show that reactors using gas as the continuous phase
and media as the disperse phase may offer the best
conditions for growth and productivity of transformed
root cultures, especially at high root densities, because
of the high level of O2 available to the growing roots.
Nutrient mist reactors have been developed to provide
media dispersed as a fine mist (Dp < ~30 jim) to the
growing tissues. Specific reactors have been designed for
growing whole plants, for use in micropropagation, and
for growth of differentiated plant organs, especially hairy
roots.

Plants as Gas Exchangers

Plants have evolved as extremely efficient gas exchangers,
especially for the primary gases of respiration and
photosynthesis, CO2 and O2, and the phytohormone,
ethylene. Other gases are also readily exchanged, as
evinced by NASA's work on the use of plants for cleaning
the atmosphere in closed living environments. In the
light, green shoots photosynthesize as well as respire,
resulting in a net production of O2 and consumption
of CO2; in the dark, depending on the ambient O2

concentration, plants produce CO2 via either aerobic
respiration or fermentation. Furthermore, the process of
photorespiration in some plants results in a loss of CO2

from cells normally fixing CO2, yielding a net loss of
carbon. Most of this gas exchange occurs through the
stomata found in the leaves of higher plants. In woody
plants, lenticels, located on stems, facilitate gas exchange
across the bark and into the living tissues of the secondary
phloem and xylem.

Roots are also excellent gas exchangers, although
less is known about the biochemistry and dynamics of
their processes. Since they are primarily underground
organs, roots have until recently proved difficult to study
in vivo. Because they are not exposed to significant
amounts of light, roots primarily respire and do not
photosynthesize, resulting mainly in O2 uptake and CO2

evolution. When exposed to light, however, roots can form
chloroplasts and perform photosynthesis, thus altering
their net metabolic status. Furthermore, the roots of some
plant species show increased growth in the presence of
CO2 levels that are significantly elevated from ambient
values.

All plant tissues can both produce and absorb the
gaseous phytohormone ethylene (C2H4). Ethylene has
profound effects on growth, development, and even the
production of secondary metabolites. Furthermore, CO2

inhibits the last step in ethylene biosynthesis, which can
affect overall plant metabolism and development. Thus
CO2 interacts both with ethylene and O2 to regulate plant
growth and metabolism. Clearly, there is a need to be able
to study plant and plant tissue responses to changes in the
gaseous environment. The nutrient mist bioreactor meets
this need and also offers an alternative reactor for growing
differentiated plant tissues, especially those sensitive to
changes in their gaseous environment.

Gas Solubility Issues

Gases have limited solubility in water, making it difficult
to obtain efficient gas transfer to roots and other plant
tissues grown in liquid. The solubilities are strong
functions of temperature, pressure, and the presence of
other solutes such as sugars and salts (1,2). For the three
gases most important to plant cultures, O2, CO2, and
C2H4, and under typical culture conditions, the solubility
decreases as temperature and the concentration of salts
and sugars increase. In water at 25 0C, oxygen is the
least soluble of the three gases (1.26 mM L"1) followed by
ethylene (~4 times more soluble) and then carbon dioxide
(~25 times more soluble). Thus in liquid-phase reactors
solubility limits the amount of gas available to a growing
tissue culture and severely restricts the range of gas
concentrations that can be investigated experimentally.

Spray, Mist, and Fog

To obtain good gas transfer into the liquid media, either
the liquid is dispersed into a gas phase or gas is dispersed
into a liquid phase. In bubble column and other liquid-
based reactors, gas is dispersed into the liquid phase. In a
mist reactor, liquid is dispersed into the gas phase using a
number of different methods. The most common methods
for dispersing the droplets in a plant tissue reactor include
a spinning disk, an atomizer using compressed gas, or
an ultrasonic generator. The spinning disk has been
primarily used with whole plant aeroponic systems (3).
The drawback of the spinning disk is that it produces
a wide range of droplet sizes unless the disk spins
very rapidly. At high velocities the droplets formed are
small and offer a large surface-to-volume ratio, yielding
increased gas transport into the liquid. Unfortunately, the
high speed of the droplets being thrown at the plant tissue
can result in tissue damage, and so a tradeoff must be made
between good gas exchange and tissue damage. Atomizers
using compressed gas have also been used extensively
with whole plants (3) and to a lesser degree for in vitro
cultures (4). The use of compressed gas for production of
aerosols through nozzles can yield very small droplet sizes,
ensuring good gas transfer into the liquid and, thus, to the
plant tissue. However, the presence of the salts in plant
culture media results in salt build up at the nozzle orifice
and eventual clogging. Furthermore, use of compressed
gases is costly.

The use of ultrasonics has, by far, proved to be the
most effective method of generating nutrient aerosols for
in vitro plant cultures and will be the main focus of this
discussion. In most mist reactors a submerged ultrasonic
transducer powered by electrical energy produces sound
waves in the 1.7 MHz range. The energy, partially lost
as heat, is transferred to the liquid-gas interface where
capillary waves are produced. The aerosol is created by the
release of very small particles of liquid being propelled into
the air from the crest of the waves. For transducers that
operate below 800 kHz, the number mean diameter Dn of
the droplets depends on the surface tension of the liquid cr,
the density p, and the transducer frequency v as Dn = 0.34
(8 7t(i/pv2)1/3 (5). For the synthetic wax used by Lang (5),
where a = 21.7 dyn/cm, p = 0.82 g/cm3, and v = 400 kHz,



the predicted particle diameter Dn = 5.5 x 10~4 cm. At
higher frequencies the droplet size also depends on the
power density at the liquid surface (6). Droplet density
(number of droplet particles in the air stream), on the
other hand, depends primarily on the rate at which the
droplets are removed from the production region. An air
stream is usually used to move the droplets from the
production zone to the plants. Increasing the gas flow rate
initially increases both the number and the size of droplets
that can be transferred away from the surface of the
liquid. Extremely high gas velocities can, however, result
in a loss of the largest particles due to impingement onto
the surfaces of the mist generator. This effect obviously
depends on the particular reactor geometry. At high
gas flow rates, it is important to humidify the carrier
gas stream before it enters the mist generator to avoid
excessive media loss and changes in the media composition
due to evaporation.

Droplet size is an important factor in the mist reactor
and can be characterized by several different parameters.
The most common are the number mean particle diameter
Dn and the volume mean diameter Dy. Distinguishing
between these terms is particularly important when
measured droplet particle sizes are reported. The terms
used to describe dispersions of liquids in a carrier gas have
rather broad definitions according to Perry and Green (7),
leading to some confusion in the literature. Generally,
mists are characterized by droplet sizes in the range of
0.01-10 jim, while fogs have droplets in the range of
1-100 um, and finally, sprays have droplets in the range
of 10-10,000 jim (7). Droplets formed using compressed
gas atomizers range from 1 to 100 um in diameter,
while ultrasonic systems typically produce droplets in
the 1-35 jim diameter range, with DY ~ 7-10 um (3,8).
The advantages of working with smaller droplets include
their long settling times, which means it is easy to
transport and distribute the dispersed liquid, the closely
related ability of the small droplets to penetrate dense

tissue cultures and thus distribute the nutrients more
evenly, and the large surface area of the mist that
ensures good mass transfer of gases between the two
phases.

Droplet size is particularly important for ensuring
adequate transfer of both liquids and solubilized gases
from the culture medium to the plant tissue. Very little
work has been done to develop operational limits for
plants or plant cultures. For whole plants undergoing
high rates of transpiration, droplets that are too small
will not supply enough water to make up for water
loss. Yet if the droplet size is too large, there may
be inadequate gas transfer to the roots because of the
formation of a layer of water along the root surface; the
system essentially reverts to a liquid- instead of a gas-
phase reactor. For whole plants, the minimum acceptable
droplet size is not known precisely, but it is thought to be
about 1 jam (R.D. Zobel and P.D. Weathers, unpublished
results). Droplet size limitations for growth of in vitro
cultures have not been studied other than to measure
droplet deposition in dense beds of hairy roots (9) and our
current studies of the role that droplet size plays in hairy
root growth (B.E. Wyslouzil, unpublished).

NUTRIENT MIST REACTOR DESIGN AND OPERATION

The basic design of a nutrient mist reactor always
includes the following components: a mist generator, a
growth chamber, a mist carrier-gas supply, a nutrient
reservoir, a liquid feed pump, a timer for turning the
mist feed on and off, and the associated tubing (Fig. 1).
In early versions of the mist reactor, the ultrasonic
transducer was in direct contact with the nutrient
medium. The life of the transducer was significantly
diminished by repeated autoclaving, and experiments
often ended prematurely because electrical components
failed (10). The use of an acoustic window fabricated from
a polypropylene Rubbermaid container to separate the

Figure 1. Schematic of a nutrient mist reactor with growth chamber configurations for
(a) micropropagation, (b) hairy root culture with mist input in an upflow mode, and (c) hairy
root culture with mist input in a downflow mode. (Figure courtesy of M. Correll.)
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transducer from the nutrient media made it unnecessary
to autoclave the transducer and led to the development
of a simple, easy-to-construct mist reactor (11). A thin
sheet of Teflon also works well as an acoustic window,
and this material has the added advantages of higher
temperature tolerance than polypropylene as well as
being easily incorporated into a reactor of almost any
shape or dimension (R.G. Waterbury and B.E. Wyslouzil,
unpublished results). With these improvements, together
with the use of a home humidifier base as the transducer
source, it is now easy to produce a reliable mist reactor
cheaply and in almost any configuration.

To accommodate the special growth characteristics of
each species of plant or the type of tissue to be cultured, for
example, hairy roots versus plantlets, the growth chamber
of a nutrient mist reactor must be properly configured. For
plantlets, callus, and general purpose micropropagation,
the growth chamber [Figure l(a)] must provide a large
surface area, covered with some absorptive material
such as cheesecloth or filter paper to maintain adequate
moisture just beneath the tissue. The tissue support
is situated about 1 in. from the bottom of the culture
chamber, so that a small amount of culture media can
collect underneath the support and maintain a constant
level of relative humidity within the chamber. Adequate
headspace above the tissue support is also important
so that shoots are able to emerge fully. The chamber
is preferably constructed out of an autoclavable plastic,
such as glass-clear polycarbonate or polypropylene, with
a gas-tight lid into which ports for tubing connections
can be inserted. Inoculation of the growth chamber in
micropropagation studies is still performed by hand. Since
the reactors are larger than standard micropropagation
boxes and the gas-phase composition and humidity can be
controlled, it should be possible to grow up plant clones
with only one transfer step. Furthermore, acclimatization
of the plantlets can occur in the reactor itself, thus
reducing the amount of manual labor significantly.

For transformed roots the growth chamber must
contain a trellis or other packing material on which
the roots can be immobilized. To encourage even mist
distribution, the growth chambers tend to be tall and
narrow rather than the short, wide chambers used in
micropropagation studies. Inoculation of the reactor is
currently accomplished by flooding the growth chamber
with media, adding the roots, and running the reactor
as a bubble column until the roots immobilize. Other
more labor-intensive methods have also been used, such
as hand loading individual roots onto a trellis as well as
growing roots in shake flasks with packing rings until the
roots attached and then loading the rings into the growth
chamber. A detailed description for how to construct a
complete bioreactor is given in Ref. 11.

Typical operating conditions for the nutrient mist
reactor include air flow rates in the range of 1-6 LPM,
and mist duty cycles ranging from 1 min on/15 min off
to 5 min on/5 min off. Room air filtered through a 0.2-|nm
filter is usually used as the carrier gas, but other gases,
for example, CO2 or C2H4, can also be added. The reactor
can be operated in batch mode by collecting and recycling
the mist back to the reservoir after it exits the culture

chamber. It can also be run in continuous mode by
discarding the mist after it passes over the tissue, and
adding fresh media to the reservoir. In many of the studies
to date, the nutrient media used in the experiments has
been "conditioned." Conditioned medium is produced by
growing roots in shake flasks containing fresh, autoclaved
media for up to 2 weeks. The roots adjust the distribution
of sugars between sucrose, glucose, and fructose, the
levels of salts, and exude other, unidentified compounds
that have a positive effect on root growth. Conditioned
medium is introduced into the autoclaved media reservoir
by filtering it through a sterile filter.

NUTRIENT MIST BIOREACTORS FOR
MICROPROPAGATION

Species reported to have been micropropagated in exper-
imental mist reactors are listed in Table 1 (12-18) For
a discussion of reports prior to 1991, see the review by
Weathers and Zobel (3). Work with Solarium by Kurata
et al. (17) suggested that mist culture was more effective
if provided from the root zone (bottom up) of differenti-
ated plantlets. We tested this concept using Boston fern
(Nephrylepis) and found that misting from the bottom was
significantly better than from the top of the growth cham-
ber even with different misting cycles (Table 2). However,
at present it is much easier to work with the mist inlet port
on the top of the growth chamber compared to the bottom;
so most research in micropropagation is conducted using
a top-down configuration.

One big advantage of the mist system is that the
problem of hyperhydration can be reduced or greatly
eliminated. Woo and Park (16) found that Dianthus shoots
grown in flask cultures were seriously hyperhydrated
even if the shoots were only partially submerged; mist-
grown cultures showed about 25% less hyperhydration.

Table 1. Plants Propagated in Vitro Using Nutrient Mist
Reactors

Plant Species

Asparagus
Brassica
Cinchona
Cordyline
Daucus

Dianthus

Ficus

Lycopersicon
Musa
Nephrylepis

Pinus

Saintpaulia

Solanum
Taxus

Inoculum Source

shoots, callus
anthers
nodal explants
shooting tissue
callus, shoots
leaf, petiole
nodal explants
shoots
callus + shooting

meristems
nodal explants
shooting tissue
shooting tissue
shooting tissue
shoots

shoots, callus

nodal explants
shoots for rooting

Ref.

12
4
4

13
14
15
11
16
4

4
13
13
10

P. Weathers,
unpublished
KL. Giles,

unpublished
17
18



A: Mist cycle: 5 min on/15 min off for 3 d, then 5 min on/
20 min off for 4 days. B: Mist cycle: continuous misting for
first 30 min, then 5 min on/20 min off for 7 d.

Hyperhydration can be fully controlled, as shown in
experiments with Dianthus, by altering the mist cycle,
and the CO2 and humidity levels in the growth
chamber (19).

Other interesting observations were made by Tisserat
et al. (15) with Daucus shootlets grown for up to 4 weeks
in a bottom-fed mist reactor. Besides a large increase
in growth compared to controls, there was also direct
induction of asexual embryoids from the enlarged leaflet
surfaces. These were not observed in any of the controls
grown in liquid or on agar. When Daucus callus was
grown in the Tisserat system, more biomass was produced
than in any of the liquid or agar controls. Embryogenic
callus produced significantly more somatic embryos than
on agar; no embryos were produced in the liquid
systems. Clearly the mist reactor offers great potential
for culturing a wide array of plant tissues used in
micropropagation.

NUTRIENT MIST BIOREACTORS FOR HAIRY ROOT
CULTURE

Lab-Scale Studies

Earlier work using mist reactors for growing transformed
roots was recently reviewed by Weathers et al. (20).
Species of transformed roots that have been successfully
grown in mist reactors include Beta vulgaris, Artemisia
annua, Carthamus tinctorius, and Nicotiana sp. The
reactors were operated in both batch and continuous mode.
In general, the overall biomass density achieved in the
mist reactors (g/L) was comparable to that achieved in
shake flasks. Like the roots of intact plants, transformed
roots also respond to changes in gas composition with the
level of the response varying with plant species. To date,
the gas studies have focused mainly on CO2, whose effect
was to decrease the lag time in some root cultures (21).
Systematic studies changing the levels of O2 or C2H4 have
not been conducted to date. The choice of mist cycle is
also a variable that must be investigated in developing a
growth protocol for roots in the mist reactor (22).

More recently, the simplified acoustic window reactor
developed by Chatterjee et al. (11,23) with the growth
chamber configured as in Figure l(b) was used to measure
the growth kinetics of A. annua hairy roots. The reactor

Time (days)

Figure 2. Productivity and packing density of hairy roots of
A. annua grown in a nutrient mist reactor for up to 24 d. (Figure
courtesy of T. Smith.)

was inoculated with roots grown for 1 week in shake flasks
containing plastic mesh rings. At this point the roots were
firmly attached to the rings and were manually loaded
into the reactor. Good growth was observed even at a
sparse mist feed rate of 4 min of mist per hour (1 min
in every 15 min = about 5.52 mL/h). Three reactors were
run simultaneously and harvested after 3, 6, 12, and
24 d of growth (3 replicates for each experiment). As
root bed densities increased from about 5% to 15%,
the productivity (gDWL"1 d -1) gradually increased from
days 3 to 12 (Fig. 2). From day 12 to 24 the average
productivity decreased from about 0.49 to 0.32 g DWL"1

d~~\ suggesting that some factor was beginning to limit
growth. At the low feed rates used, media may have been
limiting, and thus to achieve the desired productivities of
3-4 gDWL"1 d"1, increasing the mist duty cycle may be
required.

Recently the mist reactor was redesigned and con-
structed with the growth chamber configured as in
Figure l(c) and using a mist generator with a teflon acous-
tic window. The reactor is inoculated and first runs as a
bubble column until the roots attach to the stainless steel
support (requiring 6-9 days). Preliminary results show
that for three-week runs done in triplicate, biomass accu-
mulation (gFW/L) is significantly lower than in a parallel
bubble column reactor or in flasks. A nutrient feed rate of
only ~8 mL/h (5 min of mist fed 3 times per hour) again
led us to believe that growth may be nutrient limited.
However, in one experiment with uneven inoculum dis-
tribution, a packing density of 806 gFW/L (59.6 g DW/L)
was achieved in the lower 25% of the growth chamber.
Although overall reactor productivity was low, local pro-
ductivity was extremely high and mist was still exiting
the root bed. This suggests that mist reactors have the
potential to achieve higher biomass densities than bub-
ble column reactors, where oxygen would most likely be
limiting at such a high density.

Pilot-Scale Studies

There has been only one pilot-scale (500-L) study of hairy
roots in a mist reactor. Using a unique root immobilization
matrix, Datura roots were grown for 40 days to a final

Table 2. Bottom vs. Top Misting of Ferns in a
Nutrient Mist Bioreactor after 7 d

Mist Feed Point

A:
Top
Bottom
Agar control

B:
Top
Bottom
Agar control

Increase in Fresh Weight (g)

0.75± 0.29
0.97± 0.06
0.83± 0.22

0.18± 0.08
0.34± 0.09
0.33± 0.08
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density of 8 gDW L x with an estimated productivity of
1.3 gDW L"1 d-1 (24). The final packing density was about
8% (FW/V), which is considerably less than the laboratory-
scale studies described previously.

Engineering Considerations

In a gas-phase reactor, adequate media distribution
rather than gas control may limit reactor performance.
To understand this problem, the applicability of the
standard models for aerosol deposition in randomly packed
fibrous filter beds to mist deposition across a bed of
hairy roots was analyzed (9). The analysis showed that
on a local level the root-droplet system meets the
assumptions for the standard models of particle capture by
impaction, interception, and diffusion used in industrial
filters. However, the overall structure of the root bed
introduces uncertainty into the correct choice of root
packing fraction and gas velocity required by the model.
For reasonable parameter values, the minimum in the
deposition efficiency curves is close to the peak in the
mist number and mass distributions, implying that mist
can penetrate deeply even into a dense bed of roots.
Furthermore, a simplified treatment of the root hairs
showed that they should contribute significantly to mist
droplet capture (9).

To verify the model, changes in the mist size
distribution were measured across manually packed beds
of A. annua transformed roots as a function of droplet
size, bed length, and gas flow rate at a root packing
fraction a = 0.5 (9). There was good agreement between
the measured and predicted values for the droplet
diameter where the deposition efficiency across the bed
is 50%, D0.5, as long as the Reynolds number (Re)
was not too high (Re <10). Here the Reynolds number
Re = DrVgpg/fig is based on the root diameter Dr, the
velocity of the gas Vg, the density of the gas pg, and the
viscosity of the gas /xg. When Dx — 0.1 cm, Vg = 10 cm/s,
Pg = 1.2 x 10"3 g/cm3, and /xg = 1.8 x 10"4 g/(cm s), Re =
6.7. Agreement between the model and the experiments
broke down when the flow rate was increased to the point
where the creeping flow assumptions were no longer valid
(10 < Re < 20). At the lower velocities typically present in
the mist bioreactor, the standard aerosol models should,
therefore, provide a good description of particle deposition
at these high packing densities.

Deposition of mist in situ onto growing root beds of
A. annua was also measured using the simplified acoustic
window mist reactor described by Chatterjee et al. (11).
The experiments measured deposition by tracking the total
volume of liquid leaving the mist reactor as a function of
time and comparing it to the liquid being fed into the mist
generating chamber. Although these experiments are less
informative than measuring complete size distributions,
they did show an initial rapid increase in the bed capture
efficiency immediately after inoculation, later leveling off
to a value of roughly 50% for a 20-cm-thick root bed despite
packing density increases from 4 to 15% (23). This suggests
that root bed depths of 25-40 cm are quite realistic in a
mist reactor for each mist input port and that it is possible
to achieve a balance between mist droplet deposition and
penetration throughout the bed volume.

SUMMARY AND CONCLUSIONS

The nutrient mist reactor represents one extreme of the
spectrum of potential bioreactor environments. With gas
as the continuous phase rather than liquid, the reactor is
particularly suited to systematically studying the response
of plants and plant organs to changes in the gas-phase
environment. It has proven to be a versatile design that
can be successfully used in micropropogation and hairy
root culture. Further studies with the reactor will continue
to improve our understanding of the interaction of plants
and plant tissues with their environment.
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INTRODUCTION

Perfusion is continuous or semicontinuous flow of a
physiological nutrient solution through a population of
cells. It implies that the cells are retained within
the culture unit as opposed to continuous-flow culture
(chemostat) which washes the cells out with the withdrawn
medium. By using a perfusion system, one can easily
accomplish in situ medium exchange and thus achieve
better control of the culture environment (dissolved
oxygen, pH, substrate and hormone concentrations),
remove toxic extracellular by-products, and constantly
recover secreted products to reduce feedback inhibition.
As a result, improved reactor productivity can usually be
attained.

Culture perfusion was initially employed mainly in
medical applications. The technique was inspired by the
observation that human cells in vivo are continuously

supplied with blood, lymph, or other body fluids to keep
them in a constant physiological environment. The use of
perfusion has also become a common practice in animal cell
cultivation, mainly in response to the quest to attain high
cell concentration for improving cell culture volumetric
productivity. Application of the perfusion technique in
plant cell and tissue cultures is not as common as in animal
cell cultures. Nonetheless, it is an emerging technology
that deserves greater attention. The use of perfusion
(or similar concept) in plant cell cultures was first
reported in the mid-80s, when Pareilleux and Vinas (1)
and Ammirato and Styer (2) proposed using perfusion
techniques in studying alkaloid production in a steady-
state culture with cell retention and in somatic embryo
production, respectively. Matsubara and Fujita (3) also
demonstrated the potential of perfusion culture in the
production of berberine by Coptis japonica. Kim and
co-workers (4) reported their study of using a cell-lift
impeller in the perfusion culture of Thalictrum rugosum
cell suspension for berberine production. Our lab has
developed and studied a number of plant cell perfusion
bioreactors for secondary metabolite and secreted protein
production (5—12). Moorhouse et al. (13) reported using a
dual-membrane stirrer system in a bioreactor, similar to
that of Lehmann et al. (14), for cultivating of plant somatic
embryos in suspension cultures.

The scope of this atricle is to review current
developments in perfusion bioreactor systems for plant
cell and tissue cultures. Several key subjects relating to
plant cell perfusion bioreactors are discussed:

(1) applications of perfusion systems;
(2) perfusion bioreactor designs;
(3) analysis of design and operating parameters; and
(4) process monitoring, optimization, and control.

WHEN TO USE PERFUSION?

An effective bioreactor operating strategy should provide
high productivity, high product yield (product formed per
substrate consumed), and high product content (prod-
uct/cell weight). Higher productivity means more product
can be formed per unit time per unit reactor volume. High
product content makes downstream separation and purifi-
cation easier and more efficient. High product yield reduces
the cost of substrates. Generally, the operating strategy is
determined on the basis of the kinetic pattern of product
formation and the way the product is translocated follow-
ing its synthesis (i.e., whether the product is excreted into
the medium or retained in the cell). It is very common to
relate the pattern of product synthesis to cell growth, that
is, product synthesis is frequently characterized as growth
associated or nongrowth associated.

The most suitable type of products to be manufac-
tured by using perfusion bioreactors are the nongrowth-
associated, secreted products. In this case, the reactor is
operated at high cell density without rapid cell division for
a long period. The product can be continuously harvested
from the spent medium. One of the major limitations that
prevents wider usage of plant cell cultures for industrial
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INTRODUCTION

Perfusion is continuous or semicontinuous flow of a
physiological nutrient solution through a population of
cells. It implies that the cells are retained within
the culture unit as opposed to continuous-flow culture
(chemostat) which washes the cells out with the withdrawn
medium. By using a perfusion system, one can easily
accomplish in situ medium exchange and thus achieve
better control of the culture environment (dissolved
oxygen, pH, substrate and hormone concentrations),
remove toxic extracellular by-products, and constantly
recover secreted products to reduce feedback inhibition.
As a result, improved reactor productivity can usually be
attained.

Culture perfusion was initially employed mainly in
medical applications. The technique was inspired by the
observation that human cells in vivo are continuously

supplied with blood, lymph, or other body fluids to keep
them in a constant physiological environment. The use of
perfusion has also become a common practice in animal cell
cultivation, mainly in response to the quest to attain high
cell concentration for improving cell culture volumetric
productivity. Application of the perfusion technique in
plant cell and tissue cultures is not as common as in animal
cell cultures. Nonetheless, it is an emerging technology
that deserves greater attention. The use of perfusion
(or similar concept) in plant cell cultures was first
reported in the mid-80s, when Pareilleux and Vinas (1)
and Ammirato and Styer (2) proposed using perfusion
techniques in studying alkaloid production in a steady-
state culture with cell retention and in somatic embryo
production, respectively. Matsubara and Fujita (3) also
demonstrated the potential of perfusion culture in the
production of berberine by Coptis japonica. Kim and
co-workers (4) reported their study of using a cell-lift
impeller in the perfusion culture of Thalictrum rugosum
cell suspension for berberine production. Our lab has
developed and studied a number of plant cell perfusion
bioreactors for secondary metabolite and secreted protein
production (5—12). Moorhouse et al. (13) reported using a
dual-membrane stirrer system in a bioreactor, similar to
that of Lehmann et al. (14), for cultivating of plant somatic
embryos in suspension cultures.

The scope of this atricle is to review current
developments in perfusion bioreactor systems for plant
cell and tissue cultures. Several key subjects relating to
plant cell perfusion bioreactors are discussed:

(1) applications of perfusion systems;
(2) perfusion bioreactor designs;
(3) analysis of design and operating parameters; and
(4) process monitoring, optimization, and control.

WHEN TO USE PERFUSION?

An effective bioreactor operating strategy should provide
high productivity, high product yield (product formed per
substrate consumed), and high product content (prod-
uct/cell weight). Higher productivity means more product
can be formed per unit time per unit reactor volume. High
product content makes downstream separation and purifi-
cation easier and more efficient. High product yield reduces
the cost of substrates. Generally, the operating strategy is
determined on the basis of the kinetic pattern of product
formation and the way the product is translocated follow-
ing its synthesis (i.e., whether the product is excreted into
the medium or retained in the cell). It is very common to
relate the pattern of product synthesis to cell growth, that
is, product synthesis is frequently characterized as growth
associated or nongrowth associated.

The most suitable type of products to be manufac-
tured by using perfusion bioreactors are the nongrowth-
associated, secreted products. In this case, the reactor is
operated at high cell density without rapid cell division for
a long period. The product can be continuously harvested
from the spent medium. One of the major limitations that
prevents wider usage of plant cell cultures for industrial
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production of biologies is slow cell growth. Use of perfu-
sion culture operating at a growth-arrest state and high
cell density will circumvent this problem. For growth-
associated, secreted products, perfusion culture with a
bleed stream can also be considered. To increase the prod-
uct output, perfusion culture should be operated at a high
perfusion rate with the bleed stream adjusted to give a
highly specific cell growth rate. For growth-associated,
intracellular products, high productivity can be achieved
by increasing the cell growth rate in a single-stage bioreac-
tor. Because the product is stored within the cell, a culture
strategy that gives a high biomass output rate with a high
product content is most desirable. Besides semicontinuous
culture, perfusion culture with a bleed stream may be con-
sidered for producting this type of product. In this case,
a much higher cell density can be obtained in perfusion
cultures compared to continuous or semicontinuous cul-
tures, because cells are retained within the reactor via a
cell retention device. By incorporating a bleed stream, the
perfusion reactor can be operated at steady state at a very
high cell concentration. For a culture system that follows
simple Monod kinetics, the maximum biomass output rate
in a perfusion reactor with a bleed stream is higher than
that in a chemostat by a factor of 1//?, where /3 is the bleed
ratio (the ratio between the flow rates of the bleed stream
and the feed stream). Perfusion culture has been used in
the commercial production of berberine, an intracellular,
growth-associated metabolite, by Mitsui Petrochemical
Industries, Ltd. (3). Kim and co-workers also used per-
fusion cultivation in the production of berberine (4). In our
laboratory, a high cell density of 35 g dry weight/L and
a rosmarinic acid concentration of 4 g/L were achieved in
the perfusion culture ofAnchusa officinalis (6,10).

In general, perfusion culture has the following advan-
tages over batch culture:

1. Reduced plant down time
2. Reduced unproductive growth phase as a proportion

of the total process time
3. More consistent product quality because conditions

in the bioreactor are held stable
4. More extensive automation with improved control
5. Higher cell density and productivity

Protagonists of batch processes point to the simplicity
of the plant required, greater process flexibility (i.e. the
capacity to produce different products in different pro-
duction runs), and reduced quantities of product at risk
because a process failure is limited to a single batch (15).
When using perfusion systems, it is also important to
determine the long-term genetic stability of the cells
employed.

OVERVIEW OF PLANT CELL PERFUSION BIOREACTOR
DESIGNS

What sets a perfusion bioreactor apart from a regular
bioreactor is its ability to achieve medium exchange with
cell retention. Therefore, a means for separating cell
and medium needs to be incorporated into the perfusion
bioreactor. In designing a cell retention device for plant

cell perfusion cultures, factors to be considered include
high culture biotic phase volume and viscosity, non-
Newtonian fluid behavior, cell shear sensitivity, cell and
aggregate size distribution and morphology, as well as
scalability. Currently, two major classes of techniques are
practiced for separating cells from the medium in perfusion
reactors, gravitational or centrifugal sedimentation and
tangential filtration (e.g., axial rotating filtration or cross-
flow filtration) or vortex-flow filtration.

Separation by Sedimentation

Cells can be retained by sedimentation by incorporating
an in situ or ex situ settler (or an external continuous
centrifuge) into a bioreactor. Gravitational sedimentation
is a gentle process for cell separation. It is mechanically
simple, and exploits the inertial properties of the cells,
instead of using physical barriers as in filtration,
to accomplish the separation. Sedimentation devices,
however, have a large holdup volume. Considering the
large particle size of plant cells, sedimentation is an
attractive method for cell/medium separation. An in situ
settler, in the form of a settling (decanting) column, has
been used in perfusion cultures of Catheranthus roseus (1)
and T. rugosum (4) (Fig. 1). Several other designs based
on gravitational sedimentation have also been reported,
although they are not tested in plant cell cultures.
Sato et al. (16) describe an internal conical cell separator
consisting of a tapered conical sedimentation chamber
affixed to the headplate of a stirred bioreactor. Spent
medium is removed through the top of the cone, and
cells settle and slide down the steep wall of the cone
to the bioreactor (Fig. 2a). All of the above designs take
advantage of the reduced culture fluid superficial upward
velocity in a settling zone that has an enlarged cross-
sectional area.

Sparger

Figure 1. A schematic diagram of the perfusion bioreactor used
by Kim et al. (4); cells and medium were separated by using a
decanting column.
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Inclined sedimentation is an alternative to vertical
sedimentation. Cell-settling velocity can be increased
by using inclined sedimentation. This phenomenon was
first observed by Boycott (17) and analyzed, among
others, in the work of Leung and Probstein (18). For
a dilute, monodisperse particle suspension, the particle
sedimentation rate can be expressed by

(D

where wsi is the settling rate in inclined sedimentation,
wsy is the settling rate in vertical sedimentation, h is
the vertical height of the solid suspension, H is the plate
distance of the settler, and a is the angle of inclination
from the vertical axis. To take full advantage of inclined
sedimentation, a shallow settler (small H) with a large
angle of inclination should be used. The large inclination
angle, however, needs to be counterbalanced by the ease
with which cells slide back to the fermenter. Typically,
an inclination angle from 30 to 60° is used. Inclined
sedimentation has been applied to the lamella settlers

Figure 2. Various settler designs for perfusion bioreactors: (a) Sato et al. (16); (b) Davison
et al. (21); (c) Searls et al. (22); (d) Tyo and Thilly (23).
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used in wastewater treatment processes (19), a yeast
cultivation system (20), a mixed culture fermentation of
yeast and bacterium (21), and animal cell cultures (22,23).
In the reactor used by Davison et al. (21), a large inclined
shallow settling chamber is integrated into a stirred
fermenter as a side arm (Fig. 2b). As the culture is
withdrawn through the settling chamber, cells undergo
countercurrent inclined sedimentation, settle and slide
down the lower surface of the settler to the fermenter.
Searls et al. (22) modified the inclined settler used by
Davison et al. by placing it on the top of the bioreactor
and therefore allowing cells to undergo crosscurrent
sedimentation (Fig. 2c). To alleviate cell attachment to
the settler wall, Searls et al. (22) also tried bubbling to
clean the settler periodically and using a vibrator to
shake the settler. To increase sedimentation capacity, Tyo
and Thilly (23) describe a system consisting of a series of
nested truncated cones with an innermost solid cone. This
system is basically a modified version of that used by Sato
et al. (16). In this reactor, cells and medium are pumped
up through the cones while cells are collected on the lower
face of the cones, thereby resulting in a virtually cell-free
fluid (Fig. 2d). For plant cell cultures, a countercurrent
inclined settler similar to that used by Davison et al. (21)
was tested by Su et al. (9) to retain A. officinalis cells
in a stirred-tank, perfusion culture. Although it works
well generally with low cell densities, a large number of
cells agglomerate and become immobilized in the settler

at high cell density. This problem is augmented because
inclined sedimentation is enhanced by using a shallow
settler, as indicated in equation 1. For countercurrent
sedimentation, another problem is the lack of means to
drive the concentrated cell sediment back to the bulk of
the reactor. In all of the designs mentioned above, the
settler is in direct contact with the turbulent region of
the bioreactor, and therefore the sedimentation process is
vulnerable to disturbance by fluid turbulence. In addition,
the entrance into these settlers is small and hence prone
to clogging.

Our lab has developed and tested a series of perfu-
sion bioreactors designed by incorporating an internal
settling zone into air-lift bioreactors. For high density
plant cell suspensions, problems in circulating viscous
and shear sensitive cell cultures through an external loop,
where anoxic condition and shear damage are likely (24),
make the use of internal separation devices preferable.
Our initial design incorporated a conical "skirt baffle"
with an internal-loop, air-lift bioreactor (Fig. 3). Although
developed independently, our design is similar to the
Applikon® "multipurpose tower bioreactor (MTB)" (App-
likon Dependable Instruments BV, the Netherlands). With
the internal-loop design, gas bubble recirculation into the
downcomer section is inevitable. Despite the downward
liquid flow in the region, some of these bubbles would
rise into the settling zone and hence disturb cell sed-
imentation. In addition, we observed a thick layer of

Figure 3. Accumulation of plant cell floes in various regions of the internal-loop, air-lift perfusion
bioreactor (W.W. Su, unpublished) and the Applikon® MTB (redrawn form Ref. 25, courtesy of
Applikon Dependable Instruments BV, the Netherlands).
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Figure 4. A schematic diagram of an exter-
nal-loop, air-lift perfusion bioreactor with a
basic settler design.

biomass accumulated at the entrance to the settling zone
(W.W. Su, unpublished). In a study of the MTB, Hellinga
and Luyben also noted accumulation of plant cell floes
in the settling zone due primarily to the escape of recy-
cled air bubbles (25) (Fig. 3). To overcome the problem
caused by the recycled bubbles, the internal cell settling
zone was integrated with an external-loop, air-lift biore-
actor. In its simplest form, the internal settling zone in
the external-loop, air-lift perfusion bioreactor is created
by inserting a baffle plate into the upper portion of the
downcomer (Fig. 4). Clarified spent medium containing
secreted metabolic products is continuously removed via
the overflow from the settling zone, and fresh medium is
fed into the well-mixed riser to replenish nutrients. The
improvement comes from the much lower downcomer gas
holdup in the external-loop, air-lift reactor due to more
efficient gas disengagement in the reactor headspace. By
taking advantage of the well-defined flow pattern in the
air-lift reactor, the downward bulk liquid flow in the down-
comer can guide the cell particles away from the settling
region, so that few cell particles are present in the set-
tler. During a 14-day perfusion culture of A officinalis
in this bioreactor, a totally clear settling zone was noted
for the first 8 days of the culture during which the cul-
ture packed cell volume (PCV) was below 60%. It should
be pointed out, however, that noticeable eddies provoked
some degree of mixing at the entrance of the settling
region. The eddies carried some of the cells into the inlet
region of the settler. Nonetheless, these cells were carried
back to the bulk of the culture by the downward liquid
flow, and hence there was a constant turnover of cells at
the settler entrance. With increased gas velocity and thus
faster culture circulation, mixing at the settler entrance
was augmented. The effect of aeration on cell retention effi-
ciency, however, was minor compared with perfusion rate
and cell loading (5) due to the fact that the settling zone
for the most part was not stirred by the localized mixing
at its entrance. As the cell loading exceeds 60% PCV, cell
retention in the perfusion, air-lift bioreactor becomes very
sensitive to the increase in perfusion rate. It was evident
that a cell-free settling zone could no longer be achieved,
as indicated in the later stage of perfusion culture. In

this case, countercurrent sedimentation took place in the
settler. To improve the sedimentation capacity, a conical
settling zone can be incorporated into the upper portion of
the downcomer (Fig. 5a). A series of nested truncated cones
can be inserted into the settling zone to convert it into a
lamella settler (Fig. 5b). To improve oxygen supply in the
settler, membrane aeration tubing (Fig. 5c) or a surface
aerator (Fig. 5d) may be installed to provide bubble-free
aeration without disturbing cell sedimentation (8).

The perfusion bioreactor design of Hamamoto et al. (26)
that incorporates an annular settling zone into a stirred-
tank bioreactor has been tested in our laboratory for
perfusion culture of a plant cell suspension. The settling
zone in this reactor is created by inserting a cylindrical
baffle into a stirred-tank reactor (Fig. 6). When A
officinalis cells are grown in this reactor and perfused
at 0.2 to 0.4 per day, cell dry weight reaches over 20 g/L
after two-week cultivation, the maximum PCV exceeds
75%, and secreted protein productivity reaches 0.3 g/L/day
(W.W. Su, unpublished). Similar to that which occurred in
the perfusion, air-lift bioreactor, plant cells start being
"pushed" into the annular settling zone once culture
PCV exceeds 60%. At a PCV of 75%, the settling zone
is practically filled with cells. Therefore, it is necessary
to include a bleed stream when the PCV exceeds 60%.
At such a high biotic phase volume, the concentrated
plant cell suspension usually does not readily behave as a
fluid and thus is very difficult to pump, especially at low
pumping speeds. As a result, intermittent pumping at a
higher pump rate is done.

From the standpoint of system versatility, it is easier to
retrofit an existing reactor with an external separator than
with an internal separation device. The major drawback of
external separators, however, involves the problems noted
earlier that are associated with continuous circulation of
the culture suspension through an external loop. W.W. Su
(unpublished) recently examined the use of an external
conical settler integrated with a stirred-tank bioreactor
(Fig. 7) for perfusion culture of A. officinalis. Pressure
equilibration between the settler and the reactor is very
important for proper operation of the system. The settler
was essentially cell-free for the most part when the PCV
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Figure 5. External-loop, air-lift perfusion bioreactor with a
conical settling zone: (a) basic design; (b) with conical lamella
settling plates incorporated in the settling zone; (c) with
membrane tubing in the settling zone for bubble-free aeration;
(d) with a surface aerator above the settling zone.

was below ca. 50%. As a result, virtually cell-free effluent
can be withdrawn through the settler. At a PCV >60%,
it became difficult to recirculate the culture, and cells
started to accumulate in the settler. At this point, further
increase of the underflow rate was ineffective in removing
the cells accumulated in the settler because it merely
sucked more culture directly from the bioreactor through
a channel in the T-shaped conduit (Fig. 7). Installation of
a slow-moving scraper to sweep the cells accumulated in
the settler into the underflow drain may be necessary to
overcome this problem. At such a high cell density, an
intermittent bleed stream has to be initiated to stabilize
the culture.

External centrifugal separators can be used to enhance
cell sedimentation. A continuous centrifuge has been
used in the C. japonica perfusion culture for berberine

Figure 7. A stirred-tank bioreactor integrated with an external
settler.

production in a 6 m3 reactor (3). Conventional centrifugal
separators involve rotary seals and are constructed
to provide good clarification of the supernatant but
usually generate too much mechanical stress on the cells.
Recently, a new semicontinuous centrifuge design (Sorvall
Centriteeh Lab) was reported for hybridoma perfusion
cultures (27). The centrifuge (Fig. 8) uses a so-called
"inverted question mark" design which makes it possible
to rotate one end of a flexible tube while the other stands
still, thus eliminating the need for rotating seals (Fig. 9).
In this system, separation takes place in a conical slot
(Fig. 8), where the suspension enters at an inner radius
through a tube at one end of the rotor, flows around
the circumference, and exits through the tube at the other
end. Because cells are slightly heavier than the liquid, they
move outward and are discharged by a pneumatic system
through a tube connected to the separation chamber at
its outer radius. As the suspension flows around the
rotor's circumference, it is subject to low centrifugal
forces for enough time for separation to occur. Use of
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Figure 6. Stirred-tank perfusion bioreactor with an annular
settling zone.



the centrifuge intermittently decreased the daily cell
residence time outside the bioreactor, the daily pelleted-
cell residence time in the centrifuge, and the frequency
of cell passage to the centrifuge. It was hypothesized by
Johnson et al. (27) that having cells periodically packed
at the bottom of the centrifuge insert is deleterious to the
culture by exposing the pelleted cells to prolonged nutrient
limitations. At this time, there are no data available on
the application of the Centritech centrifuge to plant cell
cultures. In general, although centrifugal separators, are
more suitable for large-scale perfusion operations, they are
complex and are more prone to mechanical failure than
simple gravitational sedimentation devices. These devices
also have the disadvantages of external separators.

Separation by Filtration

Cell and medium can be separated by using stationary
or moving niters. A stirred tank reactor with insitu

filtration by a stationary stainless steel filter (Fig. 10)
was used to culture A. officinalis to high cell density (6).
In this system, a stainless steel composite disc filter
with a 70 jim pore opening and an effective filter area
of 44 cm2 (Fuji Filter Manufacturing Co., Japan) was used
as the filter medium in a 2.5 L bioreactor. To examine
the effect of agitation on the in situ filtration process
in the reactor, increases in the suction head of the
pump that drove the filtration process were measured
at impeller speeds of 100 and 200 rpm. Surprisingly, the
suction head attained at 200 rpm was about 40% higher
than at 100 rpm. Direct observation of cake deposition
in the reactor from a dilute cell suspension revealed
that the filter cake formed at 100 rpm was thicker but
less compact. Aeration at up to 0.4 wm had little effect
on the filtration rate because the bulk fluid flow was
dominated by the impeller hydrodynamics (7). According
to Mackley and Sherman (28) in their study of cross-flow
cake filtration with 125 to 180 |xm polyethylene particles,

Figure 8. The Centritech® LAB centrifuge: (a) profile of apparatus with rotor and "inverted
question mark" tubing bundle; (b) rotor assembly; (c) separation insert; (d) the entire system.
Reproduced from the Centritech® Separation Systems product bulletin, courtesy of Sorvall, Inc.,
Newtown, CT.
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when the tangential fluid flow dominated, particles rolled
along the cake surface until captured at a stable site,
and this packing process is very selective. Accordingly, a
very compact cake with high specific cake resistance was
formed by tangential flow.

Flux decay due to increased mass transport resistances
is inevitable in any filtration process. It is a general
practice to use backflushing to clean the filter. The success
of backflushing depends on the flux decay mechanism
which is determined mostly by the characteristics of
the filter and the cell culture. A two-compartment
filtration/backwash chamber (Fig. 10) may be employed
to improve filter backflushing (7). While spent medium
is removed through one of the compartments, the other
compartment is purged with air for backwash and
culture aeration. This process alternates between the two
compartments by controlling the on/off cycle of the solenoid
pinch valves with a programmable timer.

The most common moving filter is the spin filter, a
cylindrical filter attached to the agitator shaft (Fig. 11).
Spin filter technology has been used in somatic plant
embryo cultures (2). The centrifugal force generated via
the rotation of the cylindrical filter is expected to hinder
filter clogging. However, a study of Yabannavar et al. (29)
showed that high spinning rates also promote fluid
exchange across the filter and hence reduces particle
retention efficiency. Therefore, there is a trade-off in
using high rotation speed to prevent filter clogging. The
spin filter method is not particularly suitable for viscous
plant cell suspensions due to the difficulty of preventing
filter fouling (9). No detailed study has been published
on the mechanism of spin filter fouling by plant cell

Figure 9. Working principle of the "inverted
question mark" tubing bundle in the Cen-
tritech® centrifuge. Reproduced from the
Centritech® Separation Systems product bul-
letin, courtesy of Sorvall, Inc., Newtown, CT.

cultures. It is speculated that secreted polysaccharides,
proteins, and DNA fragments liberated following cell
death may be responsible for filter fouling. In addition
to spin filters, Lehmann et al. (14) installed hydrophilic
microporous polypropylene membrane fibers inside the
reactor as a microfilter/membrane stirrer to retain and
mix animal cells in a bioreactor (Fig. 12). A similar
reactor was used by Moorhouse et al. (13) for plant somatic
embryo cultivation. Vortex-flow filtration (VFF) has been
found superior to cross-flow filtration for perfusion animal
cell cultures (30). VFF is based upon Taylor vortices,
established by rotating a cylindrical filter inside a second
cylinder. The sample is fed under pressure between
these two cylindrical surfaces, forcing filtrate across
the filter and into the inner cylinder for collection.
The vortices keep the filter surface constantly clean,
thus preventing clogging. No information is available
on using this type of device in perfusion plant cell
cultures.

ANALYSIS OF DESIGN AND OPERATING PARAMETERS

The main design objective for a perfusion bioreactor is
to retain cell particles effectively, so that a high cell
concentration can be achieved, and to operate functionally
at that high cell loading. Therefore, The key design
parameters include efficient cell and medium separation
and effective mixing and oxygen transfer in high-density
cultures. The key operating parameters include perfusion
and bleed rates, mode of perfusion (close vs. open), and
medium composition.
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Design of Cell Retention Devices

For external gravitational settlers, solid-flux analysis (19)
used in designing settlers for wastewater treatment may
be used. W.W. Su (unpublished) has shown that hindered
sedimentation due to high cell concentration in plant
suspension culture can be modeled by a simple exponential
relationship,

(2)

where V{ is the particle settling rate at a specific cell
concentration X; V{0 is the settling rate in an infinitely
dilute cell suspension, which can be estimated from
Stokes' law; and K is an empirical constant related to
the cell suspension's surface properties, size distribution,

morphology, and viscosity. When X is expressed as PCV,
the K values range from 5 to 15 for 1 to 2-week-old tobacco
and Anchusa cell cultures (W.W. Su, unpublished). Solid
flux is expressed by the following equation:

(3)

The limiting solid flux (SFL) occurs at a cell loading X,
that can be calculated from the following equation:

(4)

Figure 10. Perfusion bioreactor with insitu filtration. Reproduced form Ref. 9, courtesy of Springer-verlag, Berlin.
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Figure 12. Perfusion bioreactor with a dual-membrane stir-
rer (14). Reproduced from Ref. 14, courtesy of Academic Press,
New York.

where UB is the settler underflow rate. Then, the area
requirement A of the external settler can be determined as

(5)

where Q is the volumetric effluent flow rate (equal to
the perfusion rate times reactor working volume), and Xo
is the cell concentration in the perfusion bioreactor. For
internal settling devices, the settling zone may be sized

Figure 11. (a) Basic spin-filter biopreactor; (b) Modi-
fied spin-filter bioreactor with a perforated draft tube
and separate motors for the folter and the impeller.

by equating the upward superficial liquid velocity (equal
to the volumetric nutrient feed rate/reactor cross-sectional
area, in the case of the annular settling zone) and the
terminal sedimentation rate of the cell particles. Here the
hindered settling effect should be considered in calculating
the particle-settling rate using, for instance, equation 2.
The use of equation 5 is demonstrated in the following
example. For a culture having a K value of 10, a Vi0
value of 1 mm/s, and the settler underflow rate UB set at
0.0055 mm/s, from equation 4 the limiting solid flux occurs
at a cell loading of 70% PCV, and the corresponding SFL
is 0.0045 mm/s. For a 500-L bioreactor with a perfusion
rate of 0.5 per day, the calculated settler area is 0.82 m2

(a settler diameter of about 1 m).
For continuous centrifugal separators, the sigma factor

concept (E = Q7vio> where Q' is the volumetric throughput
of the centrifuge) (19) may be used to determine the
centrifuge size. The sigma factor for certain newer
centrifuge types, such as the Centritech centrifuge, has
yet to be derived. The residence time in the centrifuge,
frequency of cell passage to the centrifuge (during
intermittent operations), the magnitude of centrifugal
force applied, and the rate of external culture circulation
(which may lead to shear and anoxic stresses) will need to
be optimized.

For filtration-type separators, several reports have been
published dealing with engineering analysis of spin filters
for animal cell cultures (29,31,32). Both filter material and
rotation speed, as well as culture viscosity, are important
factors. For animal cells, cell colonization is prevented,
provided that filter rotation exceeds around 0.6 m/s tip
speed (31). Addition of deoxyribonuclease significantly
reduces membrane fouling during animal cell perfusion
culture using a cross-flow membrane module (30), sug-
gesting that DNA fragments liberated following cell death
are partly responsible for membrane fouling.

Design Considerations for Mixing and Oxygen Transfer

Perfusion cultures are operated at high cell densities. Most
plant cell cultures are viscous at high cell concentrations.
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Generally this results from the high biotic phase volume
and the elongated cell morphology, whereas the spent
culture media usually have low viscosities. High-density
plant cell suspension cultures behave as non-Newtonian
fluids. Power-law models, including Bingham plastics,
pseudoplastics, and Casson fluids, have been used to
describe the rheological characteristics of plant cell
suspensions (33). Culture rheological properties can affect
mixing and oxygen transport substantially. For instance,
in pseudoplastic fluids, apparent viscosity is lower at
higher shear. In this case, mixing and bubble dispersion
will be better in the impeller region where high shear
exists, and areas away from the impeller will experience
a higher apparent viscosity, leading to poor mixing and
oxygen transfer.

Culture rheological characteristics may be altered by
changes in medium osmolarity. Cell enlargement resulted
in increased PCV and led to a significant increase in
apparent culture viscosity in the later stage of batch
cultivation, in which medium osmolarity approached
zero. The addition of 5% mannitol reduced the cultures
apparent viscosity by almost 84% without affecting cell
growth (9). In perfused A. officinalis cultures, a high
sucrose concentration (6%) in the perfusion medium
maintains medium osmotic pressure at the low perfusion
rate. No significant increase in cellular water content was
observed during perfusion culture. The ability to control
cell enlargement or, more so, to reduce cell size becomes
very crucial, especially in the light of the impact of biotic
phase volume on cell retention efficiency in perfusion
bioreactors. Further, mixing and oxygen transfer problems
in the bioreactor are expected to be minimized as a result
of the culture's improved rheological characteristics.

Cell sedimentation is hindered in dense cell cultures,
which have a high solid fraction. Because the culture
viscosity is high, however, suspension homogeneity
becomes a primary concern in mixing. Effective impeller
design is of particular importance in stirred tank
reactors. The standard Rushton turbine provides efficient
bubble dispersion with good mixing. It does have a
few disadvantages, including high power requirement,
highly localized shear, and a drastic drop in power
upon aeration (33). This latter phenomenon is especially
profound in viscous culture fluids, leading to poor pumping
capacity (ability to circulate fluid elements). These
limitations have encouraged the use of other impeller
types. Large-diameter impellers including helical ribbon
impellers and helical screw (spiral) stirrers generally
provide high homogenization efficiency at low agitation
speeds. By adding three vertical surface baffles, Jolicoeur
et al. reported improved mixing in a plant cell bioreactor
agitated by a helical ribbon impeller (34). A helical
screw (spiral) stirrer was used in the cultivating of
Coleus blumei (35). These impellers, however, suffer
from inefficiency in inducing bubble dispersion (33).
Recently introduced axial-flow hydrofoil impellers with
large solidity ratios (the horizontally projected area of
the blades divided by the horizontal area swept out
by the blades) have been reported to give efficient
gas dispersion and bulk blending in highly viscous
mycelial and gum fermentations (36,37). The use of

large-solidity-ratio hydrofoil impellers in high-density
tobacco cell cultures has been tested recently in our
laboratory. Although mixing time is reduced with the
hydrofoil impeller (Lightnin A315) compared with the
Rushton turbine at the same power input, oxygen transfer
rate is lower (W.W. Su, unpublished). For pneumatically
agitated vessels, superficial gas velocity (and hence liquid
circulation velocity), as well as reactor geometry, can affect
the suspension efficiency. Particle suspension is generally
improved with a high reactor aspect (height to diameter)
ratio, inclusion of a draft tube, or a contoured bottom (33).

Oxygen demand has to be met, so that the dissolved
oxygen level can be maintained above a certain critical
concentration. For a cell culture with a typical oxygen
demand of 1 |imole/g dry weight/min and a cell density of
10 g dry weight/L, a volumetric oxygen transfer coefficient
{IZLCL) of 3 h"1 is sufficient to maintain the dissolved oxy-
gen concentration at 20% air saturation. Even for cultures
with 10 times higher oxygen demand, the oxygen transfer
requirement is still moderate. However, due to the high
culture viscosity, cell shear sensitivity, and cell aggrega-
tion discussed in the preceding sections, oxygen transfer
in plant cell cultures becomes a challenging problem.

Stirred tank bioreactors with sparged aeration have
been used widely in plant cell cultures. In viscous culture
suspensions, impeller configuration has a strong impact
on h^a especially at high rotational speeds (33). Although
the Rushton turbine has certain drawbacks as noted
above, it is still considered one of the most efficient
impellers for bubble dispersion and oxygen transfer in
fermentation. However, because of concern with excess
shear at increased agitation rates, low impeller speeds
are commonly used in plant cell bioreactors. In this case,
sparger design to provide finer bubbles may be desirable
because bubble break-up at low impeller speeds is not
efficient. In pneumatically agitated reactors, the main
factors that affect ULCL are superficial gas velocity, culture
viscosity, and bubble coalescence, sparger design and
location, as well as geometric parameters, such as the ratio
of the downcomer and riser cross-sectional areas in air-lift
reactors (33). Although higher oxygen transfer rates can
be achieved by increasing the superficial gas velocity, this
may lead to desorption of volatile compounds, foaming, and
excess shear. In perfusion, air-lift bioreactors, increased
downcomer gas holdup at increased gas velocity may
disturb cell sedimentation in the settling zone.

Operating Parameters

One of the most important operating parameters is
the culture perfusion rate. Because of the generally
slow metabolic rates of plant cells, it is believed that
low perfusion rates (less than 1/day) are sufficient to
accomplish high-density cultivation, as demonstrated
in the perfusion culture of the A. officinalis system
(with a maximum specific growth rate of 0.45/day),
where a low perfusion rate of 0.2 to 0.4/day was
found satisfactory (6,10). Moreover, by operating at
low perfusion rates, product in the spent medium is
more concentrated, which is beneficial to downstream
processing. It should be noted, however, that perfusion



serves two main purposes, supplement of nutrient
and removal of extracellular inhibitory metabolites.
The dominant factor should be identified, and the
perfusion rate and perfusion medium should be designed
accordingly. To reduce the medium cost, partial reuse of
the spent medim by replenishing selected nutrient may
be used (38). Bleed rate is another important operating
parameter in perfusion cultures. It can be used to
manipulate the culture's specific growth rate and to reduce
the dead cell concentration.

Scale-up

Cell retention by either sedimentation or filtration is
governed by the mass fluxes (solid flux and filtrate flux,
respectively), that is when the perfusion rate (vol/vol/time)
is to be kept constant during scale-up, the fluxes
will increase with (reactor volume)1/3. For gravitational
sedimentation, multiple settling zones (Fig. 6) or use of
lamella settling pack (Fig. 3) may be a viable solution. For
centrifugal separators, scale-up may be based on the sigma
factor. For filtration devices, procedures for scaling up
cross-flow microfilters (14) and vortex-flow filters (39) can
be followed. For spin filters, Yabannavar et al. (32) have
shown that the filter can be kept unclogged by maintaining
the ratio of permeation drag to lift drag constant and
that iVspinfiiter oc (V)"1/6, where iVspinfiiter is the rotational
speed of the filter and V is the reactor volume. They also
reported that the rotational speed of the agitator should
be proportional to V~2/9 to maintain a constant power per
unit volume during scale-up. Under these conditions, fluid
exchange per unit volume decreases slightly during scale
up (a V~1/18). Note that increased fluid exchange may lead
to increased cell leakage through the perfusate.

PROCESS MONITORING, OPTIMIZATION, AND
CONTROL

Development of optimal perfusion strategy is of great
importance because it affects process performance and
also influences the medium cost, which represents a
significant portion of total operating cost. Kyung et al. (40)
reported a strategy for automated adjustment of perfusion
rates in animal cell cultures based on on-line oxygen
uptake rate (OUR) measurement to keep the medium
glucose concentration around a set point. Using the
stoichiometric ratio of oxygen/glucose consumption derived
from batch cultures, the amount of glucose consumed can
be estimated on-line by integrating OUR over time. As
the amount of glucose consumed reaches a set point, the
reactor is switched to the perfusion mode. After perfusion
commences, the perfusion rate required to maintain
a constant glucose concentration is calculated on-line
from the OUR integral. Ozturk et al. (41) controlled the
glucose concentration in a perfusion animal cell culture by
directly monitoring glucose concentration in the culture
with a glucose sensor and automatically adjusting the
perfusion rate. These strategies are aimed at controlling
nutrient supply. When toxic removal is the limiting
factor, accumulation of the inhibitory substances may
be controlled directly by diluting them using a high
perfusion rate (which also dilutes the desired product)

or by controlling nutrient supply to reduce the production
of the inhibitory waste metabolites. Biintemeyer et al. (38)
discussed a strategy to optimize medium use for perfusion
animal cell cultures. They used a stirred tank dialysis
system to generate defined limitation and inhibition states
by decoupling nutrient supply and inhibitor accumulation
at constant cell densities in a continuous culture. It was
shown that reusing a portion of an ultrafiltered perfusate
by recombining it with fresh medium is suitable for
sustaining cell viability ,where ultrafiltering is used to
remove low molecular weight inhibitory substances.

Adjustment of perfusion rate presents several unique
challenges for perfused plant cell cultures. For instance,
growth of cultured plant cells is often regulated by the
so-called "conservative substrates", substrates that are
taken up by cells but not metabolized immediately and,
instead are, stored in an intracellular pool. Phosphate
is a typical example of conservative substrate. This
means that control of extracellular nutrient concentration
may not be an effective strategy for perfusion plant
cell cultures. Rather, a strategy that allows controlling
an intracellular pool of conservative substrates may be
necessary to maximize productivity. Our laboratory has
recently developed an intracellular phosphate estimater
based on on-line OUR measurement and the extended
Kalman filter technology (42) for controlling intracellular
phosphate level in a phosphate-limited perfusion plant cell
culture (W.W. Su, unpublished). Another complication for
controlling perfused plant cell cultures is that unknown
"conditioning factors" are often present in the spent
media of plant cell cultures, especially with respect
to secondary metabolite production. It is necessary to
analyze the medium usage to identify the limiting factor
involved in the perfusion process, whether that is nutrient
limitation, toxic buildup, or dilution of conditioning
factors.

CONCLUSIONS AND FUTURE OUTLOOK

Perfusion culture represents a versatile system for
achieving continuous, high-density plant cell cultures.
Effective and relatively simple cell retention devices,
such as those based on gravitational sedimentation, have
demonstrated good potential with long-term operational
stability. Very little information is available, however, on
the cellular kinetics, physiology, and genetic stability of
high-density perfusion plant cell cultures. Also, data are
yet to be collected to determine whether high cell density
creates an "allelopathic" stress, seen in other biological
and ecological systems (43).
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INTRODUCTION

A very commonly used "bioreactor" in plant cell biotech-
nology is the shake flask. It is employed in all kinds of fun-
damental studies of physiology, plant genetics, metabolic
pathways, etc. Also in preliminary studies on the appli-
cation of plant cells, such as the commercial production
of secondary metabolites or the use of plant cells for bio-
transformation purposes, the shake flask is mainly used.
There are some major drawbacks to this approach. The



environmental conditions for the cells in a shake flask are
not well controlled, as explained more in detail later. The
reproducibility of shake flask experiments is rather poor,
particularly if secondary metabolism is studied because
of the subtle control of these biosynthetic pathways. This
lack of reproducibility results from each sample in an
experimental series being one single culture with its own
environmental conditions.

In commercial applications of plant cells the use of
large-scale bioreactors will be necessary. Scaling-up the
preliminary shake-flask experiments to the bioreactor
conditions is very complex. The two systems differ in
almost every aspect: geometry, mixing, and ventilation.
This causes large differences in the conditions, especially
in the composition of the gaseous phase and the
concentrations of the dissolved gases. These differences
influence all primary and secondary metabolic processes
of the cell culture.

The preferable alternative for the shake flask is a
well-mixed and aerated bioreactor: The environmental
conditions are much better controlled by stirring and
aeration, and multiple samples can be drawn from one
culture in a reproducible way instead of sacrificing one
culture flask for each sample during an experiment. On
the other hand, the bioreactor also has its typical problems.
A disadvantage of the bioreactor could be hydrodynamic
shear forces. Air flow rate and impeller speed (power
input) generate hydrodynamic (shear) stress in the reactor,
which can be considerably higher than in the shake
flask. For many years plant cells have been presumed
to be intrinsically shear sensitive. Therefore, stirred tank
reactors have been suspect for several years. However,
Scragg et al. (1) and Meijer et al. (2) demonstrated that
cells from various plant species are shear tolerant.
Meijer et al. (3) reviewed literature data on the effects
of hydrodynamic stress on cultured plant cells. They
concluded that large differences in hydrodynamic stress
sensitivity exist among various plant cell lines, and
that the opinion that plant cells are all sensitive to
hydrodynamic stress has to be revised. An option to reduce
the negative effects of shear stress imposed by the impeller
in a stirred tank can be achieved by modifying the design
of the routinely used Rushton turbine impeller. Among
those modified impellers are the hollow paddle (4,5), the
marine (6), the cell lift (6,7), the large flat blade (8), and
the helical-ribbon (9) impeller.

A second important difference between a shake flask
and a bioreactor is the air flow. This leads to a completely
different gas regime in the bioreactor. Whether this is a
problem depends on the specific case considered. Various
effects of a high (inital) air flow rate on biomass growth has
been described. In some studies the detrimental effects of a
high air flow rate were attributed to increased shear stress.
But in the main effects of aeration have been attributed to
the removal of CO2 or other key gaseous metabolites. These
effects will be discussed more in detail in the following.
Here the principal differences in gas exchange between
shake flask and bioreactor, as illustrated in Figure 1, are
discussed. In the cell suspension oxygen is consumed
and carbon dioxide and other volatile compounds are
produced. In the case of a shake flask oxygen has to

Figure 1. Comparison between the gas transfer in a shake flask
and a stirred and aerated bioreactor.

be transferred from the surrounding gas phase through
the flask closure into the internal gas phase and from
the internal gas phase through the liquid-gas interphase
into the culture. Volatiles produced by the cells follow
the opposite route. The transfer rates through the flask
closure depend on the structure of the particular closure,
which explains partly the low reproducibility of shake
flasks. The gas transfer through the gas-liquid surface
depends on the shaking conditions, the composition of the
medium (salts, detergents, etc.) and the shape of the flask.
A quantitative analysis of this mass transfer system was
given by van Suijdam et al. (10). In Table 1 experimental
data are shown of the composition of the gas phase in a
shake flask during growth of a plant cell culture. It is clear
that the dissolved gas concentrations can reach extreme
values in the flask.

A third point of concern in bioreactor studies is the
interrelation among mixing, mass transfer, and shear.
Increasing the aeration rate to enhance the ventilation or
increasing the stirrer speed to enhance the mass trans-
fer also changes the hydrodynamic shear forces in the
reactor. In studies on the effects of gaseous compounds or
the effects of shear, it is essential to separate these effects
carefully. A typical example of the confusion that can
be caused by the interpretation of the difference between
shake flask and bioreactor experiments is shown in results
reported by Moo-Young and Chisti (11). They compared
the growth of Eschscholtzia californica in shake flasks
and in slanted-bottom bubble columns. They used this
reactor type because of the presumed shear sensitivity of
the plant cell culture. The biomass growth in the differ-
ent reactor systems presented by the authors are shown

Table 1. Gas-Phase Composition in a 300-mL Shake Flask
with 6OmL Suspension of Plant Cells during Growth
(Flask Closure Cotton Wool and Aluminum Foil)

Age of the culture
(days)

0
1
3
5
7

Oxygen
(%)

21
20
16
14
13

Carbon
dioxide (%)

0
3
9

11
11

Dry weight
(g/L)

3
3
6

11.5
16.5

CO2O2

CO2 O2

CO2 O2

Effluent
Gas

CO2 O2
Influent
Gas

GAS
BUBBLE



Fermentation time (hours)

Figure 2. Eschscholtzia californica biomass concentration ver-
sus fermentation time for 250-mL shake flasks agitated at
120 rpm and for a 1-L slanted-bottom fermentor (11).

in Figure 2 and explained as an effect of hydrodynamic
shear. Taking into account the data in Table 1 and realiz-
ing that the shake flask has a relatively low mass transfer
rate, it is probable that the shown difference in biomass
productivity results not from a shear effect, but from the
low dissolved oxygen concentration in a shake flask with
a high biomass concentration.

The choice of the most suitable bioreactor type for plant
cell cultures has been an issue for several years. The dis-
cussion concentrates on the possibilities of the air lift and
stirred bioreactor, respectively. Mass transfer, mixing, and
oxygen requirements are met by stirring and aeration in
stirred vessels, and by aeration alone in air lift bioreactors.
Both the mass transfer coefficient and the mixing time are
dependent on the air flow rate, the fraction air in the liquid
(gas holdup), the stirrer speed (usually expressed as the
power input), the reactor geometry, and the rheological
properties of the culture. Air-driven bioreactors are com-
pletely dependent on the aeration for transport processes.
These bioreactors are less suitable for cultivating cells at
a high density, due to insufficient mixing and the devel-
opment of anaerobic zones (12). A study of the biomass
axial distribution in an air lift bioreactor with internal
loop indicated that already at biomass concentrations of
12.5 g/L the Phaseolus vulgaris cells were not homoge-
neously distributed over the bioreactor (13). Therefore,
the stirred and aerated bioreactor is the preferred reactor
type, in spite of the possibility of a shear problem with
shear-sensitive cells, as discussed before.

To fully understand the behavior of the cells in the
bioreactor it is necessary to further examine the effect of
the typical gas regime. In the bioreactor the culture is
almost in equilibrium with the aeration gas, and gaseous
metabolites produced are discharged almost completely.
Therefore, it is essential to deal in more detail with
the effects of the gaseous compounds on growth and
production.

Heterotrophic growing plant cells need oxygen for their
growth. Some data on the oxygen consumption by plant

Table 2. Typical Oxygen Uptake Rates for Plant Cell
Suspensions in 10~5 mol/kg dry weight/s

Growing cells, batch culture 3-15
Growing cells, continuous culture 9-15
Nongrowing cells in production medium 0.9-3
Nongrowing cells in production medium 3-15

(active biomass)

cells are given in Table 2. The oxygen uptake is dependent
on the activity of the cells. Growing cells consume more
oxygen than stationary-phase cells. Therefore, the uptake
data for batch cultures show a larger variation than the
data for continuous culture. The low uptake values of
the batch cultures are from the stationary-phase cells.
Cells in production media, which do not support growth,
are comparable with the stationary-phase cells. The lower
oxygen uptake values can be explained partly by the higher
amount of storage products (e.g., starch) in the nongrowing
cells. Those starchlike products increase the dry weight,
but do not contribute to the respiration. Therefore, it
is clearer to express the oxygen uptake rate per gram
of active biomass. Active biomass is denned as the dry
weight minus the storage products. The oxygen uptake
per cell may vary a great deal, because the size of the cells
is very variable. However, the larger cells contain a lot
of inactive material, such as storage carbohydrates and
vacuoles. Therefore, a rough estimate could be made by
calculating the uptake rate for a young and small plant
cell, which contains a large amount of active biomass.
Assuming an average weight of 6 x 10~12 kg per cell,
the oxygen uptake rate for a growing cell should be
between 5 and 10 x 10"16 mol/cell/s. The effect of the
oxygen concentration on growth can be roughly described
by a Monod correlation. Growth limitation is observed
mainly at dissolved oxygen concentrations below 10%
saturation. In shake flask cultures this concentration
can be reached easily because of the low gas exchange,
especially at the end of exponential growth phase, when
the cell density is high, as shown before. In a bioreactor the
oxygen concentration can be maintained above the critical
value by a high air flow rate and a high stirrer speed.
However, negative effects of high air flow rate on biomass
growth has been reported by several authors (14-17). In
some studies the detrimental effects were attributed to an
increased hydrodynamic stress (18,19). In most studies
the negative effects of aeration have been attributed
to the removal of carbon dioxide or other key gaseous
metabolites (15-17,20). Literature data on the effect of
carbon dioxide enrichment are not consistent. Enrichment
sometimes diminishes the negative effects (14,20), but
in several investigations an effect was not found. In at
least one study a negative effect of a high carbon dioxide
concentration was reported (15). Carbon dioxide is not the
only metabolite of plant cells that is exchanged between
liquid and gas phase. The plant hormone ethylene is a
prominent example of a gaseous compound with a strong
effect upon various metabolic processes. Other active
compounds may play a less well-documented role here,
too. The effects of gaseous compounds on growth of plant
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cells is comparable for different species, because of the
general character of the primary metabolism. However,
the variety of secondary pathways in plant species, with
various functions and various control strategies, makes
the effect of the concentration of gaseous metabolites on
plant secondary metabolism much more unpredictable.
There are only a few studies on the effect of the gaseous
metabolite concentration on the biosynthesis of secondary
metabolites by plant cells. These are not systematic
studies, but the effects of gaseous metabolites may
explain the results of such research. Lee and Shuler (21)
investigated the effect of different flask closures, and thus
the effect of gas exchange, on ajmalicine production by
Catharanthus roseus cell cultures. They reported a lower
ajmalicine production in shake flasks with a reduced
gas exchange. Scragg et al. (22) investigated the effect
of three different concentrations CO2 in the incoming
gas flow (1, 2, and 4%) on serpentine production by
C. roseus in a 30-L air lift reactor. They found a positive
correlation between the CO2 concentration and serpentine
production, but the final serpentine content of the cells
was always lower than in the cultures for inoculation
of the bioreactor. Fujita (23) and Matsubara et al. (4)
found a reduced berberine production when increasing cell
densities of Coptisjaponica cultures were used. Matsubara
et al. (4) concluded that an accumulation of metabolites
was one of the two main reasons for the reduced berberine
production.

In conclusion, it can be stated that a more appropriate
control of the composition of the gaseous phase should
enlarge the value of the bioreactor in plant cell
biotechnology.

THE RECIRCULATION BIOREACTOR

The challenge is to set up a bioreactor system in which
the concentration of oxygen and all gaseous metabolites
of the cell culture can be controlled independently of the
hydrodynamic shear regime in the reactor. The conven-
tional method to control the oxygen concentration in a
bioreactor is to manipulate the aeration rate and the
stirrer speed. In that case shear conditions change and
gaseous metabolites are removed from the culture. A
more Sophisticated approach was used by Smith et al. (24).
In their concept, on-line measurements of dissolved oxy-
gen and carbon dioxide concentrations were used in an
adaptive feed-forward control strategy based on a math-
ematical model for mass transfer of both gases. The
gas composition of the influent gas was controlled by a
timed open/shutoff procedure on the In-line gas valves. A
comparable system was described by Jay et al. (25) and
Schlatmann et al. (26). They controlled the influent gas
composition by controlling the flow through the mass flow
meter devices (Fig. 3). The concentration of oxygen and
carbon dioxide can be controlled in such systems, but
unknown, biologicaly active gaseous metabolites of the
cells are lost by ventilation of the culture. Schlatmann
et al. (27) designed the recirculation bioreactor to keep
these compounds in the culture under constant hydrody-
namic conditions.

Experimental Setup

The setup is shown in Figure 4. A standard stirred and
aerated bioreactor was adapted in such a way that a
part of the exhaust gas was recirculated. Fresh air was
introduced into the system between the recirculation pump
and the sparger. The composition of the gas phase can be
manipulated by the ratio between fresh air flow and total
gas flow. In the next section the calculation to achieve a
required gas regime in the bioreactor in shown. The system
as depicted here is restricted in its possibilities by the fixed
composition of air. Enlargement of the applications can be
achieved by controlling the composition of the influent gas,
as mentioned (24-26).

Calculation of the Flow of Fresh Air in the Recirculation
Bioreactor

The recirculation bioreactor may serve various purposes. It
could be the purpose to keep as much gaseous metabolites
in the system as possible and at the same time keep
the oxygen concentration high enough to support growth
and/or production. Another option is to maintain a
certain carbon dioxide concentration in the bioreactor.
An interesting possibility is the comparison of shake flask
and bioreactor experiments, keeping the concentration of
gaseous metabolites comparable. This example is worked
out here, but the calculation of the recirculation rate
follows comparable lines for the various options. The
starting point for the calculation of the flow of fresh air,
0V, is the balances over the gas and liquid phase for the
accumulated gaseous compound. The gas-phase balance of
the recirculation bioreactor is given by

a)
The variables used herein are defined as follows:

(j>v flow of fresh air in the recirculation
bioreactor (IVh)

COG environmental concentration of the gaseous
compound (mol/L)

CG gas-phase concentration of the gaseous
compound (mol/L)

CL liquid-phase concentration of the gaseous
compound (mol/L)

HQ Henry coefficient for the gaseous compound (—)
&L«F mass transfer coefficient in the bioreactor (hr1)
k^as mass transfer coefficient in the shake flask (h"1)
Kw transfer coefficient of the shake flask

closure (L/h)
TQ production rate of the gaseous

compound (mol/L/h)
t time (h)
VGF gas volume in the bioreactor (L)
VLF liquid volume in the bioreactor (L)
VLS liquid volume in the shake flask (L)

When the pressure is assumed to be constant, the
concentrations of the gaseous compounds can be expressed
in moles per liter. The amount of recirculated air
(recirculation rate) is not important for the calculation;



Figure 3. Setup for DO control in
a stirred bioreactor. (1) O2 electrode,
(2) PID controller, (3,4) mass flow con-
troller, (5,6) manometer, and (7) data
acquisition system (26).

it only influences the k^a of the reactor. When (pseudo)
steady state is assumed, Eq. (1) simplifies to

(2)

The balance for the liquid phase is denoted by

(3)

In (pseudo) steady state Eq. (3) is reduced to

(4)

Combining Eqs. (2) and (4) yields the gas-phase concen-
tration CG

(5)

The liquid-phase concentration CL follows directly from
Eq. (4)

(6)

Finally, when Eqs. (5) and (6) are combined, the liquid-
phase concentration CL can be expressed as

(7)

Air

%

FC

FC



Figure 4. Recirculation bioreactor (26).

The same can be derived for the shake flask. The liquid-
phase balance is the same. In gas-phase balance <£v, ^L«F,
and VF are substituted by Kw, &L«S> and Vs, respectively.
The liquid-phase concentration CL in a shake flask is then
given by

(8)

To obtain the same situation for the cells in both
culture systems, the liquid-phase concentrations CL should
be equal. As carbon dioxide is the most important
accumulated gaseous compound (in absolute amounts),
it was selected for the calculation. So, assuming that
the gas-phase concentration of the environment COG
and the CO2 production rate TQ are the same in shake
flask and bioreactor, combination of Eqs. (7) and (8) and
rearrangement gives

(9)

For the calculation of the flow of fresh air i£w, &L«F,
and k^as had to be determined. The k^a's for oxygen
were determined with both static measurement and the
gassing-out method (with diluted apple sauce as a model
suspension). The K^ of the silicon foam stoppers for
oxygen was determined. The values of K^ and kha for
carbon dioxide can be calculated from the Kw and kha for
oxygen using the diffusion coefficients for the gas and the
liquid phase, respectively (28). In a typical case a shake
flask with a liquid volume VLS of 0.06 L was compared
with a bioreactor with a liquid volume VLF of 1.8 L. The
K^a's for the shake flask and the bioreactor, respectively,
were estimated as 41 and 36 h"1, the Kw of the silicon
foam stoppers as 0.064 IVh. With a Henry coefficient HG
of 1.21, it can be calculated that a flow of fresh air of
1.9 L/h through the recirculation bioreactor will provide
an optimal similarity with the dissolved gas composition
of the shake flask. (In these calculations the reactions of
CO2 in water have been neglected, because in the plant
cell culture the pH remains close to 5 throughout the

experiment. At this pH the amount of CO2 that reacts
with water is low.)

Applications of the Recirculation Bioreactor

The design of an industrial fermentation process pro-
ceeds through the following steps: preliminary laboratory
experiments in shake flasks, optimization of the pro-
duction parameters in a laboratory-scale fermenter, and
scaleup to the production size in one or more steps. The
production parameters can be divided into scale dependent
and scale independent. If we look into the production of a
secondary metabolite by a plant cell culture, the concentra-
tion of dissolved gaseous metabolites is a very important
parameter, as pointed out in the introduction. Further-
more, the effect of this parameter is specific for each
different product. Although the influence of a controlling
factor on a metabolic pathway in itself is scale indepen-
dent, the concentration of these specific controlling factors
is scale dependent, because the concentration depends on
mass transfer, mixing, and biomass concentration. A com-
plicating factor is that the individual gaseous metabolites
might be undefined but nevertheless very active. The recir-
culation bioreactor provides a solution for these problems
and is an essential tool in the scaleup procedure. The gas
regime in the shake flask can be mimicked in a bioreactor,
the optimal concentration of the gaseous metabolites can
be estimated for the production process, and the large-scale
conditions can be set to achieve this optimal concentration
in the production process. Two examples are briefly pre-
sented: the comparison between shake flask and bioreactor
and the estimation of the optimal concentration of dis-
solved gaseous metabolites for production of a secondary
metabolite.

Example 1: Comparison between a Shake Flask and a
Bioreactor Experiment. In a study (26) on the production of
the secondary metabolite ajmalicine by the suspension
culture of C. roseus, the production was optimized in
shake flasks. It appeared that the production was almost
completely lost, if the process was carried out in an aerated
and stirred bioreactor. Application of the recirculation
bioreactor, in which under equal shear conditions the
gas-phase composition of the shake flask was mimicked,
restored the productivity (Fig. 5). It proves that gaseous
compounds produced by the cell suspension were essential
for the ajmalicine production and shows the particular
possibilities of this bioreactor design.

Example 2: Optimization of the Secondary Metabolite
Production. As shown in Example 1, dissolved gaseous
metabolites are essential for the production of ajmalicine
by cell cultures of C. roseus. For the design of a production-
scale process the optimum concentration has to be
estimated. Schlatmann et al. (27) investigated this in a
3-L recirculation bioreactor with a working volume of 2 L.
The recirculation flow was 60 L/h. The flow of fresh air
introduced in the head space of the reactor was varied
between 1.8 and 120 L/h. It was known from previous
experiments that the oxygen concentration should be
kept above 80% air saturation to optimize the ajmalicine
production. If the oxygen concentration went below 80%

Recirculation stream

Air in

4>v

Air out



Figure 5. Time courses of biomass dry weight (o) and ajmalicine
(•) production by Catharanthus roseus in (a) a shake flask, (b) a
standard stirred and aerated bioreactor, and (c) a recirculation
bioreactor (26).

(as established by DO measurement) oxygen-enriched
air was introduced without changing the total flow (to
keep the shear conditions unchanged). Carbon dioxide
was used as a marker for the total gaseous metabolite
concentration, because it can be measured easily in the
gas flow. The dissolved gaseous metabolite concentrations,
expressed as dissolved CO2 in these experiments, are
shown in Table 3. The variation in the concentrations
was caused by variation in the amount of biomass by
sampling during the experiment. Less biomass means
less production of gaseous metabolites. This has an effect
on the concentrations, especially at lower flow rates of
fresh air. The time courses of ajmalicine production
were determined, and from these data the specific
production rate was estimated. The results in Table 3
expressed as jumol ajmalicine/g active biomass/day, show a
pronounced maximum at a relatively low concentration
of dissolved gaseous metabolites. Active biomass (AB)
means the metabolically active part of the biomass and
is calculated as total dry weight minus intracellular

storage polysaccharides. From this result it is relatively
easy to calculate the refreshment rate in the recirculation
bioreactor at each scale of production.
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Table 3. Dissolved Gaseous Metabolite Concentrations
Expressed as Carbon Dioxide Concentration in the Recir-
culation Bioreactor and the Corresponding Ajmalicine
Production by Catharanthus roseus Cells

Flow rate of fresh
air introduced in
the recirculation
system

1.8
7.5

15
30
60

120

Dissolved gaseous
metabolites

concentration
(mmol CO2/L)

0.93-1.24
0.22-0.33
0.13-0.19
0.09-0.12
0.08-0.10
0.06-0.07

Specific production
rate of ajmalicine
by C. roseus cells

(ji mol/gAB/d)

0.49
1.50
1.58
3.36
4.39
2.25
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Bioreactors with mechanical stirring offer important
advantages for large-scale culture of suspended plant cells.
Greater power can be input to the culture compared with
air-driven reactors; for viscous broths containing high cell
densities, this translates into better mixing and oxygen

transfer. The availability of two independent means of
manipulating the hydrodynamic environment, adjusting
the stirring speed and gas flow rate, also allows greater
flexibility of reactor operation than in air-driven systems.
Yet, these potential advantages may never be realized in
full in any particular plant-cell application because the
large shear forces generated by conventional impellers
and the shear sensitivity of the cells limit the operating
conditions that can be employed. Reactor engineering and
innovation in this area are aimed at finding an appropriate
balance between the beneficial and destructive effects
of energy dissipation and hydrodynamic shear in plant-
cell suspensions. To this end, a wide range of vessel,
impeller, and sparger configurations has been applied in
experimental studies. This article outlines the function of
stirring equipment with reference to plant-cell systems
and the effect of reactor operating conditions on culture
performance.

PLANT-CELL PROPERTIES AND REACTOR ENGINEERING

The principal functions of a bioreactor used for aerobic cell
culture are to provide adequate oxygen transfer, mixing,
and heat transfer without the deleterious effects of exces-
sive hydrodynamic shear. The properties of the biomass
can impose significant technical constraints on the design
of appropriate bioreactors, and this is particularly true
for suspended plant cells. Unfortunately, it is difficult
to generalize about several of the important engineering
characteristics of plant suspensions. For example, some
cultures produce viscous non-Newtonian broths (1-3),
while others exhibit essentially Newtonian behavior (4)
and only moderate viscosities (5,6). The tendency of plant
cells to clump together varies considerably depending on
the species and culture conditions (3,7-12), and there are
differing reports about the extent to which plant cells are
shear sensitive (12-16). Despite this variability, however,
plant-cell cultures offer a potentially highly challenging
combination of features unlike those encountered in micro-
bial or animal-cell systems. When complex broth rheology
and cell shear sensitivity are coupled together, providing
adequate mixing, solids suspension, and oxygen transfer
can be difficult. Although plant cultures also possess some
ameliorating characteristics, such as relatively low oxygen
demand and, consequently, cooling requirements, mixing
and oxygen transfer are still of major concern. Developing
technology to meet these challenges is critical for applica-
tions involving secondary metabolite production, because
the low yields often associated with dedifferentiated plant
cells mean that very high biomass densities are required
for economic feasibility.

Stirred-tank bioreactors offer several advantages for
culturing suspended plant cells. Although stirred, air-
lift and bubble-column reactors achieve similarly ade-
quate rates of mixing and mass transfer in low viscosity
fluids, air-driven reactors do not perform well for high-
density cultures of viscosity greater than about 100 mPa
s (17). Stirred vessels are more suitable for viscous broths
because greater power can be input by mechanical agi-
tation. Experimental (5,18,19) and theoretical (20) studies
have demonstrated that mixing becomes limiting in airlift
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Bioreactors with mechanical stirring offer important
advantages for large-scale culture of suspended plant cells.
Greater power can be input to the culture compared with
air-driven reactors; for viscous broths containing high cell
densities, this translates into better mixing and oxygen

transfer. The availability of two independent means of
manipulating the hydrodynamic environment, adjusting
the stirring speed and gas flow rate, also allows greater
flexibility of reactor operation than in air-driven systems.
Yet, these potential advantages may never be realized in
full in any particular plant-cell application because the
large shear forces generated by conventional impellers
and the shear sensitivity of the cells limit the operating
conditions that can be employed. Reactor engineering and
innovation in this area are aimed at finding an appropriate
balance between the beneficial and destructive effects
of energy dissipation and hydrodynamic shear in plant-
cell suspensions. To this end, a wide range of vessel,
impeller, and sparger configurations has been applied in
experimental studies. This article outlines the function of
stirring equipment with reference to plant-cell systems
and the effect of reactor operating conditions on culture
performance.

PLANT-CELL PROPERTIES AND REACTOR ENGINEERING

The principal functions of a bioreactor used for aerobic cell
culture are to provide adequate oxygen transfer, mixing,
and heat transfer without the deleterious effects of exces-
sive hydrodynamic shear. The properties of the biomass
can impose significant technical constraints on the design
of appropriate bioreactors, and this is particularly true
for suspended plant cells. Unfortunately, it is difficult
to generalize about several of the important engineering
characteristics of plant suspensions. For example, some
cultures produce viscous non-Newtonian broths (1-3),
while others exhibit essentially Newtonian behavior (4)
and only moderate viscosities (5,6). The tendency of plant
cells to clump together varies considerably depending on
the species and culture conditions (3,7-12), and there are
differing reports about the extent to which plant cells are
shear sensitive (12-16). Despite this variability, however,
plant-cell cultures offer a potentially highly challenging
combination of features unlike those encountered in micro-
bial or animal-cell systems. When complex broth rheology
and cell shear sensitivity are coupled together, providing
adequate mixing, solids suspension, and oxygen transfer
can be difficult. Although plant cultures also possess some
ameliorating characteristics, such as relatively low oxygen
demand and, consequently, cooling requirements, mixing
and oxygen transfer are still of major concern. Developing
technology to meet these challenges is critical for applica-
tions involving secondary metabolite production, because
the low yields often associated with dedifferentiated plant
cells mean that very high biomass densities are required
for economic feasibility.

Stirred-tank bioreactors offer several advantages for
culturing suspended plant cells. Although stirred, air-
lift and bubble-column reactors achieve similarly ade-
quate rates of mixing and mass transfer in low viscosity
fluids, air-driven reactors do not perform well for high-
density cultures of viscosity greater than about 100 mPa
s (17). Stirred vessels are more suitable for viscous broths
because greater power can be input by mechanical agi-
tation. Experimental (5,18,19) and theoretical (20) studies
have demonstrated that mixing becomes limiting in airlift
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reactors when plant-cell densities reach 20-30 kg m~3

dry weight. At these concentrations, airlift performance
deteriorates markedly due to poor gas disengagement,
impeded liquid circulation, development of unmixed zones,
and gravity settling of the cells. Increasing the aeration
rate is the only operating response available to improve
the hydrodynamic functioning of air-driven reactors; how-
ever, overventilation of plant-cell cultures has been shown
to reduce growth and product formation because carbon
dioxide and other necessary volatile components such as
ethylene are stripped from the broth at high gas through-
puts (21). Development of dense foam layers and cell
flotation are also features of plant-cell cultures that are
exacerbated at high aeration rates. Foaming should be
avoided because its treatment ultimately requires adding
chemical antifoam agents that can significantly reduce
k\jx values for oxygen transfer (22). Mechanical agitation
and the ability to increase the power input independent of
gas flow rate help reduce these problems in stirred-tank
reactors.

As well as providing important technical benefits
for viscous plant-cell culture, stirred bioreactors have
a proven record of performance and reliability in the
fermentation industry and have been well studied and
characterized in large-scale operations. These features
account for stirred tanks being the reactor configuration
of choice for commercial scale-up of suspended plant-cell
processes, as indicated in Table 1. Although application
of stirred bioreactors is standard fermentation technol-
ogy, conventional high-shear agitation is inappropriate
for plant-cell culture. Modifications in equipment config-
uration and/or operating practice are usually required to
avoid mechanical damage of the cells or other detrimental
metabolic effects associated with high levels of hydrody-
namic shear. The main parameters that affect shear levels
in stirred vessels are the impeller geometry and stirrer
speed; however, although many different styles of impeller
have been tested experimentally, there are few general
guidelines for optimizing this aspect of stirred-reactor
design for suspended plant-cell culture (33). Because the
generation of shear forces is intimately related to the
effectiveness of mixing and mass transfer in bioreactors,
development of systems for low-shear agitation which still
provide adequate circulation and gas dispersion remains
a key challenge.

EQUIPMENT AND OPERATING CHARACTERISTICS

The functions of stirring in a bioreactor are (1) to
eliminate concentration and temperature gradients by
homogenizing the vessel contents, (2) to disperse gas in the
fermentation broth to aerate the culture, (3) to promote
heat transfer between the broth and heat exchange
surfaces, and (4) to suspend the cells. The equipment
chosen for stirring has a significant influence on how
well these functions can be performed. The principal
mechanical features and operating details of a range of
mixing hardware are outlined briefly in the following
paragraphs. This description provides a background for
the more detailed discussion of plant-cell applications
presented in subsequent sections.

Stirred Vessels

Figure 1 shows a typical arrangement of equipment in a
stirred tank (34). Not shown is the equipment for heat
transfer: in large vessels this may be a helical cooling coil
immersed in the broth; for small fermenters an external
water jacket is often sufficient. Standard stirred-tank
reactors are cylindrical in cross section. The base profile of
the tank may be varied as illustrated in Figure 2; rounded
rather than angled corners discourage the formation
of stagnant pockets into which fluid currents cannot
penetrate. The energy dissipation rate required to suspend
solids in stirred tanks is very sensitive to the shape of the
vessel base, and the modified geometries shown in Figure 2
can all significantly enhance the suspension of particles
compared with flat-bottom tanks (35,36). Because the
solubility of oxygen in aqueous liquids is limited to only
about 8 ppm under typical fermentation conditions, the
oxygen content of the culture broth must be continuously
replenished as oxygen is consumed by the cells. In stirred
vessels, this is most commonly achieved using a sparger
which releases air bubbles into the culture below the
impeller. When headplate access is at a premium or when
mechanical stresses on the stirrer can be alleviated by
using a shorter shaft, for example, in viscous fluids, the
stirrer shaft may enter through the base of the vessel
rather than the top, as shown in Figure 3. For either
top-entering or bottom-entering stirrers, the point at
which the stirrer shaft enters the tank is a potential
contamination site, and several types of stirrer seal have
been developed to combat this problem. Large fermenters
are usually equipped with mechanical seals; for smaller
vessels, magnetically coupled drives may be used so that
the stirrer shaft does not actually pass through the
fermenter body. In this case, a magnet attached to the end
of the shaft inside the fermenter is driven by a rotating
magnet in a housing outside. Use of magnetic coupling
is limited to relatively small fermenters (< ~800 L) and
low viscosity broths. In vessels with a single impeller of
diameter \ — \ the tank diameter, the depth of liquid is
usually limited to 1.0-1.25 times the tank diameter to
facilitate good mixing. In tall fermenters with large aspect
ratios, multiple impellers mounted on the stirrer shaft
are commonly used to improve oxygen transfer conditions;
an example is shown in Figure 4. In multiple impeller
systems, the distance between the agitators should be
1.0-1.5 impeller diameters. If the impellers are too far
apart, unagitated zones develop between them; conversely,
impellers located too close together produce flow streams
that interfere with each other and disrupt circulation to
the far reaches of the vessel.

Baffles

Baffles are vertical strips of metal mounted against the
walls of stirred vessels (Fig. 1) to prevent gross vortexing
of the liquid. Typically, four baffles of width ^ — -̂
the tank diameter are equally spaced around the tank
circumference. Baffles may be attached to the wall (Fig. 4)
or mounted slightly away (Fig. 1) to prevent sedimentation
or development of stagnant zones at the inner edge.
Baffles create turbulence in the fluid by breaking up the



Table 1. Stirred-Tank Reactors for Scale-Up of Suspended Plant-Cell Culture

ReferenceCompanyPlant Species
Equipment and Operating

ConditionsReactor volume (L)

23

B. Bringi (personal
communication)
24,25

26

D. McManus (personal
communication)

27

28

H. Sawada (personal
communication)

26

29

30,31

32

DIVERSA Gesellschaft fur
Bio- und Verfahrenstechnik
mbH, Germany

Phyton, Inc. and Bristol-
Meyers Squibb Co., USA
Nitto Denko Corp., Japan

Japan Tobacco Inc., Japan

Cooperative Research Centre
for Industrial Plant
Biopolymers, Australia

Mitsui Petrochemical
Industries Ltd, Japan

Gesellschaft fiir
Biotechnologische
Forschung mbH,
Germany

KAO Corp., Japan

Japan Tobacco Inc., Japan

Gesellschaft fur
Biotechnologische
Forschung mbH,
Germany

Mitsui Petrochemical
Industries Ltd., Japan

Omutninsk Chemical Plant,
Russia

Echinacea purpurea, Panax
ginseng, Rauwolfia
serpentina, Chenopodium
sp., and tobacco

Taxus spp

Panax ginseng

Nicotiana tabacum

Various, for polysaccharide
production

Coptis japonica

Catharanthus roseus

Polianthes tuberosa

Nicotiana tabacum

Solanum demissum

Lithospermum erythrorhizon

Ginseng

Cascade of five stirred tanks
Semicontinuous operation

Two-stage operation
Culture period of 4 weeks
Batch, semicontinuous and

continuous operation
Dual four-blade paddles, 45°

blade angle
Semicontinuous operation
Axial flow impeller

High-density fed-batch
culture

Batch operation
Triple six-flat-blade turbines

Axial flow turbine with draft
tube

Batch operation
Dual disc turbines
Batch operation
Dual six-flat-blade turbines

Two-stage culture

Culture cycle of 14 days

75, 750, 7,500,
15,000 and 75,000

20,000 and 25,000

20,000

10,000

6,000

5,000

4,000

200 and 2,000

800

200 and 750

100 and 630



Figure 2. Bottom variations in stirred-tank bioreactors: (a) flat,
(b) dished, (c) round, (d) contoured, and (e) cone and fillet. Figure 4. Stirred-tank bioreactor with multiple impellers.

Figure 1. Typical equipment configuration for a stirred-tank
bioreactor with single impeller used for aerobic cell culture.

Motor/gearbox
drive unit

Figure 3. Stirred-tank bioreactor with bottom-entry stirrer.

Air

Sparger

Impeller

Stirrer shaft

Baffle

Motor/gearbox
drive unit

Tank

Air

Sparger

Impeller



circular flow generated by rotation of the stirrer. Circular
flow is relatively ineffective for mixing, which is better
facilitated by axial and radial currents. Circular flow can
also lead to vortex development and gas entrainment.
If allowed to reach down to the impeller, deep vortices
impose extraordinarily high mechanical stresses on the
stirrer shaft, bearings and seals, which must be avoided
to prevent equipment damage.

Impellers

Impellers can be broadly classified depending on whether
they generate high local shear rates, or whether they have
strong pumping capacity for development of large-scale
flow currents. Both functions are required for good mixing,
but they do not usually work together. The characteristics
of several impellers in terms of the relative prominence of
their shear and flow generating functions are indicated in
Figure 5.

Propellers, paddles, and turbines are remote-clearance
impellers with typical diameters of \ — | the tank
diameter and are operated at high speeds to generate
tip velocities of the order of 3 m s"1. When remote-
clearance agitators are used in low-viscosity fluids, a
turbulent region of high shear is generated near the
impeller where the essential mixing process occurs, as
material is exchanged between different liquid streams.
High shear levels close to the impeller are also responsible
for bubble breakup in sparged systems. Because the
mixing process should involve fluid from all parts of the
vessel, the impeller must be able to generate circulatory
currents with sufficient velocity to carry material from
the furthermost reaches of the tank to the impeller. In
viscous fluids, it is often not possible for mechanical and
economic reasons to rotate the impeller fast enough to
generate turbulence; impellers used for viscous mixing are
designed to provide maximum bulk movement of material.
Anchor and helical impellers are large agitators that are
installed with small wall clearances and operated at low
speeds to generate bulk fluid currents. For viscous fluids
or when high shear rates must be avoided, slow-speed,
low-turbulence, high-flow impellers are preferred to high-
speed, high-turbulence, low-flow impellers.

There is a wide range of impellers available commer-
cially, some of which have been applied to plant-cell
culture. The general characteristics of agitators used in
plant-cell reactors are described following.

Rushton Turbine. As shown in Figure 6, the Rushton
turbine is a disc turbine with six flat blades. This impeller
has been the agitator of choice in the fermentation industry
since the 1950s, largely because it has been well studied

Figure 6. Rushton turbine.

and characterized. Rushton impellers generate predomi-
nantly radial or horizontal flow, but have relatively low
pumping efficiency resulting in low circulatory flows per
unit power consumed (37,38). Rushton turbines are often
chosen for their gas handling capacity and perform well
for gas dispersion. Bubble breakup is very effective near
the impeller blades as air is forced into these high shear
regions by the turbine disc. Changes in gas dispersion con-
ditions with increasing stirrer speed or gas flow rate are
illustrated in Figure 7 (39). At high gassing rates or low
stirrer speeds (Fig. 7a), the gas-handling capacity of the
impeller is exceeded, the impeller ceases to pump the two-
phase fluid, and the flow pattern is dominated by buoyant
gas-liquid flow up the middle of the vessel as in a bubble
column. This condition corresponds to impeller flooding.
As the stirrer speed is increased or the gas flow rate
reduced, the impeller starts to disperse the gas towards
the walls of the tank (Fig. 7b). Complete gas dispersion

Gates, rakes

Helical ribbons, anchors

Propellers, paddles

Flat and pitched blade turbines

Bladeless impellers, disc dispersers
Shear generation

Pumping / flow capacity

Figure 5. Characteristics of different
impellers in terms of the ratio of shear
generation to flow capacity.



Figure 7. Flow patterns developed
by a Rushton turbine under gassed
conditions as a function of stir-
rer speed N{ and gas flow rate
QG' (a) impeller flooding; (b) impeller
loading, where the gas is dispersed by
the impeller but poorly distributed
throughout the vessel; (c) complete
gas dispersion below as well as above
the impeller. (Adapted from Ref. 39.)

below as well as above the impeller (Fig. 7c) is achieved
at even higher stirrer speeds or lower gas flow rates; this
is the desirable operating condition because it results in
homogeneous dispersion of gas to all parts of the vessel.
The ability to handle high gas velocities without flooding
is an advantage for improving oxygen transfer conditions
in the reactor. The gas handling capacity of Rushton tur-
bines can be improved by increasing the impeller to tank
diameter ratio (40).

Pairs of low-pressure, high-speed trailing vortices
are generated behind the flat blades of Rushton tur-
bines (41,42). This hydrodynamic feature is responsible
for the relatively high level of power drawn by Rushton
turbines under nonaerated conditions. With sparging, gas
readily accumulates in these low-pressure regions, pro-
ducing ventilated cavities behind the blades and causing a
significant drop in power. The extent of this power reduc-
tion is a complex function of the stirrer speed, air flow
rate, vessel size and fluid properties, and cannot yet be
accurately predicted (43). The rheological properties of the
fluid exert considerable influence: practical operating con-
ditions usually give a 40-50% loss of power with sparging
in low-viscosity fluids (44), but this can increase to 80% or
more in viscous or non-Newtonian fluids (40).

Rushton turbines are effective for solids suspension in
three-phase systems. An impeller clearance above the floor
of the tank of \ the tank diameter is recommended because
this allows gas dispersion under the impeller as well as
adequate agitation in the upper parts of the vessel (35,45).
Suspension of solids is generally improved by reducing
the impeller off-bottom clearance, but this can cause flow
instabilities in aerated systems (46).

Single and multiple Rushton turbines have been
applied to suspended plant-cell culture in several exper-
imental investigations, as indicated in Table 2. The suit-
ability of Rushton turbines for large-scale plant-cell cul-
ture has also been analyzed in a theoretical engineering
study based on a reactor size of 10 m3 (33).

Other Disc Turbines. Disc turbines may have more or
fewer blades than the Rushton turbine's standard six.
Increasing the number of blades up to eighteen reduces

the rate at which the power drops with increasing gas
flow and significantly improves the gas-handling capacity
of the impeller (95). The unaerated power number also
increases with the number of blades at constant impeller
diameter (96); even so, a twelve-blade disc turbine has
been shown to disperse about three times more gas than
a larger Rushton impeller operating with the same power
consumption and stirrer speed (95). Although turbine
impellers with more than six blades have not been tested
for plant-cell culture, single and dual agitators with four
flat blades have been used in several studies (Table 2).
As an extrapolation of the above findings, decreasing the
number of blades from six to four can be expected to reduce
the gas-handling capacity of the impeller, as well as the
unaerated power number.

The blades on disc turbines may be pitched or angled
rather than flat. This reduces the unaerated power number
by about 50% and generates impeller discharge currents
with a more pronounced downward velocity component
than the radial flows from a Rushton turbine (46). At
a given gas flow rate, lower stirrer speeds can be used
without flooding compared with Rushton turbines of
similar geometry; this has been attributed to the greater
projected area of the pitched blades (38). The impeller
discharge efficiency and gas holdup produced using pitched
blade disc turbines are also improved relative to Rushton
impellers (38). Disc turbines with angled blades have been
applied to plant-cell culture (Table 2).

Propellers. Propellers are usually of the three-blade
marine type shown in Figure 8 (see page 261). They gene-
rate a flow pattern with mainly axial velocity components.
Propellers can be operated in either downward or upward
pumping modes; downward is more common. They are
generally installed with diameters around | the tank
diameter.

The unaerated power number for marine propellers is
about ^j that of Rushton turbines, depending on the blade
pitch and other geometric parameters (96). With gassing,
significant power losses may occur; aerated downward
pumping propellers can also exhibit flow and power draw
instabilities (46). Propellers are very effective for solids

Gas

Constant QG> increasing N1

Constant /V1, increasing QG

Gas Gas



Table 2. Examples of Stirred-Reactor Configurations Applied to Suspended Plant-Cell Culture"

ReferenceSpecies
Maximum

Cell Density
Reactor

Operation
Aeration

Rate (wm)
Sparger

Specifications
Stirrer

Speed (rpm)
Impeller

Specifications
Reactor

SpecificationsImpeller

47

48

8

49

50

51

26

47

(continued)

Catharanthus
roseus

Daucus
carota

Catharanthus
roseus

Catharanthus
roseus

Catharanthus
roseus

Nicotiana
tabacum

Nicotiana
tabacum

Catharanthus
roseus

6^gL"1 dry
weight

1.36 g I/"1 dry
weight (at
150 rpm)

UgL-1 dry
weight (with
cross-shaped
sparger)

UgL-1 dry
weight

13.6 g L"1 dry
weight
(unbaffled)

18.IgL"1 dry
weight

12 g L-1 dry
weight

7.7 g L"1 dry
weight

Batch

Chemostat,
dilution
rate =
0.35 d"1

Batch

Batch

Batch

Semicon-
tinuous

Batch

Batch

0.16

0.24

0.009-0.2

0.75-1.1

Cross-shaped
glass, 5-cm
arms, two rows
of 2-mm holes
per arm; or
8-cm sintered
glass disc, pore
size 3

Crucifix or sintered
disc

In unbaffled vessel,
sintered glass,
8-cm diameter;
in baffled
vessel, one of
the three
internals
supplied air

Cross-shaped
stainless steel
pipe with 21 x
1.0-1.5 mm
holes

1,000

100-300

100

100

300

50

10-100

1,000

Di/DT = 0.50
WB/D{ = 0.32

; LB/A = 0.32
Dn/Di = 0.60

A = 9 cm

Di/Ih = 0.37
WB/Di = 0.22
CS/DT = 0.33
Ci2/HL = 1

Di/Ih = 0.35 or
0.52

DiIIh = 0.37
W3ID1 = 0.035
above disc
WBID1 = 0.21

3 below disc
3 Ci2IHL = 1

Di/DT = 0.50

Di/DT = 0.34

DJDT = 0.50

Blades inclined
60° from the
vertical

DT = 15 cm
Concave sides, flat

bottom
No baffles
VL = 1.45 L

VL = 8.5 L
DT = 23 cm
Concave sides, flat

bottom

DT = 23 cm
Concave sides, flat

bottom
No baffles
Volume = 12 L
DT = 23 cm
Concave sides, flat

bottom
No baffles, or three

linked internals
or baffles

WBF/DT = 0.08
VL = 20 L
DT = 28.4 cm
Three baffles
Foam breaker

Volume = 2,000 L
DT = 125 cm
VL = 2 L
DT = 15 cm
Concave sides, flat

bottom
No baffles

Rushton turbine

Rushton turbine

Dual Rushton
turbines

Dual Rushton
turbines

Dual six-flat-blade
disc turbines

Dual disc turbines:
six blades
lower, four
blades upper

Dual disc turbines

Six-blade disc
turbine with
inclined vanes



Table 2. Continued

ReferenceSpecies
Maximum

Cell Density
Reactor

Operation
Aeration

Rate (wm)
Sparger

Specifications
Stirrer

Speed (rpm)
Impeller

Specifications
Reactor

SpecificationsImpeller

52

53

54

55

56

29

57

58

59

60

28

61

Panax
ginseng

Vinca rosea

Atropa
belladonna

Helianthus
annuus

Carthamus
tinctorius

Solanum
demissum

Perilla
frutescens

Catharanthus
roseus

Catharanthus
roseus

Catharanthus
roseus

Catharanthus
roseus

Nicotiana
tabacum

HgL-1 dry
weight

HgL"1 dry
weight

12^gL-1 dry
weight

8.2 g L-1 dry
weight

135^L"1 fresh
weight

15 g L"1 dry
weight

8.IiO^gL"1

dry weight

14 g L"1 dry
weight

2^gL"1 dry
weight

11 g L-1 dry
weight

26 g L-1 dry
weight

Fed-batch

Batch

Batch

Batch

Batch

Batch

Batch with
gas recir-
culation

Two-stage
batch

Chemostat,
dilution
rate =
0.19 d"1

Batch

Batch

0.25

0.11

0.033

0.18

0.063

0.2

0.33

0.2

0.28

0.010-0.017

0.5

Ring, 8 holes

Surface aeration

Ring, 6 x 1-mm
pores

Sintered steel

Sintered steel

Sintered steel

100

115

300

480

200-500

60-80

200

250

250

125

30

150

D{/DT = 0.56
WB/D{ = 0.20

D{/DT = 0.35
WB/Di = 0.24
C{/DT = 0.23

D{/DT = 0.49

D{/DT = 0.59
WB/D{ = 0.16
C{/DT = 0.47

Di = 4.5 cm

D{/DT = 0.56
WB/A = 0.19
Ci/DT = 0.36

VL = 25 L

VL = 2.5 L
DT = 15 cm
HL/DT = 0.93
Four baffles
VL = 1.8 L
DT = 13 cm
HL/DT = 1.2
Round bottom
Four baffles
WBF/DT = 0.11

VL = 3L
DT = 15 cm
Concave sides, flat

bottom
VL = 0.55 L
DT = 8.5 cm
#L/DT = 1.14
Flat bottom
Three baffles
WBF/DT = 0.09
VL = 800 L

Volume = 13.5 L

VL = 1.8 L
Three baffles

VL = 2 L
Three baffles
i/BF = 14 cm
WBF = 1.4 cm
VL = 1.8 L

VL = 5,000 L

VL = 3L
DT = 14 cm

Angled disc turbine

Six-flat-blade
turbine

Six-flat-blade
turbine

Six-blade impeller

Six-blade turbine
with magnet
stirring plate

Dual six-flat-blade
turbines

Dual six-flat-blade
turbines

Dual six-blade
turbines

Dual six-blade
turbines

Dual six-blade
turbines

Triple six-flat-
blade turbines

Four-blade turbine



Table 2. Continued

ReferenceSpecies
Maximum

Cell Density
Reactor

Operation
Aeration

Rate (wm)
Sparger

Specifications
Stirrer

Speed (rpm)
Impeller

Specifications
Reactor

SpecificationsImpeller

13

62

63

64

65

66

67

68

69

13

70

(continued)

Nicotiana
tabacum

Nicotiana
tabacum

Daucus
carota
(embryo-
genie)

Perilla
frutescens

Dioscorea
deltoidea

Nicotiana
tabacum

Nicotiana
tabacum

Dioscorea
deltoidea

Digitalis
lanata

Nicotiana
tabacum

Fragaria x
ananassa
cv. Brigh-
ton

58Og L-1 fresh
weight (at
150 rpm and
WB/A =
1.8)

18.5 g L-1 dry
weight

4.6 g L-1 dry
weight

13 g L-1 dry
weight

6.0 g L"1 dry
weight (at
dilution
rate =
0.10 d"1)

15 g L"1 dry
weight

15 g L-1 dry
weight

8^gL-1 dry
weight

6.7 g L-1 dry
weight

590 g L-1 fresh
weight

weight

Batch

Batch

Batch

Batch

Two-stage
chemostat

Batch

Chemostat,
dilution
rate =
0.42 d"1

Batch

Batch

Batch

Batch

0.2

0.7

0.12

0.2

0.3

0.7

Up to 0.6
(air) and
up to 0.2
(pure
oxygen)

LO

0.2

0.075

One-hole nozzle

17 x 1.0-1.8-mm
holes

Three extra-coarse
glass frits

50-200

150

100

150-400

80

100

100

80

90

150

40

Di/DT = 0.54
WB/A =
0.67-1.8
LB/A = 0.33
d/DT = 0.27
A = 5.6 cm

A/DT = 0.51

A = 10 cm

D{/DT = 0.50
Cu /DT = 0.37
Ci2/DT = 0.77

Di/^ = 0.54
WB/A = L8
LB/A = 0.33
d/DT = 0.27
WR = 2.5 cm
LR = 22 cm

DT = 14 cm

VL = 3 L

VL = 1.7 L

VL = 3L
DT = 14.8 cm
VL = 1.8-3.6 L

VL = 13 L

VL = 34L
DT = 35 cm
Magnetically

coupled stirrer
shaft

VL = 10 L

Volume = 5 L

VL = 3 L
DT = 14 cm

VL = 4L
Baffles
Bottom-entry

stirrer shaft

Four-flat-blade
impeller

Four-flat-blade
impeller

Four-blade
impellers

Dual four-flat-
blade turbines

Dual four-blade
impellers

Dual flat-blade
turbines: six
blades lower,
four blades
upper

Dual flat-blade
turbines: six
blades lower,
four blades
upper

Flat-blade and 45°
angle-blade
turbines

Triple turbines

Sail impeller

Dual six-flat-blade
impellers
connected by
crossed Teflon
ribbons



Table 2. Continued

ReferenceSpecies
Maximum

Cell Density
Reactor

Operation
Aeration

Rate (wm)
Sparger

Specifications
Stirrer

Speed (rpm)
Impeller

Specifications
Reactor

SpecificationsImpeller

71

72

73

16

74

12

12

75

18

76

77

78

6

Medicago
sativa

Panax
ginseng

Nicotiana
tabacum

Perilla
frutescens

Anchusa
officinalis

Morinda
citrifolia

Morinda
citrifolia

Daucus
carota
(embryo-
genie)

Cudrania
tricuspi-
data

Catharanthus
roseus

Panax
ginseng
(embryo-
genie)

Coptis
japonica

Oryza sativa

9 g Lr1 dry
weight

29 g L-1 dry
weight

11.8 g L"1 dry
weight

15^gL-1 dry
weight

26 g L-1 dry
weight

15.SgL"1 dry
weight

8.4 g L"1 dry
weight

3Og L"1 dry
weight

9 g L-1 dry
weight (at
175 rpm and
0.5 wm)

11.6 g L"1 dry
weight

75 g L-1 dry
weight

3OgL^dIy
weight

Batch

Multicycle
draw-fill

Batch

Batch

Semicontinuous
perfusion

Batch

Batch

Batch

Fed-batch

Batch

Batch

Fed-batch

Fed-batch

1.2

0.20-0.45

0.43

0.033

0.33

0.5

0.25-0.5

0.5-1.5

0.5 or
0.25

1.0

0.05
(oxygen)

0.3

Pipe with row of
7 x 1-mm holes

Bubble-free
aeration

Hollow stirrer
shaft

Ring, 8 holes

Ring

Spiral, 16 holes
Ds/DT = 0.46

150-180

150-420

100

120-170

80-140

350

100

90-160

60

175 or 280

50

50

Di = 15 cm

Di/DT = 0.35
Hi/Di = 1.33
Ci/Z>T = 0.23
Blade

pitch = 45°
Di/DT = 0.59

D{/DT = 0.67
WB/Di = 0.60

D1IDT = 0.54

HJD1 = 1.0
CilHh = 0.20

DilDT = 0.53
Hi/Di =2.1

Vh = 0.5 L
Magnetically

coupled stirrer
shaft

VL = 50 L

VL = 2L
DT = 13 cm
Hh/DT = 1.15
Round bottom

DT = 14.3 cm
VL = 2.3 L

VL = 75 L
Draft-tube reactor
Volume = 10 L

VL = 4 L
Round bottom
No baffles

VL = 5L
Z)T = 20 cm
HL/DT = 0.80
No baffles
VL = 2L
DT = 13 cm
HL/DT = 1.15
Three baffles
WBF/DT = 0.12
HBF/HL = 0.20
VL = 2L

Volume = 2.5 L

VL = 2L
DT = 13 cm
ifL/DT = 1.23
Four baffles

Marine blade
impeller

Marine-type
impeller

Marine three-blade
impeller

Marine impeller

Propeller

Kaplan turbine

Perforated disc

Six-blade paddles

Modified
(gate-type)
paddle

Modified
(gate-type)
paddle

Modified
(gate-type)
paddle

Modified paddle
(hollow stirring
wing)

Two-blade grid
paddle



Table 2. Continued

ReferenceSpecies
Maximum

Cell Density
Reactor

Operation
Aeration

Rate (wm)
Sparger

Specifications
Stirrer

Speed (rpm)
Impeller

Specifications
Reactor

SpecificationsImpeller

26

79

52

19,80

81

80

82

83

83

{continued)

Nicotiana
tabacum

Fragaria
ananassa

Panax ginseng

Coleus blumei

Catharanthus
roseus

Eschscholtzia
californica
(embryo-
genie)

Coleus blumei

Berberis
wilsoniae

Digitalis
lanata

Digitalis
lanata

17 g L"1 dry
weight

15^gL"1 dry
weight

27^gL"1 dry
weight

10.4 g L"1 dry
weight

27 g L"1 dry
weight

27 g L-1 dry
weight

Batch

Fed-batch

Batch

Batch

Batch

Batch

Batch

Batch

Batch

0.25

0.6

0.1

0.05

0.6

0.15-0.74

0.15-0.55

Surface aeration
(air and oxygen-
enriched air)

Surface aeration
(air and oxygen-
enriched air)

Ring, 16 x 1.5-mm
holes

DS/DT = 0.39

10-40

100

40

120

60

50

100-300

100

100

D{/DT = 0.50
Blade

angle = 45*
Di/DT = 0.50
Hi/D{ = 2.5

D{/DT = 0.74

Di/DT = 0.90
WR/D{ = 0.195
LR/A=4.12

Di/DT = 0.90
WR/D{= 0.195
LR/A=4.12

DJDi = 0.89
Seven helices
Helix spacing =

0.32 A

Volume = 20,000 L
Di = 250 cm

Volume = 15 L
DT = 22 cm
VL = 25 L

VL = 32 L
Di = 25.9 cm
HL/DT =~ 3
VL = 10 L
Di = 21 cm
Profiled base
Three vertical

surface baffles,
8 x 1Ox 0.16 cm
VL = 10 L
Di = 21 cm
Profiled base
Three vertical

surface baffles,
8 x 1Ox 0.16 cm
VL = 32 L
DT = 25.9 cm
HL/DT =~ 3

VL = 27 L

VL = 27 L

Dual angled
four-blade
paddles

Anchor impeller

Anchor turbine

Anchor impeller

Double helical
ribbon impeller
(upward
pumping)

Double helical
ribbon impeller
(upward
pumping)

Helical agitator

Helical stirrer
(downward
pumping)

Helical stirrer

Spin stirrer



Table 2. Continued

ReferenceSpecies
Maximum

Cell Density
Reactor

Operation
Aeration

Rate (wm)
Sparger

Specifications
Stirrer

Speed (rpm)
Impeller

Specifications
Reactor

SpecificationsImpeller

84

85

86

87

88

89

90

91

92

93

94

Glycine max
(photomixo-
trophic)

Thalictrum
rugosum

Thalictrum
rugosum

Beta vulgaris

Daucus carota

Mentha spicata

Glycine max

Acer pseudopla-
tanus

Acer pseudopla-
tanus

Haplopappus
gracilis

Phaseolus
vulgaris

6.5 g L"1 dry
weight

27^gL"1 dry
weight

50 g L-1 dry
weight

93 g L-1 fresh
weight

10.3 g L-1 dry
weight

5^gL-1 dry
weight

7.3 g L"1 dry
weight
(batch)

3 g L-1 dry
weight

1^gL-1 dry
weight

8^gL-1 dry
weight

Batch

Perfusion

Fed-batch

Batch

Batch

Batch

Chemostat,
dilution
rate =
0.36 d"1

Batch, tur-
bidostat
and
chemostat

Turbidostat

Multicycle
draw-fill

Multicycle
draw-fill

0.95

1.5

0.025

0.05

0.125

Ceramic stone,
off-center

Sintered stainless
steel

Bubble-free aeration
with pulses of
bubbling through
the membrane
tubing (air and
oxygen-enriched
air)

Bubble-free aeration

Stainless steel,
porosity 10 ̂ m

Fritted glass

Pipe (1-mm dia-
meter) or
sintered glass,
porosity 2

60

30-50

200

90

125

200

260

200-300

Membrane
tubing
wound into a
basket
configuration

Di/DT = 0.53

Di = 7.5 cm

Ci = 1 cm

A = 6 cm

VL = 1.25 or 2.5 L

Volume = 5 L
Dished base

VL = 2.2 L
Magnetically

coupled stirrer
Magnetically

coupled stirrer
VL = 3L
Dual carboys
VL = 2L
Round-bottom

flask
Stirrer stabilizer

rod
VL = 20 L

VL = 4L
Round-bottom

flask

VL = 3.5 L

VL = 2L
V-shaped flask

Cell-lift impeller

Cell-lift impeller

Membrane stirrer

Taylor-Couette
membrane
stirrer

Spin filter

Magnetic stirrer
bar

Magnetic stirrer
bar

Magnetic stirrer
bar

Magnetic stirrer
bar

Magnetic stirrer
bar

Double-bar
magnetic stirrer

"Symbols are defined in the Nomenclature section.



Figure 8. Marine propeller.

suspension with low power consumption and outperform
disc turbines and paddles in this respect (97). Several
investigators have used marine propellers for suspended
plant-cell culture (Table 2).

Axial Flow Impellers with Draft Tube. The use of
a draft tube with an axial flow impeller such as
a marine propeller can significantly improve particle
suspension in systems containing solids (97,98). Two
configurations for this type of stirring system are shown
in Figure 9. The position and size of the draft tube
have a strong influence on the hydrodynamic conditions
generated. For example, if the bottom of the tube
restricts the impeller outflow, the loss of local pressure
causes a marked increase in the energy dissipation rate
required for solids suspension (97). The power saved by
installing draft tubes to assist particle suspension is
reported to be greatest at low solids concentrations (98).
An axial-flow Kaplan turbine in a 75-L vessel with
a draft tube performed satisfactorily for plant-cell
culture (Table 2) and compared well with other impeller
configurations (12).

Perforated Discs. Rotating perforated discs are most
commonly employed in two-phase liquid extraction sys-
tems, including aqueous extraction of biological molecules
such as proteins (99,100). This type of contactor is very
effective for high-shear liquid droplet dispersion and is
associated with high mass transfer rates and separation
efficiencies. Application of perforated discs for stirring
in bioreactors is not well characterized in the literature;
however, a perforated disc impeller operated at a speed
of 100 rpm was tested by Wagner and Vogelmann (12) for
culturing Morinda citrifolia plant cells in a 10-L vessel. Its
performance in terms of biomass and secondary metabolite
production was similar to that of dual flat-blade turbines
and a Kaplan turbine with draft tube.

Figure 9. Axial flow impellers with draft tube, (a) Vessel with
draft tube and internal baffles. The internal baffles prevent
vortexing and liquid draw-down into the draft tube. (Adapted from
Ref. (98).) (b) Draft tube reactor with Kaplan turbine used for
culture of Morinda citrifolia plant cells. (Adapted from Ref. 12.)

lntermig Impellers. The Intermig is an impeller design of
Ekato GmbH, Germany. As shown in Figure 10, Intermig
impellers are used in dual configuration, orthogonal to
each other and positioned on the stirrer shaft about one
impeller diameter apart. Each impeller has two large
blades connected at the hub; each large blade supports
smaller blades at its ends. The smaller blades may be
either unslotted (Fig. 10a) or slotted to form four wing tips
(Fig. 10b). The large and small blades pump in opposite
directions; the recommended arrangement is for the small
outer blades to pump downwards while the central blades
pump upwards. Because the unaerated power number for
each impeller is very low (about 0.35; Ref. 101), at least two
Intermigs with diameter 0.6-0.7 times the tank diameter
would be used instead of a single Rushton turbine.

The flow produced by ungassed Intermig impellers
is very chaotic (102), and energy dissipation rates are
reported to be more uniformly distributed throughout the
vessel than with Rushton turbines (103). With aeration*
the flow becomes radial due to the development of large
ventilated cavities at the tips of each blade. These cavities
extend back into the liquid, increase in size with increasing
gas flow rate, and reduce the power draw by up to
about 50% (40,43). Mixing of non-Newtonian fluids has
been found to be equally satisfactory with Intermig and
Rushton impellers under a range of operating conditions,
with the presence or absence of slots on the blades having
little effect (104). The energy dissipation rates required
for particle suspension by dual Intermigs are higher than
for Rushton turbines and significantly greater than for
downward pumping axial flow impellers (36).

Draft tube

Internal baffle



Unslotted Intermig impellers have been tested for pilot-
and large-scale suspended plant-cell culture (P. Forschner,
Ekato GmbH, personal communication; Ref. 23). Advan-
tages of low shearing force, good mixing, good gas disper-
sion, and low energy consumption have been cited (23), but
more detailed quantitative information was not provided.

Paddles. As shown in Figure 11a, flat-blade paddles are
simple in design and construction and commonly have two
or four blades. Paddles generate radial flow patterns sim-
ilar to those produced by Rushton turbines (105,106), and
are intermediate between circulation- and dispersive-type
impellers in their function and operating characteristics.
They are often applied as large-blade-area, low-speed agi-
tators that push or carry liquid around the vessel. Under
these conditions, no high-speed liquid streams are gen-
erated, and little top to bottom mixing takes place (107).
Flat-blade paddles perform poorly compared with other
impellers in terms of gas distribution, gas holdup, power
consumption, and discharge efficiency, and have been
reported to be unsuitable for use in gas-liquid systems (38).
Their small projected blade area means that they flood rel-
atively easily. Particle suspension efficiency in large-scale
tanks is also lower with two-flat-blade paddles than with
Rushton turbines (106).

A wide variety of modified paddle geometries is used
in industry for mixing applications; some examples are
illustrated in Figures l i b and l ie . These impellers are
usually employed at low speeds for mixing viscous liquids.
Several semiconventional paddle configurations such as
modified gate and hollow stirring wing paddles have been
investigated for use in plant-cell reactors (Table 2). In
these studies, the stirring speeds were higher (up to
630 rpm; Ref. 18) than those commonly used in viscous
fluids, and cell densities of 75 g L"1 dry weight were
supported without sedimentation (78). Oxygen transfer

Figure 11. Flat-blade paddle and examples of modified paddle
geometries: (a) four-flat-blade paddle, (b) frame- or wing-type
paddle, (c) gate- or grid-type paddle.

rates with a wing-type paddle were increased by enriching
the air supply with oxygen because raising the gas flow
rate reduced biomass levels (78).

Anchors. Anchor impellers such as that shown in
Figure 12 are applied when circulatory rather than dis-
persive mixing is required. Often used with high viscosity
fluids for laminar blending and heat transfer applications,
anchors are typically large-diameter agitators operated
with small wall clearance (around 1-5% of the tank diam-
eter) and low speed (5-20 rpm). While producing highest
shear levels near the wall, anchors generate a relatively
uniform distribution of energy dissipation rates compared

Figure 10. Dual Intermig agitators with (a) unslotted wing tips and (b) slotted wing tips.
(Photographs provided courtesy of Ekato Ruhr- und Mischtechnik GmbH, Germany.)



Figure 12. Anchor impeller.

with small-diameter impellers (105). However, by creating
primarily tangential flows, anchor impellers do not pro-
vide strong top to bottom mixing, although secondary axial
flows also develop at higher rotational speeds (108). Fluid
near the stirrer shaft may be relatively stagnant during
anchor operation because there is little mixing from near
the wall to the center of the vessel (109). Therefore, anchor
impellers are not recommended if completely uniform

mixing is required (110); breakup of bubbles sparged into
the vessel is also not very effective. Wall clearance exerts
a strong influence on the power requirements for mixing
with anchors (111).

Anchors with relatively small impeller to tank diameter
ratios of 0.50-0.74 have been tested for plant-cell culture
at speeds up to 100 rpm (Table 2), but have not performed
as well as other agitators for secondary metabolite
production (52,80).

Helical Ribbon Impellers. Helical ribbon impellers are
large-diameter agitators with spiral-like motion operated
at small clearance from the vessel wall to promote
fluid mixing and minimize the formation of stagnant
zones. Depending on the direction of rotation, upward
or downward pumping can be achieved. As shown in
Figure 13, helical impellers may be constructed with
either single or double helices. Like anchor impellers,
helical ribbons are usually operated at low speeds and
shear rates and have lower gas dispersing capacity
than turbines and other high-speed agitators. In non-
Newtonian fluids, oxygen transfer depends more strongly
on gas flow rate than power input or stirrer speed,
reflecting the limited ability of helical impellers to disperse
air bubbles (112). Aeration may be facilitated, however, by
installing surface baffles (113). Circumferential flows are
dominant in stirred tanks fitted with helical agitators;
however, upward flows are also generated by the outer
helix and downward flows are prominent along the

Figure 13. (a) Helical ribbon impeller. (Photograph provided courtesy of B. Braun Biotech
International, Germany.) (b) Bioreactor with double helical ribbon impeller and three surface
baffles. (Adapted from Ref. 2.)



stirrer shaft (114). Changes in impeller geometry can
have a significant effect on mixing (115); for example,
the mixing time may be doubled by increasing the
blade width at constant impeller diameter (116). Overall,
helical impellers give a positive top to bottom turnover
without unmixed regions, thus representing a significant
advantage over anchor agitators. Power requirements are
similar to those for anchor impellers (117).

Helical impellers have been used for plant-cell culture
in several studies (Table 2). Biomass concentrations of
27-2SgL -1 dry weight were supported using either air
sparging below the impeller (83) or surface aeration only
with oxygen-enriched air and surface baffles (2). For large-
scale applications, oxygen transfer may present some
difficulties. The success of helical impellers for plant-cell
culture has been attributed to their high pumping capacity
and low mechanical shear forces; however, the investment
costs associated with this type of stirrer are greater than
with conventional equipment (2).

Spin Stirrers. As illustrated in Figure 14, spin stirrers
consist of vertical stirrer blades that rotate independently
on a stirring assembly. The length of the blades ensures
that as much fluid as possible is kept in motion by the
action of the stirrer. There is little general information
in the literature about the performance characteristics of
spin stirrers; however, they have been used for suspended
plant-cell culture (Table 2) at biomass concentrations up
to 27 g L"1 dry weight (83). When applied for culture
of Berberis wilsoniae cells, production of protoberberine
alkaloids was lower than with a bladed turbine (82).

Cell-Lift Impellers. These novel impellers comprise a
draft tube topped with radial or tangential exit ports, as
shown in Figure 15. With rotation, reduced pressure is
created at the tips of the exit ports, drawing liquid from
the bottom of the reactor up the draft tube and out to the
sides of the vessel for low-shear mixing. Mixing may be
enhanced by installing a sparger at the base of the draft
tube to generate additional airlift-type circulation (85).
Cell-lift impellers have been tested for plant-cell culture

Figure 15. Cell-lift impeller, showing radial and tangential exit
port configurations. (Adapted from Ref. 84.)

(Table 2). It was found in these studies that the tangential
port configuration provided better lift than the radial
design (84).

Membrane Stirrers. Membrane stirrers are used for
bubble-free aeration when the effects of gas sparging,
such as cell shear damage or foaming, must be avoided. To
date, the major application has been in animal-cell culture.
Aeration is achieved by gas exchange through silicone
or microporous polypropylene tubing immersed in the
culture broth. For bubble-free aeration, the gas pressure
inside the tubing must not exceed the bubble point, at
which bubbles appear on the outside of the tube walls.
Several different membrane stirrer devices have been
developed (118,119). To prevent the cells from settling
and to promote mixing, the tubing may be kept in motion
as an effective stirrer; this also enhances mass transfer of
oxygen from the air or oxygen-enriched air in the tubing
to the culture fluid, and facilitates penetration of liquid
into the inner sections of the tubing coil. Reactors with
membrane stirrers have been used to culture plant cells to
high density (50 g L"1 dry weight) with little foaming and
no cell flotation (Table 2).

An alternative reactor configuration using gas-perme-
able membranes and based on the Taylor-Couette flow
principle has also been designed for suspended plant-cell
culture (Table 2). In this reactor, a perforated cylindrical
glass tube covered with silicone membrane sheeting was
rotated as a primitive type of stirrer generating vortex
flow in the annulus between the tube and the walls of the
fermenter. The inside of the glass tube was maintained
at high pressure relative to the annulus by using an air
pump, so that bubble-free aeration of the culture was
achieved. Some sedimentation of plant cells occurred in
this reactor, prompting the investigators to suggest that
the vessel could be operated with its axis horizontal (87).

Figure 14. Bioreactor with spin stirrer, each blade capable of
individual rotation. (Adapted from Ref. 83.)

Air

Cell-lift impeller
with draft tube

Radial impeller Tangential impeller



Spin Filters. Spin filters are used in bioreactors for
continuous perfusion culture at high cell densities. They
have been applied mainly for intensive culture of animal
cells. A simple spin filter system is shown in Figure 16.
Culture fluid is removed from inside the spin filter with
minimal cell loss in the spent medium, while fouling is
reduced by rotating the filter unit. Because spin filters
are not designed to perform the normal mixing and
gas dispersion functions of an impeller, problems with
oxygen transfer may occur unless other devices, such as
turbine agitators or membrane tubing aeration, are used to
enhance mass transfer rates (120). As indicated in Table 2,
spin filters have been used for culture of plant cells (88).

Magnetic Stirrers. Many of the first attempts to cultivate
suspended plant cells in bioreactors involved the use of
Teflon-coated magnetic stirrer bars driven by external
drives at the base of the culture vessel (Table 2). However,
because only limited power can be input by magnetic
stirrers and the liquid currents generated are relatively
weak, mixing was most likely inadequate in these reactors
except at low cell densities. Magnetic stirrer bars are
usually placed on the bottom of the vessel and rotate in
contact with the reactor floor, so that plant-cell damage
by abrasion in this region is also highly probable. This
problem was avoided in one study by suspending the
stirrer bar 1 cm from the bottom of the vessel using a
flexible Teflon stalk (91). The usual position of magnetic
stirrers also means that gas must be sparged into the
liquid from above the stirrer. Because contact between the
bubbles and agitator is minimized by this arrangement,
gas dispersion and therefore oxygen transfer may be
severely restricted. This is reflected in the relatively low
biomass densities supported by plant-cell reactors with
magnetic stirrer bars, as indicated in Table 2.

Spargers

Several types of sparger are in common use. Porous
spargers of sintered metal, glass, or ceramic are applied
mainly in small-scale applications; gas throughput is
limited because the sparger poses a high resistance to
flow. Cells growing through the fine holes and blocking
the sparger can also be a problem. Orifice spargers, also
known as perforated pipes, are constructed by making
small holes in piping which is then fashioned into a
ring or cross and placed at the base of the reactor. The
individual holes on orifice spargers should be large enough
to minimize blockages. Point or nozzle spargers are used
in many agitated fermenters from laboratory to production
scale. These spargers consist of a single open or partially
closed pipe providing a point-source stream of air bubbles.
Advantages compared with other sparger designs include
low resistance to gas flow and small risk of blockage.

The design and location of the sparger have an
important influence on gas-liquid hydrodynamics and
power consumption in stirred vessels. With Rushton
turbines, the fall in aerated power can be reduced by
installing a large sparger, for example, a ring sparger
with diameter 1.2 times that of the impeller, rather than
a small sparger (121). Use of a large ring sparger affects
the formation of ventilated cavities behind the agitator
blades, thus allowing a 50% increase in the aeration rate
that could be used without flooding compared with a point
or small ring sparger. The effect of sparger geometry is
even more pronounced with downward pumping axial flow
impellers: the use of point spargers increases the likelihood
and severity of torque and power instabilities that can
occur with these impellers in gassed systems (40). The
gas-handling ability of downward pumping agitators can
be improved and the stirrer speed required for complete
solids suspension reduced by replacing point spargers with
ring spargers of diameter about 0.8 times the impeller
diameter, and increasing the separation between the
sparger and impeller from 0.1 to up to 0.2 times the tank
diameter (40,122).

PLANT-CELL CULTURE IN STIRRED BIOREACTORS

Studies of suspended plant-cell culture in stirred vessels
have been carried out for at least 35-40 years. A wide
variety of reactor, impeller and sparger geometries has
been tested in batch, fed-batch, perfusion, draw-fill,
chemostat, and turbidostat operations. A summary of
the equipment and operating conditions used and the
maximum cell densities achieved is shown in Table 2. The
list includes results from vessels with working volumes
of 0.5-20,000 L equipped with single, dual, or a stack of
three impellers on the stirrer shaft.

Stirrer systems for plant-cell culture have usually been
evaluated in terms of biological rather than physical
parameters, that is, cell growth and alkaloid levels are
measured in preference to more direct indicators of stirrer
performance, such as mixing time, power consumption, or
gas holdup. Most papers that describe reactor culture of
plant cells do not provide complete details of the vessel
internals; for example, the number and width of the

Figure 16. Bioreactor with spin filter unit for removal of medium
in perfusion culture. The reactor also has provision for continuous
whole broth removal. (Adapted with permission from Ref. 88.)
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Spin Filters. Spin filters are used in bioreactors for
continuous perfusion culture at high cell densities. They
have been applied mainly for intensive culture of animal
cells. A simple spin filter system is shown in Figure 16.
Culture fluid is removed from inside the spin filter with
minimal cell loss in the spent medium, while fouling is
reduced by rotating the filter unit. Because spin filters
are not designed to perform the normal mixing and
gas dispersion functions of an impeller, problems with
oxygen transfer may occur unless other devices, such as
turbine agitators or membrane tubing aeration, are used to
enhance mass transfer rates (120). As indicated in Table 2,
spin filters have been used for culture of plant cells (88).

Magnetic Stirrers. Many of the first attempts to cultivate
suspended plant cells in bioreactors involved the use of
Teflon-coated magnetic stirrer bars driven by external
drives at the base of the culture vessel (Table 2). However,
because only limited power can be input by magnetic
stirrers and the liquid currents generated are relatively
weak, mixing was most likely inadequate in these reactors
except at low cell densities. Magnetic stirrer bars are
usually placed on the bottom of the vessel and rotate in
contact with the reactor floor, so that plant-cell damage
by abrasion in this region is also highly probable. This
problem was avoided in one study by suspending the
stirrer bar 1 cm from the bottom of the vessel using a
flexible Teflon stalk (91). The usual position of magnetic
stirrers also means that gas must be sparged into the
liquid from above the stirrer. Because contact between the
bubbles and agitator is minimized by this arrangement,
gas dispersion and therefore oxygen transfer may be
severely restricted. This is reflected in the relatively low
biomass densities supported by plant-cell reactors with
magnetic stirrer bars, as indicated in Table 2.

Spargers

Several types of sparger are in common use. Porous
spargers of sintered metal, glass, or ceramic are applied
mainly in small-scale applications; gas throughput is
limited because the sparger poses a high resistance to
flow. Cells growing through the fine holes and blocking
the sparger can also be a problem. Orifice spargers, also
known as perforated pipes, are constructed by making
small holes in piping which is then fashioned into a
ring or cross and placed at the base of the reactor. The
individual holes on orifice spargers should be large enough
to minimize blockages. Point or nozzle spargers are used
in many agitated fermenters from laboratory to production
scale. These spargers consist of a single open or partially
closed pipe providing a point-source stream of air bubbles.
Advantages compared with other sparger designs include
low resistance to gas flow and small risk of blockage.

The design and location of the sparger have an
important influence on gas-liquid hydrodynamics and
power consumption in stirred vessels. With Rushton
turbines, the fall in aerated power can be reduced by
installing a large sparger, for example, a ring sparger
with diameter 1.2 times that of the impeller, rather than
a small sparger (121). Use of a large ring sparger affects
the formation of ventilated cavities behind the agitator
blades, thus allowing a 50% increase in the aeration rate
that could be used without flooding compared with a point
or small ring sparger. The effect of sparger geometry is
even more pronounced with downward pumping axial flow
impellers: the use of point spargers increases the likelihood
and severity of torque and power instabilities that can
occur with these impellers in gassed systems (40). The
gas-handling ability of downward pumping agitators can
be improved and the stirrer speed required for complete
solids suspension reduced by replacing point spargers with
ring spargers of diameter about 0.8 times the impeller
diameter, and increasing the separation between the
sparger and impeller from 0.1 to up to 0.2 times the tank
diameter (40,122).

PLANT-CELL CULTURE IN STIRRED BIOREACTORS

Studies of suspended plant-cell culture in stirred vessels
have been carried out for at least 35-40 years. A wide
variety of reactor, impeller and sparger geometries has
been tested in batch, fed-batch, perfusion, draw-fill,
chemostat, and turbidostat operations. A summary of
the equipment and operating conditions used and the
maximum cell densities achieved is shown in Table 2. The
list includes results from vessels with working volumes
of 0.5-20,000 L equipped with single, dual, or a stack of
three impellers on the stirrer shaft.

Stirrer systems for plant-cell culture have usually been
evaluated in terms of biological rather than physical
parameters, that is, cell growth and alkaloid levels are
measured in preference to more direct indicators of stirrer
performance, such as mixing time, power consumption, or
gas holdup. Most papers that describe reactor culture of
plant cells do not provide complete details of the vessel
internals; for example, the number and width of the

Figure 16. Bioreactor with spin filter unit for removal of medium
in perfusion culture. The reactor also has provision for continuous
whole broth removal. (Adapted with permission from Ref. 88.)
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baffles, the diameter and position of the impeller, the
type and position of the sparger, the vessel diameter,
and the liquid height are often not specified. Yet, all
of these geometric variables influence the effectiveness
of fluid circulation and bubble dispersion in aerobic
fermenters. Despite the large number of experimental
studies carried out, few general-purpose guidelines have
emerged for designing and operating stirrers for plant-cell
culture (33). The lack of widely accepted design principles
reflects in part the inherent complexity of stirring
hydrodynamics, especially for three-phase systems such
as aerobic cell suspensions, as well as the variation
in critical properties, for example, rheology, cell shear
sensitivity, and level of aggregation, among different
plant-cell suspensions.

Comparative Studies of Reactor Hardware: Impellers,
Baffles, and Spargers

Several comparative studies have been carried out using
the same cell line and vessel configuration to determine
which impeller design produces the best outcome in
terms of plant-cell growth and/or production of valuable
metabolites. These investigations are summarized in
Table 3. The results highlight the difficulty associated with
drawing general conclusions about impeller performance
in plant-cell systems because the outcomes obtained using
the same or similar impellers varied considerably in
different studies.

Baffles in stirred tanks can be expected to increase
levels of hydrodynamic shear as well as reduce vortexing
and improve mixing. Experiments have been carried out
to examine the effect of baffles on plant-cell growth
and product formation. Total protoberberine levels (g L"1)
produced by Berberis wilsoniae cells in a reactor stirred
with a flat-blade turbine were about 35% greater with
baffles than without (82). In other work with a cell-
lift impeller, plant cells tended to accumulate in the
space between the baffles and vessel wall, resulting in
poor local mixing on both sides of the baffles. Removal
of the baffles alleviated these fouling problems but did
not significantly affect growth; only slight differences in
biomass were observed for reactors with and without
baffles (84). For Catharanthus roseus cultured in a 12-L
reactor with dual 8.5-cm flat-blade turbines, the presence
or absence of baffles did not have a significant effect
on cell growth at most stirrer speeds. Alkaloid levels
measured as mg g"1 dry weight were similar in baffled
and unbaffled vessels at 100 rpm; however at 700 rpm,
specific alkaloid levels were 3.0-3.5 times higher in the
baffled tank (50).

The effect of different sparger designs on Catharanthus
roseus cultures was investigated using a 12.5-L bioreactor
with dual Rushton turbines (8). A sintered glass disc
sparger of diameter 8 cm gave higher k\j& values than
a glass cross-shaped sparger with two rows of 2-mm
holes, when operated at the same aeration rate and
stirrer speed. These spargers were employed at various
air flow rates to produce initial k^a values ranging from
2.5 to 20 h"1 at a constant stirrer speed of 100 rpm. The
highest biomass level was achieved with the sintered
sparger at an intermediate initial k^a of 12.5 h"1; k^a

values above 12.5 h * obtained by using the same sparger
depressed growth. In a cell-lift reactor, replacing a single
orifice sparger with a porous ceramic air stone resulted
in the generation of smaller bubbles and an increase in
k\joi\ changing the sparger position to slightly off-center
also improved mixing in the vessel (84). A new type of
spiral sparger with fine holes was used to produce small
bubbles in a 2-L fermenter equipped with a two-blade grid
paddle (6). High k^a values of 20 h"1 were obtained at a
stirrer speed of 50 rpm, whereas 235 rpm was required
to achieve the same hum using a dual flat-blade turbine
system and conventional ring sparger.

Mechanical Shear

Stirred-tank reactors have been used in several studies
to assess the sensitivity of plant cells to mechanical
forces, and to determine the restrictions this property
imposes on reactor operating conditions (15,16,50,56,76).
Plant-cell responses to short- (2-24 h) and long-term
shear forces have been examined, and various criteria
used to evaluate shear effects. In some studies, the
problem was viewed in terms of threshold values of shear
rate (15,16,123) or shear stress (123,124), above which
the growth rate, cell viability, product yield, or some
other critical culture parameter is significantly altered.
For this approach to be useful, the shear conditions
present during cell culture must be quantified. Several
methods have been applied to estimate shear levels in
stirred bioreactors used for plant-cell culture. Profiles;
of velocity and shear rate in an H-L reactor stirred
with dual Rushton turbines were determined using flow
simulation methods; at a stirring rate of 100 rpm, shear
rates varied from a maximum of 470 s"1 near the impeller
to less than 5 s"1 in the bulk of the liquid (49). In other
work, average and maximum shear rates were evaluated
as a function of stirrer speed, impeller diameter, tank
diameter, and blade width using correlations from the
literature (47,50). However, because the hydrodynamic
conditions in stirred reactors are ill defined and spatially
variable, it is difficult to predict the actual levels of
shear experienced by the cells and the durations ol
exposure. Another limitation associated with the concept
of threshold shear rates or shear stresses for cell damage
is that different threshold values may apply, depending
on the period of exposure of the cells to the shear. IJ
the response of plant cells to shear depends on the
duration as well as the intensity of the shear forces
a parameter which takes the time of exposure intc
account would provide a better basis for predicting sheai
damage. Recently, the cumulative energy dissipated or
the cells has been used as a correlating factor foi
shear effects in stirred plant-cell reactors (33,48,54). This
parameter can be calculated as the integral of the average
power dissipated on the cells with respect to time
Under turbulent conditions, growth of Atropa belladonna
suspensions in a baffled bioreactor stirred with a six-flat
blade turbine was observed to decline rapidly at energy
dissipation values of about 108 J m~3 (54). Sublytic effects
such as changes in aggregate size, protein release, anc
mitochondrial activity may occur at lower dissipatior
energies (54,125).



Table 3. Results from Comparative Studies of Different Impellers Applied to Suspended Plant-Cell Culture**

ReferencePlant SpeciesReactor OperationReactor SpecificationsPerformance IndicatorsImpeller and Operating Conditions

52

18

47

82

(continued)

Panax ginseng

Cudrania
tricuspidata

Catharanthus
roseus

Berberis
wilsoniae

Fed-batch,
28 days

Batch, up to
14 days

Batch

VL = 25 L

Z>T = 11.3 cm
HL = 10 cm
Ring sparger, 8
holes

VL = 2 L
DT = 15 cm
Concave sides, flat

bottom
No baffles

Volume = 30 L

14.4 g L x dry weight cells and 50.1 mg Lr1

saponins produced
15.3 g L"1 dry weight cells and 43.5 mg L"1

saponins produced
17.0 g L"1 dry weight cells and 30.1 mg L"1

saponins produced

k\ja, = 42 h"1 at a cell concentration of 11 g L"1

dry weight
Mixing and gas dispersion poor at cell densities

above 2OgL""1 dry weight
k^a « 52 h"1 at a cell concentration of 11 g L"1

dry weight
Mixing and gas dispersion satisfactory at cell

densities above 2OgL"1 dry weight

Biomass doubling time = 7.6 days
Maximum cell concentration = 6.4 g L"1 dry

weight
Maximum alkaloid concentration = 10.4 mg L"1

Biomass doubling time = 6.1 days
Maximum cell concentration = 6.8 g L"1 dry

weight
Maximum alkaloid concentration = 5.5 mg L"1

Biomass doubling time = 4.5 days
Maximum cell concentration = 7.7 g L"1 dry

weight
Maximum alkaloid concentration = 24.2 mg L"1

Concentration of protoberberine alkaloids
produced = 3.0 g L"1

Concentration of protoberberine alkaloids
produced = 2.2 g L"1

Concentration of protoberberine alkaloids
produced = 2.3 g L"1

Lower maximum protoberberine alkaloid
concentration than with the flat-blade
turbine and baffles

Disc turbine (100 rpm, 0.25 wm)

Anchor turbine (100 rpm, 0.25 wm)

Angled disc turbine (100 rpm, 0.25 wm)

Six-flat-blade turbine (A = 6.4 cm,
WB = 1.4 cm, 225 rpm, 1.0 wm)

Modified (gate-type) paddle (A = 7.0 cm,
Hi = 5.0 cm, 400 rpm, 1.0 wm)

Rushton turbine (A = 7.5 cm, 1,000 rpm)

Vaned six-blade disc turbine, blades
inclined 30° from the vertical
(A = 7.5 cm, 1,000 rpm)

Vaned six-blade disc turbine, blades
inclined 60° from the vertical
(A = 7.5 cm, 1,000 rpm)

Flat-blade turbine (with baffles)

Flat-blade turbine (without baffles)

Helical stirrer (upward pumping)

Spin stirrer



Table 3. Continued

ReferencePlant SpeciesReactor OperationReactor SpecificationsPerformance IndicatorsImpeller and Operating Conditions

13

84

12

6

77

Nicotiana tabacum

Glycine max

Morinda citrifolia

Catharanthus
roseus

Panax ginseng
(embryogenic)

Batch

Batch

Batch

Batch, 29 days

Batch, 42 days

VL = 3L
Z>T = 14 cm

VL = 2.0-2.5 L

Volume = 10 L

VL = 2 L
DT = 13 cm
HL = 16 cm
Four baffles

VL = 2 L

No growth at 200 rpm due to shear damage
Poor mixing at 100 rpm
Maximum cell concentration = 520 g L"1 fresh

weight after 12 days at 150 rpm
Growth rate increased with increasing blade

width
Maximum cell concentration = 580 g L"1 fresh

weight after 7-8 days at 150 rpm with
WB = 14 cm

Some cell damage
Longer lag phase
Maximum cell concentration = 590 g L"1 fresh

weight after 9 days at 150 rpm
No cell damage
Higher power requirements than for the large

flat-blade impellers

Maximum cell concentration = 75 g L""1 fresh
weight after 15 days

Maximum cell concentration = 15 g L"1 fresh
weight after 11 days

Maximum cell concentration = 82 g L"1 fresh
weight after 13 days

Reduction in average biomass aggregate size

Lower biomass yield and productivity but higher
anthraquinone yield than perforated disc

Lower anthraquinone yield but higher biomass
yield and productivity than dual turbines

Maximum cell concentration = 9.5 g L"1 dry
weight after 29 days

Biomass yield from sugar = 0.29 g g"1

Cell damage observed
Maximum cell concentration = 19 g L"1 dry

weight after 25 days
Biomass yield from sugar = 0.43 g g"1

No cell damage observed
14.5 g dry weight cells and 65.7 mg total

ginsenoside produced
23.2 g dry weight cells and 77.7 mg total

ginsenoside produced

Four-flat-blade impeller (D{ = 5.6 cm,
WB = 1.5 cm, 100-200 rpm, 0.2 wm)

Large four-flat-blade impellers
(Df = 7.6 cm, WB = 5.1-14 cm,
50-200 rpm, 0.2 wm)

Sail impeller (D1 = 7.6 cm, WB = 14 cm,
nylon cloth blades, 150 rpm, 0.2 wm)

Dual Rushton turbines (60 rpm)

Dual marine impellers (60 rpm)

Cell-lift impeller (60 rpm)

Dual turbines (100 rpm, 0.5 wm)

Perforated disc (100 rpm, 0.5 wm)

Dual flat-blade turbines: six blades lower,
four blades upper (Dj = 6.5 cm,
WB = 1.4 cm, 235 rpm, ring sparger,
0.3 wm)

Two-blade grid paddle (Di =6.9 cm,
H[ = 14.8 cm, 50 rpm, spiral sparger,
0.3 wm)

Internal turbine (400 rpm, 1.0 wm)

Paddle (50 rpm, 1.0 wm)



Table 3. Continued

ReferencePlant SpeciesReactor OperationReactor SpecificationsPerformance IndicatorsImpeller and Operating Conditions

47

80

83

33

Catharanthus
roseus

Coleus blumei

Digitalis lanata

Not specified —
theoretical
study

Batch

Batch

Batch

Continuous,
steady-state

VL = 7.5 L
DT = 23 cm
HL = 18.5 cm
Concave sides, flat

bottom
No baffles
Cii = 7.5 cm
Ci2 = 18.5 cm

DT = 25.9 cm
HL =~ 78 cm

VL = 27 L

VL = 10, 000 L
DT = 2.3 m
HL = 2.3 m
Four baffles
Ring sparger

Biomass doubling time = 2.8 days
Maximum cell concentration = 11.1 g L"1 dry

weight
Maximum alkaloid concentration = 21.8 mg L"1

Biomass doubling time = 1.8 days
Maximum cell concentration = 11.9 g L"1 dry

weight
Maximum alkaloid concentration = 25.8 mg L"1

Maximum rosmarinic acid concentration =
2.IgL-1

Maximum rosmarinic acid concentration =

After 20 days, 25 g L"1 dry weight cells and 776
mg Lr1 /?~methyldigoxin produced

After 20 days, 2SgL"1 dry weight cells and 720
mg Lr1 /J-methyldigoxin produced

Reaction not limited by mixing and oxygen
transfer as determined by analysis of
characteristic times; complete gas dispersion;
complete solids suspension; no cell shear
damage

The upward pumping pitched blade turbine
showed greatest potential for effective
impeller operation according to the above
criteria; the larger Rushton turbine was also
promising.

Dual vaned six-flat-blade disc turbines
(Di = 12 cm, WB = 1.8 cm, vane
width = 0.3 cm, 100 rpm)

Dual vaned six-blade disc turbines, blades
inclined 60° from the vertical
(Di = 8.5 cm, 100 rpm)

Anchor (Dj = 19 cm, 40 rpm, 0.6 wm)

Helical agitator (D{ = 23 cm, 50 rpm,
0.6 wm)

Spin stirrer (100 rpm, 0.15-0.55 wm)

Helical stirrer (100 rpm, 0.15-0.74 wm)

Rushton turbine (Dx = 0.78 or 1.15 m,
WB = 0.16 or 0.23 m)

Pitched blade turbine, downward
pumping (Di = 0.92 or 1.15 m,
WB = 0.18 or 0.23 m)

Pitched blade turbine, upward pumping
(D1 = 0.92 or 1.15 m,
WB = 0.18 or 0.23 m)

"Symbols are defined in the Nomenclature section.



Varying degrees of shear damage are known to be
inflicted on plant cells by different types of impeller (6,13).
If cumulative energy dissipation, as outlined above, is
a satisfactory correlating parameter for shear damage
irrespective of impeller design, it can be expected that
of the remote-clearance impellers, low-power-number
agitators such as pitched blade turbines, propellers, and
hydrofoil impellers would be less damaging at the same
stirrer speed and impeller diameter than high-power-
number devices such as Rushton turbines. However,
recent work with microbial cultures and a range of
different impellers has indicated that the hydrodynamic
forces generated in fermenters and their shear effects on
cells do not depend solely on overall energy dissipation
levels. Additional factors, such as the distribution of
energy dissipation rates within the vessel, the sweep
volume of the impeller, and the trailing vortex structure
behind the impeller blades, are responsible for generating
local shear conditions close to the impeller where most
cell damage takes place. In addition, impellers that
generate strong circulation currents transport cells to the
impeller region more frequently than agitators that do
not promote rapid bulk liquid turnover, thus increasing
the risk of shear effects. A correlating procedure for shear
damage that takes all of these factors into account has
been developed by Jiisten et al. (126,127) for mycelial
cultures and was applied recently to plant-cell systems
in a theoretical study (33). The utility of this approach for
plant cultures remains to be tested experimentally.

The cell aggregate size distribution in plant-cell
cultures can vary significantly with stirring conditions
and has been used as an indicator of shear effects
in stirred reactors (6,15,47,54,56). Changes in aggregate
size due to action of the impeller can influence growth
and productivity in the culture. Not only is mass
transfer of oxygen and nutrients affected (128,129),
but a range of plant-cell functions and properties
including secondary metabolite synthesis, phenolic acid
accumulation, enzyme activity, and levels of RNA, DNA,
and protein has been found to depend on aggregate
size (129-131). Forced breakup of aggregates, whether
by shattering or attrition, may also affect viability
if the plasmodesmata or cell walls are damaged.
Although mechanisms of aggregate disruption have been
investigated and predictive models developed for mycelial
cultures in stirred reactors (132-134), similar analyses
have not been carried out for plant-cell systems. The
factors affecting plant aggregate size appear to be complex;
for example, aggregates may be larger in the presence of
high shear levels (8), and complex cycles of aggregate
growth, plasmolysis, and necrosis have been described in
Nicotiana tabacum cell cultures under different agitation
and aeration conditions (26). Lack of understanding in this
area means that it is difficult to control cell aggregation in
agitated reactors; some models of cell damage predict
that the effects of hydrodynamic shear are reduced
with increasing scale (126). Consequently, it may not
be possible to reproduce aggregate sizes at different
equipment scales, thus affecting the success of plant
reactor scale-up.

Mixing

Mixing is necessary in reactors to avoid zones of nutrient
depletion. In vessels used for cell culture, the biomass
represents a sink for substrates, and the sparger and
medium inlet ports are nutrient sources. Unless the
cells are brought into regular and frequent contact
with nutrients through good mixing, they experience
deleterious physiological effects that cause a decline in
overall culture performance. In the worst case, if bulk
liquid velocities are very low, the cells settle out of
suspension. This creates a region of high nutrient demand,
rapid depletion of substrates, and high local concentration
gradients at the bottom of the reactor. Because of the
larger size of plant cells compared with microorganisms
and their tendency to form macroscopic aggregates, cell
settling is of greater concern in plant-cell cultures than in
most other fermentation processes.

Problems with incomplete mixing in stirred plant
cell reactors have been reported in several studies
(12,13,18,84). For continuous reactor operation, especially
when culture overflow is used to maintain a constant
liquid volume, unless special attention is given to the
effluent removal, the cell concentration in the exit stream
may be significantly different from that inside the vessel
due to gradients of cell density developed in the broth
(60,135-137). In most investigations of plant-cell reactors,
the adequacy of mixing has been judged qualitatively
rather than measured, based on visual observation of the
absence of gross biomass settling or bulking. Although
carried out for plant cells in airlift contactors (138),
monitoring of spatial biomass distributions in stirred
reactors has not been reported. However, even in plant-
cell broths that appear homogeneous, rates of mixing may
not be adequate relative to the rates of other processes in
the reactor, such as oxygen uptake and oxygen transfer.
Because oxygen transfer takes place mainly in the impeller
region in large stirred vessels, the time taken by cells to
travel in bulk flow currents from the impeller through
the remainder of the tank and back to the oxygen
supply is an important consideration in assessing mixing
performance.

The rate of mixing is generally quantified experimen-
tally using tracer injection techniques (17,34), whereby
the response of the system to a chemical or physical stim-
ulus is recorded. The mixing time is the time required to
achieve a given degree of homogeneity after the stimulus
is imposed; the greater the mixing time, the slower is bulk
mixing in the vessel, and the greater the likelihood that
zones of nutrient depletion can develop. Mixing times for
stirred plant-cell reactors have been measured in a limited
number of experimental investigations. Using a pulse of
hot water as a tracer, Leckie et al. (50) estimated the mix-
ing time in an unbaffled stirred tank of working volume
8.5 L used to culture Catharanthus roseus cells. With dual
flat-blade turbines operated at 100 rpm, the mixing time
determined from the measured temperature fluctuations
was 3.6 s. In other work with an upward pumping double
helical ribbon impeller, the mixing time was determined by
using an iodine decolorization method (2). In a flat-bottom



vessel with a working volume of 11 L without baffles mix-
ing times of 18-25 s were measured as the stirrer speed
was decreased from 150 to 120 rpm. Contouring the vessel
base and installing surface baffles significantly reduced
these mixing times to 4 -9 s.

The value of the mixing time can be used to determine
whether mixing in a reactor is adequate relative to the rate
of oxygen transfer or the cellular oxygen demand. Regime
analysis or comparison of characteristic times (17,139) has
been used for this purpose for other types of cell culture
using experimental data (140), but its use with plant-cell
suspensions has been limited to theoretical analyses based
on empirical correlations for mixing time (20,33).

Gas-Liquid Oxygen Transfer

An important function of reactors used for aerobic cell
culture is providing adequate oxygen. Stirred plant-
cell reactors are most commonly aerated by bubbling
air from spargers; however, surface aeration only (2) or
bubble-free aeration using membrane tubing (74,87) may
also be used (Table 2). The effectiveness of gas-liquid
oxygen transfer is represented by the volumetric oxygen
transfer coefficient kj^a; this parameter allows comparison
of the oxygen transfer capacities of different reactors
irrespective of their size and shape, or the magnitude
of the concentration driving force. When oxygen limits
growth in cell cultures, the value of k^a determines the
maximum biomass density that can be supported (34),
so that increasing h\jn is a common objective in reactor
design and operation. Reports of higher final biomass
concentrations with increasing initial k^a in batch cultures
of tobacco cells (66) demonstrate this relationship. Oxygen
transfer coefficients are measured experimentally using a
variety of techniques (34); however, a common problem
with all k\/i measurements is that it is necessary to
assume that the reactor contents are perfectly mixed.
If the dissolved oxygen concentration is not uniform
in the vessel, measured k^a results are essentially
meaningless. Because complete gas dispersion below as
well as above the impeller requires relatively high power
inputs for most agitators, gas-phase uniformity is often
compromised in plant-cell reactors to avoid the effects
of shear damage (33). This means that dissolved oxygen
levels and therefore experimental k\ja values, will vary
depending on where in the reactor the dissolved oxygen
level is measured. Practical estimation of k^a is also
subject to several other common errors that affect the
accuracy and value of the final results (141).

The power input, gas flow rate, and liquid properties
are the principal determinants for k^a in stirred vessels.
Dimensional correlations that are independent of agitator
type have been developed in the following form (43,141):

(D

where kLa has units of s"1, PT has units of W, VL
has units of m3, and uG has units of ms" 1 . The
total power dissipation PT is usually taken to be
the sum of the aerated shaft power and the power

provided by isothermal expansion of the gas (140,142).
The values of a and /3 are largely insensitive to the
properties of the culture broth (143) and usually fall
in the range of 0.2-1.0. In contrast, liquid properties
strongly influence the value of A, which includes a
dependence on viscosity raised to a negative power
of roughly 0.5-1(10,142,144,145). The effects of other
broth properties on h\joi are complex and impossible to
predict, with cell concentration and morphology, surface
active agents, and coalescence-inhibiting substances such
as salts, having a major influence on bubble sizes
and gas-liquid interfacial conditions. Because changes
in medium composition can alter k^a values by orders
of magnitude, measurements using water or fluids
other than the actual cell broth do not indicate the
oxygen transfer rates achievable during reactor culture.
Oxygen mass transfer coefficients were measured in
many studies of stirred plant-cell reactors; examples of
the results are summarized in Table 4. Because plant
cells have lower specific oxygen requirements than most
microbial cells, k^a values of 5-100 h"1 are sufficient
for plant-cell cultures, including those grown to high
density (66,78,149). This range can be compared with
60-1000 h"1 for microbial cells and 0.1-25 h"1 for animal
cells (150). At suboptimal k\jx values, plant-cell cultures
may exhibit linear rather than exponential growth
kinetics (66,147). The minimum k\jd necessary to achieve
exponential growth can be calculated using stoichiometric
analysis (148).

Although the effect of suspended particles such as
cells on kua, is highly variable (39), it is often found
that suspended solids promote bubble coalescence, lower
the gas holdup, dampen turbulence, and interfere with
gas-liquid contact, thereby reducing k^a. In some cases,
however, these effects are negligible below threshold
particle concentrations (45,151). The data available for
plant suspensions indicate that increasing the cell
concentration to values as high as 20-6OgL"1 dry
weight may have only a limited effect on hua in stirred
reactors (18,78). The influence of biomass concentration
on the oxygen transfer coefficient can be expressed
alternatively in terms of the relationship between k\jx and
the apparent viscosity of the broth (10). In other work, k^a
at constant cell concentration was found to be sensitive to
changes in osmotic pressure, apparent viscosity, and the
biomass fresh weight to dry weight ratio. At a fixed cell
density of 10.2 g L"1 dry weight, k^a increased from 4.8 to
5.7 h"1 as the fresh weight to dry weight ratio was reduced
from 19.6 to 11.0 (152).

The efficiency of gas-liquid mass transfer in bioreactors
depends to a large extent on the characteristics of the bub-
bles in the culture broth, in particular, their size. In stirred
reactors with highly developed turbulent flow, the size of
the bubbles produced by the sparger bears little relation-
ship to those present in the vessel as bubble breakup and
coalescence due to action of the impeller are the main
influences on bubble size (153). However, because shear
damage is a major concern in plant-cell culture, stirred
reactors will in most cases be restricted to operation at
slow stirrer speeds, with the bubbles rising freely through



Table 4. Values of the Oxygen Transfer Coefficient (feLa) Measured in Stirred Plant Cell Reactors

ReferencekLa (h"1)Plant Species
Cell Concentration
(g L"1 dry weight)Liquid

Reactor Working
Volume (L)

Aeration
Rate (win)

Stirrer Speed
(rpm)Impeller

18

58

73

78

18

26

84
8

146
62
66

84

81

70

84
147,148

43 and 42

40 ±2

4.5-22
30-95

55 and 48

20-85
4.5-9.8
0.5-30

29-51
5-50

5-35

5-130

2.2-7.3
15-60

1.4 and 5.0

6.7

4.6-20.1
kLa = 31.07 (wm)0792

Cudrania tricuspidata

Catharanthus roseus

Nicotiana tabacum
Coptis japonica

Cudrania tricuspidata

Nicotiana tabacum

0 and 11

2.5-12
20-80

0 and 21.6

Culture broth

Sterilized culture
broth with
antifoam agent

Culture broth
Culture broth

treated with
formaldehyde

Culture broth

Culture broth

Distilled water

Deionized water

Water

Medium,
nonbiological

1

1.8

2
2.5

1.25-2.5
8.5

2
3

12

2

1.25-2.5
2

10

1.25-2.5
3.5

1.0

0.33

0.43
0.2-1.0

1.0

0.1-0.3
0.012-0.14

0.5-1.5
0.2-5.6

0.25-1.0

0.3-0.5

0.1-0.3
0.3-0.5

0.05 (surface aeration)

0.075

0.1-0.3
0.054-0.35

225

250

100-325

400

200
60

0-300

250
150

0-200

100-400

60
0-200

60 and 100

40

60
80

Six-flat-blade
turbine

Dual six-blade
turbines

Marine impeller
Modified paddle

(hollow stirring
wing)

Modified
(gate-type)
paddle

Rushton turbine
Dual Rushton

turbines
Turbine
Four-flat-blade

impeller
Dual flat-blade

turbines: six
blades lower,
four blades
upper

Dual flat-blade
turbines: six
blades lower,
four blades
upper

Marine impeller
Two-blade grid

paddles
Double helical

ribbon (upward
pumping)

Dual six-flat-blade
impellers
connected by
Teflon ribbons

Cell-lift impeller



the liquid after minimal interaction with the impeller. The
same is true for large-diameter agitators such as anchors
and helical impellers, which either cannot be operated at
high speed because of the excessive power required or do
not generate the high-velocity turbulent flows needed for
bubble disruption and dispersion. Because these condi-
tions produce low gas holdups and k^a values, alternative
low-shear strategies for improving the mass transfer coef-
ficient may be used. Particular attention may be given to
design of the sparger because the delivery of small bub-
bles is advantageous for mass transfer when the impeller
does not impart sufficient energy for continual bubble
breakup. Improvements in k\j& were achieved in plant-cell
reactors stirred with dual Rushton (8) or grid paddle (6)
impellers by using spargers that produce a greater number
of smaller bubbles at the same gas flow rate. There may be
practical limitations associated with this approach, how-
ever, because plant cells have a high tendency for wall
growth and will invade and block porous or small-orifice
spargers. In addition, in large bioreactors affected by inad-
equate mixing due to stirrer speed restrictions, reducing
the size of the bubbles cannot remedy the problem of poor
gas distribution or the development of oxygen gradients in
the vessel (33).

As indicated in equation 1, the value of k^a in stirred
reactors can be improved by increasing the gas flow rate
at constant stirrer speed. Numerous studies have shown,
however, that there are limits to which this strategy
can be pursued, because reduced growth and metabo-
lite production occur at high gas throughputs (21). This
phenomenon has been attributed to stripping of carbon
dioxide and other volatile components such as ethy-
lene from the culture broth. The importance of gaseous
metabolites in plant-cell cultures was highlighted by
Schlatmann et al. (58), who demonstrated that recircu-
lating the reactor off-gas can be used to achieve a
three- to four-fold increase in alkaloid concentrations in
a stirred bioreactor, to reach product levels similar to
those found in shake flasks. Because the mass trans-
fer coefficient for stripping volatile compounds increases
with any increase in the k^a for oxygen transfer, losses
of these compounds are greater when the oxygen trans-
fer capacity of the reactor is improved by increasing the
gas flow rate or stirrer speed. Plant-cell properties and
metabolism may also be affected in other ways as a func-
tion of k\joi. In a stirred bioreactor used for culturing
Catharanthus roseus cells, ajmalicine was not produced
at initial k^a values above 1Oh"1, whereas the rate
of serpentine synthesis was enhanced with increasing
k\joi (8). The maximum specific oxygen uptake rate by
cells grown at an initial k\ji of 20 h"1 was higher than
for cells grown at k\ja, = 2.5 h"1. Dissolved oxygen concen-
trations in these reactors were not reported, although
altered dissolved oxygen tension is the direct result
of changes in k^a. The relationship between plant-cell
metabolism and oxygen concentration may be complex,
with growth, secondary metabolite synthesis, and dif-
ferentiation processes such as embryogenesis affected in
different ways (62,63,81,154,155). The various influences
of k\joi on the performance of plant-cell cultures reflect this
complexity.

Gas-Liquid Hydrodynamics

For stirred bioreactors to perform their mixing and
mass transfer functions satisfactorily, appropriate gas-
liquid hydrodynamic conditions must be generated by
the impeller. Neither bulk blending nor gas dispersion is
effective when the impeller is flooded (Fig. 7a), and implicit
in application of k^a correlations such as equation 1 is
that the reactor is thoroughly mixed and of uniform
composition. Impellers should be operated to achieve
complete dispersion of gas bubbles above and below the
impeller (Fig. 7c). For a given tank and agitator, the stirrer
speed necessary to achieve this condition depends on the
gas flow rate. The higher the gassing rate, the greater the
stirring speed required.

Despite the importance of these hydrodynamic con-
siderations, there are few reports in the literature that
mention impeller flooding or are concerned with gas disper-
sion conditions in plant-cell reactors (33). At the restricted
stirrer speeds employed in many applications, adequate
bubble dispersion must often be compromised to minimize
shear damage. Using visual observations and computer
simulation of bubble trajectories, Boysan et al. (49) demon-
strated that an H-L plant-cell reactor stirred with dual
Rushton turbines operated under flooded conditions at air
flow rates as low as 0.009-0.2 wm. Based on this result
and especially as the volumetric power input required to
prevent flooding increases with reactor scale (40), many of
the larger stirred reactors listed in Table 2 and operated at
slow stirrer speeds are likely not to have achieved effective
dispersion of the gas phase. This situation would be con-
sidered unacceptable and impractical in most applications
of aerated stirred tanks.

Foaming

Foaming is particularly pronounced in plant-cell suspen-
sions, and its effects are exacerbated in reactor cultures
by entrained cells attaching to the walls of the vessel
and forming a thick meringue or crust in the reactor
headspace. Plant-cell meringues usually extend across the
entire diameter of the vessel and prevent adequate cir-
culation of medium, resulting in severe loss of culture
performance, Foam development in plant suspensions is
due mainly to the cell-free broth; the presence or absence
of cells has a relatively minor influence (22). The volume
of foam produced depends on the gas flow rate in the reac-
tor; however, foam formation and stability at any given
time during the culture are also strongly affected by broth
properties such as pH (22). There are many reports on the
use of chemical antifoam agents in stirred plant-cell reac-
tors (22,61,156), but a major disadvantage of antifoams
is that they reduce the value of k^a and consequently,
the ability of the reactor to sustain high cell densities (22).
Mechanical foam destruction is preferable if it can be made
sufficiently effective, and various approaches to mechan-
ical foam control have been reported for stirred plant
reactors. Leckie et al. (47,50) installed a flat-blade turbine
impeller at the liquid surface of a 12-L stirred bioreactor to
act as a foam breaker; alternatively, periodic increases in
stirring speed have been applied to clean off layers of plant
cells attached to the reactor walls (48,135). For example,



2 s of high speed agitation every hour was effective in
controlling meringue formation in a 2-L fermenter used
for continuous culture ofPhaseolus vulgaris cells. In other
plant-cell systems, foaming and wall growth were avoided
by limiting the stirrer speed and air flow rate to relatively
low levels (66).

Reactor Monitoring and Control

Few investigations have been carried out to develop or
improve monitoring and control strategies in stirred plant-
cell reactors. Real-time, on-line monitoring is usually
limited to physical variables such as temperature, pH,
agitation speed, air flow rate, culture volume, and
dissolved oxygen tension. In some cases, concentrations
of carbon dioxide and oxygen in the reactor off-gas have
also been measured by either mass spectrometry or
paramagnetic/infrared analysis (60,157,158). Knowledge
of the off-gas composition allows calculation of parameters
such as the respiratory quotient, oxygen uptake rate,
and carbon dioxide evolution rate, which can be used to
indicate changes in plant-cell activity, including secondary
metabolite synthesis (64,154). The metabolic state of plant
cells in stirred bioreactors has been indirectly monitored
using measurements of NAD(P)H fluorescence (159). The
oxidation-reduction state of the culture was reflected in
changes in fluorescent levels, so that aerobic-anaerobic
transitions could be analyzed in situ and on-line. These
findings could be used to predict impending oxygen
limitations in plant-cell reactors.

Development of methods for on-line monitoring of cell
concentration is an important goal for large-scale reac-
tor operation. Because culture conditions and properties
can change during the time taken for samples removed
from the reactor to be analyzed off-line in the laboratory,
control actions based on such measurements are not as
effective as those responding to on-line data. An addi-
tional problem with plant-cell cultures is the high risk
of contamination if culture samples must be removed fre-
quently from the vessel for analysis. Several methods have
been described for indirect monitoring of plant-cell concen-
tration, including measurement of medium conductivity,
dielectric permittivity, and culture turbidity (57,160,161).
Turbidimetric methods have been applied to plant-cell sus-
pensions to control biomass density in continuously stirred
turbidostat reactors (91,92), as well as for explicit cell con-
centration analysis in batch cultures (57). Use of a laser
turbidimeter capable of producing a monochromatic light
source has been found to overcome problems in plant-cell
cultures with interference from pigmented intracellular
components (57).

FUTURE INVESTIGATIONS

Although a large number of studies on plant-cell culture
has been carried out in stirred reactors using a wide
range of different impellers (Table 2), many of the newer
agitators being developed commercially have not yet been
tested. These modern impellers offer a range of technical
features that may better satisfy the requirements of
plant cells and improve culture performance. The main

engineering benefits are low power number, reduced loss
of power with aeration, and greater gas handling capacity.
Impellers with small power numbers have the advantage
in plant-cell applications of being able to be operated
at higher stirrer speeds without exceeding the energy
dissipation rate that causes shear damage; alternatively,
larger diameter impellers can be employed for the same
power input. In either case, the mixing time is reduced,
and bulk blending is enhanced. Impellers that retain most
of their power draw with gassing have the advantage that
actual energy dissipation rates and power requirements
can be determined with greater reliability. The ability to
disperse higher gas flow rates without flooding is also
an important feature for plant-cell cultures. With shear
damage a concern, this makes raising the velocity of the
gas, whether recycled or fresh, a more feasible method for
increasing k^a.

Curved-blade disc turbines such as that shown in
Figure 17a have been produced by several companies,
including Scaba, Chemineer, and ICI. These impellers
are similar to Rushton turbines, except that changing the
shape of the blades has a dramatic effect on the power
requirements and gas-handling characteristics. Rotation
with the concave side forward prevents the formation of
large trailing cavities behind the blades, thus reducing
the unaerated power number to \ — \ that of a Rushton
turbine (162,163) and minimizing the power loss with
gassing (163,164). The impeller is also much more difficult
to flood; the six-blade Scaba SRGT turbine handles gas
flow rates about three times higher than those that cause
flooding of Rushton turbines (163).

Hydrofoil impellers such as those shown in Figures 17b
and 17c are relatively new agitators with improved
hydrodynamic characteristics. The pitch angle and blade
width are varied along the length of hydrofoil blades,
and the leading edges are rounded like an airplane
wing to provide energy-efficient flow over the top. The
shape of hydrofoil impellers promotes effective pumping
with strong axial velocities at low power number. Most
hydrofoils are operated for downward pumping; however,
because downflow impellers are generally more prone
to flooding than Rushton turbines and can generate
hydrodynamic instabilities in aerated systems (43,165),
upward pumping hydrofoils have greater promise for
plant-cell applications (33). Still in the development
stage (43), up-pumping hydrofoils have high gas-handling
capacity, virtually no reduction in power draw with
gassing over a wide range of air flow rates, and no flow
instabilities. Neither downflow nor upflow hydrofoils have
been tested in plant-cell reactors.

CONCLUSIONS

The ability to provide adequate mixing and oxygen
transfer is the most important benefit of using stirred
reactors for suspended plant-cell culture. However,
whether these conditions can be achieved depends on
the extent to which cell shear sensitivity limits the stirrer
speeds that can be employed. Other factors that play a
major role in determining levels of plant-cell growth and
metabolite synthesis, such as aggregate formation and



disruption, foam development, and stripping of volatile
broth components, are also controlled by the operating
conditions employed in stirred-tank reactors. To date, few
general-purpose rules have been developed to assist in the
design of stirred vessels for plant-cell culture. This reflects
in large part the wide range of performance outcomes so
far observed using different reactor hardware, operating
regimes, and plant-cell systems.

NOMENCLATURE

A Dimensional constant in equation 1
C{ Impeller clearance above the vessel floor m (ft)
Cs Clearance between the sparger and impeller m (ft)
Dj) Impeller disc diameter m (ft)
Dj Impeller diameter m (ft)
Ds Sparger diameter (ring type sparger) m (ft)
DT Tank diameter m (ft)
HBF Baffle height m (ft)
Hi Impeller height m (ft)
HL Height of liquid in reactor m (ft)
k\ja, Oxygen mass transfer coefficient s"1

LB Impeller blade length m (ft)
LR Ribbon length m (ft)
Ni Stirrer speed s"1

riBF Number of baffles -

PT Total power input by agitation and W (Btu
gassing min"1)

QG Volumetric gas flow rate m3 s"1

(ft3 s-1)
uG Superficial gas velocity m s"1

(ft s-1)
VL Liquid volume in reactor m3 (ft3)
WB Impeller blade width m (ft)
WBF Baffle width m (ft)
WR Ribbon width m (ft)
a,p Exponents in Equation 1 -

Subscripts

1,2 Individual impellers in dual agitator systems
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The hornworts always adapt simple thallus forms. The
liverworts comprise species with thallose vegetation as
well as those with a small stem bearing simple leaves
without a midrib. The mosses are characterized by a
small stem and leaves with a midrib. From the chemical
point of view liverworts are the richest group. Most of
them contain oilbodies within the cells. These oilbodies
are rich in various terpenoidic compounds. Besides those
bibenzyl and bisbibenzyls are typical compounds for
liverworts.

Compared to other plants, the chemical investigation of
bryophytes is a rather young discipline. There are several
reasons for this. It is difficult to collect larger amounts
of material, and laborious workup procedures are needed
for obtaining pure species. A stereomicroscope has to be
used frequently to separate the respective species from
unwanted contamination. Field cultivation of bryophytes
similar to that of higher plants is not practicable. Even
if the required ecological conditions were created, mixed
populations would result. Despite these difficulties a large
number of new natural products, some of them with novel
and unique skeletons, have been isolated from bryophytes
during the past thirty years (2,3).

The difficulty of obtaining larger amounts of plant
material without contamination by other species may be
overcome by in vitro cultures. Bryophyte cultures offer
effectively the same advantages as in vitro cultures of
higher plants. Plants from all climatic zones can be
grown in cultures. A comparatively constant production
of homogeneous material can be achieved through
controlled culture conditions, giving sufficient amounts for
subsequent analysis (4). Furthermore, liverwort cultures
produce qualitatively and quantitatively almost the same
compounds as field-collected plants.

CULTURE CONDITIONS

Initiation of aseptic plantlets is more difficult for
bryophytes than for higher plants. There are two starting
points. One possibility is to surface sterilize intact
spore capsules and to open these capsules under sterile
conditions (5). Capsules are prepared from the female
gametophytes and soaked for 2 min in 2% NaOCl solution
containing 1% Tween 80. The capsules are then washed
with sterile water. The washed capsules are opened with
sterile forceps, and the spores are spread out on MSK 2
(6) or B5 medium (7) containing 2% glucose or sucrose and
0.9% agar. The other way is to surface sterilize fragments
of the thallus. As the thallus is very thin and as leaflets
consist often of one single cell layer, it is very difficult to kill
the attached microorganisms without affecting the cells
of the plant (8). Apical notches of approximately 5 mm2

in area (thallose liverworts) or apical tips of 5-10 mm
length (folious liverworts and mosses) are cut and surface
sterilized. This treatment can be carried out in the so-
called washing machine by using a syringe with a modified
syringe holder in which the plant parts are placed (9). After
NaOCl treatment and washing with sterile water the plant
tissue is transferred to MSK-2 or B5 solid medium. As the
bryophytes are often only a few millimeters in size, they
can be cultivated easily in differentiated form even in

The wealth of compounds that may be isolated from
in vitro cultured liverworts has been demonstrated, for
example, with Ricciocarpos natans (10,16-20), Marchan-
tia polymorpha (21—23), and Jamesoniella autumnalis
(8,24-27) and Fossombronia species (5,28,29). R. natans
grows floating on the surface of stagnant waters in tem-
perate regions of both the Northern and Southern Hemi-
spheres. If the marshy pool dries out, it keeps growing
on the moist soil. Cultures have been maintained in 200-
mL Erlenmeyer flasks on liquid B 5 medium according to

fermenters. Depending on the species, 0.1-5 kg of fresh
plant material may be obtained within one year starting
from a single spore of a leaflet.

Culture conditions for optimal growth of Ricciocarpos
natans were studied in detail (10). Out of six basal
mineral media (Benecke, Gamborg B 5, Knop b, Knudson,
Lorenzen, MSK-2, White) fresh weight increase was best
on Gamborg B 5 medium. Continous light (2000-6000
lux) and the addition of 2% sucrose or glucose stimulated
growth. No growth appeared in the dark, even with the
addition of sugars, and only poor growth was observed in
light without the addition of sugars.

For the induction of callus 2,4-D in a concentration
of 1 mg L"1 is added to the medium. Usually, after
6 weeks of growth under constant light at 1000 lux, callus
formation can be observed. Friable callus tissue can then
be transferred to liquid MSK-2 medium containing 1 mg
L"1 2,4-D and 2% glucose to start cell suspension cultures.
Light is an essential requirement for growth (11).

PRODUCT FORMATION

The lipophilic oil bodies of the liverworts accumulate
various mono-, sesqui-, and diterpenoids. The presence of
blue-colored sesquiterpenoid azulenes can be recognized
in the blue oil bodies of Calypogeia azurea (12). Takeda
and Katoh (13) studied the production of total essential
oil and individual products of C. granulata and compared
the GC spectrum of intact plants, redifferentiated plants,
and suspension-cultured cells (20 and 30 d old). The
spectrum of compounds was quite similar for the various
sesquiterpene-derived compounds. 1,4-Dimethyl-azulene
was the main compound of the four samples analyzed.
From in vitro cultures of differentiated C. azurea a
variety often azulenes have been isolated (14). Nakagawa
et al. (15) isolated 4-methylazulene-l-carbaldehyde (1)
and 4-methylazulene-l-carboxylic acid from cultures of
the same plant. Vanadate may act as an abiotic elicitor
and stimulate the production of 1,4-dimethylazulene
twofold.



Gamborg (7), supplemented with 1% sucrose. The fresh
weight of the culture increased 12-fold in 24 days from
an initial weight of 1.5 g (10). The lipophilic fraction
of the extract yielded five novel sesquiterpenoids, three
monocyclofarnesane derivatives, and two cuparane deriva-
tives. In addition to those new compounds, (-)-limonene,
cuparene, phytol, and lunularin were isolated (16). From
the hydrophilic fraction of the extract three new biben-
zyl glycosides were isolated: 5,4-dihydroxybibenzy-2-
O-B-D-glucopyranoisde, 5, 3, 4/-trihydroxybibenzyl-2-O-B-
D-glucopyranoside, and 2/-carboxy-4,3/-dihydroxybibenzyl-
-3-O-B-D-glycopyranoside (2). In addition, phenylethanoid
glycosides were detected [salidroside, B-(3,4-dihydroxy-
phenyl-ethyl-O-B-glucopyranoside)], which have not been
previously reported for bryophytes (17). It has been shown
that lunularin, a bibenzyl common to all liverworts, is
synthesized by the plants via prelunularic acid, lunularic
acid, and decarboxylation of the latter (30,31). The exis-
tence of prelunularin in cultures of R. natans suggests
that there is a second pathway leading from lunularic
acid to lunularin (19). Many liverworts in the field as
well as in the culture turn from green to red during
aging. The pigment is attached to the cell wall. In vitro
cultures allow to study the phenomenon in detail. We iso-
lated a new anthocyanidin [riccionidin A (3)] and a dimer
(riccionidin B) by means of multilayer counter-current
chromatography (MLCC) (18). Under standard conditions
the formation of riccionidin A and B started after two
weeks of culture. After three weeks the content of both
pigments increased greatly. At the same time nitrate and
phosphate were depleted from the medium. In nitrogen-
as well as phosphate-deficient medium pigment formation
started immediately. Light intensity also had an effect on
the riccionidins. The pigment formation increased when
a higher illumination rate (5000 versus 2000 Ix) was
applied (20).

and protoplasts have been carried out (for a review,
see 23). Suspension cultures have been maintained
photomixotrophically (32) and photoautotrophically using
1% CO2 in air as sole carbon source (31).

Bisbibenzyls are characteristic constituents of M. poly-
morpha. The main bisbibenzyl, marchantin A, is of partic-
ular interest because of its biological activities, which
include cytotoxicity against tumor cells, antimicrobic,
and muscle-relaxing activities (33). Therefore, bisbibenzyl
formation in differentiated aseptic cultures and cell sus-
pension cultures was investigated. Marchantin A (4) and
H were the main bisbibenzyls isolated from an aseptic
culture derived from collected material near Heidelberg,
Germany (21,22). Whereas the marchantin H content
remained almost constant — except for a short period
after subculturing—marchantin A accumulation started
after four weeks and continued even during the station-
ary phase. It could be shown that nitrate limitation was
responsible for the marchantin accumulation. Marchantin
A formation could be strongly induced by the addition of
cupric sulfate to the medium in a final concentration of
1 mM. Chitosan and yeast extract were not effective as
elicitors.

Marchantia polymorpha is a worldwide-distributed
thallose liverwort. It can usually be found on wet
walls, among moist shores of creeks, and as a weed
in greenhouses. Because of its wide distrubution, many
studies with intact plant callus, suspension cultures,

Bryophytes are capable of producing arachidonic acid
(ARA) and eicapentaenoic acid (EPA) at levels that amount
to up to 40% of their total fatty acids. A large production
of ARA and EPA in cell cultures of M. polymorpha has
been reported. The values of ARA and EPA were up to 7.1
and 3.9 mg/g dry weight of cells, respectively, grown under
photomiotrophic conditions (34).

Jamesoniella autumnalis is a common liverwort found
throughout most temperate forest regions in the Northern
Hemisphere. Plants usually form green and somewhat
opaque patches, becoming reddish brown in sunlight.
Several cultures of different origin of J. autumnalis were
generated from field-collected gametophytes and routinely
subcultured on B5 medium (7) whose microelements had
been replaced by those of the MSK 2 medium (6). The
medium was solidified with 0.9% agar and contained
2% sucrose. The cultures were kept in 200-mL flasks at
20 =b 1.5 0C under constant light. J. autumnalis grew as a
completely differentiated surface culture. The growth rate
varied quite significantly among the cultures of different
origin. Fresh and dry weight increase were about eightfold
within 80 days.



Five sesquiterpene hydrocarbons (anastreptene, f$-
barbatene, bicyclogermacrene, a- and /?-bisabolene) and
one sesquiterpene alcohol (spathulenol) were detected in
field-grown material as well as in the cultures (8).

A large variety of ent-labdanes and clerodane-derived
furanoditerpenes has been isolated from the nonvolatile
terpenoid fraction (25,27). The structure of a highly
oxygenated diterpene (5) (24) has been elucidated by
X-ray analysis. Furthermore five new lignan deriva-
tives, 2, 3, 6/-tricarboxy-6,7-dihydroxy-l(3')-2/-pyranonyl-
1,2-dihydronaphthalene (6), its two methylesters, 2,6'-
dicarboxy-6,7-dihydroxy- l(3/)-2/-pyranonyl-1,2-dihydron-
aphthalene and 2,3-di-carboxy-6,7-dihydroxy- 1-(S', 4'-
dihydroxy)phenylnaphthalene, were isolated from the
methanol extract from J. autumnalis (26).

BIOTRANSFORMATIONS

Many microorganisms are used for biotransforma-
tion studies. Cell suspension cultures of M. polymor-
pha were assayed for their capability to transform
steroids. Testosterone was selectively converted to 6/3-
hydroxytestosterone, whereas the 17a-hydroxyl group of
the isomeric epitestosterone was oxidized, yielding the
appropriate ketone androst-4-ene-3,17-dione (35). In sep-
arate experiments with the same cell culture, androst-
4-ene-3,17-dione was stereoselectively reduced at C-17,
producing testosterone (36). l,4-Androstadiene-3,17-dione
was converted to 17B-hydroxy-l,4-androstadiene-3-dione
as the major metabolite and 4-androstene-3,17-dione and
testosterone. 4-Androstene-3,ll,17-trione was stereose-
lectively metabolized at C-17 to the corresponding 17a-
hydroxy-4-androsten-3,ll-dione as the sole product.

The liverwort genus Fossombronia Raddi consists of
about 50 species, but until recently reports on secondary
metabolites of this genus have been scarce (2). In vitro
cultures from F. pusilla derived from spores produced
the sacculatal-derived diterpenes perrottetinal A and B
and 8-hydroxy-9-hydroperrottetianal A (7). a-(-)-Santonin,
a well-known sesquiterpene from higher plants, has
also been isolated from the cultures (5). A petrol ether
extract and the isolated terpenes exerted antibacterial
activity.

F. alaskana, a rare arctic liverwort, was axeni-
cally cultured (28). Phytochemical investigation of the
gametophytes afforded five new epi-neoverrucosane-
type diterpenoids (5-oxo-epi-neoverrucosane, 13-hydroxy-
5-oxo-epi-neoverrucosane, 8a-acetoxy- 13-hydroxy-5-oxo-
ep j-neoverrucosane, 8a- 16-diacetoxy- 13-hydroxy-5-oxo-
epz-neoverrucosane (8), and 8a-13-dihydroxy-5-oxo-
epi-neoverrucosane) together with the previously

known 5/*-hydroxy-epi-neoverucosane. In addition, the
new homoverrucosane-type diterpene 5,18-dihydroxy-epi-
homoverrucosane was isolated (29).

F. pusilla and F. alaskana yielded three new hopane-
type triterpenes [22-hydroxy-29-methyl-hopanoate, 20-
hydroxy-22(29)-hopen (9) and 22(30)-hopen-29-oic acid]
together with adianton, diploterol, tetrahymanol, and
caryophyllene-6,7-epoxide (28).



BIOSYNTHETIC STUDIES

In spite of the remarkable diversity of terpenoids produced
by liverworts, investigations directed to the biosynthess of
these compounds in nonvascular plants are rare compared
to the numerous studies on terpenoid metabolism in higher
plants. Comparative investigations on such phylogeneti-
cally distant plants might provide useful insights into the
evolutionary origins and structure-function relationships
of the responsible biosynthetic enzymes.

A cell-free extract of in vitro cultured R. natans cata-
lyzes the cyclization of geranyl diphosphate to 45-(-)-
limonene (37). The enzyme was partially purified by
combination of anion-exchange and hydroxylapatite chro-
matography. In the stereochemistry of the coupled
isomerization-cyclization reaction and in its general
properties, the limonene synthase from this bryophyte
resembles the corresponding monoterpene cyclases from
gymnosperm and angiosperm species. The monoterpene
cyclases sabinene synthase and bornyl diphosphate syn-
thase are involved in (—)-sabinene and (+)-bornylacetate
formation in different variants of the liverwort Cono-
cephalum conicum cultured in vitro (38).

Aseptic cultures of bryophytes offer good experimental
conditions for biosynthetic studies. The simple morphology
supports the uptake of the respective compounds under
physiological conditions, in contrast to undifferentiated
cell cultures, where the dedifferentiated status of the
cells might have a drastic impact on many biochemical
processes. Therefore, 13C-labeling experiments should give
a realistic impression of the biosynthetic origin of different
terpenoid classes.

The biosynthetic sequences of highly oxidized cadalenes
(39,40) and irregular sesquiterpenes such as pin-
guisanes (41), B-barbatene (42), and kelsoene (43) have
been examined by GC-MS and NMR analyses of the
biosynthetically labeled compounds, incorporating iso-
topically labeled precursors such as acetate and meval-
onate. Geometrically specific cyclization of farnesyl diphos-
phate to cadinanes was examined using partially purified
enzymes from cultured cells of the liverwort Heteroscy-
phus planus (44,45). Furthermore, preferential labeling
of the farnesyl diphosphate-derived portion in chloroplas-
tidic terpenoid biosynthesis was confirmed by 2H- and
13C-enriched NMR peaks (46,47).

In the past, the mevalonic acid pathway has been
accepted as the only biosynthetic route leading to
isopentenyldiphosphate (IPP), operating in all organ-
isms. Recently, an alternative, nonmevalonoid pathway
of IPP biosynthesis has been discovered in bacteria
and plants (48,49). In this glyceraldehyde-pyruvate path-
way the first putative C5 intermediate, 1-deoxyxylulose
5-phosphate, is formed by condensation of an activated
C2 unit (derived from pyruvate) and glyceraldehyde-
3-phosphate.

The incorporation of 13C-labeled glucose into borneol,
bornyl acetate, the sesquiterpenes cubebanol and riccio-
carpin A, phytol, and stigmasterol has been studied in
axenic cultures of the liverworts R. natans and Cono-
cephalum conicum. Quantiative 13C NMR spectroscopic
analysis of the resulting labeling patterns showed that

the isoprene building blocks of the sesquiterpenes and
stigmasterol are built up via the mevalonic acid pathway,
whereas the isoprene units of the monoterpenes and the
diterpene phytol are exclusively derived from the glycer-
aldehyde-pyruvate pathway. These results indicate the
involvement of both isopentenyl diphosphate biosynthetic
pathways in different cellular compartments (50,51).
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INTRODUCTION

The contamination of cell cultures by mycoplasmas
remains one of the major problems encountered in
biological research and biotechnology using cells in
culture. Mycoplasmas can produce extensive changes
and growth arrest in cultures they infect; the possible
sequelae of contamination are legion. These organisms are
resistant to many of the antibiotics that are in common
use in cell cultures. This problem has become more
widely appreciated since the introduction of sensitive,
rapid, and efficient methods for the detection of cell
culture mycoplasmas. This article attempts to provide
a concise review of the current knowledge on: (1) the main
characteristics and the taxonomy of mycoplasmas; (2) the
incidence and sources of mycoplasma contamination in
cell cultures, the mycoplasma species most commonly
detected in cell cultures, and the effects of mycoplasmas
on the function and activities of infected cell cultures;
(3) the various techniques available for the detection
of mycoplasmas with particular emphasis on the most
reliable detection methods; (4) the various methods
available for the elimination of mycoplasmas highlighting
antibiotic treatment; and (5) the recommended procedures
and working protocols for the detection, elimination, and
prevention of mycoplasma contamination. The availability
of accurate, sensitive, and reliable detection methods
and the application of robust and successful elimination
methods provide a means for overcoming the insidious
threat posed by mycoplasma contamination of cell
cultures.
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BIOLOGY AND NOMENCLATURE OF MYCOPLASMAS

Characteristics of Mycoplasmas

The mycoplasmas represent a large group of microorgan-
isms that are all characterized by their lack of a rigid
cell wall, a standard attribute in all other types of bac-
teria. Therefore, a distinct class within the prokaryotes,
appropriately named Mollicutes, was created. For histor-
ical and practical reasons, the trivial terms mycoplasmas
and mollicutes are often used as synonyms; first, prior
to the introduction of the taxonomical term Mollicutes,
the designation Mycoplasma had been generally employed
for this class of organisms; second, the members of the
subsequently established genus Mycoplasma are the most
common and pathogenically most important organisms
of this class. Thus the trivial term mycoplasmas is still
widely used in the broader sense and will be used as
well in this article. The first term for mycoplasmas was
"pleuropneumonia-like organisms" (PPLO). For specific
details regarding the biology and taxonomy of mycoplas-
mas, the reader is referred to specialist textbooks (1-3).

Besides their lack of a cell wall, mycoplasmas are
considered to be the smallest self-replicating organisms
known at present (Table 1). This notion refers not only to
the size of these bacteria, but also to their physiological
capabilities for synthesizing and metabolizing certain com-
pounds, the size of their genome, and their cellular orga-
nization. Mycoplasmas contain only the vitally important
cell components including membranes, ribosomes, and the
bacterial chromosome. The small size of 0.3-0.8 |jin in
diameter and the flexibility of their cell membrane allow
mycoplasmas to pass through commonly used antibacterio-
logical filters with diameters of 0.45 urn. The latter feature
and their cohabitation with other organisms prompted
the initial assumption that mycoplasmas were viruses. In
fact, the first established mycoplasma pathogen of humans
(M. pneumoniae) was initially believed to be a virus. As a
result of their small size and the absence of a cell wall,
mycoplasmas are pleiomorphic, varying in shape from
spherical or pear-shaped cells, to branched-filamentous or
helical cells. Since genome replication is not synchronized
with cell division, filamentous forms and chains of beads
are frequently observed (4).

The size of the genome ranges from about 600 to
2,200 kb, quite in contrast to that of other bacteria with
commonly more than 1,500 kb. Consequently, mycoplas-
mas possess only about one-fifth of the numbers of genes
(~500) that are found in other bacteria; mycoplasma can
be considered to most closely represent the concept of a
"minimum cell." This minimal genetic constitution corre-
sponds to their commensalic and parasitic lifestyle, which
allows them to minimize the metabolic pathways used. In
contrast to other bacteria, the genome has also a rather
low G + C content, accounting for only about 25%, which
is thought to be the minimum theoretical value to syn-
thesize proteins with a normal amino acid composition.
Only Anaeroplasma, Thermoplasma, and M. pneumoniae
exhibit a higher G + C content (~40%) (5).

Another unique characteristic of Mycoplasma and
Spiroplasma species is their use of the codon UGA,
commonly representing a stop codon, as a tryptophan

Table 1. Synopsis of Salient Characteristics of
Mycoplasmas

Physical characteristics
Lack of rigid cell wall
Smallest self-replicating bacteria; size: 0.3-0.8 jim
Filterable: through 0.45-|j,m filter
Morphology: polymorph, spherical, pear-shaped, branched,

helical (Spiroplasma)

Biological characteristics
Replication: binary fission (budding forms, chains of spherical

cells, branched filaments due to asychronized genome
replication and cell division)

Long generation times: 1-9 h

Genomic features
Genome size: 600 kb (Mycoplasma, Ureaplasma) —1,700 kb

(Acholeplasma, Anaeroplasma, Asteroleplasma) —2,200 kb
(Spiroplasma)

G + C content: 23 -41%
Use of UGA as tryptophan codon, not as universal

termination codon (Mycoplasma, Spiroplasma)
Number of genes/proteins: <500
DNA polymerase complex consists of one enzyme

(Mycoplasma, Ureaplasma) or three enzymes
(Acholeplasma, Spiroplasma)

Metabolism
Require sterol or cholesterol (except Acholeplasma,

Asteroleplasma)
Require several basic compontents (e.g., vitamins, nucleic

acid precursors, lipids, fatty acids, amino acids) in species-
specific compositions

Generation of energy
Fermentative organisms catabolize carbohydrates with acid

production
Most nonfermentative organisms hydrolyze arginine-

producing ammonia
Ureaplasma hydrolyzes urea

Lifestyle
All mycoplasmas are commensales or parasites; many are

pathogens
Extracellular cytadherence to eukaryocytic cells (but M.

penetrans and others also intracellular)
Infect humans, animals, plants

Detection
Mycoplasma infections are chronic and difficult to diagnose
Mycoplasmas form typical "fried eggyj colonies on agar (except

fastidious "noncultivable" species and strains)

codon. They share this feature with mitochondria, which
may imply a phylogenetic relationship. On the other hand,,
certain mycoplasmas, for example, Acholeplasma, employ
the normal codon composition, which suggests that the
change in codon usage appeared after the evolutionary
separation of the Mycoplasma /Spiroplasma from the
Acholeplasma. Overall, the mycoplasmas display a great
genetic diversity; this may be due either to phylogenetic
diversity or to a rapid evolutionary development of the
mycoplasmas caused by their commensalic and parasitic
existence.

Due to their limited metabolic capabilities, mycoplas-
mas require a number of nutrients for survival: nucleic
acid precursors, amino acids, vitamins, and other basic
components. The growth of all mycoplasmas (except fon



Acholeplasma and Asteroleplasma) depends on the pres-
ence of sterol and cholesterol. Moreover, they also need
to take up lipids from the environment for the forma-
tion of cell membranes. Physiologically, mycoplasmas can
be differentiated into two groups, the fermentative and
the nonfermentative species. The fermentative strains
gain energy and carbon by fermentation of carbohydrates
(hexoses, starch, glycogen) mainly to lactic acid, pyruvic
acid, acetic acid, and acetylmethylcarbinol, which leads
to a lowering of pH in the culture medium. In con-
trast, the nonfermentative species do not significantly
decrease the pH of their environment, because they oxi-
dize fatty acids and alcohols. But they are not able to
metabolize carbohydrates via the glycolysis pathway. The
nonfermentative and some of the fermentative species
are able to hydrolyze arginine and to produce adenosine
triphosphate (ATP), CO2, and ammonia, which is toxic
for eukaryotic cells. Ureaplasma hydrolyze urea in order
to generate ATP. These organisms are sensitive to pH
changes, which in fact they may cause themselves; this
observation must be taken into account during attempts
to culture them.

The characteristics described previously are presum-
ably the reason for our inability or difficulty to culture
many mycoplasma species thus far identified in chem-
ically defined media. Clearly, we have failed to mimic
in vitro the natural milieu provided by the host so that
not all these fastidious organisms can be cultivated. Most
successful culture methods use media that include beef
heart infusion, peptone, or tryptone (as sources of proteins
and amino acids); glucose, arginine, or urea (as sources of
energy); yeast extract (as a source of vitamins and growth
factors); and serum (as a source of sterol and cholesterol).
Contrary to other bacteria, mycoplasmas grow very slowly,
even under optimal conditions. The generation times usu-
alfy range between one and three hours, but there are also
generation times of up to nine hours; in addition, mycoplas-
mas have a relatively long lag phase. Therefore, it may
take more than one week to obtain visible colonies on agar.
Mycoplasmas also do not overgrow other organisms.

It has long been assumed that mycoplasmas exist
only on the outside of the eukaryocytic cell membrane
(cytadherence). However, studies in recent years have
unequivocally demonstrated the intracellular location of
certain mollicutes (notably M. fermentans, M. genitalium,
and M. pneumoniae), not only after phagocytosis by
granulocytes and monocytes, but also in nonphagocytic
epithelial cells. Even a new mycoplasma species capable
of entering a variety of human cells in vivo and in vitro
was discovered and was named accordingly M. penetrans.
Mycoplasma cytadherence and invasion appear to be
active, but separable, processes. Extensive invasion of
cells by M. penetrans eventually leads to cell disruption.
The percentage of the mycoplasma population able to
invade the cells depends apparently on the mycoplasma
species and may be influenced by the eukaryotic cell type
and by culture conditions. While the great majority of
the infecting mycoplasma population is definitely located
extracellularly, the intracellular location, even for only
a short period, sequesters mycoplasmas and protects
them effectively from mycoplasmacidal therapies. This

phenomenon may also explain the difficulty of eradicating
mycoplasmas from all infected cell cultures (6).

The dependency on many specific organic compounds
force mycoplasmas to live in close relationship with
other organisms. They can be found as commensales
and parasites in almost all higher organisms including
plants, insects, and vertebrates. Mycoplasmas are nearly
perfectly adapted parasites, rarely killing their hosts.
Mycoplasma infections are thus of a more chronic nature
and are very frequently difficult to diagnose on the basis
of the symptoms alone. In humans, mycoplasmas can
be physiologically found on the mucous surface of the
respiratory, gastrointestinal, and urogenital tract, the
eyes, mammary glands, and joints, whereas ureaplasmas
occur solely in the urogenital tract. Most species can be
regarded as part of the normal microbial flora; a minority,
however, may cause diseases in humans and animals.
M. pneumoniae, for instance, is the causative agent of
the primary atypical pneumonia (prevalent particularly in
children), while M. arthritidis appears to be involved in
the pathogenesis of arthritis. All farm animals appear to
suffer from mycoplasma infections, leading to significant
economic losses. Anaeroplasma and Asteroleplasma are
regularly observed in bovine and ovine rumen. These two
genera are obligatory anaerobic. Insects are the hosts
of a variety of mycoplasmas that includes species from
the genera Mycoplasma, Acholeplasma, and Spiroplasma,
most of which also can cause diseases in their hosts. But
all these species seem to be clearly distinct from those
isolated from vertebrates.

Mycoplasmas also cause several hundred economically
important plant diseases transmitted by insects. Achole-
plasma and Spiroplasma are seen on or in plants. Some
Spiroplasma species invade the sieve tubes of the plants,
possibly giving rise to diseases as a result of obstruction.
Insects are known to transfer Spiroplasma into the plants.
The Acholeplasma species detected on plants also seem to
derive from depositions by insects. While a large spectrum
of various plant infectants apparently belongs to the class
Mollicutes, it has not been possible to culture them in vitro;
microscopic observations suggest a certain resemblance to
mycoplasmas (hence they were termed mycoplasma-like
organisms, MLO, or phytoplasmas).

Another difficult diagnostic problem concerns the
detection of mycoplasmas infecting human and animal
cell cultures; such contamination is a rather frequent
occurrence. Typical for mycoplasma contaminations is
that the symptoms are rarely very pronounced as the
infection takes a chronic course. Also in this field, the
damage occurring in biological research and production
due to the use of contaminated cultures is scientifically
and economically substantial.

Taxonomy of Mycoplasmas

Due to fundamental differences compared to other
bacteria, the Mollicutes constitute a class of their
own. The class is divided into six genera within
three orders based on morphological and physiological
criteria and on the size of the genome: Mycoplasma,
Ureaplasma, Spiroplasma, Acholeplasma, Anaeroplasma,
and Asteroleplasma [Fig. l(a)]. Previously, the order



Figure 1. Taxonomy of mycoplasmas: Shown are both the con-
ventional taxonomy (a) and the molecular biological taxonomy (b)
of the mycoplasmas. The bar indicates an evolutionary distance
of 10%. For specific details see Refs. 2,7.

Thermoplasma was assigned to this class on the basis
of their lack of a cell wall. However, the members of
this order are phylogenetically clearly separated from the
other Mollicutes and are now assigned to the kingdom
Archeae. In 1995, more than 150 species within the
class Mollicutes were recognized; the genus Mycoplasma
contains the largest number of recognized species (>100);
some of the best-studied species are further subdivided
into a multitude of strains (2,3). The mollicutes that have
already been characterized and taxonomically defined
constitute only a part, apparently a minor one, of the
mollicutes living in nature. With the advent of new
microbiological and molecular biological methods in the
field of mycoplasma taxonomy, it is likely that many more
species will be detected.

Extensive research has been performed in order to
clarify the phylogenetic relationship of the mycoplasmas
within their class to each other and beyond their class
to the other bacteria. For instance, sequence analysis of
the highly conserved 16S mRNAs shows that mycoplas-
mas are not "primitive bacteria" with poorly developed
metabolic pathways, but that they apparently intention-
ally reduced their genome size and their synthesizing
properties during their adaptation to cohabitation with
other organisms. The molecular investigations employ-
ing degrees of similarities in the nucleotide sequences
suggested that the closest relatives of the Mollicutes are
the Gram-positive Clostridia, Bacillus, and Lactobacillus.
Within the class Mollicutes, sequence analysis discerned
six distinct groups: asteroleplasma, hominis, pneumo-
niae, spiroplasma, MLO (phytoplasma), and anaeroplasma
[Fig. Kb)]. The former genus Ureaplasma was assigned to
the pneumoniae group. Species of the genus Acholeplasma
do not represent a monophyletic group on their own; cer-
tain species of this genus are phylogenetically most closely
related to the anaeroplasma group or the MLO group.
Members of the genus Mycoplasma were assigned to one
of the three newly created groups: the hominis group,

the pneumoniae group, or the spiroplasma group. In this
molecular biological taxonomy model, the genus Asterole-
plasma stands alone and is relatively unrelated to the
other species. The phenotypic and genotypic diversities of
mycoplasmas imply a rapid evolutionary development that
appears to be faster than that of other bacteria, but their
phylogenetic position is now not as isolated as assumed
previously (5,7).

MYCOPLASMA CONTAMINATION OF CELL CULTURES

Incidence of Mycoplasma Contamination

Cell culture of primary cells and continuous cell lines of
human or animal origin faces several challenges. Among
these are infections with microorganisms and in particular
with mycoplasmas that may significantly hamper the use
of these cells. Mycoplasmas were first isolated from a
contaminated cell culture in 1956. Ironically, during the
investigations of the effects of a mycoplasma infection
on cell cultures, it was found that the uninoculated
negative control cell culture was already contaminated (8).
Soon thereafter, it became well established that stable,
continuous cell lines are frequently contaminated. One
mycoplasma cell can grow to 106 CFU/ml within three
to five days in an infected cell culture. Eukaryotic cell
cultures contaminated with mycoplasma have titers in
the range of 106 to 108 organisms/ml. Frequently, there
are from 100 to 1000 mycoplasmas attached to each
infected cell (cytadsorption). Contamination may initially
go undetected because mycoplasma infections do not
produce overt turbid growth as commonly seen with other
bacterial or fungal contamination. Often mycoplasmas can
achieve very high densities in cell cultures without causing
a change in the pH (and therefore without a color change
of most culture media). Some mycoplasmas produce very
little overt cytopathology, and covert contamination may
remain undetected for months. Virtually all reports and
research on mycoplasma contamination of cell cultures:
concerns human and animal cells.

While mycoplasmas have been shown to be present on or
in fresh plants (see preceding discussion), nothing has been
published concerning the occurrence of mycoplasmas in
plant cell cultures. It is not known whether mycoplasmas
truly are not present in these cultures or such a
contamination has never been studied in plant cell
cultures. It is unlikely that human contact is the source
of a possible contamination as those mycoplasmas found
in plants, namely spiroplasmas or MLOs (phytoplasmas)
do not infect humans. Furthermore, all media used
in plant cell cultures are chemically produced and
properly processed solutions. The primary plants from
which the callus or suspension cultures are established
are theoretically the primary source of mycoplasme
contamination. Principally, no type of cell culture
whether it be vertebrate, invertebrate, or plant, is safe
from mycoplasmal infection. Clearly, specific studies are
required to provide some data in this unexplored area.

In general, primary cell cultures and cultures in earrj
passage are less frequently contaminated than continuous
cell lines: primary cultures and early passage cultures

anaeroplasma group

acholeplasma species

mycoplasma-like organisms group
spiroplasma group

pneumoniae group
hominis group

asteroleplasma group
bacillus species

lactobacillus group

Asteroleplasma
Anaeroplasmatales Anaeroplasmataceae

Anaeroplasma
AcholeplasmaAcholeplasmataceaeAcholeplasmatalesMollicutes

Mycoplasmatales
Spiroplasmataceae Spiroplasma

Ureaplasma
Mycoplasmataceae

Mycoplasma

Class Order Family Genus



Table 2. Incidence, Most Common Species, and Sources of
Mycoplasma Contamination

Incidence
15-35% of continuous cell lines
5% of early passage cell cultures
1% of primary cell cultures

Most common species
M. or ale (frequency 20-40%; natural host: human)
M. hyorhinis (10-40%; swine)
M. arginini (20-30%; bovine)
M. fermentans (10-20%; human)
M. hominis (10-20%; human)
A. laidlawii (5-20%; bovine)

Sources
Original (primary) tissue isolate (< 1%)
Culture reagents (mostly bovine serum)
Laboratory personnel
Cross-contamination from infected cultures (most common

source)

on the order of 1% and 5%, respectively; continuously
cultured cell lines in the range of 15-35% (Table 2).
Several large studies, mainly in the United States, on
tens of thousands of cell cultures analyzed over several
decades (1960s-1980s) found an incidence of ca. 15%.
However, more recent studies on smaller series and reports
from other countries in South America, Europe, and Asia
documented significantly higher infection rates of cell
cultures, commonly in the range of 15-35%, but also
as high as 65-80% (8-11).

The ever-expanding application of cell lines in research
and biotechnology (with the resulting exchange of
nonauthenticated and mycoplasma-positive lines between
scientists) and the increasing use of certain antibiotics
(mostly penicillin plus streptomycin, which merely serve
to mask but do not remove mycoplasmas) in routine culture
have presumably led to this increase in mycoplasma
contamination of cell cultures, which has now reached
epidemic proportions. It appears that contamination rates
are higher for cultures continuously grown with such "cell
culture antibiotics."

Most Common Contaminating Mycoplasma Species

As described in detail previously, mycoplasmas can
be found nearly ubiquitously, as long as the given
environment offers sufficient amounts of nutrients and
the essential compounds. Commonly, such permissive
conditions exist in higher organisms. As the list of
mammalian, insect, and plant hosts for mycoplasmas
becomes longer, the number of isolated mycoplasma
species and strains is also expanding rapidly. Most of the
well-known and best-studied mycoplasmas are pathogenic
infectants of humans, economically relevant animals (such
as cattle), or agriculturally important plants. Within the
past two decades, mycoplasmas have been recognized
as one of the major cell culture problems; consequently
their biology and physiology have become topics of intense
research.

While at least 20 distinct species have been isolated
from contaminated cell lines, detailed investigations on

the identity of the contaminating species showed that
by far the largest portion of infections is caused by
a relatively small number of Mycoplasma and Achole-
plasma species: 90-95% of the contaminants were
identified as either M. orale, M. hyorhinis, M. arginini,
M. fermentans, M. hominis, or A. laidlawii (Table 2).
Depending on the study, the individual percentages of
these six species may vary. Although many mycoplas-
mas are host-specific in vivo, the various species are
not restricted to cell cultures derived from their nat-
ural hosts. Species that are rarely found in cell cul-
tures (generally <1%), but that are still consistently
detected in the reported series, include the follow-
ing: M. alkalescens (natural host: bovine); M. arthritidis
(rodent); M. bovis (bovine); M. buccale (human); M. canis
(dog); M. gallisepticum (avian); M. genitalium (human);
M. pirum (bovine); M. pneumoniae (human); M. pulmonis
(rodent); and M. salivarium (human).

Mycoplasmas from human sources are the most
prevalent group and account for approximately one-third
to one-half of all strains isolated. Generally M. or ale,
which is the most common mycoplasma species in the
oral cavity of clinically normal humans, also represents
the single most common isolate, accounting for 20-40%
of all mycoplasma infections in cell cultures (Table 2).
Other nonpathogenic mycoplasma species from the normal
human microbial flora of the oropharynx that are seen
in cell cultures are M. fermentans and M. hominis.
M. salivarium and M. buccale, normally detected in the
human oral cavity, have also, albeit rather rarely, been
identified as cell culture contaminants.

The bovine group of mycoplasmas accounts for about
another one-third of all strains isolated from cell cultures.
Here the most frequent infectants are M. arginini and
A. laidlawii. These two species have a relatively wide
host range, as they are isolated from cattle, sheep, goat,
etc. and from a variety of other mammals, birds, and
insects. These cell culture contaminants are thought to
derive from bovine sources, as in the early days of cell
culture (1950s-1970s) the bovine sera were not routinely
and as strictly screened for mycoplasma contamination
as they are today. M. hyorhinis, a common inhabitant of
the nasal cavity of the swine, also accounts for a high
proportion of the infections. Trypsin is usually extracted
from porcine pancreas and via this indispensable reagent,
swine mycoplasmas may have found their way into
cell cultures; however, it appears that trypsin destroys
mycoplasmas; furthermore, no mycoplasmas have been
reliably detected in trypsin preparations. On the other
hand, because swine and cattle are processed through the
same abattoirs, the swine strain of M. hyorhinis may have
been introduced into bovine sera; M. hyorhinis has often
been isolated from bovine sera.

Sources of Mycoplasma Contamination

Studies of the natural habitat of mycoplasmas implicate
the human technician, bovine serum, and the primary
cultures (Table 2). Tissue specimens used to initiate cell
cultures are not the major sources of mycoplasma infection.
The frequency of infection in primary cell cultures is
low, on the order of 1% (8,10). Furthermore, murine,



avian, and canine species of mycoplasma only account
for 0.5-1% within the panel of mycoplasmas isolated from
contaminated cultures — despite the wide use of murine
cell lines.

The high incidence of bovine mycoplasma species,
predominantly A. laidlawii and M. arginini, implicates
the fetal or newborn bovine serum. Studies in the
1960s and 1970s showed that 25-40% of the serum lots
provided by commercial suppliers were contaminated (8).
In order to prevent contaminations and to eliminate
those adventitious agents that are most frequently
detected in bovine serum, namely, mycoplasmas and
bovine viral diarrhea viruses (BVDV), suppliers now
apply more sophisticated sterility test procedures, use y-
irradiation and nitration, and have implemented stricter
rules and controls at the abattoirs. While bovine serum
contamination has certainly significantly decreased over
the past 10-20 years, due to problems inherent in all
sterility test procedures (for instance, sample size of
large lots), serum lots absolutely free from mycoplasmas
cannot be guaranteed. As there is no legal requirement
for suppliers to provide mycoplasma-free products, bovine
serum should still be considered as a possible source of
contamination.

Because the largest percentage of mycoplasmas found
in cell cultures are of human origin, it is logical to
assume that the laboratory personnel is one of the major
sources of contamination. If the human cell culturist,
the bovine serum, or the primary culture were the
only sources of infection, then there should be random
mycoplasmal contaminations in culture laboratories, and
only some cultures within a laboratory unit should be
mycoplasma-positive. However, this is not the pattern
of contamination that has been observed. Clearly, in
laboratories with contaminated cells, most or all cultures
are positive, containing the same mycoplasma species (10).
Thus myeoplasma-infected cell lines are themselves the
single most important source for further spreading of the
contamination. This is due to the ease of droplet generation
during handling of cell cultures, the high concentration
of mycoplasmas in infected cultures (106 to 108 CFU/ml
of supernatant), and the prolonged survival of dried
mycoplasmas. While mycoplasma-positive cell cultures
account for more mycoplasma infections now than bovine
sera and laboratory personnel together (4,8,10), the cell
culture technician is of course involved in the propagation
of the infection, as the mycoplasmas themselves do not
"jump from culture to culture" on their own. Operator-
induced contamination is a multifaceted problem (see also
the following). Suffice it to mention here that mycoplasmas
are spread by using laboratory equipment, media, or
reagents that have been contaminated by previous use
in processing myeoplasma-infected cells.

Effects of Mycoplasma Contamination

The in vitro culture of cells has opened many doors in
research; unfortunately, it has also brought new prob-
lems for the researcher. One of the biggest problems,
mycoplasma contamination, resembles the opening of
Pandora's box, as mycoplasma infections can have myr-
iad different effects on the contaminated cell cultures.

Table 3. Effects of Mycoplasma Contamination on Cell
Cultures

General effects on eukaryotic cells
Altered levels of protein, RNA, and DNA synthesis
Alteration of cellular metabolism
Induction of chromosomal aberrations (numerical and

structural alterations)
Change in cell membrane composition (surface antigen and

receptor expression)
Alteration of cellular morphology
Induction (or inhibition) of lymphocyte activation
Induction (or suppression) of cytokine expression
Increase (or decrease) of virus propagation
Interference with various biochemical and biological assays
Influence on signal transduction
Promotion of cellular transformation
Alteration of proliferation characteristics (growth, viability)
Total culture degeneration and loss

Specific effects on hybridomas
Inhibition of cell fusion
Influence on selection of fusion products
Interference in screening of monoclonal antibody reactivity
Monoclonal antibody against mycoplasma instead of target

antigen
Reduced yield of monoclonal antibody
Conservation of hybridoma

However, this multitude of different effects does not
affect the various cells in the same manner and to the
same degree (Table 3). Many mycoplasma species produce
severe cytopathic effects, while others may cause very little
overt cytopathology. There can be qualitative and quanti
tative differences in the same parameter, depending on the
infecting mycoplasma species, the culture conditions, the
type of the infected cell culture, the intensity and duratioi
of the infection, an additional infection with viruses, anc
other parameters. Thus contaminations can interfere wit!
virtually every parameter measured in cell cultures dur
ing routine cultivation or in experimental investigations
Consequently, the mycoplasmas in these cultures can
not simply be ignored or regarded as harmless bystande
organisms. Besides the loss of an important culture, i:
the worst case all experiments might be influenced by th
infections and artefacts produced. Because of the virtual!
unlimited number of reported mycoplasmal effects on cu
tured cells, only some of the most important parameter
will be described here in order to highlight the diversity«
possible effects. Clearly, the term mycoplasma infection i
a rather general term, similar to virus infection (12).

Mycoplasmas have an enormous spectrum of cytopatho
genie effects on cells, ranging from no noticeable chang
in morphology to minimal alterations characterized by a
increase in cytoplasmic granularity to a clear cytopath
effect with occasional cell lysis. A characteristic chang
in nuclear morphology often associated with mycoplasm;
contamination is the appearance of condensed chromati:
nucleolar aggregation, and other signs of imminei
apoptosis. These morphological effects can be reverse
by changing the medium or by replenishing with fres
nutrients. As with morphology, the effects of mycoplasm
contamination upon cell growth are extremely variabl
ranging from none to complete cessation of proliferate



depending upon cell type, mycoplasmal species, and
concentration of mycoplasmas. Even enhancement of cell
growth has been reported. Strongly infected cultures are
characterized by stunted, abnormal growth and rounded,
degenerated cells with a macroscopically "moth-eaten"
appearance at the edge of monolayers. Detachment of
monolayers due to mycoplasma contamination has also
been observed (4).

One of the most obvious reasons for these effects
is that mycoplasmas consume the nutrients in the
culture medium, depleting glucose, arginine, nucleic acid
precursors, amino acids, vitamins, etc., thereby being
direct competitors of the cultured eukaryotic cells. Often
the concentration of the mycoplasmas in the medium or
on the cells exceeds the number of eukaryotic cells by
more than a thousand times. The depletion of medium
nutrients results in profound effects on cell metabolism
and function. The mycoplasmas usually metabolize
the nutritional elements significantly faster than their
hosts. They further induce the host cells to produce
nucleotides, as has been demonstrated for infections with
M. orale, in which deoxyadenosine is highly increased and
converted to ribonucleotides that are incorporated into
mycoplasmal RNA.

Moreover, the metabolites can be harmful for the
eukaryotic cells, for example, by acidifying the medium
(fermentative mycoplasmas producing acidic metabolites)
or by producing ammonia (arginine-hydrolyzing mycoplas-
mas). Ammonia is known to be a highly toxic agent and has
been shown to inhibit cell growth in a variety of cell lines.
In addition to this effect, the depletion of the basic amino
acids arginine and glutamine may result in alterations
in protein synthesis and inhibition of proliferation; they
may also lead to chromosomal aberrations because these
amino acids are used in high amounts in the histones of
the eukaryotic nuclei. Depletion and alterations of nucleic
acid precursors can produce mutations in the eukary-
otic DNA; host cell DNA can be degraded by mycoplasmal
nucleases and endonucleases. In vitro induction of chromo-
somal aberrations such as chromosome breakage, multiple
translocation events, and numerical chromosome changes
were seen in various cell cultures infected with different
mycoplasma species (13).

A biotechnologically important effect of the nucleotide-
transforming mycoplasmal enzymes is the activity of the
uridine phosphorylase, which can inactivate the artificial
bromodesoxyuridine (BrdU). This reagent is universally
applied as a thymidine analogue for the selection of cells
with a thymidine kinase defect; the presence of this defect
is exploited in cell fusion techniques. Thymidine kinase
phosphorylates BrdU, which is then incorporated into
eukaryotic DNA, causing cell death. As the BrdU is metab-
olized by mycoplasmas, it may appear that cells growing
in the presence of BrdU carry this enzyme defect. In
hematopoietic cell cultures, several mycoplasma species
are known to stimulate (or inhibit) activation, prolifera-
tion, and differentiation, enhance immunoglobulin secre-
tion by B-cells, and induce expression and elaboration of
cytokines and growth factors, for instance, interleukin-
ip (IL-10), IL-2, IL-6, tumor necrosis factor (TNF), and
various colony-stimulating activities (e.g., GM-CSF) (12).

A final example of the detrimental effects of myco-
plasma contamination concerns the propagation of viruses
in cell culture. Some mycoplasmas have no detectable
effect on viral growth, while others may decrease, or even
increase, virus yields in infected cultures. For example,
the titer of the arginine-dependent DNA viruses is sig-
nificantly reduced by mycoplasma contamination. In some
cell lines, mycoplasmas can either enhance or block expres-
sion of interferon-y, which inhibits propagation of viruses
in cells. Certain virus-like cytopathic effects caused by
mycoplasmas may be falsely ascribed to the presence of
viruses. Like viruses, mycoplasmas are filterable, hemab-
sorbant, hemagglutinant, resistant to certain antibiotics,
inhibited by antisera, able to induce chromosomal aber-
rations, and sensitive to detergents, ether, and chloro-
form (4).

DETECTION OF MYCOPLASMA CONTAMINATION

Various Detection Methods

Over the past four decades a vast array of techniques
have been developed to detect mycoplasma contamina-
tion of cell cultures (Table 4). Most of these methods
are relatively lengthy, involve subjective assessments,
and use measurements that are often quite complex
in nature. The two classical detection methods, DNA
fluorochrome staining and microbiological colony assay,
together with the recently introduced and highly specific
and sensitive methods RNA hybridization and polymerase
chain reaction, will be described in greater detail in the
following. Ideal detection methods should be highly sen-
sitive and specific, but also simple, rapid, efficient, and

Table 4. Various Mycoplasma Detection Methods

Histological staining
Histochemical stains and light microscopy

Electron microscopy
Transmission electron microscopy
Scanning electron microscopy

Biochemical methods
Enzyme assays
Gradient/electrophoresis separation of labeled RNA
Protein analysis

Immunological procedures
Fluorescence/enzymatic staining with antibodies
ELISA
Autoradiography

DNA fluorochrome staining
DAPI stain
Hoechst 33258 stain

Microbiological culture
Colony formation on agar

RNA hybridization
Filter hybridization
Liquid hybridization

Polymerase chain reaction
Species-/genus-specific PCR primers
Universal PCR primers



cost effective. The evaluation of tests comprises the com-
ponents' validity and reproducibility pertaining to the
statistical parameters (operating characteristics): sensi-
tivity (detection of true positives), specificity (detection
of true negatives), accuracy (detection of true positives
and true negatives — combination of sensitivity and speci-
ficity), and predictive value (probability of correct result).
Further aspects of the evaluation of a test are technical
reproducibility and interobserver reproducibility (concor-
dance of interpretation of the results). Many detection
methods rely on subjective reading and interpretation of
the results, which obviously requires training, experience,
and consensus (14).

Traditionally, mycoplasmologists developed direct and
indirect detection methods. While the term direct method
referred to the classical microbiological colony growth
of mycoplasmas on agar, indirect detection techniques
included procedures that measure a gene product that
is associated with mycoplasmas rather than with the
mammalian cells in culture. Furthermore, tests may be
performed directly on the specimen taken from a given
cell culture or indirectly using the so-called indicator cell
culture procedure, whereby the specimen is inoculated
into another cell culture known to be free of mycoplasmas
(monkey cell line Vero and murine cell lines NIH 3T3 or
3T6 have been used with equal success). Use of an indicator
cell culture promotes better standardization and allows
appropriate positive and negative controls to be included
in each assay (8,10). Mycoplasmologists advise identifying
every cell culture mycoplasma isolate as identification
presents a clearer picture of the nature of the infection and
may be helpful in determining its source. Identification
can be achieved with various immunological techniques
(e.g., using species-specific antibodies in immunostaining
or ELISA) or nowadays species-specific polymerase chain
reaction (PCR) primers. However, to the cell culturist, the
chief concern appears to be whether the culture is free
from contamination rather than specific identification of
the contaminant.

The first detection methods involved histological stain-
ing and light microscopy, applying the classical histological
stains hematoxylin-eosin, May-Grunwald-Giemsa, and
acridine orange. Some of the larger cytadsorbing mycoplas-
mas (e.g., M. hyorhinis) are observable as small pleomor-
phic bodies lining the infected cell membrane. Smaller
organisms and mycoplasmas that do not readily cytadsorb
to cultured cells (e.g., M. orale) are more difficult to detect
with histochemical techniques. Cell debris, organelles,
surface structures, etc. may mimic mycoplasmal bodies.
An alternative method for the visual demonstration of
mycoplasmas uses hypotonic treatment of infected cells,
fixation, and orcein staining followed by phase-contrast
microscopy. The major limitation is the probable insen-
sitivity of histological stainings when small numbers of
mycoplasmas are present.

Mycoplasmas have been studied extensively by elec-
tron microscopic techniques, both scanning and transmis-
sion electron microscopy. Mycoplasmas can usually be
distinguished from viruses, bacteria, yeast, rickettsiae,
and chlamydiae. While these techniques are quite use-
ful for mycoplasma basic research and certainly provide

extremely interesting and beautiful pictures, the diagnos-
tic value of electron microscopy for mycoplasma detection
is, however, limited by the complex technology and the
need for expensive equipment and trained staff. Mycoplas-
mas can often be confused with cytoplasmic blebs and a
large number of possible artefacts; low-level contamina-
tion is essentially not detectable with electron microscopy;
large numbers of cultures cannot be assayed. Electron
microscopy can clearly not be regarded as a routine
mycoplasma detection test.

A variety of biochemical detection methods have been
developed, including colorimetric, chromatographic, and
biological enzyme assays; separation of radioactively
labeled DNA or RNA by density gradient or gel elec-
trophoresis; and protein analysis (two-dimensional elec-
trophoresis and isoenzyme analysis). The enzyme assays
are based on the detection of an enzymatic activity present
in mycoplasmas, but minimal or absent in tissue cells. The
enzymatic activities exploited include arginine deiminase;
thymidine, uridine, adenosine, or pyrimidine nucleoside
phosphorylase; and hypoxanthine or uracil phosphoribosyl
transferase. Arginine deiminase catalyzes the conver-
sion of arginine to citrulline, which can be measured
colorimetrically. Unfortunately, this enzyme activity is
a property of nonfermentative mycoplasmas, and conse-
quently most fermentative species that include common
culture contaminants cannot be detected by this method.
Nucleoside phosphorylase is responsible for the cleav-
age of thymidine to thymine with subsequent release
of deoxyribose, which is measured colorimetrically. How
ever, certain mycoplasma species give negative results. P.
chromatographic technique measures uridine phosphory
lase activity: Cells to be tested are lysed and incubatec
with [14C]-uridine; the lysate is chromatographed; the
conversion of [14C]-uridine to [14C]-uracil is determinedl
Cleavage of other nucleosides (e.g., thymidine, adenosine
by mycoplasmal phosphorylases but not by mammaliai
cells has also been reported, taking advantage of the avic
uptake of exogenous nucleosides by mollicutes. However
the difficulty with these approaches is that mycoplasma
vary widely in their ability to incorporate nucleic aci«
precursors (10,15).

A biological enzyme assay utilizes a purine analogue
6-methylpurine deoxyriboside (6-MPDR). This nontoxi
analogue of adenosine is converted by adenosine phosphc
rylase into 6-methyl purine and 6-methyl purine ribosidc
both of which are toxic to mammalian cells. Mycoplasm
generally have much higher levels of adenosine phosphc
rylase than do cultured eukaryotic cells and, accordingly
hydrolyze 6-MPDR more rapidly. The release of tox:
products from 6-MPDR in the presence of mycoplasm
is detected by including a sensitive indicator cell line (fc
instance, murine cell line 3T6). However, the interpn
tation of the results is highly subjective. False-negati\
results can be explained by mycoplasma species an
strains having either no adenosine phosphorylase activil
or activities below the sensitivity level of the assay ar
further by differences between the cell lines regardir
sensitivity to the metabolites (14).

Mycoplasmal RNA can be distinguished from mar
malian RNA. One technique relies on the identification



[3H]-uridine-labeled mycoplasmas after sucrose density
gradient centrifugation, whereby mycoplasma-positive
cultures give a distinguishable peak that is not observed
in mycoplasma-free cultures. Another method measures
uridine and uracil uptake by mycoplasmas. After polyacry-
lamide gel electrophoresis, results are expressed as the
ratio of uridine to uracil incorporated. Several species were
difficult to detect, and a number of false-negatives were
reported. Taken together, positive biochemical results
are based on arbitrary values, making low orders of
mycoplasma contamination difficult to detect. Not all
mycoplasma contaminants possess higher distinguish-
ing levels of enzymatic activity. Overall, the biochemical
detection methods give inconsistent results when com-
paring different cell lines and have lower sensitivities
than, for instance, microbiological cultivation and DNA
fluorochrome staining methods, making their use prob-
lematic (14,16).

Immunological methods use mainly species-specific
polyclonal antisera and monoclonal antibodies to detect
and identify mycoplasmas, applying immunofluorescence,
immunoenzymatic, or radioimmunoprecipitation tech-
niques, immunobinding onto nitrocellulose paper, or
enzyme-linked immunosorbent assays (ELISA). These
specific immunoassays are used primarily for mycoplasma
speciation. Several ELISAs have been shown to produce
false-negative results in mycoplasma detection, as only
certain species are addressed. While ELISAs are easy to
perform, their use is hampered by the relatively weak
sensitivity of this technique (lowest detection level of
107 CFU/ml). A monoclonal antibody has been produced
that recognizes a common antigen (elongation factor Tu)
shared by most mycoplasmas; this protein, essential for
all prokaryotes, mediates the transport of aminoacyl-
tRNA to the ribosomes. In theory, the approach using
a "pan-mycoplasma" antibody with fluorescence staining
has considerable potential, as it might be possible to detect
single cells harboring few mycoplasmas. However, the
interpretation of the stainings is very subjective and diffi-
cult to reproduce between observers (16). Autoradiography
of infected cells previously labeled with [3H]-thymidine
or uridine reveals extranuclear localization (throughout
the cytoplasm and cell periphery) of silver grains. This
method suffers from a lack of sensitivity; another limi-
tation of autoradiography is the exposure time needed.
Finally, one method exploits the growth-inhibitory effects
of mycoplasma contamination on eukaryotic cells: super-
natant from the culture to be tested is added to an
indicator cell line; the eventually resulting growth mod-
ulation is quantitated by [3H]-thymidine ^-scintillation
counting. This method is certainly not very sensitive
regarding low-level infections, is very subjective, and is
time-consuming.

Most Reliable Detection Methods

Until the arrival of RNA hybridization and PCR, DNA
fluorochrome staining and microbiological culture had
been regarded as the "gold standards" for detection
of mycoplasma contamination (8,10). While the classical
methods certainly have kept their eminent place in
the armamentarium of mycoplasma detection methods,

the new approach to a highly sensitive, specific, and
rapid diagnosis of mycoplasmal infection is based on
the development of gene or DNA probes that were first
introduced in the 1980s. The principle is simple as genes
or genomic sequences that are specific for a single species
or a particular group of mycoplasma or universally for
nearly all mycoplasmas are identified and synthesized;
these probes are used for DNA or RNA hybridization. The
more recent development of PCR enables the amplification
of the target DNA in the specimen using specific
synthetic oligonucleotides complementary to conserved
rRNA sequences and increases the sensitivity by several
orders of magnitude (17). Positive hybridization signals
as dots on filters or scintillation counts and visual
demonstration of the PCR amplicon in gels indicate the
presence of the infectious agent. In the following, all
four procedures, the classical and the modern molecular
biological techniques, will be presented in greater detail.

DNA Fluorochrome Staining. Fluorescent dyes bind-
ing to DNA were first used to detect mycoplasmal
infection in the 1970s. The two primary DNA-binding
stains are 4'-6-diamidino-2-phenylindole (DAPI) and bis-
benzamide (Hoechst 33258); further, but rather rarely
employed, stains are the olivomycin fluorescent dye
and a conjugated benzoxazinone kanamycin fluorescent
probe. The fluorescent dyes bind rapidly and selectively
to eu- and prokaryotic DNA, forming strongly fluo-
rescent DNA-DAPI/Hoechst complexes with high speci-
ficity. Under fluorescence microscopy, an uncontaminated
cell culture shows only nuclear fluorescence against a
dark background. Mitochondrial DNA does bind the
fluorochrome, but at levels imperceptible by routine
microscopy. Mycoplasmas, however, which have approxi-
mately ten times the DNA content of mitochondria, are
readily detected as bright foci over the cytoplasm, lin-
ing the cell membrane or in intercellular spaces (Fig. 2).
This procedure is not diagnostic for mycoplasmas, as
other prokaryotic nonmycoplasma contaminants will also
be detected. To overcome problems associated with the
analysis of many different cells, to detect low-level con-
taminations, and to screen potentially infected sera, the
use of an indicator cell line such as murine cell line 3T6 or
monkey cell line Vero is recommended (the so-called indi-
rect DAPI/Hoechst staining). Specimens to be analyzed
are inoculated into the indicator cell culture, and after
an appropriate incubation period, the indicator cell line is
examined under UV light.

DNA fluorochrome staining will detect titers of 105

organisms or greater per milliliter. False-positive results
can be caused by staining artefacts or cell detritus. This
test is dependent on the intensity of the infection, since
only massively contaminated cultures can be identified,
thus leading to false negatives. The majority of false-
positive and false-negative readings are due to equivocal
stainings with the ensuing difficulties in the (subjective)
interpretation of the results and borderline decisions. Use
of an indicator cell line significantly enhanced sensitivity,
specificity, accuracy, and predictive value of the DNA
fluorochrome assays (14). Here, the main disadvantage
appears to be the necessity to carry permanently an



Figure 2. Detection of mycoplasma contamination by DAPI-DNA
fluorescence staining. The single cell human suspension cell line
K-562 that was massively contaminated with mycoplasma (M.
hyorhinis) is shown prior to (a) and after (c) treatment with the
antibiotic enrofloxacin (Baytril) that completely eliminated the
contaminant. The same viewfields (a/b and c/d) are shown under
fluorescent and phase-contrast light microscopy, respectively. The
fluorochrome DAPI binds to any DNA present on the cytospin
slide. The large fluorescent (blue) bodies are eukaryotic cell nuclei.
The mycoplasmas are seen either as small dots surrounding
the eukaryocytic cells or as dense clouds between cells. For
technical details see Ref. 16. Photographs were taken with a
Nikon Labophot photomicroscope using a 6Ox objective.

adherent cell line (however, the cell lines Vero and 3T6
are relatively easy to maintain and have undetectable or
few background artifacts). Advantages of the fluorochrome
tests are that they are inexpensive, simple, and rapid
and can be applied for regular screening and long-term
monitoring.

Microbiological Culture. For decades the mainstay
of mycoplasma detection was based on standard
microbiological culture procedures. Specimens are inoc-
ulated into mycoplasma broth and onto agar. Anaerobic
incubation is recommended, as aerobic incubation yields
a lower detection rate. Broths are transferred to agar
plates after 4 -7 days of incubation. Most mycoplasmas
produce microscopic colonies (100-400 \im in diameter)
with a "fried egg" appearance growing embedded beneath
the surface of the agar (Fig. 3). Because the contaminants
grow embedded, they maintain their morphological shape.
Consequently, they are easily distinguishable from bacte-
rial colonies. Certain mycoplasmas may produce a more
diffuse, granular type of colony (8,10).

This procedure has the advantage of ease of manipu-
lation and visual recognition of colonies. Some artifacts
are occasionally seen on agar after inoculation of cell cul-
ture specimens: Colonies must be distinguished from cell
clumps by their eventual increase in size; pseudocolonies
(e.g., crystals, air bubbles) can be a problem for the inex-
perienced observer, since they can increase in size and
can actually be transferred. There are wide variations in
size, morphology, and speed of growth of the mycoplasma
colonies isolated from different cell cultures. Colonies usu-
ally become detectable after an average of 3-6 days, but
also sometimes later. In 1973, the existence of "nonculti-
vatable" mycoplasmas were reported and were recognized
as M. hyorhinis (8). These contaminants grow poorly or not,
at all on well-standardized broth and agar media. A large;
percentage of M. hyorhinis strains does not propagate at
all on cell-free medium.

While the microbiological culture has the advantages of
being inexpensive, highly sensitive with a high detection
rate, and an established and important reference method,,
the disadvantages are the long incubation time, the needl

Figure 3. Detection of mycoplasma contamination by
colony growth on agar. Mycoplasmas (M. arginini)
from the human suspension cell line U-937 were first
enriched in a liquid broth medium and then plated on
agar to allow for formation of characteristic colonies.
Shown is a typical field of an agar plate incubated
for one week. Note the characteristic "fried-egg"-type
mycoplasma colonies. For technical details see Ref. 16.
Photograph was taken with a Nikon Diaphot inverted
microscope using a 3.2 x objective.



for a subjective and experienced interpretation, and the
fact that not all mycoplasmas can be successfully cultured.

Molecular RNA Hybridization. The assays of this
category of mycoplasma detection are based on the
principle of nucleic acid hybridization: complementary
nucleic acid strands come together to form stable double-
stranded complexes. The highest sensitivity is achieved in
DNA-RNA hybridization, which is commonly used, but
also DNA-DNA hybridization would work satisfactorily.
The availability of rRNA sequences in databases allows
for the construction of species-specific, group-specific, or
universal oligonucleotide probes to cover all mycoplasmas
commonly isolated from cell cultures. Two unique features
make rRNA the most suitable target for probes: the
general organization of the molecule with conserved,
semiconserved, and variable regions; and the high copy
number of rRNA present in each mycoplasma cell (about
1 x 104). The probes represent sequences of the 16S or 23S
rRNA genes. Some bacterial species may also be detected
by these tests. RNA from eukaryotic cells will not hybridize
with the probes.

The liquid solution hybridization (best exemplified by
the commercially available kit "Gen-Probe," Mycoplasma
T.C.) uses a [3H]-labeled single-stranded DNA probe
homologous to 16S and 23S rRNA sequences. After
the rRNA is released from the organism, the [3H]-
DNA probe combines with the target rRNA to form
a stable DNA-RNA hybrid that is then separated
from the nonhybridized DNA probe; positive signals are
measured in a scintillation counter. The second method
uses filter hybridization, whereby cell culture samples
are simply heat-fixed on the membranes, hybridized
with the [32P]dCTP-labeled probe derived from 16S or
23S rRNA sequences, and incubated for autoradiography
(Fig. 4) (18). The detection limits are in the range of 103

to 104 organisms; the filter method is reportedly more
sensitive than the liquid hybridization.

The advantages of these assays are broad specificity,
high sensitivity, convenient sample preparation, process-
ing of large sample numbers, and rapid results. The
validity and reproducibility of the Gen-Probe test are very
high (14). Drawbacks are the use of radiolabeled probes
and the relatively high costs.

Polymerase Chain Reaction. The first reports on the
application of PCR to diagnosis of mycoplasma infec-
tions appeared in 1989. The PCR technique is based on
repeated cycles of high-temperature template denatura-
tion, oligonucleotide primer annealing, and thermostable
polymerase-mediated extension; the number of DNA
molecules doubles after each cycle. Nearly all mycoplas-
mic 16S rRNA sequences have been determined and form
the basis for a systematic phylogenetic analysis of molli-
cutes (see the preceding). Computer alignment studies
of mollicute 16S rRNA sequences reveal regions with
sequence variability or conservation at the species, genus,
or class level, allowing for the selection of appropriate
oligonucleotides (primers) for detection and identifica-
tion of mycoplasmas. The highly conserved regions of the
genes enable the selection of primers of wide specificity

Figure 4. Detection of mycoplasma contamination by filter RNA
hybridization. Shown is DNA-RNA filter hybridization using the
23S rRNA probe H900. The samples were applied in a three-fold
dilution series (1Ox each) from left to right (arrow, rows 1-3);
the last dilution is faintly visible. Whereas the untreated human
hematopoietic cell lines MDS, L-540, and KARPAS-231 are clearly
positive (+), the four other samples (post-treatment with various
mycoplasmacidal antibiotics) are negative. For technical details
see Ref. 18.

("universal primers"), which will react with DNA of any
mycoplasma or even with the DNA of other prokaryotes;
this is satisfactory for detection of mycoplasma cell culture
infection where the goal is just to screen the cultures for
contamination. Besides the conserved regions of mycoplas-
mal 16S rRNA genes, the 16S-23S intergenic regions are
quite useful for mycoplasma detection (17,19). It is impor-
tant that no cross-reactions with the DNA of cell lines
occur.

As PCR can be achieved with frozen and lyophilized
material, this offers a means for a retrospective analysis
and facilitates the transport, collection, and storage of
samples. The amplification may be performed as a single-
step PCR (Fig. 5) or as a two-step (nested) PCR; the
latter approach increases the sensitivity and specificity
considerably, but also increases the risk of contamination
by DNA carryover. Southern blotting of PCR products and
hybridization with a specific radiolabeled internal probe
is another possibility to improve sensitivity. However, a
very high sensitivity level may not usually be required
in routine diagnosis as acute and particularly chronic cell
culture mycoplasma infections involve a large number
of organisms (commonly 106 or higher). The very high
sensitivity may be of advantage at a very early phase of
infection or under conditions where mycoplasma growth
is suppressed (e.g., in the testing and monitoring of cell
cultures post-treatment with antibiotics for elimination of
the contaminants).
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Figure 5. Detection of mycoplasma contamination by PCR.
Mycoplasma infection is documented here by a specific band in the
ethidium bromide-stained agarose gel. The upper panel demon-
strates the sensitivity of the method in a dilution experiment
whereby the cell culture supernatant of a mycoplasma-infected
human leukemia suspension cell line (TF-I) is diluted with
buffer; note the distinct band even at a dilution of 1:100,000.
The lower panel shows three mycoplasma-negative and three
mycoplasma-positive human adherent or suspension cell lines.
For technical details see Ref. 20. Marker and dH^O denote size
markers and negative water control, respectively.

The detection limit using a set of nested universal
primers was determined to be 1 fg mycoplasmal DNA,
which is equivalent to 1-2 genome copies of the 16S
mRNA coding region (mollicute genomes carry only one
or two rRNA gene sets). The ability to detect a single
mycoplasma cell makes PCR the most sensitive detection
method available, clearly more so than microbiological
culture. In theory, a positive cell culture may be derived
from a single mycoplasma cell; in practice, however, for
several reasons (including mycoplasma cell aggregates,
multinuclear filamentous forms, defective or nonviable
cells), a "successful" infection requires an inoculum
equivalent to about 100 to 1000 cells (17).

The high sensitivity of PCR may cause problems in
producing false-positive results due to contamination with
target DNA. Another possible problem is false-negative
data caused by the inhibition of the Taq polymerase
by components in the samples. However, once all PCR-
related problems are properly addressed, single-step or
double-step PCR is clearly superior to other mycoplasma
detection methods in many respects, as this method
combines simplicity and speed with high specificity and
extreme sensitivity, in addition to objectivity, accuracy,
and reproducibility (20). In particular, PCR is not limited
by the ability of an organism to grow in culture; in certain
areas, this molecular nucleic acid amplification may
eventually replace biological amplification (i.e., growth
in artificial media), a feature of paramount importance
considering the fastidious nature of mycoplasmas (17).
Thus PCR should prove to be the technique of the future

for mycoplasma detection in cell cultures. Several PCR
kits are commercially available.

ELIMINATION OF MYCOPLASMA CONTAMINATION

Various Elimination Methods

Ever since mycoplasma contamination of cell cultures was
first reported, attempts to develop methods for elimination
of the mycoplasma have been made. It has been suggested
that efforts to eradicate mycoplasmas from contaminated
cells should be considered as a last resort (in order to
prevent spread of the contaminant) and that it would
often be far better to eliminate the problem completely by
autoclaving the infected cultures and replacing them with
fresh stocks known to be mycoplasma-free (11). However,
all too often the cell line is not replaceable with a
mycoplasma-free aliquot, and purging of mycoplasmas
from such cultures is a necessity.

Four general types of procedures have been used
to eliminate mycoplasmas from infected cell cultures:
physical, chemical, immunological, and chemotherapeutic
treatment (Table 5). Many of the methods have been
shown to be unreliable. Some techniques may apply to
some, but not all, mycoplasma species; some of them are too
laborious or simply impractical. Elimination is typically
time consuming, is often unsuccessful, and poses risks
of secondary infection to other cell cultures. Methods of
elimination should ideally be simple and easy, rapid and
efficient, reliable and inexpensive, have minimal effect
on the eukaryotic cell, and result in no loss of specialized!
characteristics; accidental cloning selection of treated cells
also should not occur. However, there is clearly not a single
method available that is both 100% effective and fulfills
all the ideal requirements.

The effectiveness of some elimination methods has
been investigated only in experimentally contaminated

Table 5. Various Mycoplasma Elimination Methods

Physical procedures
Heat treatment
Filtration through microfilters
Induction of chromosomal or cell membrane damage with

photosensitizing

Chemical procedures
Exposure to detergents
Washings with ether-chloroform
Treatment with methyl glycine buffer
Incubation with sodium polyanethol sulfonate
Culture in 6-methylpurine deoxyriboside

Immunological procedures
Co-cultivation with macrophages
In vivo passage through nude mice
Culture with specific antimycoplasma antisera
Exposure to complement
Cell cloning

Chemotherapeutic procedures
Antibiotic treatment in standard culture
Antibiotic treatment plus hyperimmune sera or co-cultivatia

with macrophages
Soft agar cultivation with antibiotics
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The detection limit using a set of nested universal
primers was determined to be 1 fg mycoplasmal DNA,
which is equivalent to 1-2 genome copies of the 16S
mRNA coding region (mollicute genomes carry only one
or two rRNA gene sets). The ability to detect a single
mycoplasma cell makes PCR the most sensitive detection
method available, clearly more so than microbiological
culture. In theory, a positive cell culture may be derived
from a single mycoplasma cell; in practice, however, for
several reasons (including mycoplasma cell aggregates,
multinuclear filamentous forms, defective or nonviable
cells), a "successful" infection requires an inoculum
equivalent to about 100 to 1000 cells (17).

The high sensitivity of PCR may cause problems in
producing false-positive results due to contamination with
target DNA. Another possible problem is false-negative
data caused by the inhibition of the Taq polymerase
by components in the samples. However, once all PCR-
related problems are properly addressed, single-step or
double-step PCR is clearly superior to other mycoplasma
detection methods in many respects, as this method
combines simplicity and speed with high specificity and
extreme sensitivity, in addition to objectivity, accuracy,
and reproducibility (20). In particular, PCR is not limited
by the ability of an organism to grow in culture; in certain
areas, this molecular nucleic acid amplification may
eventually replace biological amplification (i.e., growth
in artificial media), a feature of paramount importance
considering the fastidious nature of mycoplasmas (17).
Thus PCR should prove to be the technique of the future

for mycoplasma detection in cell cultures. Several PCR
kits are commercially available.

ELIMINATION OF MYCOPLASMA CONTAMINATION

Various Elimination Methods

Ever since mycoplasma contamination of cell cultures was
first reported, attempts to develop methods for elimination
of the mycoplasma have been made. It has been suggested
that efforts to eradicate mycoplasmas from contaminated
cells should be considered as a last resort (in order to
prevent spread of the contaminant) and that it would
often be far better to eliminate the problem completely by
autoclaving the infected cultures and replacing them with
fresh stocks known to be mycoplasma-free (11). However,
all too often the cell line is not replaceable with a
mycoplasma-free aliquot, and purging of mycoplasmas
from such cultures is a necessity.

Four general types of procedures have been used
to eliminate mycoplasmas from infected cell cultures:
physical, chemical, immunological, and chemotherapeutic
treatment (Table 5). Many of the methods have been
shown to be unreliable. Some techniques may apply to
some, but not all, mycoplasma species; some of them are too
laborious or simply impractical. Elimination is typically
time consuming, is often unsuccessful, and poses risks
of secondary infection to other cell cultures. Methods of
elimination should ideally be simple and easy, rapid and
efficient, reliable and inexpensive, have minimal effect
on the eukaryotic cell, and result in no loss of specialized!
characteristics; accidental cloning selection of treated cells
also should not occur. However, there is clearly not a single
method available that is both 100% effective and fulfills
all the ideal requirements.

The effectiveness of some elimination methods has
been investigated only in experimentally contaminated

Table 5. Various Mycoplasma Elimination Methods

Physical procedures
Heat treatment
Filtration through microfilters
Induction of chromosomal or cell membrane damage with

photosensitizing

Chemical procedures
Exposure to detergents
Washings with ether-chloroform
Treatment with methyl glycine buffer
Incubation with sodium polyanethol sulfonate
Culture in 6-methylpurine deoxyriboside

Immunological procedures
Co-cultivation with macrophages
In vivo passage through nude mice
Culture with specific antimycoplasma antisera
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cell cultures, yet experimentally infected cultures may
not realistically reflect the laboratory situation, since
chronic infections certainly result in complex interactions
between mycoplasmas and cells. If a cleanup is attempted,
it is imperative closely to monitor the effectiveness
of treatment relative to mycoplasma elimination and
eukaryotic cytotoxicity. A variety of procedures have been
described and utilized. Administration of antibiotics is by
far the most common and efficient approach and will be
discussed in greater detail in the following.

The physical elimination methods include prolonged
heat treatment at 40-42 0C and filtration through microfil-
ters (100-200 nm). For obvious reasons, both approaches
do not seem to be very promising. Another procedure takes
advantage of the nutritional requirements of mycoplasmas
offering them 5-bromouracil (or 5-bromodesoxyuridine),
which is then selectively incorporated into the myeoplas-
mal genome. Exposure to visible light induces chromo-
somal breaks leading to cell death; this photosensitivity
was greatly enhanced by the binding of the fluorochrome
Hoechst 33258 to the DNA (8). The method is labor-
intensive and time-consuming (requiring several rounds
of treatments and subsequent cloning), can be highly cyto-
toxic to the eukaryotic cells, may produce cellular mutants,
and was reported to activate endogenous C-type retro-
viruses in murine cells. A variation of the latter method
is the use of the lipophilic fluorescent probe Merocya-
nine 540, which is incorporated into the cell membrane
of mycoplasmas. Again illumination with visible light of
cultures incubated with Merocyanine 540 together with
Hoechst 33258 leads to a significant degree of mycoplasma
eradication. The relative merit of this technique has not
yet been established.

The chemical procedures involve the exposure of the
cultures to various reagents for a given amount of
time, once or repeatedly. Described are treatments with
methyl glycine buffer, sodium polyanethol sulfonate, and
6-methylpurine deoxyriboside. Treatment with detergents
such as Triton-X 100 were reported to be effective. Another
method uses washings with 2:1 parts ether and chloroform
overnight in the cold. Overall, these chemicals will hardly
be selective in harming only the mycoplasmas without
untoward sequelae for the eukaryotic cells.

Immunological elimination methods exploit the phys-
iological mechanisms of the normal immune responses,
using either cellular components of the immune system
with their intrinsic abilities of phagocytosis (in vitro
in culture dishes or in vivo in mice) or some soluble
mediators of immunity, namely, complement and anti-
bodies (immunoglobulins). Mycoplasma-infected cells are
co-cultivated with primary and purified human or murine
macrophages extracted from the peripheral blood, bone
marrow, or peritoneum; some protocols suggest the addi-
tion of antibiotics; others use pooled human immunoglob-
ulin. Nude mice, which still possess macrophages, but
cannot mount a full immunological response due to the
lack of T-lymphocytes, have been used for the in vivo
passage of mycoplasma-contaminated cell lines in the
form of an ascites tumor. This method requires ani-
mal facilities. Culture with macrophages, in vivo or ex
vivo, will reduce the mycoplasma content, although it

does not appear to be sufficient to eliminate mycoplasma
completely; furthermore, it carries the risk of intro-
ducing murine viruses (e.g., C-type viruses) from the
murine host.

Considerable efforts have been spent in producing high-
titer neutralizing antimycoplasma antisera in rabbits,
guinea pigs, and cows. They clearly do not work in
every instance and simply reduce the mycoplasma load
temporarily; thus their elimination efficacy is rather low.
Incubation with complement contained in fresh human
serum has been suggested as a rapid and efficient
procedure building on the destructive interaction between
components of the classical complement pathway and
mycoplasmas.

Concerning the efficiency of immunological mycoplasma
purging methods, it is of note that the mycoplasma
membrane, being exposed to the external environment, is
the cell organelle that comes into contact with components
of the host immune system (in the mammalian organism).
Lacking the protection of a rigid cell wall, mycoplasmas
should be particularly sensitive to growth inhibition
and lysis by antibodies and complement. Yet, despite
this apparent exposure to a possible immunological
attack, mycoplasma infections are usually chronic in
nature, indicating the frequent failure of the host defense
mechanisms to eradicate the parasites. Mycoplasmas may
have certain mechanisms at their disposal for rapid
adaptation to the microenvironment and thus can escape
any immunological actions (5). These in vivo observations
may explain the lack of success in using immunological
approaches for mycoplasma decontamination of cell
cultures. Finally, cell cloning of an infected culture in
96-well plates may lead to a mycoplasma-free culture,
based on the possibility of selecting cells without any
cytadsorbed contaminants. The success rate is generally
very low, while the amount of work involved is clearly
very high.

The physical, chemical, and immunological methods
are usually of restricted value since the mycoplasmas,
although not detected for sometime afterwards, com-
monly reappear (low efficiency); some methods are time-
consuming or have detrimental effects on the eukaryotic
cells; other techniques are complex or impractical, as
they require extensive resources or special equipment and
knowledge. Considering the various advantages and disad-
vantages of any elimination procedure, chemotherapeutic
treatment appears to be superior to the other mycoplasma
eradication techniques and thus the method of choice. The
simple addition of another reagent to a cell culture is
within the technical and financial capabilities of every cell
culture laboratory.

Antibiotic Treatment as the Most Effective Method

Mycoplasmas, which lack a cell wall and are incapable of
peptidoglycan synthesis, are theoretically not susceptible
to antibiotics such as penicillin and its analogues
that are effective against most bacterial contaminants
of cell cultures. However, it has been reported that
several bacteriostatic antimicrobial agents inhibit the
growth of mycoplasmas; thus they may not eradicate the
contaminants, but simply suppress the overall infection



and mask the presence of mycoplasmas. A number
of different antibiotics have been used explicitly for
mycoplasma control (Table 6). The contaminant strains,
however, often develop resistance to certain antibiotics,
which were thus completely ineffective. Other antibiotics
(for instance, some aminoglycosides and lincosamides) are
moderately to highly effective in eliminating mycoplasmas,
but only at concentrations that have detrimental effects
on the eukaryotic cells, such as marked cytotoxicity.

Ideally, a basic procedure should involve isolating,
speciating, and determining the antibiotic susceptibility
of the contaminants to the arsenal of possible reagents to
maximize success; then the cultures should be exposed
to the effective antibiotics. However, this approach
is extremely time-consuming and labor-intensive and
requires certain expertise. It might be fair to say that
few scientists (for whom a cell culture is normally only a
means to an end) would use this complex approach and
would prefer a quicker solution.

The pharmacological and clinical testing and applica-
tion of mycoplasmacidal antibiotics have shown that tetra-
cyclines are generally effective antimycoplasmal agents;
quinolones have also been found to be highly effective
against mycoplasmas. Recently, these new antibiotics
have been introduced for purging of mycoplasmas from
cell cultures and are marketed commercially. Of partic-
ular note are the quinolones ciprofloxacin (distributed as
Ciprobay by Bayer), enrofloxacin (Baytril; Bayer), and an
unpublished quinolone reagent available as Mycoplasma
Removal Agent (MRA; Flow Laboratories ICN); the prod-
uct BM-Cyclin (Boehringer Mannheim) combines the

macrolide tiamulin (a pleuromutilin derivative) and the
tetracycline minocycline (Fig. 6) (21.22).

Tetracyclines inhibit protein synthesis by binding to
subunits of ribosomes, thereby blocking peptide chain
elongation. Tetracyclines inhibit both prokaryotic and
eukaryotic ribosomal protein synthesis. Nalidixic acid
is the prototype of a class of synthetic antibacterial
agents, the fluoroquinolones, or simply quinolones. The
mode of action of the quinolones involves the binding
to and inhibition of the bacterial DNA gyrase, which
is essential for DNA replication, transcription, repair,
and recombination. Despite their documented selectivity
for prokaryotic enzymes, the quinolones may also exert
an inhibitory effect on eukaryotic DNA polymerase a,
topoisomerases, and DNA deoxynucleotidyl transferases;
the activity of these enzymes is especially high in rapidly
dividing cells. Indeed, high doses of quinolones induced
double-strand DNA breaks in human cells. Selectivity of
the quinolones for the bacterial cell is at least partly due
to the far greater sensitivity of the bacterial enzymes
compared to the mammalian enzymes.

Antibiotic treatment of mycoplasma contamination
in cell cultures has a high degree of efficiency, as
illustrated by the percentages of successful outcomes
in various studies: 65-74% of the mycoplasma-positive
cultures were cured with MRA; 74-100% with Ciprobay;
76-91% with Baytril; and 82-100% with BM-Cyclin (22).
Thus two-thirds to three-quarters of all cultures treated
can be cleansed by one of these antimycoplasma
chemotherapeutic regimens. Besides cure, two other
possible outcomes are loss of the culture and resistance.

Table 6. Various Antimicrobial Agents against Mycoplasma Contamination in Cell Cultures

a + + = highly effective; + = moderately effective; (+) = rarely or weakly effective; — = ineffective.
^Cytotoxicity at effective mycoplasmacidal antibiotic doses: + = cytotoxic; (+) = mildly cytotoxic or cytostatic; — = not cytotoxic.

Antibiotic category:
Specific antibiotic

Aminoglycosides
gentamicin
kanamycin
spectinomycin

Tetracyclines
chlortetracyline
doxycycline
minocycline

Lincosamides
clindamycin
lincomicin

Macrolides
erythromycin
roxitromycin
tiamulin (pleuromutilin)
tylosin

Quinolones
ciprofloxacin
enrofloxacin
sparfloxacin

Novobiocin

Mode of action

protein synthesis
inhibitor

protein synthesis
inhibitor

protein synthesis
inhibitor

protein synthesis
inhibitor

nucleic acid synthesis
inhibitor

cell wall inhibitor

Effect on
bacteria

bacteriocidal

bacteriostatic

bacteriostatic

bacteriostatic

bacteriocidal

bacteriostatic

Effectiveness
against

mycoplasmas0

+
+
+

+
+

++

+
+

(+)

++
+

++

Cytotoxicity for
eukaryotic

cells6
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+
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(+)
(+)

+
+

+



Culture death, occurring in 5-15% of the cases, is
presumably caused by cytotoxic effects of the reagents. Not
unexpectedly, BM-Cyclin (containing a tetracycline) shows
the greatest growth-inhibiting effect, which may be either
cytostatic or cytotoxic. Generally, one week after cessation
of treatment, cell growth will return to normal. Cytostatic
and cytotoxic effects of the antibiotics may be enhanced
by the poor condition of cell cultures commonly found in
chronically infected cells. This situation is clearly different
from that of experimentally contaminated cell cultures.
It is found that increasing the serum concentration and
incubating the cells at higher densities (at or near clonal
densities) is advantageous for the cell cultures.

The quinolones show cross-resistance. This is not
surprising given their basic structural similarity. For-
tunately, sequential administration of BM-Cyclin to the
same cells that were first exposed to a quinolone can still
result in eradication of the resistant infectant. Higher
concentrations of the antibiotics may be more effective
in purging mycoplasma-contaminated cultures decreasing
the rate of resistance, but this success would be coun-
terbalanced by significantly higher cytotoxicity. It is not
known whether the resistance of cell culture mycoplas-
mas to antibiotics is mostly acquired during treatment
or already exists prior to exposure to these reagents. In
any event, antimycoplasma antibiotics should be reserved
for the specific situation of mycoplasma eradication in
an infected cell culture and should not be added rou-
tinely as a common panacea to the culture medium, as
this would run a substantial risk of selecting resistant
mycoplasma strains. The discovery of intracytoplasmatic
mycoplasmas may explain the resistance of some cases
where prior testing documented susceptibility of the par-
ticular contaminant to antibiotics. In these instances,
the antibiotics mentioned do not necessarily have phys-
ical access to the mycoplasmas. New mycoplasmacidal
compounds are needed that are capable of penetrating
the eukaryotic cells and that are suitable for killing the

intracellular microorganisms without untoward effects on
the host cell.

Antimycoplasma treatments are certainly stressful to
the eukaryotic cells. Thus cells might no longer express the
desired properties as a result of antibiotic administration.
Outgrowth of a selected clone is another possibility. Some
data suggest that cured cells generally preserve their
characteristics. Still, any alterations to the cell lines
induced by antibiotic treatment are obviously a matter
of concern and require further detailed studies.

Overall, the technically simplest method for myco-
plasma decontamination with the most promising results
is antibiotic treatment. The convenience of use and general
availability of the reagents render it a reliable routine
laboratory procedure. However, antibiotic mycoplasma
elimination is laborious and time-consuming, as the
duration of the treatment plus the minimum antibiotic-
free post-treatment period ranges from three to five weeks
depending on the protocol used. Furthermore, special
attention must be placed on possible cytotoxic effects or
effects that alter the characteristics of the cell line.

Variations of the antibiotic eradication procedure
involve the pretreatment or simultaneous exposure to
hyperimmune antimycoplasma serum and co-culture with
macrophages (Table 5). The idea behind these techniques
is to eliminate the bulk of the contaminants prior to
the addition of the antibiotics or to combine different
approaches that may complement one another in the
efficacy with which they eliminate residual infectants.
Another treatment method that would improve the cure
rate involves the use of soft agar with antibiotics. The soft
agar technique consists of suspending infected cultures in
soft agar containing appropriate antibiotics. The method
is based on the survival of cells in suspension in the soft
agar, thus facilitating exposure of mycoplasmas to the
antibiotics. The advantage of the method lies in its speed
and simplicity, as only one cycle of treatment (1-3 days)
is adequate.

Figure 6. Treatment protocol for elimination of mycoplasma contamination using BM-Cyclin.
BM-Cyclin containing the macrolide tiamulin (1) and the tetracycline minocycline (2) (see Table 6)
are added to the cell culture for three weeks in three alternating cycles (as indicated in this
example by the arrows). Cells are thoroughly washed (W) prior to switching to the other reagent,
at the beginning and at the end of treatment. Post-therapy, it is important to grow the culture
in antibiotic-free medium. After a minimum of two weeks, mycoplasma testing is performed.
Thereafter, cells are regularly monitored for re-emergence of the contamination or for new
infection. For technical details see Refs. 18,21,22.

BM-Cyclin 1:10 ug/ml

BM-Cyclin 2: 5 pg/ml

Mycoplasma Testing

Treatment no Antibiotics
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WORKING PROTOCOLS FOR DETECTION, ELIMINATION,
AND PREVENTION OF MYCOPLASMA CONTAMINATION

There are three main components to be considered when
regarding the problem of mycoplasma contamination of
cell cultures: detection, elimination, and above all pre-
vention of mycoplasma infection. In the following, several
routine protocols are presented with regard to these three
fundamental issues. Mycoplasmal contamination is now
and will always be a potential threat to cell cultures.
Overall, detection methods have dramatically improved
in recent years, and the availability of testing kits has
increased. Instead of discarding mycoplasma-infected cul-
tures (without any possible clean replacement), elimi-
nation of the contaminants has become a realistic and
practical possibility. Critical to maintaining cell cultures
free of mycoplasma (and other adventitious organisms) is
the establishment of routine operating and testing pro-
cedures by the cell culturist. The primary difficulty in
controlling the epidemic mycoplasma contamination lies
in convincing the culture operator of the necessity for
validating the absence of these covert organisms and in
creating a certain level of awareness for the dangers that
lurk.

Routine Working Protocol for Detection

The high frequency of mycoplasma-contaminated cell
cultures and the rapid spread of the infection within
the laboratory imposes a requirement for rigorous
mycoplasma testing of any new incoming cell culture and
also for regular screening of every permanently cultured
cell line. The best test will fail if the sample submitted
for testing is not representative or is not treated properly.
Antibiotics can mask mycoplasma infection, resulting in
false-negative test results. Therefore, while it is highly
desirable that cell lines always be cultured without any
antibiotics, for mycoplasma testing purposes it is essential
that cell cultures be maintained antibiotic-free for several
passages. Furthermore, cultures should be assayed a
sufficient time after the last passage or exchange of
medium; this allows organisms, if present, to grow to
high titers. While PCR is definitely the test of choice (see
the preceding discussion), this method can also produce
false-positive or false-negative results. Thus conducting
at least two (or, better, three) different techniques on the
same sample is suggested to obtain a reliable diagnosis.

A routine working protocol for detection of mycoplasma
contamination in the form of a flow chart is shown in
Figure 7. Newly arriving cell lines should be quarantined
in a separate cell culture laboratory. The initial testing
determines the mycoplasma contamination status of
the cells. If the culture is contaminated and no clean
replacement is available, a decontamination might be
attempted followed by strict retesting post-treatment
(see the following). It is absolutely mandatory that
clean cultures also be regularly assayed for mycoplasma
contamination, for instance, at monthly intervals. PCR
with its extreme sensitivity and DNA fluorochrome
staining (DAPI/Hoechst stains) as an inexpensive, simple,
and rapid method can be applied for regular screening.

Figure 7. Routine working protocol for detection of mycoplasma
contamination. A flow chart for mycoplasma testing of newly
arriving and continuously cultured cell lines is shown. Use of
at least two (better three or even four) different mycoplasma
detection assays is suggested; best suited for determining
the initial mycoplasma contamination status are PCR, RNA
hybridization, and DAPI/Hoechst staining (in that order), while
for routine screening and continuous monitoring PCR and
DAPI/Hoechst staining are recommended; it is useful to check
continuous cell cultures at monthly intervals. For technical details
seeRefs. 14,16,18,20.

Routine Working Protocol for Elimination

If a cell culture is found to be infected with mycoplasmas,
the advised procedure is to replace it whenever possible;
frozen stocks can be examined, or cell culture repositories
can be contacted. An invaluable or irreplaceable cell
line can be cured, as decontamination with various
methods has become a practical and highly successful
endeavor. However, a number of factors should be weighed
carefully. The treatment protocol plus the obligatory
intensive monitoring thereafter is a laborious and time-
consuming task. The possibility exists that upon exposure
to potentially toxic conditions, the cell line will be
subjected to selective pressure, and the cured population
might differ from the original. Also,the procedure entails
extensive work with mycoplasma-positive cultures, thus
carrying the risk of further spread of the contamination.
Chemotherapeutic purging of cultures applying various
antimycoplasma antibiotics has been successful, A flow
diagram of the antibiotic treatment protocol is shown in
Figure 8.
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As a general rule, if cell cultures are diagnosed as
being positive for mycoplasma, as quickly as possible they
should be either discarded, frozen, and stored in liquid
nitrogen, or treated with antimycoplasma procedures
in order to prevent spread of the contaminant. The
whole decontamination process should be undertaken
in a quarantined culture laboratory until sterility is
attained. It is advisable to freeze some cells for further
elimination attempts, in case the first treatment fails to
achieve freedom from mycoplasma contamination. The
basic principle of antibiotic treatment involves exposure
of the positive culture to a recommended antibiotic
concentration for a given number of days, followed by
maintenance of the cells for at least two weeks in
antibiotic-free medium, and then the close monitoring of
the mycoplasma status by adequate tests to detect residual
or new contaminants. Resistant cell lines may be rescued
by subsequent incubation with a non-cross-resistant
antibiotic (for instance, quinolone-resistant cells can be
cured with BM-Cyclin). An alternative would be a second
attempt with an untreated, mycoplasma-positive aliquot
of the same culture using different antibiotics or higher
concentrations. The application of elimination methods
other than antibiotics remains a further possibility.

Figure 8. Routine working protocol for elim-
ination of mycoplasma contamination. A sug-
gested flow chart for planning antibiotic
treatment of mycoplasma-positive cell lines
is shown. It is proposed that aliquots of
the contaminated cultures be frozen; these
serve as a backup in case the initial antibi-
otic administration fails to achieve freedom
from mycoplasma contamination. Cells may
be treated with one, several, or all of the
four regimens indicated, but in separate cul-
ture vessels as single agent treatment (the
antibiotics should not be mixed). After an
antibiotic-free phase of at least 2 weeks
post-treatment, cells must undergo several rig-
orous mycoplasma testings with at least two
methods and must be examined afterwards at
periodic short intervals (for instance monthly).
In the case of antibiotic resistance, resistant
cultures may be treated a second time with
an effective, non-cross-resistant reagent, or
backup (still contaminated) cultures may be
treated in another attempt, or other purging
methods may be used. For technical details see
Refs. 18,21,22.

The recommendation by commercial suppliers that
mycoplasmacidal antibiotics should be used as a perma-
nently preventive measure to avoid contamination must
be strongly rejected. Antibiotics in general and antimy-
coplasma reagents in particular should not be used as a
substitute for good cell culture technique.

Routine Working Protocol for Prevention

Of primary importance in preventing mycoplasma con-
tamination of cell cultures is an awareness of sources of
infection combined with a program of cell maintenance,
regular quality and identity checks, and repeated char-
acterization of the cells (23). The protocol for prevention
of mycoplasma contamination should be designed to mini-
mize risk of exposure of cells to mycoplasmas. As pointed
out previously, human sources and bovine serum consti-
tute two of the main infectant reservoirs; undoubtedly,
lateral spread from one cell line to another accounts for
the majority of infections. A variety of specific steps can
be adopted to prevent cell culture contamination with
mycoplasmas (Table 7) (9-11).

Any sterile cell culture work should be performed
in a vertical laminar-flow biohazard hood. It is critical

-BM-Cyclin Treatment
-Treatment of Untreated Aliquot with
Another Quinolone
-Other Elimination Method

-Repeat Treatment of Untreated
Aliquot with BM-Cyclin

-Treatment of Untreated Aliquot
with Quinolone
- Other Elimination Method

Baytril-
resistant

Ciprobay-
resistant

MRA-
resistant

BM-Cyclin-
resistant

Monthly Mycoplasma Testing

Mycoplasma-positive Mycoplasma-negative

Mycoplasma Testing
PCR
RNAHybridization
DAPI/Hoechst Staining
(Microbiological Culture)

Baytril

1 week
25ug/ml

Ciprobay

2 weeks
10ug/ml

MRA

1 week
0.5ug/ml

BM-Cyclin

3 weeks
10ug/ml 1
5ug/ml 2

MYCOPLASMA-POSITIVE CELL LINE Secure Mycoplasma-
positive Aliquots as
Frozen Back-up



Table 7. Routine Working Protocol for Prevention of
Mycoplasma Contamination

Cell culture facility
Facility should be designed and equipped for aseptic culture

procedures
Certified laminar-flow biological safety cabinets should be

used and their function should be regularly examined
Work surfaces should be chemically disinfected prior to and

following work and thoroughly cleaned at regular
intervals (monthly)

Incubators should be regularly controlled and cleaned
(monthly)

Discarded glass and plastic ware and spent media should be
carefully disinfected

Cell culture materials should be properly disposed of by
central sterilization

Effective housekeeping procedures should be followed to
minimize contamination of the environment (e.g., floor,
sinks, faucets, water baths)

Unauthorized persons should not be allowed entry
Animals should not be kept in the cell culture room
Laboratory should be kept clean

Quality control
A defined quality, identity, and characterization control

program should be established
Mycoplasma testing should be performed at the time of

arrival of the culture and at regular intervals (monthly)
Reliable mycoplasma detection methods should be

established and performed
Medium components (especially serum) should be tested for

sterility before use
Strict aseptic techniques and good laboratory procedures

should be followed

Cell cultures
Cell cultures should be obtained from reputable cell

repositories
Incoming cell cultures should be held in quarantine until

proof of sterility (or at least separated in time and space
from sterile cultures)

Aliquots free of mycoplasma (and other adventitious agents)
should be stored in a master and working stock system in
liquid nitrogen

Antibiotic-free media should be used whenever possible
Periodic standardization checks of the cell culture (quality,

identity, and characterization control program) should be
made

Mycoplasma-positive cultures should be immediately
discarded or treated with mycoplasmacidal measures

Culture culturist
Handwashing prior to and following work should be

required
Mouth pipetting should be prohibited
There should be no unnecessary talking or traffic at the clean

bench or in the immediate work area
Protective clothing should be used to protect both the culture

and the culturist
Jewelry (rings, bracelets, wrist watches) should be taken off
Written laboratory records for every cell culture should be

made
The same medium aliquot should not be used for different cell

lines
Medium should not be poured from bottles or flasks, but

pipetted
Only one cell line should be handled at a given time

to disinfect all work surfaces before and after culture
manipulations, including the various devices entering the
laminar flow hood. Mycoplasmas are extremely sensitive
to most disinfectants, but can show prolonged survival
in a dried state. Thus the main point is simply to keep
the laboratory and its inventory as clean as possible.
Clearly, nothing replaces good housekeeping and good
aseptic techniques in the control of mycoplasmal con-
tamination. It is important that cell culture laboratories
establish effective and scheduled mycoplasma testing pro-
cedures in the form of a routine screening program for
all forms of microbial contamination, including mycoplas-
mas. Sera, media, and supplements (and also cell lines
whenever possible) should be purchased from reputable
suppliers that adequately test for mycoplasmal contami-
nation.

All incoming cell lines should be quarantined until the
contamination status is verified. Mycoplasma-free cultures
should be segregated from infected cultures by time and
place of handling. Reagents for the two sets of cultures
should be separate. The general use of antibiotics is not
recommended except in special applications and then
only for short durations. Use of antibiotics may lead to
lapses in aseptic technique, to selection of drug-resistant
organisms, and to delayed detection of low-level infection
by either mycoplasmas or other bacteria. Master stocks
of mycoplasma-free cell lines should be frozen and stored
to provide a continuous supply of cells should working
stocks become contaminated. Mycoplasma-infected cell
lines should be discarded or treated with mycoplasmacidal
measures as quickly as possible in order to prevent lateral
spread.

Strict adherence of the cell culturist to aseptic culture
techniques is another fundamental aspect in mycoplasma
control. Cell culturists should continually be aware of
the danger of contaminating clean cultures with aerosols
from mycoplasma-containing cultures manipulated in
the same area. For example, the following procedures
with liquid media generate droplets: pipetting, decanting,
centrifuging, sonicating. These relatively large droplets
do not remain airborne but settle within seconds into
the immediate environment, where they remain viable
for days. Furthermore, mouth pipetting and unnecessary
talking are not acceptable. The prohibition of eating,
drinking, smoking, or application of makeup in the
laboratory is obvious. The recommendation to thoroughly
wash and disinfect the hands, to take off jewelry (rings,
bracelets, wrist watches), to wear protective clothing, and
to tie back long hair (or use of a head covering) are further
precautions that are necessary to minimize the risk of
contamination.

BIBLIOGRAPHY

1. S. Razin and E.A. Freundt, in J.G. Holt, ed., Bergey's Manual
of Systematic Bacteriology, Vol. 1, Williams & Wilkins, New
York, 1984, pp. 740-794.

2. S. Razin, in A. Balows, et al., eds., The Prokaryotes, 2nd ed.,
Springer, New York, 1991, pp. 1937-1958.

3. J.G. Tully, in J. Lederberg, ed., Encyclopedia of Microbiology,
Academic Press, San Diego, Calif., 1992, pp. 181-215.



4. S. Rottem and M. Barile, Trends Biotechnol. 11, 143-151
(1993).

5. S. Razin, in S. Razin and J.G. Tully, eds., Molecular and
Diagnostic Procedures in Mycoplasmology•, Vol. 1, Academic
Press, San Diego, Calif., 1995, pp. 1-25.

6. S. Razin, D. Yogev, and Y. Naot, Microbiol. MoL Biol. Rev.
62,1094-1156(1998).

7. W.G. Weisburg et al., J. Bacterial. 171, 6455-6467
(1989).

8. M.F. Barile and S. Rottem, in I. Kahane and A. Adoni, eds.,
Rapid Diagnosis of Mycoplasmas, Plenum, New York, 1993,
pp. 155-193.

9. R.A. Del Guidice and R.S. Gardella, in R.E. Stevenson, ed.,
Uses and Standardization of Vertebrate Cell Cultures, In Vitro
Monog. No. 5, Tissue Culture Association, Gaithersburg, Md.,
1984, pp. 104-115.

10. G.J. McGarrity, V. Vanaman, and J. Sarama, Am. Soc.
Microbiol. News 51, 170-183 (1985).

11. R.J. Hay, M.L. Macy, and T.R. Chen, Nature (London) 339,
487-488(1989).

12. G.J. McGarrity, H. Kotani, and G.H. Butler, in J. Maniloff,
R.N. McElhaney, L.R. Finch, and J.B. Baseman, eds., Myco-
plasmas—Molecular Biology and Pathogenesis, Ameri-
can Society for Microbiology, Washington, D.C., 1992,
pp. 445-454.

13. G.J. McGarrity, V. Vanaman, and J. Sarama, In Vitro 20,
1-18(1984).

14. CC. Uphoff et al., Leukemia 6, 335-341 (1992).
15. E.L. Schneider and E.J. Stanbridge, In Vitro 11, 20-34

(1975).
16. CC. Uphoff, S.M. Gignac, and H.G. Drexler, J. Immunol

Methods 149, 43-53 (1992).
17. S. Razin, MoI. Cell. Probes 8, 497-511 (1994).
18. E. Fleckenstein, CC. Uphoff, and H.G. Drexler, Leukemia 8,

1424-1434(1994).
19. G. Rawadi and O. Dussurget, PCR Methods Appl. 4,199-208

(1995).
20. A. Hopert et al., J. Immunol. Methods 164, 91-100

(1993).
21. CC. Uphoff, S.M. Gignac, and H.G. Drexler, J. Immunol.

Methods 149, 55-62 (1992).
22. H.G. Drexler et al., In Vitro Cell. Dev. Biol. 3OA, 344-347

(1994).
23. H.G. Drexler et al., eds., DSMZ Catalogue of Human and

Animal Cell Lines, 6th ed., DSMZ, Braunschweig, Germany,
1995, pp. 8-13.

See also ASEPTIC TECHNIQUES IN CELL CULTURE; CONTAMINATION

DETECTION IN ANIMAL CELL CULTURE; STERILIZATION AND

DECONTAMINATION.

CRYOPRESERVATION OF PLANT CELLS,
TISSUES AND ORGANS

ERICA E. BENSON

DOMINIQUE J. DUMET

University of Abertay Dundee
Dundee, Scotland
United Kingdom

KEITH HARDING

Scottish Crop Research Institute
Dundee, Scotland
United Kingdom

OUTLINE

Introduction
Cryopreservation Theory

Traditional Cryopreservation Methods
Cryopreservation using Vitrification

Practical Applications of Plant Cryopreservation
Cryopreservation of Dedifferentiated Cells and
Tissues
Traditional, Simplified, and Novel Approaches for
Dedifferentiated Cell Cryopreservation
Cryopreservation of Shoots and Roots
Enhancing Survival in Cryopreserved Shoot Tips
using Vitrification

Cryopreservation of Seeds and Embryos
Seed Germplasm Sterilization and In Vitro
Culture
Desiccation of Embryos: Approaches to Improving
Desiccation Tolerance
Chemical Cryoprotection
Freezing, Thawing, and Recovery Medium
Assessments of Genetic Stability in Cryopreserved
Germplasm
Molecular Approaches to Assessing Genetic
Stability

Summary
Acknowledgments
Bibliography

INTRODUCTION

Cryopreservation is the storage of living tissues at
ultralow temperatures; usually in the case of plant
tissues this is at —196 0C in liquid nitrogen. For certain
animal cells, however, storage in the vapour phase of
liquid nitrogen is preferred. This conservation method
has broad applications in medicine, veterinary sciences,
agriculture, biotechnology, horticulture, forestry, and
aquaculture (1). The cryogenic storage of viable human
and animal cells has been routinely applied for more than
30 years in the healthcare and veterinary sectors. Recent
advances in plant cryopreservation research now ensure
its potential for routine use in ex situ conservation (2).
The ability to conserve plant germplasm for long
periods of time, in low-maintenance, liquid-nitrogen
repositories, has an increasingly important role in plant
biotechnology, crop plant genetic resources management,
forestry, and agroforestry (3-5). Cryopreservation is also
being explored as an alternative and complementary
means of conserving the germplasm of endangered plant
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INTRODUCTION

Cryopreservation is the storage of living tissues at
ultralow temperatures; usually in the case of plant
tissues this is at —196 0C in liquid nitrogen. For certain
animal cells, however, storage in the vapour phase of
liquid nitrogen is preferred. This conservation method
has broad applications in medicine, veterinary sciences,
agriculture, biotechnology, horticulture, forestry, and
aquaculture (1). The cryogenic storage of viable human
and animal cells has been routinely applied for more than
30 years in the healthcare and veterinary sectors. Recent
advances in plant cryopreservation research now ensure
its potential for routine use in ex situ conservation (2).
The ability to conserve plant germplasm for long
periods of time, in low-maintenance, liquid-nitrogen
repositories, has an increasingly important role in plant
biotechnology, crop plant genetic resources management,
forestry, and agroforestry (3-5). Cryopreservation is also
being explored as an alternative and complementary
means of conserving the germplasm of endangered plant
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species (6). This article provides an overview of the
theories and practice of plant cryopreservation. It provides
an introduction to the subject for readers who are
considering, for the first time, the use of cryopreservation
for germplasm conservation. Emphasis is placed upon
the cryoconservation of dedifferentiated cells, shoots, and
embryos, as these systems are particularly important for
biotechnology programs and the management of crop plant
genetic resources.

CRYOPRESERVATION THEORY

Successful recovery of cells following cryopreservation is
dependent on the use of cryoprotectants and/or manip-
ulative strategies that ensure survival after exposure to
freezing and dehydration injury, the two main factors that
affect post cryopreservation survival (7,8). Cryopreserva-
tion can be categorized into two types of methodologies:
those that involve ice formation and cryopreservation in
the absence of ice. The first includes traditional approaches
to cryopreservation that are dependent upon the manipu-
lation of ice crystallization in tissues that have been pro-
tected using chemical cryoprotective additives and exposed
to controlled-rate freezing regimes. The second method is
quite different and involves the treatment of cells in such
a way that ice crystal formation is completely inhibited
(this is usually achieved by manipulating cell viscosity).
Thus, water molecules, on exposure to low temperatures,
form an amorphous glassy state; this process is termed
vitrification and provides a useful option to traditional cry-
opreservation methods, which usually require expensive
controlled-rate freezing equipment. Simplified, inexpen-
sive cryopreservation methods have also been developed
that apply vitrification strategies or "low-tech," controlled-
rate freezing devices (9,10).

Traditional Cryopreservation Methods

These methods comprise several components/events
including: the cryoprotectant (penetrating or nonpenetrat-
ing); the cooling regime (for which the parameters are:
rate, terminal transfer temperature, and hold time); tem-
perature of ice nucleation and supercooling. Traditional
methodology is based upon the "two-factor" hypothesis of
freezing injury (7,8), principally ice formation and dehy-
dration stress. Manipulation of these injurious events
by controlled-rate freezing and cryoprotective additives
forms the basis of the protocols, the theory of which
can be explained as follows. Water requires a "nucle-
ation template" to initiate ice crystallization, and it is
of major consequence to cryobiologists that water very
rarely freezes at 00C. In biological systems, water can be
supercooled (7,8) to extremely low subzero temperatures
(—40 0C is the approximate point at which water can homo-
geneously nucleate and aggregate to form crystals) and
the presence of solutes, such as cryoprotective additives,
ensures that supercooling occurs. Cooling rate influences
ice nucleation; thus during very rapid cooling both intra-
and extracellular ice forms immediately, and the cell is
usually killed. When slow rates of cooling are employed
(usually within the range of —0.5 to —5 0C min"1), ice first

forms extracellularly, and this creates a water vapour
deficit between the inside and the outside of the cell. As
a consequence, water moves from inside the cell to the
outside, where it subsequently freezes; with time, the cell
becomes more and more dehydrated. The rate and the
extent of this dehydration process are critical factors in
ensuring the success of traditional cryopreservation proto-
cols. If the cell is allowed to become too dehydrated, it dies
due to the toxic concentration of solutes. However, if cells
are dehydrated to an optimum point at which most of the
potentially freezable water is transferred to the extracel-
lular compartment, when the intracellular environment
does eventually freeze, ice formation and crystal growth
are so limited that the process becomes noninjurious (7,8).
Quite clearly, the rate of freezing, the temperature at
which extracellular ice nucleation occurs, and the holding
time at this temperature will greatly influence cell sur-
vival. Many traditional plant cryopreservation protocols
are dependent upon species-specific controlled-rate cool-
ing parameters, which must be optimized to ensure cell
survival on transfer to liquid nitrogen.

Cryopreservation theory must also consider the inter-
play between cryogenic factors and cryoprotectants.
Two basic types of traditional cryoprotectants can be
defined: nonpenetrating cryoprotectants and penetrat-
ing cryoprotectants. The former are usually applied as
high-molarity solutions of sugars, polyols (e.g., polyethy-
lene glycol), mannitol, and sorbitol; they exert an osmotic
gradient and withdraw water from cells, reducing the
amount of water available for ice formation. Osmotically
active agents can also be applied at lower concentrations
during pregrowth treatment. Penetrating cryoprotectants
(e.g., glycerol and dimethyl sulfoxide, DMSO) exert their
protective effects by a colligative action and ameliorate
damage caused by the toxic concentration of intracellular
solutes. A colligative cryoprotectant must be able to pene-
trate the cell and be nontoxic at the concentration required
to ensure an effective freezing point depression (7,8). A col-
ligative protectant is distributed equally both inside and
outside the cell; therefore, it does not exert an osmotic
effect and does not change the cell volume. In the pres-
ence of a colligative cryoprotectant, water will be equally
lost from both cell compartments and as the extracellular
and intracellular ice forms, there will be no detrimental
change in cell volume, and the toxic concentration of cell
solutes is circumvented (7,8). Colligative cryoprotectants
also suppress the freezing point to a temperature that
is low enough for the cells to tolerate potentially dam-
aging reactions (7). Plant cryoprotection strategies utilize
a range of protective additives that are often applied in
combination (4).

Cryopreservation using Vitrification

Vitrification enables cells and tissues to be cryopreserved
in the absence of ice, an approach that is proving
to be a useful, complementary method to traditional
methodologies. Vitrification protocols are especially
valuable for laboratories that do not have access to
controlled-rate freezing facilities, as the tissues can be
plunged directly into liquid nitrogen. However, some
vitrification protocols can be quite laborious and time



consuming, and this may limit their efficiency of use in
large-scale genebanks. Importantly, vitrification provides
an alternative method for the conservation of germplasm,
which is recalcitrant to traditional cryopreservation proto-
cols. Vitrification is achieved by manipulating and enhanc-
ing the cell's viscosity to a level at which ice nucleation
is inhibited. There are now many different approaches
by which vitrification can be achieved in cryopreserved
plant cells and tissues, including: the application of highly
concentrated cryoprotectant cocktails (11), encapsulation
of germplasm in a calcium -alginate matrix, followed by
dehydration/desiccation treatments (12) and desiccation
using air drying, silica gel, or osmotic treatments (13,14).
The vitrified state is metastable, and on rewarming
glasses can devitrify, causing ice crystallization; optimiz-
ing rewarming protocols for vitrified germplasm is thus a
critical factor for survival (15,16).

PRACTICAL APPLICATIONS OF PLANT
CRYOPRESERVATION

This section presents examples of the use of cryop-
reservation in plant biotechnology and genetic resource
management, which are outlined on the basis of cell
and tissue type. Full practical details of the cryopreser-
vation protocols detailed in this section are available
elsewhere (1,17-19).

Cryopreservation of Dedifferentiated Cells and Tissues

Long-term cryogenic storage of dedifferentiated cells and
callus is particularly important for the maintenance of
totipotency, and competent cell cultures can be routinely
cryopreserved to ensure a supply of germplasm for use

in biotechnology programs (18,19). Cryoconservation cir-
cumvents the time-related loss of totipotency, which occurs
when dedifferentiated cells are maintained by serial sub-
culture. Dedifferentiated cultures are frequently used as a
source of secondary products, and as the capacity to form
these metabolites can also decline with long-term culture,
cryopreservation offers the opportunity to selectively con-
serve high-producing lines (20). Cryopreservation of genet-
ically manipulated dedifferentiated cell cultures has the
potential to assist transformation programs, and cryogenic
storage has an important role in patent deposition (2,21).

Traditional, Simplified, and Novel Approaches for
Dedifferentiated Cell Cryopreservation

A range of protocols have been developed to routinely
cryopreserve dedifferentiated cells (Table 1). Traditional
methods employ the use of computer-controlled pro-
grammable freezers, and these have the advantage that
large numbers of samples can be processed at any one
time. The controlled-rate freezing method developed by
Withers and King (17) has proved to be one of the most
widely used to date. Simplified freezing units offer a
"low-tech" approach to conserving cells (Table 1); how-
ever, only small numbers of samples can be conserved
during each run, and the system does not offer the flexibil-
ity of being able to manipulate cooling rates. Vitrification
using cryoprotective additives (Table 1) is proving to be
the method of choice for laboratories without access to
controlled-rate freezers. A range of cryopreservation pro-
tocols may have to be screened for cells that are freeze
recalcitrant, and novel modifications of traditional meth-
ods may be applied (21). These include: the application of
the iron chelating agent desferrioxamine (22,23), pluronic
F-68 (24), and the haemoglobin additive, erythrogen® (25).

Table 1. Examples of Cryopreservation Protocols Applied to Dedifferentiated Plant Cells

Plant System

Cell suspensions of a
range of species

Cereals (rice)

Callus and cells of a

range of species

Cell lines of
Chrysanthemum
cinerariaefolium

Application

Maintenance of
morphogenetic
totipotency

Maintenance of culture
collections

Maintenance of secondary
metabolite production

Method

Traditional controlled-rate freezing, Withers & King
(1980) cryoprotectant: 0.5 M DMSO, 0.5 M glycerol,
1 M sucrose (applied on ice)

Freezing: -1 0 C • min"1 to -35 0C hold for 30 min. Plunge
into LN2 thawing: 45 0C adaptation of above method
for rice

Simplified controlled-rate freezing (Yamada & Sakai,
1996) cryoprotectant: 2 M glycerol, 0.4 M sucrose

Freezing 1 h @ — 30 0C in a deep freeze followed by direct
transfer to LN2 thawing: 400C

Vitrification with cryoprotective additives, Yamada &
Sakai (1996) cryoprotectant: Plant vitrification
solution 2 (PVS2), 30% (w/v) glycerol, 15% (w/v)
DMSO, 15% (w/v) ethylene glycol in medium
containing 0.4 M sucrose (applied on ice)

Freezing: ultrarapid, direct plunge into LN2 thawing:
400C

Nonprogrammable controlled-rate freezing (Hitmi et al.,
1997) cryoprotectant: 5% (w/v) DMSO (applied on ice)

Freezing: cooled to -20 °C at - 1 °C in a nonprogrammable
freezing stored @ this temperature for 24 h followed by
direct plunge into LN2 thawing: 40 0C

Ref.

1,17,19

18,26

9

9
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The success of a cell cryopreservation protocol can also
influenced by noncryogenic factors such as subculture
regime and morphogenetic status (18,26). Dedifferentiated
cultures provide useful systems for fundamental stud-
ies (27), which enable the elucidation of those components
of a protocol that predispose cells to injury. By under-
standing the ultrastructural and biochemical changes that
accompany cryopreservation, it is possible to improve stor-
age methodology.

Cryopreservation of Shoots and Roots

Cryopreservation of vegetatively propagated crop plants
is an important long-term means of ex situ conserva-
tion and complements the use of field collections and in
vitro storage in the active and slow growth state. A wide
range of cryopreservation protocols have been applied, as
described in detail elsewhere (28). Three main approaches
have been developed: controlled-rate freezing, encapsu-
lation/dehydration, and vitrification using cryoprotective
additives. There can be considerable genotypic variation in
the responses of different species to shoot-tip cryopreser-
vation, and methods frequently require empirical devel-
opment. Shoot cultures of temperate species frequently
benefit from the application of pregrowth treatments,
including cold hardening (29), and post-storage regener-
ation can be influenced by the plant growth regulator
composition of the medium. This can also have long-term
effects on plant performance (30,31). The cryopreservation
of shoots and roots usually requires the excision of lateral
and apical buds and roottips from actively growing cul-
tures. Organ size can be critical (usually within the range
of 3-5 mm), and shoot structures usually comprise the
apical dome (or lateral bud) and 2-4 nonexpanded leaf
primordia (28). In the case of root cryopreservation, the
main application concerns the conservation of transgenic
hairy root cultures, for which both controlled-rate freezing
and encapsulation/dehydration have been applied (32,33).
A wide range of protocols have been reported for the cry-
opreservation of shoot cultures, and a selection of these
are summarized in Table 2 (34-36).

Enhancing Survival in Cryopreserved Shoot Tips using
Vitrification

The development of vitrification methods for plant tissues
has had a major impact on the ability to conserve complex
shoot-tip structures and previously freeze-recalcitrant
systems (28). Thus species that have proved difficult to
preserve using traditional methodologies may be amenable
to cryopreservation using vitrification. Yamada and
Sakai (9) report the successful application of vitrification
to cryopreserve the meristems of over 30 different
plant species. Vitrification using encapsulation has been
modified to enhance survival by optimizing sucrose
pregrowth, which is an important survival parameter
(9,37,38). Table 3 provides examples of different species
that have been cryopreserved using vitrification (39-46).
It is by no means an exhaustive list, but has been designed
to provide an indication of the wide-ranging applicability
of the methodology.

CRYOPRESERVATION OF SEEDS AND EMBRYOS

Cryopreservation has been applied to the conservation
of many different types of seeds as well as zygotic and
somatic embryo germplasm. Seeds have been divided
into three categories according to their ability to sustain
desiccation (47-49): Orthodox seeds undergo a natural
desiccation phase at the end of their maturation,
and are consequently highly desiccation tolerant. In
contrast, recalcitrant seeds remain highly hydrated
throughout their maturation and are extremely sensitive
to loss of water. Between these extremes of behavior
are intermediate seeds, which are highly hydrated
when mature, but can sustain artificial desiccation.
Chilling sensitivity is a characteristic of many hydrated
recalcitrant and desiccated intermediate seeds (48-51).
The ability to cryopreserve seed is directly linked
to their desiccation tolerance. Consequently, orthodox
and intermediate seed cryoconservation can be simply
achieved by the elimination of crystallizable water prior
to freezing. The International Plant Genetic Resources
Institute (IPGRI) recommends (52) desiccating orthodox
seeds to a final water content as low as 1-5% (fresh
weight basis) prior to cryopreservation (52). Due to the
desiccation sensitivity of recalcitrant seeds, and in some
cases their relatively large size (e.g., coconut, mango,
avocado), their long-term preservation has to be based
on the cryopreservation of their isolated embryonic axes.
They generally represent an insignificant proportion of
the total seed mass and are thus far more amenable
to cryogenic manipulations (53). Cryopreservation is also
important for the preservation of species micropropagated
by somatic embryogenesis. The key steps required for
cryopreserving isolated zygotic embryos and somatic
embryos are described in the following.

Seed Germplasm Sterilization and In Vitro Culture

Recalcitrant seeds have both external and internal
microflora (54); therefore, potential contaminants must be
removed prior to culture initiation. The most commonly
used agents are: sodium hypochlorite (1 to 3%), mercuric
chloride (0.1 to 0.5%) and ethanol (70%), which are applied
at various concentrations and exposure times (14). A
few drops of a wetting agent such as Tween 20 may
increase the efficiency of sterilization. Depending on the;
species and the degree of contamination, whole seeds!
or fruits can be surface sterilized before the aseptic
excision of embryonic axes, which is performed under
the sterile flux of a laminar-flow bench. If internal
tissues are highly contaminated, embryonic axes must
also be sterilized after removal from their mother tissue-
Following excision, it is critical to grow zygotic embryos on
a basal medium that allows full seedling development (14)y

and the presence of specific growth regulators may be
essential to ensure normal seedling morphogenesis (14).
Thus, while isolated axes of tea (Camellia sinensis),
neem (Azadirachta indica), and Jack fruit (Artocarpus
heterophyllus), can develop into plantlets without the
addition of growth regulators (D. J. Dumet and P. Berjal?
personal communications); in contrast, cacao (Theobroma
cacao), oil palm (Elaeis guineensis), or rubber (Hevec



brasiliensis) isolated embryonic axes require specific
growth regulators to promote development (54-56).

Desiccation of Embryos: Approaches to Improving
Desiccation Tolerance

Desiccation can be performed under the sterile air stream
of a laminar flow cabinet, over silica gel in an airtight
container, under a compressed airstream (flash drying),
or under vacuum (14). The desiccation rate of the sample
will be moderated by the method used, and depending on
the species, the embryo can be successfully dehydrated
to an optimal minimal water content that allows survival
after exposure to liquid nitrogen. Cryopreservation after

desiccation has been obtained with zygotic embryos of
various species; examples include: tea (57; D.J. Dumet
and P. Berjak, personal communications), coffee (58,59),
neem (60), and hazelnut (61). Somatic embryos can also
survive cryopreservation following desiccation, as reported
in the case of coffee, date palm, and pea (62). Depending on
the species, manipulations of desiccation rate can enhance
the ability of the embryo to survive extreme dry states. It
has been shown for Landolphia kirkii, Casternospermum
australe, Scadoxus membranaceus, Camellia sinensis,
and Trichilia dregeana that rapid drying axes allow
survival to lower water content than if they are slowly
dehydrated (63,64). The opposite, is the case for Jack fruit

Table 2. Examples of Cryopreservation Protocols used for the Cryopreservation of Shoots from Vegetatively Propagated
Crops

Plant System
and Application

Example: Potato, cassava, yam
Long-term storage of vegetative
germplasm for crops which do
not produce seed and for which
tuber storage offers short-term
conservation options.

Example: Ribes spp. Shoot-tip
cryopreservation of in vitro
plantlets for the ex situ
maintenance of vegetatively
propagated genetic resources
derived from woody perennial,
fruit germplasm.

This approach potentially allows
the long-term maintenance of
virus-free, in vitro culture
collections of Ribes spp. and
avoids the need for expensive
serial subculture maintenance.
Cryogenic maintenance assist
germplasm exchange programs.

Pregrowth and
Cryoprotection

Strategies

Tuber Crops

Pregrowth: 1 week for apical
shoots, or after a subculture
cycle.

Encapsulation/dehydration:
shoot-tip excision, alginate
encapsulation, 3 days pregrowth
in 0.75 M sucrose solution, air
desiccation in a laminar flow for
3-4 h.

Woody Perennial Fruit Crops

Cold acclimation: In vitro plantlets '
acclimated for 1 week with 8 h
days at 22 °C/16 h nights at
— 10C, followed by shoot-tip
excision and 2 days cold
acclimation in the presence of
5% DMSO.

Chemical cryoprotection: 1 h
cryoprotection @ 4 0C with w/v
10% each of polyethylene
glycol MW 8000, glucose and
DMSO.

Encapsulation/dehydration:
Plantlet acclimation (as above)
followed by shoot excision and
alginate encapsulation, 18 h
pregrowth in 0.75 M sucrose, air
desiccation in a laminar flow for
3-4 h.

PVS2 Vitrification: Cold
acclimation as described above,
cryoprotection for 20 min, using
30% v/v glycerol, 15% v/v
ethylene glycol, 15% (v/v)
DMSO in Ribes medium
containing 0.4 M sucrose.

Cryopreservation
and Recovery

Protocols

Direct exposure to LN2: Beads
transferred to cryovials, direct
plunge, rewarmed at ambient
temperatures for 15 min, direct
transfer to standard growth
medium. Plant growth regulator
application may be necessary,
care must be taken not to
induce callogenic responses.

Traditional controlled-rate
freezing: Following cold
acclimation and chemical
cryoprotection: cooling in
cryovials to -400C at
—0.50C min"1, manual seeding
to induce ice nucleation, direct
transfer to LN2, thawed for
1 min at 45 0C and 2 min at
22 0C, rinsed in liquid culture
medium, transferred to
standard culture medium.

Direct exposure to LN2: Alginate
beads transferred to cryovials
and directly plunged into LN2,
rewarmed at ambient
temperatures for 15 min and
transferred to standard growth
medium.

Vitrification: Shoots are plunged
directly into LN2 rewarmed for
1 min at 45 0C and 2 min at
22°C, rinsed in liquid culture
medium containing 1.2 M
sucrose, transferred to standard
culture medium.

Ref.

12,34,35,36

16,29

16,29

16,29



zygotic and oil palm somatic embryos, as the slower the
desiccation the lower is the lethal water content (13,65).
Sucrose pretreatments have been clearly shown to enhance
desiccation and cryopreservation tolerance of clumps of oil
palm somatic embryos (13). In this case, embryos grown
for a week on a standard growth medium containing
25% sucrose could be dehydrated to a water content
of 33% [Fresh Weight Basis, (FWB)] without viability
loss, while 80% of the nonpretreated tissues were killed
when their water content was as high as 41% (FWB).
Similar, beneficial effects of sucrose has been recorded for
Jack fruit and T. dregeana zygotic embryos (D.J. Dumet
and P. Berjak, personal communications); however, high
sucrose treatments can have a damaging effect manifested
by abnormal growth, as reported for the embryonic
axes of L. kirkii (D.J. Dumet and P. Berjak, personal
communications). Developmental stage may also interfere
with embryo desiccation tolerance, though for zygotic
embryos of tea and Jack fruit, tolerance was shown to
be greater in the more mature embryos, while in cacao,
tolerance appeared higher in the less mature embryos (66).

Chemical Cryoprotection

Depending on the species, embryos may survive cryop-
reservation when they are only pretreated with chemical
additives that act as cryoprotectants. Thus, oil palm
and coffee somatic embryos survive liquid nitrogen after
exposure to high sucrose levels (13,67-69). Chemical cry-
oprotectants can also be used in combination such as
sucrose and glycerol for somatic embryos of date palm
and glucose and glycerol for coffee and coconut zygotic
embryos (62,70-72). However, even if cryoprotectants
allow some embryos to survive liquid nitrogen treat-
ments, partial desiccation after or before cryoprotection
may drastically improve their recovery rate. This has been

clearly shown for somatic embryos of oil palm, coffee and
date palm as well as zygotic embryos of coconut and T.
dregeana (13,62,64,72).

Freezing, Thawing, and Recovery Medium

The simplest method of cryopreserving seeds and embryos
is to place the germplasm in a polypropylene cryotube and
to plunge it directly into liquid nitrogen. This technique
has been used for cryopreservation of many zygotic and
somatic embryos, including rubber, coconut, oil palm, and
date palm (13,14,59,70-75). In some instances, it has
been clearly shown that the higher the water content
the faster must be the freezing rate (76). C. sinensis
zygotic embryos containing 52-61% water (FWB) do not
tolerate cryopreservation unless propelled directly into
subcooled liquid nitrogen (-2100C). Such a technique
provides an average cooling rate of — 5000C per minute
compared to about —200° C when introduced in cryotubes
before being plunged into liquid nitrogen (76). Slow
cooling rates, between 0.5 and 1 degree per minute,
have been successfully used for the cryopreservation of
zygotic axes of E. longan (70) as well as hydrated somatic
embryos of coffee (69). When embryos are frozen in a
cryotube, thawing is generally performed by plunging the
cryotube into a 30—400C water bath for a few minutes.
Hydrated thawing can also be undertaken when the
specimen has been directly propelled in liquid nitrogen;
in this case, samples can be plunged into a culture
medium either at ambient temperatures or preheated at
37 °C (76). After thawing, embryos are usually rinsed in
high osmotic solution to remove cryoprotective additives
(if any); thus osmotic stress is reduced and transferred
to a recovery medium, which may be identical to the
standard growth medium or contain additional growth
regulators (58,59,67).

Table 3. Recovery Profiles of Crop Plant Shoot Tips Cryopreserved
using Vitrification Methods

Notes: Recovery is on the basis of % shoot or whole plant regeneration, usually
given for a range of crop genotypes (between species and/or within species/cultivars).
Encapsulation/dehydration refers to the basic method (or modification) developed by
Fabre and Dereuddre (12), cryoprotectant refers to vitrification by the use of highly
concentrated solutions of cryoprotectants, PVS2 refers specifically to the use (or
modification) of plant vitrification solution No. 2 (PVS2) originally developed by Sakai
and colleagues [see (9) for a review]. Full practical details of methodologies are reported
elsewhere (1,11,19,28).

Crop Plant

Black currant
Black currant
Chicory
Citrus
Garlic
Mulberry
Potato
Potato
Shallot
Tea
Tea
Wasabi
Yam

Vitrification Method

PVS2
encapsulation/dehydration
encapsulation/dehydration
encapsulation/dehydration
PVS2
PVS2
encapsulation/dehydration
cryoprotectant
PVS2
encapsulation/dehydration
PVS2
PVS2
encapsulation/dehydration

Recovery

60%
80%
65%
50%
80-100%
40-70%
0-70%
45-90%
70%
40%
60%
85%
19-60%

Ref.

16,29
16,29
39
40
41
42
12,31
43
44
45
45
38
36,46



Assessments of Genetic Stability in Cryopreserved
Germplasm

It is important to determine the genetic stability of plant
material regenerated from cryopreserved germplasm;
however, there are few detailed studies concerning
the assessment of plants derived from cryopreserved
germplasm. Morphological studies report similarities
in control plants compared to those that have been
regenerated from cryopreserved germplasm (77). Stability
in the composition of polymorphic proteins in potato plants
has been observed in meristems after cryostorage (78).
Flow cytometric assessments have demonstrated stability
of ploidy levels in cryopreserved dihaploid Solarium
tuberosum and wild Solarium species (79) and old
potato varieties (80). The developmental competence
and cytological stability of plants regenerated from
encapsulated, cryopreserved shoot apices of six wild
Solarium species (representing three species and three
ploidy levels) has been confirmed (31).

Molecular Approaches to Assessing Genetic Stability

The techniques available for the molecular analysis of
plant DNA stability are considerable. It is important that
the choice of procedure should be based on a knowl-
edge of the DNA sequences in the genome, as this will
assist the selection of the analytical technique and pro-
vide a more meaningful basis on which to assess stability
parameters (78). Ideally, for routine stability assessments
in genebanks, molecular techniques should be simple,
rapid, and nonhazardous (81). Several molecular stud-
ies have shown no detectable genetic variation after
cryopreservation by using randomly amplified polymor-
phic DNA (RAPD) fingerprinting, as applied to the rare
and endangered shrub species, Grevillea scapigera (82).
Growth rates, secondary metabolite production, and T-
DNA structure were found to be unchanged after the
cryopreservation of roottips from hairy root cultures of
Beta uulgaris and Nicotiana rustica (32). An examination
of the stability of transgenes in genetically modified plants
following cryopreservation is rare; however the stability of
the selectable marker gene expressing neomycin phos-
photransferase II (npt II) has been demonstrated after
cryogenic storage. After 1 year in liquid nitrogen storage
(following vitrification), each line survived the recov-
ery process. DNA analysis showed the transgene was
integrated into the genome of Citrus sinensis with no
observable difference in size or number of the transgene
between cryopreserved and non-cryopreserved cells (83).
Other studies have shown that the cryopreservation vitrifi-
cation technique does not to impede gene expression in cell
cultures of N. tabacum (84). Restriction fragment length
polymorphism (RFLP) analysis of 161 regrown plants rep-
resenting old potato varieties from cryopreservation did
not show abnormal banding patterns (85). Stability of
the ribosomal RNA genes (rDNA) in potato plants after
cryopreservation has been observed (86), and where vari-
able rDNA hybridization signals were detected (87), in
cryopreserved plants, they are likely to be attributed to
DNA methylation (86-88). As cryogenic storage becomes
routinely used in large-scale genebanks, it will become

important to develop rapid and effective molecular tech-
niques to assess genetic stability in plants regenerated
from cryopreserved germplasm. Similarly, as cryopreser-
vation has an important potential application for the
conservation and patent deposition of genetically manip-
ulated germplasm, future studies should also evaluate, in
greater detail, the effects of cryogenic storage on trans-
formed systems.

SUMMARY

During the past 10 years, plant cryopreservation research
has supported the development of a number of very
effective storage protocols, and these can now be applied
for the conservation of a comprehensive range of plant
genetic resources. Studies of post-storage genetic stability
indicate that plants regenerated from cryopreserved
germplasm are stable which supports the transfer of
the technology for routine use in large-scale genebanks.
The next phase of plant cryopreservation research
development will largely address the application of
the technology in genebanks, repositories, and culture
collections (see Towill, this volume).
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INTRODUCTION

Plant tissue culture is the technique whereby plant
cells, tissues, and organs are grown on artificial media
independent of the whole plant. The science that supports
this discipline is embedded in Schleiden and Schwanns cell
theory of 1839 (see History Section Spier). The techniques
involved are fundamental in plant-cell biotechnology
which encompasses many disciplines and has an ever
increasing socioeconomic impact on the use of plants and
their products by humans. Cell cultures are initiated by
cultivating surface-sterilized plant material on complex
artificial media which cause the plant cells to grow and
divide. Such culture usually involves using plant growth
regulators, which, as in the whole plant, act to regulate
and coordinate development. The most used cell culture
system is that in which differentiated plant tissues are
induced to grow and divide as an unorganized mass of
undifferentiated cells known as a callus. Callus culture
and its associated techniques permeate the majority of
methodologies of plant cell, tissue and, organ culture.
It provides a means for producing large cell numbers
and at the same time, for introducing variation. Hence
it is fundamentally important. Sound knowledge of the
protocols, their implications, and a rigorous laboratory
management procedure are required to achieve success.
This article describes the fundamental methods used for
establishing and routinely maintaining callus and cell-
suspension cultures. It includes discussion on preparation
of the original plant tissues, methods for surface
disinfection, media, and the general methodologies used
for initiating and monitoring the growth of suspension
cultures.

PREPARATION OF THE STOCK PLANT

Callus initiation is now routine to many laboratories, and
numerous publications deal with general and detailed
procedures (1-4). Culture conditions are generally con-
sidered the key to initiating plant-cell cultures, and the
actual source of the explant, the organs or pieces of
tissue used for tissue culture, are of little importance.
The choice of explant is always governed by the exper-
imental aims and although the explant source is not
important for culture initiation, longer term issues, such
as the yield of secondary metabolites, may be affected.
The explant can be derived from any plant part and
this, in itself, dictates the type of equipment and meth-
ods that are employed. The prevailing rule is that the
explant material should be healthy and vigorous, which
in turn, usually represents young, newly formed plant
tissues.

The environment is naturally a large source of
contaminants, and usually field-grown plants have a

Next Page



77. Y.P.S. Bajaj, in Y.P.S. Bajaj, ed., Biotechnology in Agriculture
and Forestry, Cryopreservation of Plant Germplasm I, Vol. 32,
Springer-Verlag, Berlin, 1995, pp. 229-235.

78. K. Harding, in M.N. Normah, M.K. Narimah, and M.M. Clyde,
eds., In Vitro Conservation of Plant Genetic Resources, Kuala
Lumpur, Malaysia, 1996, pp. 137-170.

79. A.C.W. Ward et al., Cryo-Letters 14, 145-152 (1993).
80. A. Schafer, E. Muller, and G. Mix-Wagner, Potato Res. 39,

507-513 (1996).
81. K. Harding and E.E. Benson, in B.W.W. Grout, ed., Genetic

Preservation of Plant Cells In Vitro, Springer-Verlag,
Heidelberg, 1995, pp. 113-164.

82. H. Touchell and KW. Dixon in N. Normah, M.K. Narimah,
and M.M. Clyde, eds., In Vitro Conservation of Plant Genetic
Resources, Kuala Lumpur, Malaysia, 1996, pp. 169-180.

83. S. Kobayashi and A. Sakai, in M.K. Razdan, and E.C. Cocking,
eds., Conservation of Plant Genetic Resources In Vitro, Vol. 1,
Science Publishers, Infield, N.Ho., 1997, pp. 201-223.

84. P. J. Reinhoud, Ph.D. Thesis, University of Leiden, published
by Offsetdrukkerij Ridderprint B.V. Ridderkerk, The Nether-
lands, 1996.

85. A. Schafer, E. Muller, and G. Mix-Wagner, Landbauforsch.
Voelkenrode 46, 65-75 (1996).

86. K. Harding, Euphytica 55, 141-146 (1991).
87. K. Harding, Cryo-Letters 18, 217-230 (1997).
88. K. Harding, Plant Cell, Tissue Organ. Cult. 37, 31-38

(1994).

See also ADVENTITIOUS ORGANOGENESIS; EQUIPMENT AND

LABORATORY DESIGN FOR CELL CULTURE; MlCROPROPAGATION OF

PLANTS, PRINCIPLES AND PRACTICES; PLANT CELL CULTURE,

LABORATORY TECHNIQUES; PLANT PROTOPLASTS.

CULTURE ESTABLISHMENT, PLANT CELL
CULTURE

EUNICE J. ALLAN

University of Aberdeen
Aberdeen
United Kingdom

OUTLINE

Introduction
Preparation of the Stock Plant
Aseptic Technique and Explant Sterilization

Methods for Surface Sterilization
Disinfecting Agents

Callus Initiation and Maintenance
Media
Suspension Culture

Initiation of Cell-Suspension Cultures
Growth and Subculture

Growth Measurement of Suspension Cultures
Cell Viability
Packed Cell Volume
Wet and Dry Weight

Medium Conductivity
Cell Number
Mitotic Index

Conclusions
Bibliography

INTRODUCTION

Plant tissue culture is the technique whereby plant
cells, tissues, and organs are grown on artificial media
independent of the whole plant. The science that supports
this discipline is embedded in Schleiden and Schwanns cell
theory of 1839 (see History Section Spier). The techniques
involved are fundamental in plant-cell biotechnology
which encompasses many disciplines and has an ever
increasing socioeconomic impact on the use of plants and
their products by humans. Cell cultures are initiated by
cultivating surface-sterilized plant material on complex
artificial media which cause the plant cells to grow and
divide. Such culture usually involves using plant growth
regulators, which, as in the whole plant, act to regulate
and coordinate development. The most used cell culture
system is that in which differentiated plant tissues are
induced to grow and divide as an unorganized mass of
undifferentiated cells known as a callus. Callus culture
and its associated techniques permeate the majority of
methodologies of plant cell, tissue and, organ culture.
It provides a means for producing large cell numbers
and at the same time, for introducing variation. Hence
it is fundamentally important. Sound knowledge of the
protocols, their implications, and a rigorous laboratory
management procedure are required to achieve success.
This article describes the fundamental methods used for
establishing and routinely maintaining callus and cell-
suspension cultures. It includes discussion on preparation
of the original plant tissues, methods for surface
disinfection, media, and the general methodologies used
for initiating and monitoring the growth of suspension
cultures.

PREPARATION OF THE STOCK PLANT

Callus initiation is now routine to many laboratories, and
numerous publications deal with general and detailed
procedures (1-4). Culture conditions are generally con-
sidered the key to initiating plant-cell cultures, and the
actual source of the explant, the organs or pieces of
tissue used for tissue culture, are of little importance.
The choice of explant is always governed by the exper-
imental aims and although the explant source is not
important for culture initiation, longer term issues, such
as the yield of secondary metabolites, may be affected.
The explant can be derived from any plant part and
this, in itself, dictates the type of equipment and meth-
ods that are employed. The prevailing rule is that the
explant material should be healthy and vigorous, which
in turn, usually represents young, newly formed plant
tissues.

The environment is naturally a large source of
contaminants, and usually field-grown plants have a
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high microbial load and consist of tougher material (as
a consequence of environmental stress) which is difficult
to sterilize. If feasible, preliminary experiments whereby
field materials are collected, surface disinfected, and
tested for sterility (rather than culture initiation) are
worthwhile and can save time, labor, and materials.
In such experiments, material can be collected and
transported to the laboratory to determine how this can
be done without damage to the plant tissue. Optimally,
the time between field collection and placing the explant
onto the culture initiation medium should be as short
as possible. Realistically, this may not be possible and
consequently, consideration of logistics is important, for
example, transferring leafy branches into secured buckets
of iced water for a journey over untarred roads may have
a more successful outcome than picking leaves that wilt
during transport. Once back in the laboratory, the material
is usually washed repeatedly before disinfection either
with just water or more effectively with a detergent to
remove grime and then is exposed to a few different
disinfection procedures (see below) and placed onto a range
of microbiological media e.g. Nutrient Agar, Malt Extract
Agar, to test for microbial growth and tissue damage.
After, a surface-sterilization regime has been established,
experiments on culture initiation can commence. Field
material which has proven difficult to disinfect can be
prepared in different ways to reduce contamination during
culture initiation. For example, plant shoots/leaves can be
grown in some sort of protected minienvironment such as
paper or polythene bags, or the plants, or their parts, can
be sprayed with a course of antibiotics and/or fungicides
before sampling or processing. Such stringent measures
are fortunately not generally required. The easiest and
most routine method is to circumvent the problem imposed
by field material altogether by using newly germinated
plants, that can be obtained from surface sterilized seeds,
which are cultivated in controlled environmental growth
chambers. Such material is relatively clean, hence easier
to sterilize, and has a high potential for cell division which
is advantageous for the majority of cell and tissue culture
methods. It is inadvisable to use plants that are declining,
diseased, or damaged (unless of course, the biology of these
processes is being studied). Similarly, root material grown
in sterile soil or under a hydroponic system is easier to
surface-sterilize than natural samples. If seeds are used,
it should be remembered that they result from sexual
reproduction and will hence be different from the parent!
Care must be taken when using purchased plants, fruit,
etc. as these may have been mechanically damaged during
washing, packing, transporting, and/or treatment with
antimicrobial agents, which may affect both sterilization
and culture initiation.

ASEPTIC TECHNIQUE AND EXPLANT STERILIZATION

The complex media that support plant-cell cultures can
equally sustain microbial growth, and if a culture becomes
contaminated, the relatively homogeneous culture envi-
ronment will be lost. In the worse case, the plant material
will be killed, a devastating scenario because each culture
is, unique, to a certain extent, and may have taken some

considerable time, effort, and expense to obtain. Microbial
contamination is the most important cause of losses of
tissue cultures (5). Contamination was originally thought
to be a problem solely in the initial tissue culture pro-
cedure such as callus or shoot initiation, but it is well
known now that the contaminant may be latent, not eas-
ily being observed by eye, and may only be evident at
later stages of the process, during weaning and initia-
tion of suspension cultures. Phytopathogenic viruses may
only become evident well after micropropagated plants
have come out of culture and are established in the field.
Hence initiating and maintaining sterile cultures is of
paramount importance, and many people consider main-
taining sterility the key to plant cell, tissue, and organ
culture. Good laboratory practice with respect to cleanli-
ness and organization is an integral component of cell and
tissue culture, and is often naively overlooked compared
to sterilization procedures. There are numerous sources
of contaminants in a laboratory, and continual vigilance
is required to minimize them. These aspects and methods
for screening cultures for contaminants are covered earlier
in this book. There is an increasing awareness that most
plants have endophytic microorganisms which may not be
exposed to and hence killed by the disinfecting agent. In
this regards, it should always be remembered that tissue
cultures are generally only surface-sterilized and should
be termed aseptic rather than sterile unless they have been
thoroughly screened using microbiological methods. Ster-
ilization of explant material is, with a few exceptions, for
example, micropropagation of Streptocarpus hybrids and
Begonia (3), crucial for culture initiation. The nature of the
explant, as already explained, imposes different challenges
for sterilization. Woody species and root material taken
from the natural environment are notoriously difficult to
sterilize, whereas some fruits and tubers can be relatively
easy requiring only flaming before cutting into the sterile
internal flesh. Seeds may be surrounded by tough coat-
ings such as the testa and endocarp (shells) which harbor
microflora in niches inaccessible to the sterilant. In this
situation it is best to remove these outer layers (with the
aid of nutcrackers, hammers, scalpels, and patience!) so
that the seed itself (or indeed, the embryo) can be directly
exposed to the sterilant and in turn, the culture medium.
Fortunately, it is possible to surface-sterilize any plant
organ.

Methods for Surface Sterilization

The basic methodology for sterilizing plant material is
straightforward (Fig. 1). The stock plant is cut into
pieces that contain the required tissue which is placed
into a container. Then material can be taken into the
clean room and preferably to a laminar flow hood. The
material is then disinfected using the appropriate regime,
washed to remove all traces of the sterilant, and placed
in an appropriate container ready for the next step.
Unfortunately, this procedure is fraught with pitfalls.
The laminar flow hood must be used correctly with
particular care for its routine maintenance, cleaning,
and use. For example, the working practices must be
organized to reduce cross-contamination between dirty
and clean material, the airflow should be switched on



Figure 1. A schematic diagram illustrating an example of the
procedure for surface-sterilizing plant material, (a) The selected
plant part is cut into conveniently sized explants. (b) Explants
are immersed in sterilant for 5-20 min. The container should
be covered and shaken periodically, (c) Sterilant is decanted.
A sterile sieve will help to retrieve explants. (d) Explants are
thoroughly washed in sterile distilled water at least five times
to remove all traces of the sterilant. (e) Explants are moved to
a sterile dish, preferably with a lid for example, a Petridish, for
easy access and prevention of contamination.

at least ten minutes before starting, and the surfaces
(including anything that will be in the cabinet such as
balances) should be disinfected. It is a good idea to have
sterile material on one side of the cabinet and dirty on
the other, and it must always be remembered that any
dirty material (including hands) that is placed in front of
the air flow may contaminate anything behind. Explants
have usually to be cut before surface disinfection, and for
this, scalpels, knives, and indeed broken razor blades can
be ideal to produce a sharp, clean cut. The size of the
explant depends on the plant type and the size of the
incubation vessel, but commonly explants of 1-2 cm2 are
used. Traditionally, explants were dissected on impervious
ceramic tiles because they were easily cleaned with
disinfectant. In recent years a pile of sterilized paper
towels or similar material which act as a cutting block
(the top piece is discarded after each dissection) has been
used with much success. Any instruments such as scalpels,
needles, forceps (long handled tools are advantageous)
should be kept clean. Indeed, a procedure for their routine
sterilization, for example, using dry heat for stainless steel,
should be adopted. Flaming instruments is advantageous

especially when there is a lot of dissection work, and this
should be done using 70% (v/v) ethanol. The combination
of naked flames and ethanol poses a fire risk which
can be exacerbated by the air flow from a laminar
flow cabinet. It should also be cautioned that bacteria
which form endospores for example, Bacillus spp., are
common contaminants of tissue cultures because they are
resistant to both heat and alcohol. Therefore, ethanolic
solutions should be prepared fresh for each procedure.
After instruments have been flamed, they should be
cooled before touching the plant tissue by just waiting
or by dipping them into the culture medium (this in
itself can cause aerosols which is not good practice). The
use of Bunsen burners and similar devices in laminar
flow cabinets often depends on the procedure and indeed
personal preference. They are useful for decontaminating
instruments by flaming, but they and their gas tubing
can be cumbersome. The operator should also be aware
that personal cleanliness, clean laboratory coats, washed
hands, and hair tied back (indeed covered) are minimal
precautions.

Advance consideration of the manipulations required
during and after surface sterilization of the explant is
beneficial. There are some excellent publications dealing
with this area (3,4). In addition, the Handbook of Plant
Cell Culture (published by Macmillan and McGraw-Hill,
New York) also provides details in separate volumes pub-
lished annually for different types of plants. Good training
in microbial techniques is ideal, and detailed conversation
with someone who has experience is invaluable. Quick and
confident handling of plant materials will help prevent
poststerilization contamination. Adequate supplies of all
materials including essentials such as appropriately sized
containers, sterile water, containers for disposing of the
sterilant/water rinses, sterile filter paper to remove excess
water from explants, tissues and disinfectants for wiping
any unpredicted spillages should be readily at hand. These
should be situated at a convenient place for the operator
so that unnecessary air disturbances and hence contam-
ination potential is minimized. Indeed, the design of the
vessel used for holding the plant materials during steril-
ization can make an enormous difference to the outcome
of an experiment with respect to the effectiveness of the
sterilization and also to the stress on the operator! An
example can be given for small seeds such as Nicotiana
which can easily be lost by pouring them out with the
sterilant and poststerilizing washes if a normal beaker is
used (3,6). This problem can be completely overcome by
placing the seeds into the body of a Pasteur pipette with
sterilized gauze used to prevent seed loss from either end.
Then sterilant can be sucked into the pipette, left for the
appropriate time, and then ejected for each of the water
rinses. The sterile seeds can then be easily removed from
the top of the pipette.

Disinfecting Agents

Explants are often washed in detergents or rinsed, usually
for less than 2 min in ethanol before disinfection. Ethanol
at a concentration of 70% (v/v) is more effective than
absolute ethanol because the addition of water counteracts
its dehydrating effect which concentrates proteins and

Stock plant
material



consequently hinders sterilization. Detergents and ethanol
are, in their own right, disinfectants but their role here
is mainly to act as wetting agents to allow more effective
penetration of the sterilant. It is most important that there
is good contact between the sterilant and the explant, and
consequently the use of wetting agents and some method
of mixing the cultures during sterilization is advisable. In
this regard, detergents such as Tween 20/80 and Triton-
X are often incorporated with the sterilant. Generally,
a single disinfectant can be used for most clean tissues,
whereas a combination of several is used for those with
tougher material and larger microbial loads. The choice
of sterilant and the protocol to be used can generally be
gleaned from the literature (3,4,7,8) and only occasionally
will have to be developed to meet the demands of a given
situation. The most-common sterilizing agents, working
concentration, and duration of use are shown in Table 1
(provided only as a guidelines because these depend on
the nature of the explant).

Hypochlorite solutions are probably most frequently
used because they are cheap, easily available, nontoxic
to plants/humans, and effective over a wide range of
concentrations. There are many different proprietary
disinfectants which have been used with success, but
the need to make methods applicable at an international
level makes their use less appropriate because the
concentration of active ingredient is often not published.
The development of ozone generators has recently led to
their use for plant sterilization because of the benefit
of tissue penetration. Like ozone, most sterilants, by
their very nature, are toxic, and it is important that
the sterilizing agent can be easily removed from the
plant material. This is the case with compounds such
as hypochlorite but not with mercuric chloride which
makes it a less popular agent. If a standard procedure
using one sterilant does not work, then trial and error
experiments have to be undertaken. These generally
involve increasing the concentration and exposure time
of the sterilant (providing the tissue remains healthy; if
it becomes necrotic, the sterilant is killing the tissue, and
another type will have to be tried), more effective use of
wetting agents, and then using a combination of different
sterilants. Double sterilization can be advantageous. After
the first sterilization, the outer tissue can be cut away and
the remainder resterilized.

Alternatively, a space of 24 hours between sterilization
steps may allow germination of microbial endospores
(which are resistant to many sterilants) into susceptible

Table 1. Common Disinfectants used for Explant Surface
Sterilization

vegetative cells, but this is often compromised by the loss
of the explants vitality. The morphological characteristics
of the plant may actually be a barrier to the sterilant,
for example, thick wax layers, leaf hairs. Perhaps then,
other plant parts or younger tissues with fewer or none of
these characters may have to be used. Some material such
as seeds and bark benefit from being soaked in water to
soften them before sterilization. Antibiotics can be useful
as a strategy for elliminating contaminants (3,9), but it
must be emphasized that they should be used only with
consideration of their selective toxicity on microorganisms
and their phytotoxicity (possibly at a subcellular level) to
plant cells, not as an adjunct to poor laboratory techniques.
Proprietary mixtures are now readily available, but it is
recommended that these be used only as a temporary
and indeed emergency measure when an established line
becomes contaminated.

CALLUS INITIATION AND MAINTENANCE

After surface sterilization, the explants are thoroughly
washed in distilled water before being placed on the
appropriate medium for cell culture. Callus initiation
exploits the natural wound response, and therefore a high
surface area to volume ratio is desirable. Indeed many
explants will not initiate callus if the tissue is below a
minimum size. An explant size which is easy to handle
without causing it damage makes manipulations easier
and hence, usually more successful. Explant material can
also be excised with sharp blades after sterilization. This
has benefits in that replicate explants can be obtained,
the tissue is injured, thereby eliciting the wound response,
and tissue that may have been killed by the sterilization
procedure can be removed. Many researchers gently score
the surface of the explant with needles before or just
after placing it onto the initiation medium to stimulate;
the wound response. In some cases, and often depending
on the tissue type, any wetness adhering to the explant
has to be removed by placing it onto sterile filter paper.,
If this is not done, the tissue will rot. The orientation
of the explant on the medium can apparently affect
culture initiation, but this can be balanced by placing
explants in different positions. In most cases the amount
of explant is not limited, and consequently the number oi
replicates in a given experiment is usually determined by
the number of treatments, time, and incubator space. It is
essential to maintain a continual record of the number and
causes of losses throughout culture as this, in particular
will help source problems such as contamination so thai
corrective actions can be undertaken. In an attempt tc
maintain disinfection, some investigators dip the explan
into 0.01-1% available chlorine before putting it onto the
medium and at each subculture.

The time taken for callus to initiate depends on th«
plant type and the environmental conditions. However, ii
most cases callus initiation will be seen within two weeks
and by six weeks a large amount of unorganized eel
growth (Fig. 2) should have occurred around the explant
particularly at the wound sites. If longer periods of tim
are required, it may be necessary to subculture the explan
along with its callus onto fresh medium. This has to b

Sterilizing agent

Sodium hypochlorite
Calcium hypochlorite
Hydrogen peroxide
Mercuric chloride
Bromine water
Silver nitrate

Concentration
(%)

5-30
9-10

10-12
0.1-1.0

1-2
1

Sterilizing time
(min)

5-30
5-30
5-15
2-20
2-15
5-30



Figure 2. Callus initiation on leaf explants of Quassia amara (a)
and Phaseolus vulgaris (b).

done extremely carefully, and should any callus come away
from the tissue, it should be replaced beside the explant
to assist in the supply of the growth factors required.
Callus can generally be removed from the explant when
it is approximately 1 cm3 and can be subcultured. Each
stage of plant cell culture involves selection, and this is
particularly so during callus initiation. It is inevitable that
investigations involving culture initiation tend to select
for best quantitative and qualitative growth, a selection
criteria which may not parallel the aims of a given
experiment. Therefore, steps should be taken to ensure
that each subculture selects a random population of cells.
Unfortunately, this may not be possible with the initial
subcultures. These usually require more discrimination
because the callus may not be very homogeneous and
may have necrotic and/or differentiated regions that
necessitate removal. In time and with careful subculture,
a homogeneous, friable callus should be obtained (Fig. 3)
which can be subcultured randomly by choosing random
sections of cells. The time between subcultures again
depends on the culture. The important point is that it
is done routinely and at the same growth stage, usually
late exponential, when there is a large biomass of actively
growing cells.

MEDIA

Plant cell tissue culture media consist of highly specialized
solutions of inorganic salts that supply the complete

Figure 3. Friable callus of Azadirachta indica (neem).

mixture of major and minor nutrients required for growth,
usually including a carbon source, plant growth regulators,
and other supplements such as amino acids and vitamins
(Table 2) (10-13). The composition of media is usually
denned by specifying the type and concentration of each
component. Now it is possible to obtain a wide range of
commercial plant-cell culture media as powdered mixtures
that contain all of the principal components. Such media
are convenient but tend to be expensive. The cheaper
alternative of self-preparation requires time and attention
to detail and the financial returns are beneficial only if
very large volumes are being used. Two comprehensive
texts describe the plethora of media and methods for
their preparation (8,9). There are many variations to
most of the media that are commonly used for example.
Murashige and Skoog(lO), B5 (11), and to overcome this
problem, most authors now describe the media as the
basic salt solution, and the additional components such as
carbon source, plant growth regulators, vitamins and/or
amino acids are detailed as supplements. Most tissue
cultures are grown heterotrophically, and consequently
the majority of media use an exogenous supply of carbon;
the most common is sucrose. Plant growth regulators are
usually extremely important for plant-cell, tissue, and
organ culture. The type and concentration depend on
the plant variety and type of culture (3,4). The auxins
(e.g., 2,4-dichloroacetic acid, p-chlorophenoxyacetic acid)
and cytokinins (e.g., kinetin, 6-benzylaminopurine, zeatin)
are most significant and giberellins and absicic acid also
have roles in some processes. Auxins are required for cell
division and hence are a key to callus initiation (indole
compounds and NAA are usually used for root initiation),
whereas cytokinins are essential for differentiation and
hence are used for micropropagation. Auxins are usually
dissolved by sodium hydroxide, and cytokinins are used
similarly or dissolved in ethanol before dilution in the
growth medium. Some plant growth regulators such
as zeatin and giberellic acid are thermolabile and
consequently have to be filter-sterilized using a 0.45-fim
filter before addition to an autoclaved medium. Disposable
filtration systems are now generally used. Although they
are slightly more expensive than reusable filters, they
have proven reliability. Undefined supplements such as



coconut milk and banana homogenate are still popular
because these often improve the quality of growth.

Media can be either "liquid" or "solid." Solidifying
agents such as agar (used at 6-10 g/L) and gellan gum
are used to provide the gel. It is highly recommended that
a high quality agar is used because impurities can affect
plant cultures. In recent years, gellan gum has become
more popular because it has the benefit of providing
clarity to the medium permitting easier observation of
cultures. A "solidified" medium provides support for plant
parts for example, of explants during callus initiation,
although other physical support systems that can fit
into appropriate vessels are now available commercially.
Liquid cultures do not contain any gelling agent and can be
used statically or in an orbital shaker to provide improved
mixing and aeration for example, as used for plant-cell
suspension cultures.

Most plant tissue culture media are poorly buffered.
The pH of the medium is adjusted to 5.5-6.0 before
autoclaving. This does not reflect the final pH which is
generally lower. However, it is now well established that
the pH of the culture medium affects nutrient availability
and uptake (including uptake of plant growth regulators)
which consequently affects many plant development

processes, including biomass yield, secondary metabolite
formation, and organogenesis.

After preparation, media for liquid culture are usually
dispensed directly into the culture vessels for example
Erlenmeyer flasks, before autoclaving or are filter-
sterilized when large volumes greater than 5.0 L are
used. Batches with a maximum volume of approximately
1,000 mL are generally used. Larger volumes require
much longer autoclaving to achieve sterility which coulc
result in chemical modification of the constituents
Once autoclaved, the medium is cooled before adding
thermolabile compounds, and the semisolid medium is
dispensed into appropriate presterilized containers (s
wide variety are now available commercially) usinjj
aseptic techniques. Plant-cell culture media should noi
be kept for long periods of time although incubation o
a representative sample of autoclaved, dispensed growtl
media in their containers at 25 0C for 2-4 days will act a
on effective check on sterility and technique. In most cases
even if the medium for callus initiation of a particular plan
or indeed cultivar is known, a few different media, witl
minor modifications for example, concentration of plan
growth regulators, are usually used for initiation. Thii
can be done with normally sized pots. However, if man

Table 2. Constituents of Some Common Plant-Cell Culture Media

aMS medium: Ref. 10.
6B5 medium: Ref. 11.
CNN medium: Ref. 12.
dN6 medium: Ref. 13.

Constituent

Carbon source
Sucrose

Macronutrients
KNO3

NH4NO3

MgSO4TH2O
KH2PO4

NaH2PO4H2O
CaCl2-2H2O
(NH4)2SO4

Micronutrients
H2BO3

MnSO4-4H2O
ZnSO4-7H2O
NaMoO42H2O
CuSO4-5H2O
CoCl2-6H2O
KI
FeSO4TH2O
Disodium EDTA
EDTA sodium ferric salt
Glycine

Vitamins
Thiamine hydrochloride
Pyridoxine hydrochloride
Nicotinic acid
Myoinositol

pH

Cone. (mg/L) in medium

MSa

30 x 103

1900
1650
370
170

440

6.2
15.6
8.6
0.25
0.025
0.025
0.83

27.8
37.3

0.5
0.5
0.5

100
5.8

20 x 103

2500

250

150
150
134

3
10
2
0.25
0.025
0.025
0.75

40

10
1
1

100

5.5

NNC

20 x 103

950
720
185
68

166

10
19.0
10.0
0.25
0.025
0.025

100
5

0.5
0.5
5.0

100

5.5

50 x 103

2830

185
400

166
463

1.6
3.3
1.5
0.25
0.025
0.025
0.8

27.8
37.3

40

1
0.5
0.5

5.8



Figure 4. Investigation of different media for callus initiation
using a 25-well plate. In this case, surface-sterilized leaves from
Azadirachta excelsa have been cut into explants using a cork
borer. A single basal medium (4 mL) was supplemented with
different types and concentrations of plant growth regulators
which were added to each well before the addition of the
basal medium. Each medium was replicated five times with five
replicate explants. Several plates can easily be prepared at a time.
The volume of media is limited, and therefore such systems can
be used only for rapid screening necessitating subculture soon
after callus initiation.

different media types are being tested, a useful method is
to use compartmentalized plates (Fig. 4) which saves time,
media, and all-important incubator space.

SUSPENSION CULTURE

The term for plant cells grown in a liquid culture medium
which are kept in suspension by continuous agitation
is suspension culture (Fig. 5). Such cultures are much
more homogeneous than callus cultures because the
constant mixing of the medium and cells minimizes the
production of chemical gradients. Again, there are many
texts that discuss the initiation, growth, and maintenance
of cell-suspension cultures (1-3,14,15). In ideal situations,
agitaion will separate the plant cells from each other after
cell division, so that the suspension consists of single

cells. However, it is only with much endeavor and possibly
depending on the plant type that a truly homogeneous
culture can be obtained. The majority of cultures consist of
clumps or aggregates of cells of varying sizes. Fortunately,
suspension cultures with small aggregates are suitable
for most purposes. Indeed, a degree of clumping which
is usually associated with a low level of differentiation
is often beneficial for increasing yields of secondary
metabolites and capacity for organogenesis. Suspension
cultures offer additional advantages over callus culture
in that they have faster growth rates, are easier to
manipulate, and produce larger amounts of biomass
of a uniform type. Therefore, they are used to study
biochemical and molecular events and in particular are
widely used for investigating plant secondary metabolism
and gene expression.

Initiation of Cell-Suspension Cultures

Cell-suspension cultures are initiated by placing callus
material into a liquid medium, typically of the same type
as the callus cultivation medium. The callus should be well
established and should exhibit stable morphological char-
acteristics which usually takes at least five subcultures. It
should also be in exponential growth, and obviously, the
later the stage, the larger the biomass. Any areas of callus
that show signs of necrosis or differentiation should not
be used and should be removed by dissection using asep-
tic techniques. Suspension cultures are generally more
rapidly established if the callus used is soft and easily dis-
rupted that is friable, and consequently most researchers
who aim for suspension cultures tend to select callus for
friability. Because the outermost surfaces of the callus
contain the actively growing cells, it is best that these are
used to initiate suspension cultures. These cells can be
obtained by gently separating the callus with a spatula.
All of the cells of a very friable callus can be used because
the generally dissociate themselves by being placed into
the flask and by agitation. Less friable callus has to be
dissected, and this inevitably causes some cell damage
and death. It is extremely important that strict aseptic
technique is used throughout initiation of suspension cul-
tures. Although a laminar air flow cabinet is not essential,
it does increase the success rate significantly. To prevent
cross contamination, it is useful to work in batches. Thus,
harvest enough callus for, say, two flasks, select the cal-
lus material to initiate the suspension culture by placing
it into a sterile container for example, a petridish (har-
vest the callus into one dish, select the required cells,
and place these into another dish), discard any unwanted
material from the cabinet (such as the harvested pots and
the petridish containing the unsuitable callus material),
disinfect the surfaces again, and take the flasks into the
laminar flow cabinet. Remove the closures from the flasks,
flame the necks, gently add the callus, flame the necks of
the flasks, and replace the closures. Then start on the next
batch.

Manipulations with suspension cultures inevitably lead
to spillages which should be cleaned up as quickly as
possible. A supply of tissue wipes, disinfectant (in a
"squeeze" bottle), and a disposal bin are recommended.
Plastic disposal bags which can be attached the outside

Figure 5. A relatively fine cell suspension culture of Azadirachta
indica (neem).



of the hood are also very useful. Long-handled tools,
for examples a spoon spatula, have benefits for placing
callus into flasks. It is best that material is placed,
rather than dropped, into the liquid medium because
this prevents splashing and reduces contamination. The
amount of callus required depends on the volume of
medium. As a general guideline approximately 2 g fresh
weight or 1 cm3 of biomass is about sufficient for 100 mL of
medium. Agitation, hence mixing and aeration, is achieved
by placing the cultures on an orbital shaker, usually
at speeds ranging from 50-150 rpm (i.e., slower than
microbial cultures because plant cells are particularly
sensitive to shear). As the callus material grows, cells
will dissociate into the liquid medium and form a cell
suspension. Suspension cultures tend to be grown for
very long periods of time that is years, and subculture
is undertaken at regular intervals. Consequently, there is
an essential requirement for dedicated, reliable, orbital
platform shakers. It is inevitable that even the best
shaker will become worn and break down with continual
usage. Static cultures quickly lose their viability (within
hours), and therefore it is highly recommended that
cultures be kept on two different shakers, so that
if one machine breaks down, the culture is not lost.
Enclosed orbital shakers with independent temperature
control are ideal, but these tend to be very expensive
and often of a limited size and capacity. Consequently,
most larger laboratories use open shakers which are
maintained in a temperature-controlled room. Suspension
cultures are usually maintained as stock lines, and at
least five flasks are maintained (these numbers are for
illustrative purposes only). The first flask will be used
for subculture, the second and third for experimentation,
and the remaining two flasks are the so-called safety
flasks. Thus, the fourth flask will not be used, that
is, after subculture it is kept closed with no additional
manipulations. It will act as a reserve in case the other
flasks become contaminated, will be kept until after the
next subculture (or emergency experimental work!), and
will be discarded only after the next safety flask has been
subcultured and observed to be in good condition. The
fifth flask will be kept on a second incubator (preferably
at the same shaking speed and amplitude), again, for
safety in case of machine breakdown. Because warm rooms
are also notorious for breaking down, that is overheating
or chilling, it is also advisable that this safety flask be
situated on another shaker in a different room. These
precautions are often not possible but it is still advisable
to try and have some regime to prevent loss of cultures
due to machine failure. A safety flask kept at a slightly
different temperature or shaking speed will be of great
significance if all of the other flasks are lost.

The majority of cell-suspension cultures are grown
in shake flasks in a batch system, that is, where the
cells are grown in a fixed volume of medium (commonly
25-14OmL, in a 250-mL Erlenmeyer flask) and are
continually shaken using an orbital shaker. Although
occasionally the suspension will contain only meristematic
cells, generally it will consist of cells that are vacuolated.
The vacuole which is supported by the cytoplasm will
create shear against the cell wall during mixing and

if too high speeds are used, the cells will lengthen
and in extreme cases burst. Therefore, most plant-cell
suspensions are shaken at much lower shaker speeds
than microorganisms. The flask size can be varied (ranging
up to 5000 mL) and generally wide-necked flasks which
allow easier access and hence manipulation, are used.
The type of closure will affect the gaseous exchange of
the culture, and hence it is important to use the same
type of closure throughout a culture. Typically, the type of
closure will depend on individual preference. To prevent
contamination, bungs of nonabsorbent cotton wool are the
most effective. However, they have the disadvantages of
being time-consuming to prepare, and strands of cotton
wool can fall into the culture, to which inevitably the plant
cells will adhere and cause the culture to lose homogeneity.
This can be prevented by wrapping the cotton wool bung
in muslin, again, a laborious job which in fact can reduce
the closure at the neck of the flask and hence increase the
contamination risk. Such precautions, however, should not
be necessary if effective clean room practices are observed.
Then loose-fitting plastic or aluminum caps can be used
which will also provide adequate air exchange. Colored
caps can also provide a useful guide for flasks, that
contain different culture types or media. Alternatively,
double layers of tin foil (with their edges folded together)
can easily be used, and these are strong enough to allow a
couple of manipulations to the culture without the risk of
tearing. Again, it is always useful to have spare materials
such as flasks and closures readily available when working
in the laminar flow hood.

Growth and Subculture

The cell population of a suspension culture contained in
a finite volume of medium undergoes lag, exponential,,
stationary, and death growth phases typical of all cells;
grown in such conditions (15,16). To maintain these batch
cultures, the cells are subcultured at routine intervals
at a set point of the population growth curve (typically
during the late exponential growth phase) by removing
some of the cell population into a fresh batch of medium.
Subculture can be achieved by various means. Crudely,
merely pouring an approximate volume, by eye, of the
suspension into fresh medium or more accurately by
transferring of a known volume using sterile wide
mouthed pipettes for example, disposable plastic pipette
tips with the ends cutoff using a heated blade (Fig. 6
or measuring cylinders. Cells can also be sedimentec
and the spent medium removed to obtain a higher eel
density for subculture. Methods are very easy and arc
commonly used during initiation of suspension cultures
because the ratio of cells to medium can easily be alterec
considering the nature of the culture with respect t«
aggregation and viability. Once cultures are initiated
subculture is typically undertaken by using a fixed volume
of suspension (usually ca. 10%) or by using a known fresl
weight of cells. This latter method is time-consuming
requires excellent sterile technique, and therefore i
usually used only for critical experiments where it ii
important that replicate flasks all have the same amoun
of inoculum or where only a very small number c
cultures is being maintained. Every plant-cell cultur



Figure 6. Subculture of a cell suspension culture. Subculture is
undertaken in a vertical flow cabinet where the incoming air is
passed through filters that stop the passage of micro organisms.
The flasks are positioned in the cabinet directly in the air flow
and care is taken to ensure that no "dirty" material is placed
between them and the sterile air flow. A pipette with a filter
and disposable plastic tip with its end cut off to allow uptake of
larger cell aggregates is used to transfer a known volume of cell
suspension into the fresh media. Note the aluminum foil closures
and the use of a Bunsen burner.

has a minimum inoculum size (i.e., number of viable
cells) below which the culture will not grow. As the
inoculum size increases, the duration of the lag phase
decreases. Thus, during initiation, the operator observes
the culture to ascertain the minimum inoculum size and
to determine the optimal cell volume which will permit
inititiating a regular subculture regime. This knowledge
is usually finally determined by experimentation using
different inoculation sizes to accurately determine growth
kinetics. The inoculum size and the subculture regime will
affect the physiology of the culture and will also affect such
outcomes as secondary metabolite production. It is best to
initiate several flasks at a given time to ensure survival
and initiation.

In many suspension cultures, the formation of large
clumps of cells can be problematic because these reduce
homogeneity and can prevent determination of growth
kinetics (Fig. 7). There are several strategies to improve
such cultures. If cells remain particularly clumped
with very large aggregates in the cultures, flasks with
indentations can be useful because they physically assist
in aggregate breakdown. More frequently used methods
rely on separating the larger clumps at the time of
subculture, so that only the single cells and smaller clumps
are subcultured. These methods can be fairly simple but
do rely on strict aseptic technique. The first allows the cell
suspension to sediment before subculture, and then only
the uppermost cells in the flask are subcultured (the larger,
heavier clumps sink to the bottom more readily than the
finer cells). A narrow receptacle such as a measuring
cylinder is ideal for doing this because the large clumps
sink quickly, the medium at the top can be taken off,
and the finer cell suspension in the middle layer can
be decanted or pipetted. Alternatively, suspensions can
be filtered through sterile nylon meshs to remove the
bigger aggregates. Meshs of varying sizes can be obtained,

Figure 7. Cell suspension cultures of Picrasma quassioides. The
culture on the right shows high levels of cell aggregation whereas
that on the left is finer. Such clumped cultures sediment quickly
when stationary.

and it is straightforward to pour the suspension through
such a mesh supported in some filter funnel device such
as a Buchner flask before subculture using one of the
methods described. Although it depends on the nature of
the culture, mesh of 5-10 mm pore size will usually be
large enough to allow the culture to be poured without
the need to exert any pressure to filter the cells. However,
in the first few subcultures, it may be necessary to use a
series of graded meshes from larger to smaller apertures
to prevent blockages. Continual subculture using mesh
can be very time-consuming but usually after only a few
subcultures the number of meshes (the range of sizes) can
be reduced and will soon no longer be required. Filtration
again is a critical control point for contamination. Fresh
sterile filters and pipette tips should be used for each flask.
In many cases, fine cell suspensions can be obtained by
obtaining fast growth rates through the use of fast shaker
speeds that is high aeration and frequent subculture.
This is obviously labor-intensive, and often there is a
compromise between the nature of the cell suspension
and the duration of the subculture period. At every key
stage of cell suspension development there are times when
cell selections are undertaken, and this will influence the
biology of the culture, for example in secondary metabolite
production and organogenesis.

Contamination of suspension cultures is usually
obvious because microorganisms tend to grow quickly
and render the culture cloudy (especially with bacteria
and yeasts), colored (some yeasts give the culture a pink
coloration and bacteria/fungi may produce pigments), or
slimy resulting from microbial growth at the water/air
interface of the walls of the flask. Fungal mycelia can
usually be seen by eye in the form of strands of hyphae
(around which the plant cells will grow) or pellets
(spherical balls) of mycelium resulting from the constant
shaking of the medium. In addition to regular visual
checks, every culture should be observed by microscope
for signs of contamination and by regular microbiological
testing before any manipulation. Contaminated cultures
present a real risk for cross-contamination, and these
should be removed and autoclaved as quickly as possible.



If the same sort of contaminant frequently occurs, it is
wise to try and find its source and take steps to ensure
its elimination. As with callus culture, a record should be
kept of all cases of contamination listing the number of
outbreaks, possible reasons and the type of contaminant,
for example, bacterial, fungal, yeast. If there are large
losses, for example, greater than 10%, it is worth further
microbial investigation to setup preventive measures.
Again, as with callus cultures, antibiotics only to eliminate
contaminants should be used as a final step to save a
culture, and they should be removed from the culture as
quickly as possible.

GROWTH MEASUREMENT OF SUSPENSION CULTURES

Analysis of growth is an important procedure when using
cell suspension cultures, for example, to determine the
time of subculture, and a comprehensive understanding
of a culture's growth kinetics (16) is essential if the
experimental aim is to investigate areas such as
metabolite production. Any growth measurement requires
a sample of the suspension which can either be a small,
representative sample taken from a single flask (hence
leaving some suspension for further study) or the whole
suspension that is the whole flask is sacrificed for the
measurement. The type of sample will depend on the
nature of the suspension, especially with respect to cell
aggregation. In addition and ideally, most samples should
be at least taken in triplicate. Whole flask sampling
is obviously most accurate but has the disadvantage
that many flasks and hence a lot of shaker space is
required to analyze growth throughout the complete
growth curve that is the lag, exponential, stationary,
and death phases. Representative sampling, on the other
hand, has an inherent contamination risk, especially
if frequent sampling is required for example, daily for
fast growing cultures. Usually a compromise is reached
between representative sampling and ensuring that it
does not deplete the culture volume to the extent that
the physical conditions within the flask are altered
and change the physiological parameters. In general,
aseptic techniques and a fine cell suspension will allow
representative sampling such that, for example, a 3-mL
sample from a 120-mL culture volume can be taken
throughout the growth period without adverse effects.
To reduce the risk of losing data through contamination,
many researchers use four replicate flasks, so that if one
flask is lost, a standard deviation can still be obtained.
Sampling criteria have also to be considered if secondary
metabolites are to be analyzed. Unless a very high
yielding culture is being used, at least all of one flask,
for example, 120 mL of suspension, has to be harvested
for each sample point. This may be a problem if shaker
space is limited, and results frequently show fewer harvest
times for secondary metabolite production than for growth.
Once the general pattern of production of a particular
metabolite is known, representative sampling can be
beneficial in reducing the number of samples required (and
their associated extraction and analyses). Growth of plant
cells can be measured using cellular protein and DNA
measurements (2-4,14) as for other cell types, and assays

of the utilization of medium components are particularly
helpful when growth and metabolite production are being
investigated. The other main methods for analyzing
growth of plant cell suspension cultures are described here.

Cell Viability

Measurement of cell viability is easy, although with
most staining systems it does require a fluorescence
microscope (14,17). It provides immediate information on
the proportion of viable cells in a population and hence
is useful during culture initiation, routine maintenance,
and during unexpected events such as an orbital shaker
breakdown and cultures becoming static. High-power
microscopy (i.e., magnification of at least 80Ox) can be
used to observe cytoplasmic streaming and the presence of
intact nuclei which show that a cell is viable. However, cell
viability is commonly estimated by using viability stains,
many varieties of which are now available. The most
common are fluorescein diacetate, FDA (17), and 2,3,5-
triphenyltetrazolium chloride (TTC) (18). Most viability
stains rely on the presence of an intact cytoplasmic
membrane which will either accumulate or prevent the
uptake of certain stains. Thus, the fluorogenic stain FDA
is hydrolyzed by esterases in the functional cell membrane
to produce fluorescein which accumulates in the cytoplasm
to produce a bright yellow/green fluorescence when viewed
under UV light (excitation filter 450-490 nm, barrier
filter 510-520 nm) using low-power microscopy. On the
contrary, cells with a nonfunctional membrane (i.e.,
those that are dead) will accumulate the stain Evan's
Blue (0.25% w/v) that makes them a blue color distinct
from their viable unstained companions (19). FDA is
prepared as a stock solution (5 mg/mL in acetone). It
must stored refrigerated and can be kept for many
months in a sealed bottle wrapped in aluminum foil. The
working solution (which can be kept only for approximately
30 mins, although this time can be lengthened by storage:
in the dark) is prepared by adding 1 mL of stock solution
to 5 mL distilled water, and a drop of this solution is then
mixed into a drop of cells placed on a slide and viewedl
under the microscope (using 10 x — 40 x objectives). If ai
viable cell count is being undertaken, then a coverslip
needs to be used, and generally the slide will have to be left
for a few minutes to allow the cells to stop moving before
counting. Cell viability is then measured by counting those
cells which fluoresce and, using a second count, those
which do not fluoresce in random fields of view until
at least 500 cells are counted (i.e., the total viable and
nonviable cells). Than the percentage of viable cells can be
calculated.

Packed Cell Volume

This method measures the volume of cells in a sample o
cell suspension. The method is simple and accurate foi
fine cell suspensions and consequently is favored by mam
researchers (6,15). A known volume of cell suspension is
transferred to a graduated centrifuge tube (preferably witi
a tapered base) which then is centrifuged at a particula
force for example, 200 g, for a particular time for example
5 min. Then this packed cell volume (PCV) is expressed a,



the percentage of the volume of cells as a function of the
total volume of the tube.

Wet and Dry Weight

Wet (fresh) and dry weights are commonly used to measure
cell biomass throughout the population growth curve (1,2).
As mentioned above, a 3-mL sample from a fine cell
suspension in approximately 120 mL culture volume will
usually allow repeated and representative sampling. Wet
and dry weights are measured on the same sample. Thus
filter paper discs (Whatman 1 filter paper) are dried to
constant temperature in an oven, usually at 600C for
18 h. Then the filter is placed on a filter device for
example, a mesh support attached to a Buchner funnel
with a vacuum or water pump, and wetted with water to
obtain the wet weight. A known volume of sample is then
filtered through the filter paper, the sample is washed
with distilled water, the water filtered off, and the filter
plus its supported cells are weighed. The wet weight is
calculated by subtracting the total weight of the filter
plus cells from the weight of the wet filter. Then the
sample is dried to constant weight, usually 24 hours at
60 0C and reweighed to calculate the dry weight. Results
are then converted to wet and dry weight per milliliter of
suspension culture with at least three replicate samples to
express a standard deviation and/or error. Reliable fresh
weight measurements tend to require some experience.
The duration and strength of the vacuum pressure are
important. The accumulation of storage products such as
starch may be misleading, and it is pertinent to check
these measurements with another parameter such as cell
number.

Medium Conductivity

Medium conductivity, measured using a conductivity
meter and probe, is very popular in some laboratories for
measuring cell growth because it is an extremely simple
and quick procedure. In several cell lines conductivity is
inversely proportional to fresh weight although this has to
be confirmed for each cell line investigated.

Cell Number

A hemocytometer can be used to determine the cell number
of suspension cultures although this direct count can be
achieved only if the culture consists of fine cells with few
clumps. More commonly, cells have to be dissociated from
their aggregates to visualize the individual cells and to
load them into the hemocytometer. This is achieved by
adding one volume of cell suspension into two volumes of
aqueous chromium oxide (CrOa) (8% w/v) in a siliconized
glass or plastic bottle (1,2,6). Then the samples are heated
to 700C for 2-15 min and cooled (the duration of the
heating depends on the culture type and the extent of
cell clumping, therefore this has to be ascertained for
each cell line). Alternatively, the cell suspension can be
mixed with chromium trioxide and stored in a refrigerator
for 1-6 weeks (again depending on the nature of the
cell suspension) before disruption. This is actually quite
useful because samples can be taken and stored until the
experiment is completed before analysis. Then a known

volume of cell suspension is diluted in a known volume
of distilled water, and the aggregates are separated into
single cells by shaking vigorously for example, vortexing
or passing them repeatedly through a fine syringe needle.
Then the cell number can be determined either in a
hemocytometer (using at least duplicate samples) or by
counting the numbers in known volumes. Calculation of
the cell number per milliliter of culture is achieved by
taking all the dilutions into account. Some researchers
use 0.25-1.5% (w/v) pectinase to disrupt cell aggregates
as a safer substitute for chromium trioxide which is toxic
and corrosive, but pectinase has the disadvantage of being
more expensive, and fresh solutions have to be prepared
for each batch of samples. More modern and automated
methods of determining cell number for example. Coulter
counter, Bactoscan (viable cell number) have not been
adopted for plant-cell suspensions presumably because
the numbers of samples are low (hence the high capital
cost is not justified) and the aggregated nature of plant
cell suspensions makes automation difficult.

Mitotic Index

Plant cells in suspension undergo mitosis which results
in cell division and hence growth. Thus estimation of the
mitotic index provides a guide to the number of cells
in active division and indicates when the population is
in the exponential growth phase. Thus it is a useful
measurement for substantiating data on cell number.
Cells undergoing mitosis are identified because the
individual chromosomes are easily visible (in nonmitotic
cells the chromosomal material is diffuse). A wide range
of DNA stains is available which facilitate observation for
example, Feulgen, Toluidine Blue. The method for another
popular stain, diamidino-2-phenyindole (DAPI) (20), is
described. Cells are harvested by centrifugation and are
similarly washed twice in distilled water. The resulting
pellet is fixed in ethanol- glacial acetic acid (2:1) for
1 h. This suspension can be stored for some time before
analysis. The fixed cells are centrifuged to remove the
fixative, stained with DAPI (0.5-|LimL from a 50-|nmL stock
stored in the dark at 0-4 °C), and a drop is mounted on a
slide with a coverslip. Then the slide is placed between two
filter papers and the coverslip tapped vigorously (using a
glass rod or pencil) to rupture the cells.

Fluorescence microscopy (barrier and exciter filters,
400 nm) is used to view the DNA which is stained bright
blue. A total of 1,000 nuclei should be counted, and those
where the chromosomes are clearly seen, hence are in
mitosis, are scored. The mitotic index is calculated as the
percentage of cells from the total counted population in
mitosis. Clumped cell cultures can prove difficult for this
technique, but 1% pectinase will, however, break them
down. Alternatively, mitotic indexing can also be carried
out on samples that have been treated with chromium
trioxide (see previous section on determination of cell
number).

CONCLUSIONS

The initiation of callus and cell suspension cultures is
now a fairly routine procedure undertaken in many



laboratories on a wide range of plants (21). After some
experience, the techniques can generally be adapted and
applied to other plant types with relative ease and are
appropriate for research in many areas of plant biology.
The techniques described in this article hold the key to
plant biotechnology which, as traditionally with plant
production, has and will continue to have a direct impact
on human welfare through commercial application.
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Plant-tissue and cell-culture techniques have improve
greatly over the last few decades. For many herbaceot
species, industrial application has become possible, pr
marily as a means to achieve large-scale clonal propag;
tion. In spite of intense research efforts, the conifers wei
late in that respect. However, with recent advances :
methodology, particularly in somatic embryogenesis, tl
current outlook is promising and industrial applicatic
has started (1,2).



BASIC TECHNIQUES

Basal Media

General Considerations. The nutrient medium is a key
element in cell and tissue culture. However, media design
is difficult because of the many complex interactions of
nutrients in solution (3). Media are often suboptimal.
This is particularly the case for media used for conifers.
Therefore, many conifer species are still difficult to
maintain long term in vitro. The media developed to
date are often narrow in their applicability. Many
media work well for only a limited number of species
and genotypes because cells in culture and tissues can
vary greatly in their nutritional and growth-regulator
requirements. Nutritional demands are generally different
over the course of development. Callus growth often
needs higher mineral concentrations than shoot or
embryo initiation, and conifer somatic embryo initiation,
proliferation, maturation, and germination each need
a different nutrient environment to proceed properly.
Clearly, nutrient media have to be optimized for species,
genotype within species, type of explant, and each
developmental stage during the culture process. Basal
media and their various modifications have been described
in detail for all plant-tissue cultures (4) and for tree species
specifically (3,5).

The most popular media for conifers are Murashige and
Skoog (MS), Litvay et al. (LM), Shenk and Hildebrandt
(SH), Greshof and Doy (GD), von Arnold and Erickson
(LP), and Gupta and Durzan (DCR) (4). These media
differ greatly from each other. MS and LM are high ionic
strength media (95.8 and 104.2 mM, respectively). The
strength of the medium can have a considerable effect on
explant behavior. In Pinus ponderosa cotyledon cultures,
high salt media promoted callus growth whereas low salt
media stimulated adventitious shoot formation (6).

New media continue to be developed and tested. A new
medium of interest for conifers developed by Teasdale (7)
is low in potassium and ammonium, high in phosphorus,
and contains iron in molar excess over the chelating agent.
Besides promoting in vitro growth in general, this medium,
stimulates root formation.

Smith (8) recently developed a medium low in calcium
and high in sodium copper and zinc. An interesting effect
of this medium is that, in a variety of species tested
(Pinus radiata, P. taeda, P. elliotii and Pseudotsuga
menziesii), it allows initiating and maintaining somatic
embryogenesis in the absence of normally required
growth regulators such as auxins and cytokinins. This
is important because some growth regulators, such as the
auxin 2,4-dichlorophenoxyacetic acid (2,4-D), can persist
in tissue long after its presence is required (9).

Major Components of Basal Media

Nitrogen. Nitrogen in most tissue culture media, is
largely provided in the form of nitrate. Other sources
are ammonium salt, amino acids, and complex products
such as casein hydrolysate. It is generally recognized that

a proper balance of nitrate and ammonium is impor-
tant in stimulating morphogenesis and embryogenesis.
However, ammonium requires careful scrutiny because
it can easily become toxic. For some conifer species, in
vitro development progressed properly on medium that
contained glutamine in place of ammonium. Others, in
contrast, showed little growth on media devoid of ammo-
nium. Ammonium disappears rapidly from culture media,
lowering the pH of the medium in the process. It is difficult
to buffer against this.

Nitrogen is also supplied as amino acids. Sometimes
several are used, but generally only one is selected,
most frequently glutamine and less often arginine or
asparagine. Risser and White (10) found that glutamine
alone was as effective in Picea glauca callus cultures as
a mixture of 18 amino acids. Khlifi and Tremblay (11)
demonstrated that glutamine on its own, in the absence
of inorganic nitrogen, is sufficient for maturation of
P. mariana somatic embryos. Unfortunately, glutamine
is chemically unstable and cannot be autoclaved. It
degrades rapidly once incorporated in the medium, even
if kept refrigerated (12). Glutamine was less effective in
Picea glauca somatic embryo proliferation than casein
hydrolysate (13). Casein hydrolysate is beneficial for some
conifer species, only when inorganic nitrogen is present at
suboptimal levels in the medium.

Calcium, Magnesium, and Boron. The calcium concen-
tration in media is often low because of its poor solubility
in water. Its availability is even further reduced if gellan
gum is used as the gelling agent, because bivalent ions like
calcium and magnesium are needed to solidify this com-
pound. Therefore, calcium deficiency is common in vitro.
The most frequently observed symptom of it is shoot-
tip necrosis (14). Low levels of calcium are not always
deleterious. Half-strength LM medium which, even at
full strength, is very low in calcium, supported somatic
embryo initiation and maturation in, among others, Picea
spp. (11,15,16), Larix spp., and Pinus spp. (17,18). The LM
medium is high in boron and magnesium, which, in part,
compensates for the low calcium level. There is a strong
interaction between calcium, boron, and magnesium in
cell-suspension cultures of Pinus radiata, which indicates
that there is an acceptor-molecule binding both calcium
and boron and that magnesium competitively displaces
calcium on this binding site (19).

Potassium and Phosphate. Potassium is the most abun-
dant cation in cells. It is involved in osmotic control,
glycolysis and photosynthesis, and regulation of cytoplas-
mic pH. However, an oversupply of potassium can inhibit
root growth. Increasing the phosphate level to a level
higher than that in MS sometimes stimulates conifer
shoot formation and elongation. Phosphate is removed
from the medium rapidly and, therefore, deficiencies can
quickly arise.

Microelements. Few studies have been carried out to
determine microelement requirements because these are
difficult to determine. They can leach into the medium
from the glass of the culture vessels and are often



present in low concentration in the water used in media
preparation. They also occur in substantial amounts in the
agar used to solidify the medium. Microelements interact
in a complex manner among themselves and with other
nutrients.

Iron is generally used with the chelating agent sodium
ethylenediaminetetraacetic acid (EDTA). However, EDTA
can be toxic and thus should be used with caution. In Pinus
radiata suspension cultures, NaFeEDTA was optimal at a
concentration well below that used for other species (20).
Excess EDTA can complex zinc and thus cause zinc
deficiency.

Manganese occurs in high concentration in some conifer
culture media. Its uptake in conifer tissues is inhibited by
copper whereas manganese itself inhibits iron uptake.
Tissues grown on agar are rarely deficient in copper
because agar contains high levels of that element. Pinus
taeda and P. radiata cell-suspension cultures required
little copper, presumably because photosynthesis and
lignin biosynthesis are inactive in these cultures (20).

Vitamins. Most culture media contain the vitamins
added to MS medium. These are niacin, pyridoxine,
thiamine, and myoinositol, all of which are relatively
heat stable and thus autoclavable. Other vitamins are
not essential in most conifer cultures.

Growth Regulators. Of the several classes of growth reg-
ulators, the most commonly used are auxins, cytokinins,
and abscisic acid (ABA). These are all involved in the
various phases of adventitious shoot development and
embryogenesis. The auxins commonly used in conifer cul-
tures are the synthetic ones: 2,4-D, naphthaleneacetic acid
(NAA) or indolebutyric acid (IBA). Auxins are active in cell
division and elongation. The most common cytokinins are
benzylaminopurine (BA) and kinetin (K). Together with
the auxins, they control meristem formation. The inhibitor
ABA is used primarily in somatic embryo maturation.

Carbohydrates and Osmotica. The most common carbo-
hydrate used is sucrose, which is easily absorbed and
metabolized by cells. Carbohydrates have many functions
in tissue culture. At low concentration they serve as the
main energy source for growing tissues. At higher con-
centrations they control water uptake into cells. Different
stages of development, for example, in somatic embryogen-
esis, have different water requirements. This is primarily
controlled by adjusting the osmotic water potential of
the media with carbohydrate. Other means of control-
ling water availability to the cells are by adjusting the
concentration of gelling agent (18) or by adding metabol-
ically inactive osmotica such as mannitol or polyethylene
glycol (21).

Plant Material

Conifer cultures are generally initiated from immature or
mature zygotic embryos. Much less commonly used are
cotyledons of germinating embryos or primordial shoots
excised from seedlings or trees. The disadvantage of using
embryos or cotyledons is that the potential quality of the
genotype cannot be assessed properly until the tree has

reached about half of its rotational age. Unfortunately, a
practical technology to micropropagate conifers of that age
does not yet exist. Therefore, all of the current practical
applications are with juvenile, as yet untested, conifer
material.

Surface Disinfection, Excision of Explants, and Culture

Explants, free of microorganisms, are easily obtained
if enclosed by protective layers such as bud scales or
seed coats. These surrounding tissues can be harshly
disinfected without damage to the explant. The outer
layers can then be removed aseptically from the explant.
Tender new shoots and roots are far more difficult to
disinfect. A problem with excision is wounding and the
resulting production of toxic phenolics by oxidation. This
damage can be alleviated by using antioxidants during
excision or by excising under water.

Incubation Environment

Most conifer cultures are kept at a constant temperature
between 20 and 25 0C. There appears to be little
advantage in varying the daily temperature from high
during the day to low at night. For rooting, a lower
temperature (17-20 0C) is sometimes recommended. Light;
requirements vary with culture type. In most cases,,
somatic embryos are initiated and partially maturedl
in darkness. Once cotyledons develop, 16-24 h of low-
intensity (approximately 50 jamol m~2 s""1) fluorescent light
is generally applied. Photosynthesis at these intensities is
minimal; therefore, an easily absorbed and metabolized
carbohydrate in the medium is required.

CLONAL PROPAGATION

General Considerations

The benefits and disadvantages of cloning versus sexuai
propagation have been outlined elsewhere (22). Fo:
most conifers, cloning by traditional rooting of cutting!
is practical only for juvenile material. Unfortunately
such material is too young to be assessed properl
for its qualities. This has been a major incentive foi
conifer micropropagative research. In spite of extensiv
research efforts, in vitro propagation by organogenesii
and embryogenesis, like rooting of cuttings, is still large!
limited to juvenile material.

Organogenesis and Embryogenesis

Most efforts in earlier years were focused on propagatioi
by first inducing adventitious shoot formation, primaril
from cotyledons, and then roots by a process calle
organogenesis. Success on a commercial scale has g
far been limited to a few species, most notably Pint,
radiata. A more effective method developed over t t
last decade is somatic embryogenesis (SE). SE diffei
from organogenesis in that the propagules are embry«
rather than rooted shoots. SE cultures are initiate
from immature or mature zygotic embryo explan
on media high in auxin, most commonly 2,4-D. Th
initiates a cell mass composed of immature embry<



that grows rapidly by cleaving the embryos as long as
the auxin is applied. Over the course of a number of
subcultures, hundreds of immature embryos are produced.
By transfer to medium without auxin but containing
the growth inhibitor ABA and an increased osmoticum
concentration, cleavage of the immature embryos stops,
and maturation of the embryos follows (21). Treatments
that improve physiological maturation of the embryos are
increased gelling agent concentration (18) and desiccation
of the embryos before germination (21). Germination and
transfer to soil generally proceed without difficulty.

Strategies for Applying SE in Industry

SE has worked well for many Picea and Larix species but
less well for Pinus and Abies. Several forest industries
are currently employing, on an experimental scale, a
genetic improvement strategy that involves a combination
of breeding, SE, and cryopreservation (22). SE is initiated
from zygotic embryos excised from seed of superior families
created by breeding. Once in the proliferation phase, part
of each SE mass is used to produce clonal plants which
are then field tested. The remainder of each SE mass
is transferred to liquid nitrogen for long-term storage
(cryopreservation). Once the field tests have shown which
are the best clones, the corresponding cryopreserved
SE masses are retrieved, thawed and used to produce
clonal plants. High production can be achieved either by
further SE or by producing a few plants by SE that are
subsequently mass-cloned by rooting cuttings. This latter
scenario is preferred when SE lines do not produce mature
embryos in sufficient numbers to be of practical use. The
advantage of the breeding-SE-cryopreservation strategy
is the following. Breeding allows selection among but not
within families. SE and cryopreservation can capture the
best of this largely nonadditive, within-family variation,
resulting in considerable genetic gain. In a combined
breeding-SE experiment with Picea glauca it was found
that initiation of SE is under strong additive genetic
control (15). This was less the case in Picea abies (23).
For species where SE initiation is under strong additive
genetic control, one could routinely include one parent
with a high capacity for SE in each sexual cross, thus
obtaining seed families that are all responsive to SE.

Haploid Culture and Somatic Hybridization

For some agricultural species, especially cereal crops, hap-
loid culture followed by diploidization and regeneration
of plants has been a powerful tool in genetic improve-
ment. The plants thus generated are homozygous diploid,
ideal material for controlled hybridization and capture of
hybrid vigor. With conifers, regeneration of adventitious
embryos and plants from haploid megagametophytes has
been accomplished only in Larix. Another process that
could lead to genetically improved planting stock is fusion
of haploid protoplasts obtained from two different par-
ents. This process is called somatic hybridization and has
been used to create hybrids between parents that cannot
be crossed sexually. Sexual barriers are thus bypassed
and novel genotypes are created. This has been effective
for some nonconiferous tree species, most notably Citrus

spp. The first step in the process, regeneration of conifer
embryos or plants from haploid and diploid protoplasts,
has been achieved (24,25).

Genetic Engineering

Genetic engineering has become common practice in
agricultural crops. In conifers, however, the technology is
still experimental. Conifers present a number of daunting
problems (26-28). Because of the longevity of trees, foreign
genes that have been introduced have to remain active for
many years to be of value. Foreign gene expression has
been achieved in conifers (27) and is being field tested
for long-term stability (29,30). A concern with transgenic
forest tree species is that, even if they come from a
population bred for several generations, they will still
be close to their wild-type relatives, with which they can
easily breed. Containing the transgenic genes within the
original population is possible only if the trees are male
and female sterile. Therefore, sexual sterility is, a main
focus of genetic transformation research in conifers (28). A
potential benefit of diverting energy from seed and pollen
formation is that it may stimulate vegetative growth (26).
Other major areas of research into forest tree genetic
transformation are modification of lignin content and
composition, changes in growth habit, and herbicide and
insect resistance (27,28).

CONCLUSION

Conifer in vitro culture has found little practical
application to date. This, however, is rapidly changing.
The combination of breeding, somatic embryogenesis,
cryopreservation, and mass propagation of selected
cryopreserved clones by SE or by SE followed by
rooting cuttings is already finding experimental industrial
application. One of the current drawbacks of SE is that it is
still labor intensive. By combining improved SE methods
with the rapid progress that is being made in genetic
transformation, we can look forward to interesting new
genotypes for future planting.
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INTRODUCTION

The characterization of a new cell line is essential and
should be carried out at both the earliest passage of cul-
tures once established and at frequent intervals thereafter
(R. J. Hay, 1988). The occurrence of cross-contamination is

not merely anecdotal; documented cases have been widely
reported (1,2). Some earlier reports indicated that lev-
els of cross-contamination may exceed 30% of cultures
tested (3). The preferential inclusion of suspect cultures
in these reports does not detract from the fact that cross-
contamination is a serious problem. The classic example
is that of HeLa contamination (1), for which conventional
cytogenetic analysis in association with isoenzyme studies
was used to verify the species and, with human samples,
the race of origin. This is particularly easy in the case of
the HeLa cell line, since it has characteristic cytogenetic
markers, and in isoenzyme analysis, the type B rather
than the more usual type A glucose-6-phosphate dehydro-
genase isoform is present. A more traditional technique
is that of immunological characterization — in essence
a known sample of cells or tissue is used to raise an
antibody in the rabbit. The antibody is then used in a
fluorescence study against the test cells and an anti-rabbit
globulin conjugated with FITC (fluorescein isothiocyanate)
is added and then can be visualized on a fluorescence
microscope. In recent times molecular biology has had a
significant influence on cell characterization and DNA fin-
gerprinting provides a particularly useful tool for identity
testing.

CHROMOSOME ANALYSIS

The determination of the chromosomal complement of a
cell line provides a direct method of confirming the species
of origin. It also allows the detection of gross aberrations
in chromosome number and/or morphology. Cytogenetic
analysis is very useful for specific identification of cell lines
with unique chromosome markers. In one study of 47 cell
lines reported by O'Brien et al. (4), two cell lines could not
be differentiated by eight separate enzyme tests, but were
readily distinguished by karyology. However, it should be
borne in mind that very careful interpretation is required
to differentiate cell lines of normal karyotype beyond the
level of species. To follow is an outline of the standard
technique for cytogenetic analysis for a monolayer cell
culture.

Slide Preparation — Karyology — Materials

Hypotonic trypsin/versene solution (Hypo-TV) at 37 0C
for harvesting adherent cells

Hypotonic KCl solution (Hypo-KCl) at room tempera-
ture

Heparin, 10 units per mL
Glacial acetic acid at room temperature (it is important

to use this fresh)
Working colcemid solution (100 or 50^ig/mL) at room

temperature

Slides, precleaned, wet, and chilled

5

C



MONOLAYER CULTURES

Day1

Passage the cells 1 day before use. One 80-90% confluent
75-cm2 culture is generally sufficient for a chromosome
preparation.

Day 2

1. Add colcemid solution to the cells at a final
concentration of 0.01-0.03 |ig/mL and incubate at
37 0C for I h . The incubation time for colchicine
treatment is 45 min for a fast-growing culture,
1-1.5 h for an "average" culture, 2 -3 h for diploid
cell cultures, and over 3 h for slow-growing
cultures.

2. Label each centrifuge tube (15-mL size) and add
0.6 mL fetal bovine serum.

3. After incubation with colcemid, collect the medium
in a centrifuge tube and centrifuge at 150 g for
5 min. After decanting supernatant, resuspend
cells in Hypo-KCI and add to the harvest from
the Hypo-TV treatment (Step 7).

4. Add 6 mL Hypo-TV per 75-cm2 flask and incubate
at 37 0C for 10 min.

5. Aspirate to suspend cells. If a large number of cells
are still attached, treat the cultures with Hypo-TV
again.

6. Transfer the cell suspension into the tube prefilled
with serum (Step 2) and centrifuge 150 g for 5 min.

7. Decant supernatant without disturbing the cell pel-
let; add Hypo-KCI little by little with continuous
agitation to a final volume of 4 mL. After cen-
trifugation and removal of supernatant, add KCl
gradually by increasing the volume with intermit-
tent agitation. Finally, add the contents of one
(or two) Pasteur pipettes to each. Between each
addition, agitate cells by gentle pipetting.

8. Leave at room temperature for 10 min, then
centrifuge and decant most of the supernatant,
leaving an equal volume to the cell pellet for
resuspending cells.

9. Resuspend cells gently but thoroughly to make a
uniform cell suspension.

10. Add freshly prepared ice cold 1:3 glacial acetic
acid/methanol fixative slowly as indicated for Hypo-
KCI (Step 8) to a total of 4 mL and leave for 15 min
at room temperature. The fixative must be made
fresh just before use. After mixing, it must always
be kept on ice.

11. Decant as much supernatant as possible without
disturbing the cell pellet. Repeat Step 10.

12. Repeat Step 10; however, leave at room tempera-
ture for 10 min and then centrifuge.

13. Remove most of the supernatant, leaving behind a
volume, which is about ten times the cell mass, and
then resuspend the cells.

14. Pick up a wet, clean, chilled slide with a pair of
forceps. Hold the frosted edge with your fingers

and shake off excess water using a fanning motion.
(Be sure the frosted side faces up.) Hold the slide
slightly downward (at about a 30° angle), place a
few drops of cell suspension onto the upper edge
of the slide just below the frosted edge to let the
suspension run down slowly, and at the same time
blow gently and evenly over the surface to spread
cells over the entire surface. Wipe off excess liquid
from the edges and back of the slide, and air dry by
leaving the slide on a paper towel.

15. When dried, examine the quality of the chromo-
somes under phase microscopy to assess metaphase
spreads and cell density. Cells should be evenly dis-
tributed and chromosomes from each cell should be
close together but without frequent overlapping. If
the quality is good, make at least 10 slides. Expe-
rience suggests that slides prepared the same day
as the cell harvest give the best quality spread-
ing and staining. However, it may be advisable
to also store the fixed cell suspension for repeat
analyses. To make slides from this stored material,
cells are again treated in fresh fixative at least
three times with a 10-min incubation between each
centrifugation.

16. Use an indelible marker pen to record on the slide:
cell line, number of slide, date of preparation.

17. Leave slides overnight at room temperature for
further drying and then store in a slide box.

Slides kept at room temperature may be used even after
one month of storage and still give good staining. As slides
get older, staining results become unpredictable. Keep
slides in a cold and dry environment, or seal in a container
filled with an inert gas (e.g., argon) and store at 40C.

Day 3

Stain slides.

GIEMSA STAINING

The most commonly used procedure for chromosome
banding is Giemsa staining (5,6). The method allows for
a simple chromosome count and provides an estimation of
the rate of polyploidy, a key issue related to cell stability.

1. Immerse slides in 1% Giemsa solution in a Coplin
jar, at room temperature, for 30 min.

2. Rinse thoroughly with distilled water. Use a
squeezing bottle to stream water over the slide
surface evenly. Examine under 63x and 10Ox water-
emulsion objective lenses.

ISOENZYME ANALYSIS

Isoenzyme analysis is used for the speciation of cell lines
and for the detection of contamination of one cell line with
another, although a relatively high level of contamination
is necessary (>10%). This method utilizes the property
that isoenzymes have similar substrate specificity, but



different molecular structures, which in turn affects
their electrophoretic mobility. Each species therefore has
a characteristic isoenzyme mobility pattern. While the
species of origin of a cell line is usually indicated with only
two isoenzyme tests (lactate dehydrogenase and glucose-
6-phosphate dehydrogenase) (4), specific identification of
a cell line requires a larger battery of tests (3). Generally
the use of four isoenzymes can give adequate results (7).

To follow is the standard technique for isoenzyme
analysis utilizing the "Authentikit" system supplied by
Innovative Chemistry, Inc., Marshfield, MA.

PREPARATION OF REAGENTS

1. Cell extraction buffer

Prepare a 50 mM solution of Tris (for final volume of

100 mL) in 80 ml water.
Adjust to pH 7.5 (either 1 M HCl or 1 M NaOH).
Add 1 mM EDTA and then 2% Triton X-100.
Adjust the pH if necessary and make up the volume

with deionized water. Store at 4 0C.

2. Enzyme substrates. The list of tabulated migration
distances and ratios supplied by the kit manufac-
turer includes the following:

Aspartate aminotransferase (AST)
Glucose-6-phosphate dehydrogenase (G6PD)
Lactate dehydrogenase (LDH)
Malate dehydrogenase (MD)
Mannose phosphate isomerase (MPI)
Nucleoside phosphorylase (NP)
Peptidase B (Pep B)

3. Visualization. Detection of the enzyme bands is
provided by an insoluble purple formazan dye
when 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl-2H-
tetrazolium bromide (MTT) is reduced in the
presence of phenazine methosulfate (PMS) and the
appropriate substrate.

4. Standards. Extracts of the mouse cell line NCTC
Clone L929 (standard) and the human cell line HeLa
(control) can be obtained from the kit manufacturer
in lyophilized form. If required, they can be prepared
from growing cultures, but these should be obtained
from a documented and authenticated source (i.e.,
culture collection).

Materials

Agarose film-agarose gel on transparent polystyrene
sheet (Authentikit, Innovative Laboratories, Marsh-
field, MA)

Barbital buffer 0.05 mM, pH 8.6
Hamilton syringe, 5-10 |uL with tapered needle
Electrophoresis cell (Innovative Laboratories)
Power supply to provide 160 V DC, constant voltage

(Innovative Laboratories)

A minimum of 107 cells is necessary for each analysis.

1. Prepare a cell pellet (centrifugation at 150 g for
5 min). Attached cells must be removed with the
appropriate enzyme.

2. Decant the culture medium, resuspend the cell
pellet in 15 ml Earle's balanced salt solution at
4 0C. Centrifuge the cells at 150 g for 5 min.

3. Mark the volume of the pellet on the side of the
tube, and then drain the buffer by inverting the
tube on absorbent paper. Dry the inside of the tube,
taking care not to touch the pellet. Add an equal
volume of cell extraction buffer to the pellet, mix
with a micropipette tip, and stand on ice for 15 min.

4. Mix again and examine a drop sandwiched between
a glass microscope slide and a coverslip. The cells
should now be lysed. If necessary, mix again and
leave for another 15 min on ice.

5. Centrifuge at 150 g at 4 0C for 10 min. Remove the
supernatant with a micropipette to a microtube and
place on ice.

6. Into each chamber of the electrophoresis cell base
place 95 mL 0.05 M barbital buffer. Ensure that
the liquid levels are equal. Then fill the chamber
cover with 500 mL ice-cold water.

7. Remove the agarose gel (Authentikit) from the rigid
mould by peeling the film back. Lay the gel face up
with the plastic film against the work surface.

8. Using a Hamilton syringe with a Teflon tip, place
1 jiL sample into each of the pre-formed slots.

9. Position the gels into the chamber cover with the
agarose facing upward. Ensure that the positive
and negative indicators on the gel match those of
the chamber.

10. Connect the power and run the gel at 160 V DC for
25 min. The time must be precise.

11. Switch off the power, lift the chamber cover, and
stand on paper towels to drain for 30 sec.

12. Remove the agarose film and place gel side up on
the work surface. Pour the contents of the enzyme
substrate vial down the center of the gel, and using
the edge of a pipette, spread over the gel until fully
covered.

13. Drain off excess substrate by holding the corner of
the film on a paper towel. Place gel side up onto an
incubator tray with a sheet of damp filter paper.
Cover the tray with the lid and incubate at 37 0C
until the enzyme bands appear (i.e., up to 20 min).

14. Stop the reaction by immersing in tap water and
leave until fully destained.

15. Dry the gels at 60 0C in an oven for 60 min.

EVALUATION OF RESULTS

To complete this it is necessary to obtain a copy of the
tabulated results from Authentikit (Fig. 1).

1. Measure the distance the enzyme bands have
migrated.
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Migration Distance (in mm) of Nucleoside
Phosphorylase for Several Species

Standard

Control

Aoudad

Baboon

Bat

Bovine

Buffalo

Cat

Dog

Fox

Guinea pig

Hamster, Chinese

Hamster, Syrian

Horse

Human A

Human B

Mink

Monkey (1)

Monkey (2)

Mouse

Rabbit

Raccoon

Rat

(1) Monkey, Cercopithecus
(2) Monkey, Rhesus

Figure 1. Migration distances for various species. Source: Cell and Tissue Culture: Laboratory
procedures. A. Boyle and J.B. Griffiths (eds.) John Wiley & Sons, Chichester.

2. Check that the values for the standard and control
are within ±2 mm of the listed values.

3. If they are, proceed to Step 5. If not, apply the
following correction factor:

Actual value for standard (mm)
Listed (tabular) value for standard

4. Multiply the actual values for the control and test
samples by the factor and compare these with the
listed values. They should now be within 1-2 mm of
their listed values.

5. Calculate the migration ratio as follows:

Migration distance of control or test (mm)
Factor =

Migration distance of standard (mm)

(2)

The values for the control and test samples are compared
with those given in the tabulated results provided.
Identify the species, giving similar ratios for each enzyme
examined, and list them.

By a process of elimination, the species should be
identified (Fig. 1). Note: If a cell line of human origin
is being checked, it is necessary to include G6PD
in the examination, as this enzyme can detect HeLa
contamination. This cell line has the Type B G6PD, which
is very unusual in cell lines derived from Caucasians.

The enzymes selected for analysis may initially
depend on the supposed species of the cell lines being
tested. However, it is recommended to use at least four
enzymes to confirm such preliminary results. The routine
use of glucose-6-phosphate dehydrogenase and lactate
dehydrogenase will give an indication of species of origins,
and nucleoside phosphorylase and malate dehydrogenase
will provide confirmations of a particular species match.

Migration distances (in mm) of nucleoside
phosphorylase for several species

Migration
Species Distance Ratio
Standard 24.6 1.00
Control 12.8 0.52

1. Aoudad 17.2 0.70
2. Baboon 18.8 0.75
3. Bat 19.7 0.79
4. Bovine 23.1 0.94
5. Buffalo 19.7 0.80
6. Cat 16.4 0.64
7. Dog 10.6 0.42
8. Fox 11.4 0.46
9. Guinea pig 18.7 0.75

10. Hamster, Chinese 23.0 0.94
11. Hamster, Syrian 21.4 0.87
12. Horse 12.4 0.50
13. Human A 12.9 0.52
14. Human B 12.8 0.52
15. Mink 20.0 0.81
16. Monkey, Cercopithecus 11.3 0.46
17. Monkey, Rhesus 20.0 0.81
18. Mouse 25.2 1.02
19. Rabbit 25.1 1.01
20. Raccoon 17.5 0.71
21. Rat 11.5 0.46



DNA FINGERPRINTING AND DNA PROFILING

The term DNA fingerprinting has been applied to a variety
of methods involving PCR or Southern blotting and a range
of primer sequences or nucleic acid probes for different
targets in the genome. All these methods are based on
a determination of the size of DNA sequences, which
are hypervariable between different individuals. However,
the specific genetic identity of an individual can only be
demonstrated by analyzing a number of loci. This can be
achieved by analyzing a number of specific loci using a
panel of DNA probes (8) or multiplex PCR. In addition,
there are techniques that identify multiple genetic loci
simultaneously by the use of random primers (9) or
DNA probes that cross-hybridize with a range of related
hypervariable DNA sequences. The latter technique is
commonly called multilocus DNA fingerprinting and was
the first DNA fingerprinting technique to be reported (10).
This technique has been used widely for human paternity
and forensic studies and in analysis of population genetics
for a wide range of animals and plants. The original probes
33.15 and 33.6 reported by Jeffreys (11) have proven
extremely valuable for authentication and quality control
of animal cell cultures (12,13), and DNA fingerprinting is
now regarded as a useful component of routine identity
testing for cell lines used in the production of biological
reagents (14).

The probe 33.15 has proved to be extremely useful for
analyzing cell lines from a wide range of species and has
been validated for routine use at the European Collection
of Cell Cultures (ECACC, Salisbury, UK) (13,15). The
current methodology uses an oligonucleotide for the
consensus core sequence of the original 33.15 probe (11)
and is described in the following.

PREPARATION AND RESTRICTION ENZYME DIGESTION
OF HIGH-MOLECULAR-WEIGHT DNA FROM
CELL LINES

Materials

Cell suspension solution: 0.2 M sodium acetate (pH 7.5),
RNAse (0.34 mg/mL)

Chloroform/isoamyl alcohol (24:1)
Phenol/chloroform: Phenol (saturated solution of pH

>7.6 in tris buffer) mixed 1:1 with chloro-
form/isoamylalcohol (24:1)

TE buffer: 10 mM Tris, 1 mM disodium EDTA, pH 7.5
Electrophoresis buffer: 10 fold dilution in distilled

water of 10 x TBE (162 g/L Tris, 46.3 g/L ortho-boric
acid, 9.5 g/L disodium EDTA, pH 7.5) with 0.5 mg/L
ethidium bromide

Depurination solution: 0.25 M hydrochloric acid in
distilled water

Denaturation solution: 1.5 M sodium chloride, 0.5 M
sodium hydroxide

Neutralization solution: 3.0 M sodium chloride, 0.5 M
Tris-HCl pH 7.5, 1 mM disodium EDTA

X20 SSC: 175 g/L sodium chloride, 88.2 g/L trisodium
citrate at pH 7.4

Stop mix: 1 mL loading buffer (e.g., Sigma G2526),
0.25 mL ethidium bromide (10 mg/mL), 0.25 mL
10XTBE.

Sterile microtubes
Microfuge
10% (w/v) SDS pH 7.2
RNAse type IA (10 mg/mL)
Proteinase K (10 mg/mL)
Micropipetter (1 mL) and phenol-resistant disposable

tips
Incubator or infrared lamp
uv spectrophotometer
Restriction enzymes (Hinfl, HaeIII) and digestion

buffer (from enzyme manufacturer)
Sterile distilled water (0.22 ^m filtered)
Submarine horizontal electrophoresis equipment
Agarose (low endo-osmosis)
Whatman 3 MM chromatography paper (or equivalent)
Nylon membrane (20 cm x 20 cm) (e.g., Hybond-N,

Amersham)
Wash trays (approximately 28 cm x 22 cm x 4 cm)

1. Resuspend a pellet of approximately 5 x 106 cells
in a microtube with 200-juL cell resuspension.

2. Add 25 ^L 10% SDS and mix by inversion.
3. Incubate at 50 0C for 5 h.

4. Microfuge (10,000 g for 5 min) and transfer the
upper aqueous phase to a fresh labeled microtube.

5. Mix by inversion with 200 \xL phenol/chloroform.
6. Microfuge (10,000 g for 5 min) and transfer the

aqueous phase to a fresh microtube.
7. Repeat steps 4, 5 and 6 twice.
8. Mix by inversion with 200 JiL chloroform and repeat

step 6.
9. Precipitate the DNA with 2 volumes of cold

absolute ethanol.
10. The DNA is pelleted by microfuging (12,000 g for

5 min), the alcohol is aspirated, and the pellet
partially dried in air (37 0C or under an infrared
lamp).

11. The DNA pellet is resuspended and dissolved at
37 0C overnight with mixing) in 30-40 juL TE
and quantified by uv spectrophotometry at 260
and 280 nm. An optical density (OD) value of
1 corresponds to a double-stranded DNA concen-
tration of 50 jxg/mL. The ratio A260/A280 gives an
indication of nucleic acid purity, and this ratio
should be 1.8 for pure DNA.

12. A 5 jig sample of the DNA is digested at 37 0C
overnight after mixing with Hinfl or HaeIII enzyme
(5-10 units/^g DNA), 4 juL 1OX enzyme reaction
buffer and sterile water up to a total volume of
40|iL.

13. The enzyme digest is stopped by addition of 8 \xL
6 x stop mix.



SOUTHERN BLOT

Materials

Lambda/HinDIII molecular weight marker
Electrophoresis buffer (as in the preceding)
Plastic wash trays (1 L capacity)
2OxSSC (see above)
uv transilluminator (315 nm)

1. Quantify the DNA in each digest and run an
analytical 0.8% agarose gel of at least 20 cm in
length and electrophorese 5 \xg digested DNA with
1/5 volume 6x stop mix. Allow the 2.3 kb fragment
of a Lambda/HinDIII molecular weight marker to
run the full length of the gel.

2. Gently agitate the gel consecutively, with intermedi-
ate distilled water washes, in the following buffers:
neutralization solution (15 min), denaturation solu-
tion (30 min), neutralization solution (30 min).

3. Transfer the gel onto a supported paper platform
(two sheets Whatman 3MM, Whatman-Labsales, or
equivalent) drawing from a 2OxSSC reservoir of at
least 1 L.

4. Place a nylon membrane (20 cm x 20 cm, Hybond N,
Genetic Research Instruments Ltd., or equivalent)
over the top surface of the gel and then cover with
four similar-sized sheets of Whatman 3MM soaked
in the 2OxSSC transfer buffer. Place two piles of
absorbent paper towels (e.g., Kimberley Clark) over
the soaked sheets and apply a 1 kg weight evenly on
top of the towels.

5. Transfer of DNA fragments should be complete after
blotting overnight, when the nylon membrane can be
removed, dried, and fixed over a uv transilluminator
(315 nm for 5 min).

VISUALIZATION OF DNA FINGERPRINTS BY
CHEMILUMINESCENCE WITH THE
MULTILOCUS PROBE 33.15

Details of this procedure were provided with permission of
the probe manufacturer Cellmark Diagnostics (Abingdon,
UK).

Materials

IxSSC: 1:20 2OxSSC in distilled water
Wash solution 1: 160 mIVL 0.5 M Na2HPO4, pH 7.2,

10 mL/L 10% SDS
Wash solution 2: 13.8 g/L maleic acid and 8.7 g/L NaCl

in distilled water at pH 7.5
Prehybridization solution: 990 mL/L 0.5 M Na2 HPO4,

pH 7.2, 10 mL/L 10% SDS
Hybridization solution: 900 mL/L prehybridization

buffer, 100 mL/L of 100 g/L casein
Hammarsten in stringency wash solution 2
0.1% SDS in distilled water (dehybridization solution)
Incubator (hybridization oven) at 500C
Trays or equivalent for hybridization

Probe (NICE™ 33.15 probe, Cellmark Diagnostics)
Lumiphos 530 (Cellmark Diagnostics)
X-ray casettes
Fuji-RX X-ray film
Developing chemicals and dark room facilities

1. Wet Southern membranes (up to 10 per hybridiza-
tion in IxSSC and place into 500 mL sterile prehy-
bridization solution and agitate at 50 0C for 20 min.

2. Transfer the membranes individually to 160 ml
hybridization solution, add the contents of one
NICE™ probe vial, and gently agitate at 500C
for 20 min.

3. Transfer the membranes individually to 500 mL
prewarmed stringency wash solution 1 and gently
agitate at 50 ° C for 10 min.

4. Repeat step 3.
5. Transfer each membrane to 500 mL stringency

wash solution 2 (see above) and gently agitate at
room temperature for 10 min.

6. Repeat step 5.
7. Drain each membrane and place DNA side up

on a transparent polyester sheet, apply 3 mL
Lumiphos 530 luminescent reagent (Note: use a
fume cabinet), place another polyester sheet on top
of the gel, squeezing out excess Lumiphos, and seal
the membrane between the sheets with tape. The
sealed gels are then fixed into an X-ray development
casette.

8. Fix two sheets of X-ray film over the sealed
membranes and incubate at 37 0C for 3-5 h.

9. Develop the top X-ray film according to the
manufacturer's instructions and check that all
the expected bands in the standard HeLa DNA
fingerprint are present and clear.

10. If increased exposure is required, reincubate the
second X-ray film as before (Note: additional films
can be exposed for up to 3 days after the Lumiphos
has been added). Note: Membranes can be stripped
with 0.1% SDS at 80 °C and rinsed in IXSSC for
reprobing.

INTERPRETATION OF DNA FINGERPRINT PATTERNS

For animal cell lines from species commonly encountered
in cell culture (i.e., human, rodent, primate) 15-25 bands
will be visualized using the described probe. The majority
of other animal species will yield useful band patterns,
although the number of bands may be outside the normal
range indicated. High degrees of band sharing will be
observed for mouse and rat cell lines from the same
strain of origin. However, differences in pattern of 1-3
bands between different cell lines are usual (16), and
even hybridoma clones isolated from the same fusion
experiment can be differentiated (15).

Multilocus DNA fingerprinting can provide highly
reproducible results (15), provided that certain precau-
tions and quality control procedures are adopted. The
most important of these factors are:



Use of a standard genomic DNA (e.g., HeLa, K562) on
each gel. This will act as a control for all stages of
the process.

Reproducible migration distance of molecular weight
markers. This will greatly assist comparisons
between gels.

Preblotting: Compare samples of high-molecular-
weight DNA and digested DNA by agarose minigel
electrophoresis to confirm absence of significant
DNA degradation and completion of DNA digestion,
respectively.

ANTIBODY STAINING FOR SPECIES VERIFICATION

The indirect fluorescent antibody staining technique has
been used as a powerful technique for verifying the
species of cell lines (17-19). This technique is a two-stage
process. A species-specific antiserum, produced in rabbits,
is used to label test cells in parallel with positive and
negative controls. Next, goat antirabbit globulin, coupled
to the fluorescent dye fluorescein isothiocyanate (FITC), is
applied.

One particular advantage of this technique is sensi-
tivity; mixtures containing as little as 1:1000 of cells of
the wrong species can be visualized. This would not be
possible with isoenzyme analysis or modern molecular
approaches, although it does have the disadvantage of the
use of animals.

PREPARATION OF ANTISERUM

Materials

Cell lines with authenticated species of origin
Trypan blue solution, 0.4% in Hanks balanced salt

solution
FITC-conjugated, goat antirabbit antiserum
Microscope slides and coverslips

1. Prepare cells of verified species by scraping from a
flask using a rubber policeman. Wash by suspending
in HBSS with centrifugation at 150 g for 10 min and
repeat three times.

2. Resuspend in HBSS to give a cell count of 5 x 105/mL
(inoculation 1), 106/mL (inoculation 2), and 107VmL
(inoculation 3).

3. Inoculate 1 mL in one ear vein of a healthy rabbit
twice weekly for 3 weeks, increasing the dose each
week.

4. Administer three additional booster injections at 107

cells/mL on a weekly basis thereafter.
5. After the third booster injection it is necessary to

perform test bleedings, collect serum, and examine
by serial dilution. Prepare a cell suspension at 106

cells/mL in growth medium and evaluate cytotoxicity
with Trypan blue stain.

6. If the titres are satisfactory (1:8 or above), collect
blood by cardiac puncture, allow to clot for 2 h

at room temperature, and centrifuge at 200 g for
15 min.

7. Remove serum and inactivate its complement
component by incubating at 56 0C for 30 min, then
dilute and distribute in aliquots and store at —70 0C.

Procedure for Test Cell Line

1. Harvest adherent cells by trypsinization and wash
three times by suspending the cells in HBSS at pH
7.5 with subsequent centrifugation to form a cell
pellet.

2. Resuspend the washed cells in HBSS to a final cell
density of 5 x 106AnL.

3. Mix 0.1 mL cell suspension and 0.1 mL diluted anti-
serum and place in a humidified incubation chamber
at room temperature for 30 min. The correct dilution
of antisera will need to be determined beforehand
for every preparation of antiserum with positive con-
trol cells. Nonspecific absorption can be avoided by
diluting the antiserum to an appropriate level.

4. Cells are washed to remove nonabsorbed antiserum
with three changes of HBSS and are incubated
with occasional shaking for 30 min in the dark with
0.1 mL FITC-conjugated, goat antirabbit antiserum.

5. Following a further three washes with HBSS, a drop
of cell suspension is sealed under a coverslip. This is
then examined by fluorescence microscopy at 50Ox
using appropriate illumination/optics for FITC.

6. A positive result is seen as bright fluorescence on
the cell surface.
Normally, controls of cells of the suspected species,
a related species, and an unrelated species are
included.

VIABILITY TESTING USING THE MTT ASSAY

The MTT assay (20) is a sensitive, quantitative, and
reliable colorimetric assay that provides information
on viability and on cell proliferation. Mitochondrial
dehydrogenase enzymes in cells can convert a yellow
water-soluble substrate 3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyl tetrazolium bromide (MTT) into a dark blue
formazan product, which is insoluble. The amount of
formazan is directly proportional to the cell number in
a range of cell lines (21). The MTT assay is especially
useful with cells, that are no longer dividing but remain
active.

Reagents

MTT stain: MTT stock solution of 5 mg/mL (Sigma)
prepared in phosphate-buffered saline (PBS) pH 7.5
and filtered through a 0.22-|im filter to sterilize and
remove insoluble residue

Acidified propan-2-ol:0.04 M HCl in propan-2-ol

Materials

96-well microtitre plate
microELISA reader



Procedure

Caution: MTT is a mutagenic and toxic agent.

1. To 100 JiL cell suspension or cell monolayer in
each microtitre well add 10 \xL MTT (5 mg/mL) and
incubate in a humidified incubator at 37 0C for 3 h.

2. Add acidified propan-2-ol to each well and mix
thoroughly to dissolve insoluble blue formazan
crystals.

3. Read plate on a microELISA reader using a test
wavelength of 570 nm and reference wavelength of
630 nm. Plates must be read within 30 min of adding
acidified propan-2-ol.

The MTT assay can also be used to quantify cell
activation by determining the maximal velocity (v) of the
reaction (22).

A linear relation exists between cell count and MTT
formazan up to 106 cells. For experiments with higher
cell densities, it is recommended that a standard curve is
constructed (23).

NEUTRAL RED ASSAY

Neutral red (3-amino-7-dimethyl-2-methylphenazine
hydrochloride) is water-soluble, weakly basic, and
a supravital dye. It has the valuable property of
accumulating in the lyosomes of viable cells.

The neutral red (NR) assay has become a standard via-
bility test for cytotoxicity determinations (24). Damaged
or dead cells remain unstained by neutral red since it is
no longer retained in cytoplasmic vacuoles and the plasma
membrane does not act as a barrier to retain the dye (25).

Reagents

Neutral red. 4 mg/mL stock solution: Dilute 1:100 into
medium, incubate overnight at 37 0C, and centrifuge
before use. Protect from light.

1% CaCl2/0.5% formaldehyde. Mix 6.5 mL 37%
formaldehyde with 50 mL 10% CaCl2 and 445 mL
distilled water.

1% Acetic acid 150% ethanol. Mix 4.75 mL acetic acid
with 250 mL 95% ethanol and 245 mL distilled
water.

Materials

96-well tissue culture plates
ELISA reader
Microplate shaker
Eight-channel pipette

1. Prepare a cell suspension. Count cells and accu-
rately adjust the cell concentration to achieve about
60-70% confluence at time of addition of test agent.
The normal range is from 9 x 103 to 4 x 104 cells
per well of a 96-well plate.

2. Seed 0.2 mL cells to each well in a 96-well plate
and incubate at 37 0C for 24 h.

3. Aspirate to remove medium and add fresh medium
containing graded dilutions of test agent. Incubate
for desired interval.

4. Examine cultures with an inverted microscope to
determine highest tolerated dose (HTD), which is
about 90% cell survival, and those concentrations
leading to total cell destruction. An appropriate
concentration range of test agent can then be
selected for a subsequent neutral red assay (26).
It is important to examine at least 4—8 wells per
concentration of test agent.

5. At the time of assay, remove medium with test
agent and incubate cells with fresh medium
containing 40 \xg/mL neutral red. The medium
should be incubated at 37 0C overnight to allow
precipitation of dye crystals. Centrifuge medium
at 1500 g for 10 min before use and add 0.2 mL
decanted supernatant to each well. The first two
wells on each plate should receive medium without
neutral red and serve as blanks.

6. Incubate for 3 h to allow incorporation of neutral
red into surviving cells.

7. Remove the medium by inverting the plate and
wash cells. Rapid rinsing with a mixture of
1% calcium chloride and 0.5% formaldehyde is
recommended.

8. Extract dye into the supernatant with 0.2 mL of a
solution of 1% acetic acid/50% ethanol. After 10 min
at room temperature and rapid agitation for a few
seconds on a microtitre plate shaker, scan the plate
with an ELISA reader with a 540-nm filter.

9. Compare absorbance of dye extracts with control
cells against unknowns by determining the arith-
metic mean (sum of replicate values divided by
the number of replicates) for each set of concentra-
tions of test agent. Calculate the percentage cell
population viability.

. Mean absorbance of experimental cells
Mean absorbance of control cells

(3)

10. Use individual data points for each experimental
concentration presented as the arithmetic mean
plus or minus the standard error of the mean to
construct concentration-response toxicity curves.
Such curves are used to calculate midpoint
toxicities or NR50 values.

CONCLUSIONS

Cell line characterization methods have developed from
basic chromosome analysis through to isoenzyme analysis
and finally reached the molecular biology age with DNA
profiling techniques. Each has its own benefits and draw-
backs, and the nature of the expertise of each laboratory
can influence the ultimate choice of routine characteriza-
tion method used. It is important to stress that charac-
terization is a requirement; cases of cross-contamination



of cell lines is not simply anecdotal, and years of research
can be invalidated as a consequence of inadequate quality
control applied both at the start and during the course of
a cell-based project.

Quantification methods are part of everyday routine;
the more they can be automated the better, and the key
techniques of MTT and neutral red assay are provided
here, as they are the more relevant to in-process testing
in animal cell technology.
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of cell lines is not simply anecdotal, and years of research
can be invalidated as a consequence of inadequate quality
control applied both at the start and during the course of
a cell-based project.

Quantification methods are part of everyday routine;
the more they can be automated the better, and the key
techniques of MTT and neutral red assay are provided
here, as they are the more relevant to in-process testing
in animal cell technology.
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Since the first culture collection was established in
Prague in 1889 by Frantisek Krai, culture collections have
developed an important role as a service and support
activity that aids the biotechnologist both in industry and
academia. Service collections are repositories of cultures
that promote accessibility of authentic quality-controlled
cell cultures. Culture collections form a worldwide network
that promotes awareness of new developments in cell
culture, including advances in research and regulatory
affairs. This article will give details on their activities and
profiles of the major centers.

All culture collections are different; however, three
general rules of operation can be recognized (Table 1) (1).
At the initial level, repositories provide safe storage alone.
At the next level, the collection acts as a centralized
resource for an institution, and repository commitments
must meet the needs of a number of departments and
distribution to collaborators. Finally, at the level at;
which gene banks and service collections must operate,,
the demand from users becomes significant. Thus, in
the case of service collections, customer service, sales,
and marketing are essential activities, even for nonprofit
service culture collections.

Each culture collection has a remit that may arise
from its scientific origins or source of financial support.
Some collections are very specialized, with an emphasis
on research activity. Others adopt a more pragmatic
service approach focused on improving availability oi
a comprehensive range of cultures and related services
(which can aid income generation). Culture collections are
not just safe repositories for important biological reference
materials. Even the most commercially minded centers
recognize the importance of continued development tc
ensure the relevance of its cultures to the current anc
future needs of the user community.

Table 1. Three Different Levels for the Operation of £
Culture Collection

a Quality control may only include viability testing.
bIncluding authentication, cataloguing, and distribution.
0Including training courses, technology development, conference exhib
tions, and acquisition of new cultures.
Source: Published by permission of Cryo-Letters (1).
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Most collections are actively involved in an interna-
tional network mediated through organizations such as
the European Culture Collection Organisation (ECCO
Secretary, M-L. Suihko, VTT, Espoo, Finland; email
maija-liisa.suihko@vtt.fi) and the World Federation for
Culture Collections (WFFC Secretary, A. Doyle, Wellcome
Trust, UK; email a.doyle@wellcome.ac.uk). The catalogues
of some collections are accessible on the Internet (e.g.,
http:/ /www.ch.ic.ac.uk/medbact.index.html). In addition,
there are established systems such as WDCM (World
Directory of Collections of Cultures of Micro-organisms,
WFCC World Data Centre of Micro-organisms, Saitama,
Japan) and a new EU-funded initiative called CABRI
(Common Access to Biological Resource Information; email
http://www.cabri.org), which aim to provide efficient
access to the databases of many collections. A special
feature of CABRI is that it is focused on harmonized pro-
tocols for culture banking and quality control such that a
high minimum standard is set for the European member
collections.

OVERVIEW OF CULTURE COLLECTION ACTIVITIES AND
OPERATIONS

In order to be able reproducibily to prepare cell lines of
a suitably high standard for distribution to the research
community and the pharmaceutical industry alike, culture
collection need expertise in a wide area, ranging from
technical expertise required for the growth, maintenance,
and preservation of materials, strict acceptance criteria
developed over many years, and also administrative skills
required for data handling, cataloguing, and sales/order
processing systems. Obviously the precise details of data
handling, cataloguing, the choice of software, and database
design will vary with each culture collection, as will the
sales order processing systems. However, there is a high
degree of commonality regarding the growth, preservation,
and quality-control procedures used by the major culture
collections. All collections have high standards regarding
the quality of material they supply to their customers.
A minimum level of number of viable cells per sample
in conjunction with a minimum percentage viability is
applied. In addition, all cultures are guaranteed to be
free of contaminants (i.e., adventitious agents and cross-
contaminating cell lines). Thus to be able to maintain
all these aspects, culture collections must have technical
expertise in these areas:

• The culture of a diverse collection of cell types derived
from different species and different tissues

• Cryopreservation of a diverse collection of cell types
derived from different species and different tissues

• Optimum storage conditions and monitoring
• Rigorous cell banking procedures
• Rigorous quality-control procedures and standards
• Shipping and distribution

The remainder of this article is devoted to these topics,
with particular emphasis upon the quality-control aspects.
In addition, there are overviews of representative culture

collections regarding their remit, their development in
response to this remit, and also areas of specific interest.

ACCESSIONING

The means by which collections obtain and process
new cell line accessions is critical to the value of
each repository. This value can be measured in terms
of the immediate quality of the cells and information
that can be supplied to customers and in terms of the
development of the scientific value of the collection.
Each collection needs to have a rigorously applied
accessioning that provides documented links between cell
line information and authentication/quality-control data
with specific cryopreserved stocks. This protocol should
also provide controls to prevent distribution of cells
before appropriate quality-control procedures have been
completed.

Proactive collections may solicit new accessions by
searching the current literature. This helps to ensure that
cell banks are already prepared and tested as the research
community requests them.

When accepting a new accession, adequate information
must be obtained to identify the scientific characteristics
and specific of each cell line. However, it is important in cell
data records to categorize the information clearly which
data are (1) generated within the collection, (2) generated
by the depositor, and (3) taken from published research.
Obviously the last section may contain data from cells
that may not be authentic or altered through prolonged
passage. In addition to scientific data, any risk that may be
associated with the cells must be identified to ensure safe
laboratory containment and operator protection. In many
cases there are no evident infectious hazards associated
with the cells. Experience in tissue culture indicates
that the general risk of direct infection from cells is
low and the recommended containment (e.g., European
containment level 2) (2) provides operator protection
against many unexpected pathogens. Nevertheless, the
few serious instances of laboratory infection from in vitro
cell cultures are sufficient to require a continuous approach
that can be greatly assisted by classifying cells based
on species and tissue of origin (3,4). Thus careful and
documented accessioning procedures are central to the
provision of reliable, reproducible, and safe cell cultures.
Their establishment should be a priority for new and
developing collections.

MASTERAND DISTRIBUTION CELL BANKING SYSTEM

The implementation of a master and working bank system
(Fig. 1) is probably the most important procedure in
the maintenance of cell cultures, and is essential for
the provision of reproducible cultures. Moreover, the
continuous propagation of cell cultures can lead to the
loss of desirable characteristics present in low-passage
cell cultures. A master and working cell banking system
can help to overcome this by providing preserved material
with minimized passaging. A master cell stock should
be prepared and fully characterized in terms of cell



Figure 1. A typical master cell banking and working cell bank
system (o, ampoule of cryopreserved cells). During the first
few subcultures a 'token' preserved stock of 1-3 ampoules
is prepared in case of contamination during preparation of
the master cell bank. Preparation of master cell banks in
this way ensures that all cultures provided for the working
bank are identical in terms of subculture history (i.e. 'age').
This type of system in bona fide culture collections is a
key component in promoting standardization in biological
research and biotechnology. (Reproduced by permission of Cryo
Letters) (2).

numbers, cell viability, presence/absence of contaminants,
and presence of the characteristics of interest for that
cell line, for example, the ability to support the growth of
viruses, differentiated phenotype. Once characterized, this
stock can now be used to prepare a series of working cell
stocks, which should also undergo a quality-control screen
to establish the absence of contaminants and conformity
with the master cell stock. The major advantage of this
system of cell banking is the high degree of standardization
and reproducibility achieved, which ensures that all
experiments performed at different times and in different
laboratories are conducted on cells of a similar passage
number and population doubling.

CRYOPRESERVATION

Before a culture collection can take on the long-term stor-
age of an organism, appropriate preservation procedures
must be in place. Each stored ampoule must contain a
representative complement of cell types to ensure faith-
ful recovery of a culture with the characteristics of the
original. If the culture can be preserved (i.e., by cryop-
reservation at —196 0C), then it is essential to examine

post-thaw stability, since the preservation process may
apply selection pressures leading to alteration of culture
characteristics on recovery from liquid nitrogen storage.
This is especially important when storing cultures that
comprise diverse cell types. Suboptimal cryopreservation
exposes a culture to the risk of overgrowth by geneti-
cally altered or even contaminant cells. While reliable
procedures for cryopreservation are available for most
bacteria, yeasts, and animal cells, such methodologies for
other cell types, including protists, some fungi, plant cells,
and animal embryos and gametes, remain the preserve of
specialist laboratories.

It is impractical for most laboratories to maintain
cell lines in culture indefinitely; moreover, cell cultures
undergo genetic drift with continuous passage, which
risks losing their differentiated characteristics. It is
recommended practice in most cell banks that a limit
be set for the number of population doublings that any
cell lines should undergo before reinitiation from a fresh
cryopreserved ampoule. This is of less importance for
undifferentiated cell lines of infinite lifespan, although
such cultures remain susceptible to variation and may
"fail to perform."

Nearly all animal cell lines can be cryopreserved
successfully in liquid nitrogen at —196 0C. A few simple
criteria must be adhered to in order to provide guaranteed
success with cryopreservation.

The essentials for efficient cryopreservation are slow
freezing, at a rate of between —1 and —3 0C per minute, and
fast thawing, which is achieved by placing ampoules in a.
water bath at 37 0C. The addition of a cryoprotectant, such
as dimethyl sulfoxide (DMSO) or glycerol, is important;
for survival during cryopreservation. Nevertheless, DMSOi
does have toxic properties and, as a solvent, may facilitate
the passage of other toxic chemicals through the skin of the
operator. Therefore, care must be taken in handling the
cryoprotectant, and some consideration may be necessary
as to whether cells should be washed immediately on
thawing.

AMPOULES

The decision on whether to use glass or plastic ampoules
will depend upon the practice of each cell bank. Complete
closure, eliminating nitrogen, can only be achieved with
sealed glass ampoules. For most laboratories it is more
practical to use the screw-cap plastic ampoule. These are
made of a special grade of plastic designed to withstand
extreme cold (cryotubes). Even though they are more
convenient to use, precautions are still necessary ir
handling ampoules of this type. Ampoules with an external
thread on the body of the cryotube are recommended tc
avoid contamination.

Cryopreservation Method

A generic cryopreservation protocol is outlined here:

1. It is best practice to cryopreserve cultures that hav«
high levels of viability and in the exponential phas«
of growth.
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2. A viable cell count is performed, such as by trypan
blue exclusion. For most cultures over 90% of cells
should be viable prior to preservation.

3. Cells are centrifuged and resuspended in suffi-
cient cryopreservation medium to fill the required
ampoules. In general each ampoule should contain
at least 4 x 106 cells per ampoule but should not
exceed 2 x 107 cells per ampoule.

4. A recommended medium is whole serum (e.g.,
newborn calf or foetal bovine serum) to which
7-10% (v/v) cryoprotectant is added (e.g., DMSO
or glycerol). By eliminating culture medium, which
usually contains bicarbonate, a pH closer to neutral
can be maintained during the freezing process. It is
possible to use 20% serum with culture medium and
cryoprotectant. However, great care is necessary to
avoid the pH becoming alkaline during dispensing
of ampoules.

5. Resuspend the cell pellet in the appropriate volume
of cryopreservation medium and dispense into
the ampoules in 1 mL aliquots. The ampoules
should be clearly labeled with the cell designation,
passage number, and date of cryopreservation. A
short equilibration period (upto Ih ) at 4 0C is
recommended.

6. Cool the ampoules at between — 1 to —3 0C per minute
until at least — 600C is reached. The most suitable
rate should be determined by prior experimentation.
For example, — 1°C per minute is used for most
cell types. A programmable controlled-rate freezer
can achieve this by means of an electronically
controlled input valve on the nitrogen supply to
a cooling chamber. When such equipment is not
readily available, an alternative method involving
freezing cells in a —70 0C freezer using an insulated
container may be used. Ampoules are placed in a
polystyrene box or block so that each ampoule is
insulated by about 1.0-1.5 cm of material, including
the top and bottom of the ampoule. The box is placed
in a central position at a quarter to a third from
the top of the freezer. The ampoules are left to cool
for 16-24 h, then transferred to a liquid nitrogen
storage vessel.
A simpler method is to use the "two-stage freezer,"
where ampoules are placed at a predetermined
depth in the neck of a dewar flask containing liquid
nitrogen. After a period of 16-24 h the ampoules
can be plunged directly into liquid nitrogen. Typical
cooling profiles achieved by these methods are shown
in Figure 2.

7. After freezing, the ampoules are immediately
transferred to a nitrogen storage vessel and kept
in the gas phase.

RESUSCITATION OF CYROPRESERVED CULTURES

In order to obtain the maximum level of viability in
cultures recovered after cyropreservation, cells should be
thawed quickly, in a waterbath set at 37 °C. In addition,
for some cell types the cyroprotectant should be removed

by centrifugation to minimize any potential toxic effects.
A typical protocol follows:

1. Ampoules for resuscitation should be thawed rapidly
by placing them in a water bath at 37 0C. To
provide protection should the ampoule explode, place
ampoules inside a screw-capped metal container
with holes to allow free passage of water. To avoid
possible explosion from trapped nitrogen, allow the
contained ampoule to stand at room temperature for
2 min before placing in the water bath. During all
stages of handling the ampoule, a full face mask and
appropriate gloves should be worn.

2. Once thawed, the ampoule is wiped with a
tissue soaked in disinfectant (e.g., 70% ethanol,
glutaraldehyde). The contents are transferred with
a pipette to a 15 mL centrifuge tube. Slowly
add 0.5-1.OmL of prewarmed growth medium
to the tube, which is then either transferred
to a prepared culture flask or a further 10 mL
of prewarmed growth medium is added to the
cells and the cells are centrifuged to remove the
cryoprotectant. Centrifugation is important if it is
considered necessary to remove the cryoprotectant
due to toxicity or if, as in the case of DMSO,
the cryoprotectant can alter the characteristics of
the cells.

3. Cultures should be seeded into tissue culture flasks
at between 30-50% of their final (maximum) cell
density. This allows the cells rapidly to condition the
medium and achieve exponential growth.

SHIPPING AND DISTRIBUTION

Material is supplied either in the form of frozen ampoules
requiring dry ice for shipment or as growing cultures. The
supply of growing cultures gives the packages longer shelf
life in transit (i.e., up to 5 days) compared with a maximum
of 3 days recommended for dry-ice packages. This is
particularly useful in reducing the cost of distribution.
Details on the requirements for packaging and shipping
are given in the following. Cell cultures are categorized
under the International Air Transport Association (IATA)
Regulations as "Diagnostic Specimens" and will only be
classified as "Dangerous Goods" where they are known
to represent an infectious hazard to humans or animals.
Growing cell cultures should be packaged as described
in IATA packing instruction 650, and frozen ampoules
are most readily transported in dry ice, for which there
are additional packing regulations, given in IATA packing
instruction 904. However, if it is required to ship frozen
cells at liquid nitrogen temperature, it is advisable to
use dry shippers where the liquid is absorbed into the
container wall. The use of such containers avoids the
need to conform to the requirements of IATA packing
instruction 202. For the most up-to-date information on
the IATA Regulations, the reader is directed to the IATA
website (http://www.iata.org/cargo/dg/dgr/htm).

Senders of any biological material are now required to
provide a material safety data sheet describing the contents
of the package. Culture collections achieve this by means



of a cell line data sheet (Fig. 3), which describes the cell
culture, its culture condition, and characterization data.

QUALITY CONTROL OF CELL LINES

A key issue that is central to the role of cell banks is the
routine testing that is carried out to ensure that cell lines
accessioned into the public collections are free from the
commonest forms of microbial contaminants. These fall
onto three groups—bacteria and fungi, mycoplasma, and
viruses. Protocols for the most commonly used methods
by all the culture collections for the detection of bacteria
and fungi and mycoplasma are given in the following.
The testing for viruses is more specialized, and there
is less commonality between the collections; therefore, the
techniques used are discussed in connection with reference
to each collection.

Testing for Bacteria and Fungi

A routine for many laboratories is the inclusion of
antibiotics in culture media that are added as if they
are a growth requirement like glucose or foetal bovine
serum. However, their inclusion can simply mask low
levels of contamination, and most cell banks do not
include antibiotics in growth media unless isolating cells
from primary material. Often when cells are cultured
for the first time without antibiotics, contamination
readily becomes all too apparent. There is usually an
increase in pH, accompanied by turbidity in the medium.
(Reagents used in the preparation of growth media may
have contamination present; therefore, routine checks are
obligatory before the newly prepared stocks are used.)
The two methods generally used for the detection of
bacteria and fungi are microbiological culture and direct

1 Chamber temperature
2 Temperature in ampoule

Figure 2. Cooling profiles in ampoules containing standard cryoprotectant using an insulated
polystyrene box (a) and a controlled-cooling-rate freezer (RryolO, Planer Products, Sunbury,
UK) (b).
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observations using Gram's stain. The methods are outlined
in the following.

Detection of Bacteria and Fungi by Microbiological Cul-
ture. There are two types of culture medium recommended
by the European Pharmacopoeia (5) and the United States
Code of Federal Regulations (6). These relate to require-
ments for quality control of cell substrates utilized in
vaccine manufacture.

1. Fluid thiogylcollate medium for the detection of
aerobic and anaerobic organisms.

2. Soya bean-casein digest (tryptose soya broth) for
the detection of aerobes, facultative anaerobes, and
fungi.

Figure 3. A typical material safety data
sheet (ECACC, UK) that incorporates
general cell line data as well as a
description of the materials supplied and
any specific known hazards.

Method:

1. Inoculate 1 mL of test sample into each of two pairs of
15 mL broth (thioglycollate or tryptose). This should
include spent growth medium and cells. Adherent
cells should be scraped from the cell sheet. Enzymes
may kill contaminating organisms.

2. Incubate one pair of test samples at 25 0C and the
other at 35 0C.

3. Examine daily. If bacteria are present, the broths
become turbid or develop a sediment within 1-2
days. However, incubation for up to 2 weeks is rec-
ommended. Further examination can be carried out
by agar culture or Gram's stain and, if necessary,

European Collection of Cell Cultures

Cell Line Data Sheet Despatch Note: 214731

Cell Name: HEL92.1.7

ECACCNo: 92111706

Description: Human Caucasian erythroleukaemia

Culture Medium: RPMI 1640 + 2 mM Clutamine + 10% Foetal Bovine Serum (FBS).
Sub-culture routine: Maintain cultures between 3 -9 x 100,000 cells/ml; 5% CO2;
37 0C.

Morphology: Lymphoblast

Passage No: CB No: 98L052 Cells/mL:

Expected Viability: Resuscitate into: 15 mis

References: Science 1982;261:1233

Important Safety Information for Handling Cell Lines

Cell Culture Hazards.

Cell line of human/primate origin. There is no evidence for the presence of infectious virus or
toxic products. However ECACC recommends that cultures are handled at ACDP Category 2
containment.

Materials Safety Data

This information is provided for your own risk assesment procedures - within the UK if you
have any general safety enquiries please consult the COSHH regulations 1988 from the HSE
or contact the COSHH information service (TeI 0171 221 0870).

Frozen Ampoules

These are 1 ml plastic cryotubes containing cells (refer to the cell culture hazard) and FBS
including 10% (v/v) dimethylsulphoxide (DMSO) which is toxic and readily penetrates the skin.
The ampoules are packed in solid carbon dioxide pellets which will cause frost-bite on contact
with skin. On very rare occasions residual liquid nitrogen may be present in ampoules. On
warming, these ampoules may present an explosive hazard.

Growing Cultures

Cultures are despatched in 25 cm sq. tissue culture flasks filled with culture medium. Flasks
are sealed with tape and placed in a closed plastic wrapper. The flasks are surrounded with
both sufficient material to absorb the entire contents of the flask in case of accidents and also
a layer of crushproof packaging.

End of Data Sheet for Cell HEL92.1.7



antibiotic sensitivity tests may be performed on any
isolate.

4. Positive controls using reference organisms are
recommended, although this depends upon the
facilities available to conduct these tests (e.g.,
anaerobic—Bacillus subtilis; aerobic — Clostridium
sporogenes).

Treatment of Contamination. In the event of bacterial or
fungal infection, ideally cultures should be discarded and
fresh cells recovered from frozen stocks following extensive
decontamination of work surfaces and tissue culture
cabinets. Fresh medium should also be used. However, in
the case of irreplaceable stocks, this may not be possible,
in which case treatment of the culture with antibiotics can
be attempted. There are numerous antibiotics available
for use with tissue cultures. The antibiotic selected will
depend upon the Gram stain result of the contaminating
organism; however, several antibiotics are active against
both Gram positive and Gram negative bacteria, for
example, streptomycin sulfate and kanamycin. A common
approach is to use a combination, such as streptomycin
sulfate and penicillin, which can be purchased as a cocktail
from tissue culture suppliers.

Mycoplasma Testing

Mycoplasma infection of cell lines was first recorded
in 1956 by Robinson et al. (7). Mycoplasmas are the
smallest free-living, self-replicating organisms (0.2-2 |im
in diameter). They lack a cell wall, are incapable of
peptidoglycan synthesis, and are therefore not susceptible
to some of the antibiotics commonly used in tissue culture,
such as penicillin and its derivatives. Due to the lack of
cell wall, mycoplasma are pleiomorphic, varying in shape
from spherical to filamentous or helical cells. Mycoplasmas
are extracellular parasites that usually attach to the
external surface of the cell membrane. There are 50 species
of mycoplasma. The most common ones in terms of
tissue culture are Mycoplasma arginini (human origin),
M. fermentans (human origin), M. hyorhinis (pig origin),
M. orale (human origin), and Acholeplasma laidlawii
(bovine origin) (8).

The incidence of this form of contamination (typically
5-35% of cultures), which is not normally visible on either
routine macroscopic or microscopic examination of the
cells in culture, varies considerably from laboratory to
laboratory. The majority of cell repositories worldwide will
not distribute cell banks contaminated with mycoplasma.
The use of tissue culture products from recognized
suppliers will reduce the risk of introducing mycoplasma
into the tissue culture facility, since all suppliers now
screen their reagents for the presence of mycoplasma. In
addition, most culture collections batch test media and
serum before use.

The effects of mycoplasma in culture are well known (9)
but worth reviewing:

• Induction of morphological changes
• Chromosomal aberrations
• Affect the growth rate of cells

• Alter amino acid and nucleic acid metabolism
• Induce cell transformation

Their presence is not compatible with controlled
in vitro systems and is of concern to the regulatory
authorities with reference to in-cell substrates used in
the manufacture of "biologicals" for both therapeutic and
diagnostic use. In view of this, prescribed tests should be
undertaken (10-12).

The methods available for detection are in some cases
considered old fashioned and labor intensive, such as
DNA staining (Hoechst stain) and microbiological cul-
ture, although PCR methods are increasingly popular (13).
Other tests include uridine/uracil ratio analysis, electron
microscopy, biochemical detection of adenosine phosphory-
lase, and DNA-RNA hybridization. Since each technique
has disadvantages and limitations, at least two pro-
cedures should be used to minimize false-positive and
false-negative results. Protocols for the most commonly
used techniques of agar culture and DNA fluorescence
staining are given in the following.

DNA Staining Method (Hoechst 33528). The fluo-
rochrome dye Hoechst 33528 binds specifically to the
adenine-thymidine regions of DNA, causing fluorescence
when viewed under ultraviolet (UV) light. A fluores-
cence microscope equipped for epi-fluorescence with a
340-380 nm excitation filter and 430 nm suppression
is required. Due to the fundamental requirement for
mycoplasma-free cell lines distributed by cell banks, a
detailed outline of this technique is provided, as it remains
the most usual detection method in current use.

Method: All cell cultures should be passaged at least
three times in antibiotic-free medium prior to testing.
Failure to do this may lead to false negative results.

1. Harvest adherent cells by scraping the cell sheet
with a sterile swab. Resuspend in the original
culture medium at approximately 5 x 105 cells/mL.
Suspension cell lines should be tested directly at a
similar concentration.

Figure 4. Cell preparation of the Vero cell lines with Hoechst
33528 DNA stain and viewed at 100 x magnification using a
fluorescence microscope. (Source: Photographs kindly supplied by
D. Hockley, NIBSC, UK.)



2. Add 2-3 mL of test cells to each of two 22-mm
sterile coverslips in 35-mm-diameter tissue culture
dishes. Incubate at 37 0C in a humidified atmo-
sphere of 5% CO2 and 95% air. Examine one sample
at 24 h and the other after 72 h.

3. Before fixing, examine the cells on an inverted
microscope (1Ox objective magnification) for evi-
dence of microbial contamination.

4. Working in a fume cupboard, to each dish add to the
medium 2 mL of freshly prepared Carnoy's fixative
(methanoltglacial acetic acid, 3:1 v/v) dropwise
from the edge of the culture dish. Take care not
to disturb the cells. Leave for 3 min at room
temperature.

5. Pipette the fixative into a waste bottle and
immediately add another 2 mL of fixative. Leave
for a further 3 min at room temperature.

6. Air dry the coverslip in air on the inverted tissue
culture dish lid for 30 min.

7. Make a stock solution of Hoechst 33528 stain
(10 mg/100 mL) and store protected from light.
Dilute this to the working concentration just before
use. In a fume cupboard and wearing gloves,
add 2 mL freshly prepared Hoechst 33528 stain
(100 jig/L in distilled water) to each dish and leave
for 5 min, shielding the coverslip from light.

8. Still working in the fume cupboard, decant
the stain. Dispose of according to local safety
procedures for toxic substances.

9. Add one drop of mountant (22.2 mL 0.1 M citric
acid, 27.8 mL 0.2 disodium phosphate, adjusted to
pH 5.5) to a glass slide and mount the coverslip,
cell side down.

10. Examine under UV fluorescence at 100 x magni-
fication. Uninfected cultures observed under fluo-
rescence microscopy are seen as fluorescing nuclei
against a negative background; cultures contam-
inated with mycoplasma appear as brightly fluo-
rescent, uniformly shaped bodies surrounding the
cells, or as small clusters between the cells. Arti-
facts may be fluorescent and interfere with the
interpretation of results, but they will appear
larger in size than mycoplasma and irregular in
shape.

Sometimes it may prove difficult to differentiate
between contaminated and uncontaminated cultures of
cells. To overcome this problem, and also for reasons
of standardization, the assay may be performed using
a monolayer culture as an indicator onto which the test
sample is inoculated. This method also has the advantage
of being able to screen serum, cell culture supernatants,
and other reagents that do not contain cells. Indicator cells,
which should have a high cytoplasm/nucleus ratio, such as
Vero (African Green Monkey kidney) cells, are incubated
in tissue culture dishes containing coverslips for 12-24 h
prior to inoculation of the test sample. As with test cells,
indicator cells are inoculated at a concentration such that a
semiconfluent monolayer is formed by the time of staining
(e.g., 5 x 104 cells/mL).

Some preparations may show extracellular fluorescence
caused by disintegrating nuclei. Fluorescent debris
is usually not of uniform size and is too large to
be mycoplasma. Contaminating bacteria or fungi will
also stain if present, but will appear much larger
than mycoplasma. Compare with positive and negative
slides. Positive slides using positive control strains (e.g.,
M. hyorhinis and M. or ale) inoculated at a concentration of
100 c.f.u/dish can be an invaluable help to identification.

Positive controls should be handled in specialist
facilities quite separate from the tissue culture laboratory.
However, for a small tissue culture unit that is not able to
set aside specialist facilities, positive control slides can be
obtained from commercial suppliers.

The main advantage of the DNA staining method is
the speed (less than 1 day) at which results are obtained,
and that the noncultivable strains of M. hyorhinis can be
detected. However, this method is not as sensitive as the
culture method. It is generally considered that approxi-
mately 104 mycoplasma per mL are required to produce a
clear positive result by the Hoechst stain technique.

Microbiological Culture. Most mycoplasma cell culture
contaminants will grow on standardized agar and
broth media, with the exception of certain strains of
M. hyorhinis. As in the case with microbial positive
controls, the culture methods to be described should be
performed in a laboratory quite separate from the main
tissue culture area.

Method:

1. Harvest adherent cells by scraping the cell sheet
with a sterile swab. Resuspend the cells in the
original culture medium at a concentration of
approximately 5 x 105 cells/mL. Test suspension
cells directly at the same concentration.

2. Inoculate an agar plate with 0.1 mL of the test
sample.

3. Inoculate 2 mL mycoplasma broth with 0.2 mL of
the test sample.

4. Incubate test plate under anaerobic conditions, for
example, using the Gaspak anaerobic system (BBL)
at 36 0C for 21 days and test broth at 36 0C.

5. After 7 and 14 days incubation subculture the broth
(0.1 mL) onto agar plates. Incubate anaerobically at
36 0C as above.

6. Examine all agar plates after 7, 14, and 21 days
incubation under 4Ox and 100 x magnification using
an inverted microscope for detection of mycoplasma
colonies.

Both agar and broth media should be checked prior
to use for their ability to grow species of mycoplasma
known to contaminate cell lines, such as A. laidlawii,
M. arginini, M. fermentans, M. hominis, M hyorhinis, and
M. or ale. Type strains are available from the National
Collection of Type Cultures (U.K.) or the American Type
Culture Collection (U.S.). The main advantage of the
method is that, theoretically, one viable organism per
inoculum can be detected, compared with 104 mL for the
Hoechst staining method.



Figure 5. Mycoplasma colonies on agar viewed using an inverted
microscope.

Treatment of Contamination. As with bacterially
infected material, the best course of action is to discard
the infected material and resuscitate the earlier passage
material, which may be uninfected. However, for some cell
lines this may not be possible. Therefore, in cases such
as this it is possible to attempt to eradicate the infection.
The eradication of mycoplasma is less straightforward and
has less chance of success than the eradication of bacteria.
However, by using one of the agents proven to be effective
against mycoplasma, success rates of 50-60% may be
obtained. Agents such as MRA (mycoplasma removal
agent), Ciprofloxacin, Baytril, or BM Cyclin have been
used with success by the culture collections. It should be
borne in mind that even following apparently successful
eradication cell lines should be monitored to check that
removal is permanent.

CELL IDENTIFICATION AND CHARACTERIZATION

Cell lines are used because of their unique characteristics.
Therefore, it is essential to ensure that these characteris-
tics are still in evidence after undergoing cell banking and
cyropreservation. In order to do this, culture collections
undertake cell characterization and authentication tests
to check the species of origin of a cell line and confirm the
genetic makeup of cell in terms of their DNA fingerprint
or karyotype. In addition, the presence of specific markers
and cell surface receptors may be confirmed. However, no
collection is in the position to verify and examine every
aspect of a given cell line. The verification of a cell line
is crucial since there are documented cases of some well-
recognized cell lines, including KB, WISH, and Chang liver
cells, being contaminated with HeLa cells (14-18). Many
researchers are unaware of these problems. It should be
borne in mind that the use of contaminated cells may yield
anomalous results.

The identity tests to be described rely on the detection of
genetic differences between individuals of the same species
and of different species. There are several tests used
throughout culture collections to detect these differences.
These include DNA fingerprinting and isoenzyme analysis,

which are discussed in the following. Some culture
collections perform supplementary tests to augment the
standard techniques. These are discussed with reference
to the specific collections.

DNA Fingerprinting

DNA fingerprinting visualizes numerous polymorphic loci
spread throughout the genome on different chromosomes.
These loci are known as variable number tandem repeats
(VNTRs). The number and size of VNTRs present in the
genome vary with the individual, and specific loci show
differences between individuals that are inherited in a
Mendelian manner. DNA fingerprints may be obtained
from a large number of species, including mammals,
rodents, insects, and fish. The process involves the
preparation of Southern blots of genomic DNA digested
with a restriction enzyme (e.g., Hinfl, Hae III). A labeled
VNTR probe such as Jeffrey's multilocus probe 33.15 (19)
is then hybridized to the blot, and the bound probe
visualized by "autoradiography" detecting the label (e.g.,
alkaline phosphatase or 32P). The main uses of DNA
fingerprinting are to identify cell lines from a wide range of
species, to demonstrate cross-contamination between cell
lines, and to gain information about genetic stability (20).

DNA profiles can also be obtained using probes to
highly polymorphic single loci. Simultaneous analysis of
numerous single loci by PCR generates a cell-line-specific
DNA profile (e.g., GENEPRINT™, Promega, Madison,
WI; AmpFLSTR Profiler Plus Amplification Kit, Perkin
Elmer, Foster City, CA). In this system VNTR sequences
at precise locations in the genome are amplified using
specific primers. The PCR products are then separated on
agarose gels and the size of resulting bands determined.

Isoenzyme Analysis

Isoenzyme analysis is based upon the existence of enzymes
of similar or identical substrate specificity, but different
molecular structures with different electrophoretic mobil-
ities. Such enzymes are present in most types of animal
cells, and enzymes can be selected for which the elec-
trophoretic pattern varies between but not within species.
Substrates are available for up to 20 isoenzymes, including
glucose 6 phosphate dehydrogenase, lactate dehydroge-
nase, malate dehydrogenase, nucleoside phosphorylase,
peptidase A, and peptidase B. However, in most cases
it is only necessary to study 2-4 enzymes to obtain an
identification for the species of origin. A variety of elec-
trophoresis matrices may be used, but most collections
now use preformed agarose gels and the associated kit
(Authentikit™, Innovative Chemistry, Marshfield, MA).
This system gives rapid (3 h), permanent results and a
choice of up to 13 enzymes. The main use of isoenzyme
analysis is to confirm the species of origin of the cell line
in question and to exclude cross-contamination between
human, mouse, and rat cell lines (21). Isoenzyme analysis
may also be used to exclude or confirm HeLa-like contami-
nations, since this cell line has the unusual form of glucose
6 phosphate dehydrogenase.



QUALITY-CONTROL SERVICES

As indicated, quality is a vital aspect of the culture col-
lection ethos. All the quality-control tests described are
offered as services, including an eradication service for
mycoplasma, bacteria, and fungi. Cell characterization
tests are also offered. For most collections the techniques
used are identical. However, in some cases additional tests
are undertaken. In addition, many other facets of culture
collection expertise are offered as services to scientists
working with cell cultures. Special aspects of these activi-
ties are highlighted in the descriptions of these collections
to follow. Table 2 summarizes the quality-control services
offered by eight representative culture collections.

Depository Activities

Patent Depositories. Under the terms and conditions of
the treaty animal and human cell lines and hybridomas fall
within the definition of "microorganisms" for the purposes
of patent applications. Certain cell banks have been
authorized to act as International Depository Authorities
(IDAs) under the Budapest Treaty to accept samples of
microorganisms in support of patent applications.

The procedures leading to a valid deposit vary between
centers; however, there are common features behind the
operations of patent depositories.

The Budapest Treaty on the International Recognition
of the Deposit of Microorganisms for the Purposes of
Patent Procedure was developed in 1977 and came into
force towards the end of 1980 (22). Its main effect is to
remove the need for inventors to deposit their cell lines
in a culture collection in every country in which they
intend to seek patent protection. Thus a deposit made
in any IDA is acceptable in all countries party to the
Treaty as meeting the deposit requirements of its own
national laws. Cell banks become an IDA through formal
nomination by a contracting state, which must ensure
that the collection can comply with the requirements of
the Treaty. The Budapest Treaty thus provides a uniform
system for patent deposits and lays down procedures that
depositor and depository must follow, the duration of

deposit (at least 30 years or 5 years following the most
recent request for a culture, whichever is the longer), and
a mechanism for the release of samples.

Cell lines deposited to comply with patent disclosure
requirements must be made available to the public during
the patenting procedure. Unlike a written description,
however, the cell line is the representation of the invention
itself, and thus the exact conditions of release are
extremely important.

General Requirements for an Effective Patent Deposi-
tory. Each IDA has its own application procedures, deposit
forms, and administrative requirements. However, there
are general conditions applied by all:

• Multiple, replicate samples requested (ca. 10-20)
prepared from a single batch of cells.

• A scientific description must be provided.
• A statement of pathogenicity is required (this is a

special concern with human cell lines derived from
patients with viral infections).

• A unique deposit number is given on completion of
the administrative and quality control procedures.
A preliminary deposit number may be allocated on
receipt of the samples. This must be confirmed on
completion of the IDA procedures.

• A viability test is conducted. This is often a trypan
blue exclusion test and a study of cell line growth
over a test period.

• Each cell lines is tested for microbial contamination.
The presence of mycoplasma is a major problem.
Most IDAs will not accept cell lines contaminated
with mycoplasma as a valid deposit. Acceptance of
such deposits as mixed cultures has been proposed
but is not a satisfactory solution.

• Once all the laboratory tests and administrative
procedures are complete and the IDA fee paid,
the deposit is accepted and the international forms
completed and released.

Safe Deposit Facilities. A low-profile but highly valuable
function of cell banks is to offer a safe deposit facility for

"These and other specialist techniques and facilities exist within these collections and may be accessible as services to research and industry. In particular,
these services include training, patent depositories, and safe depositories.

Table 2. Quality-Control Tests" Performed Routinely on Cell Banks at Eight Major Service Culture Collections

ATCC
Coriell
DSMZ

ECACC
ICLC

IFO
JCRB
RIKEN

QC testing

Bacteria
and Fungi

v

V
V

V

V

Mycoplasma
DNA

staining

V
•j
V

V
V

V

V

Mycoplasma
culture

V
•j
•j

V

V
V
V

Mycoplasma
PCR

V

V

V

V
V
•J

Other tests

GenProbe
GenProbe
Mycotect

Virus
testing
(PCR)

V

V

V

V
V
V

DNA
fingerprinting/

profiling

V
V

•J

V
V
V

Identity testing

Isoemzym
e analysis

•j
V
V

V
V

V
V
•J

Other tests

Cytogenetics
Cytogenetics
Cytogenetics
Immunophenotyping



important cell lines used in research or in pharmaceutical
manufacturing. This provides a safe, secure storage
location away from the parent institution and thus protects
important material from loss due to disaster. The stocks
held can be simply transferred from existing banks to the
cell bank or the cell bank may perform culture, quality
control, and preservation. Whatever the origin of the
material, it is only sensible to have as a minimum a
viability test carried out on a sample of the material on
deposit. Cell banks have secure storage facilities, normally
with "state-of-the-art" alarm systems, with technical staff
on call 24 hours a day.

Generation of New Cell Lines. A wide range of
techniques have been utilized to generate cell lines,
including irradiation, chemical mutagens, viruses, and
more recently recombinant DNA technology. A common
feature of many cell lines is a transformed phenotype
that tends to reflect dedifferentiation and certainly loss
of many of the characteristics of the cell types that
cell lines are required to emulate. The development of
rDNA approaches whereby proliferation of the culture
is regulated may enable the establishment of cultures
of more highly differentiated characteristics. However,
a major problem is the reliability of the molecular
switch between differentiated phenotype and proliferative
phenotype.

New inducible expression systems such as those based
on biochemical inducers active in insect cells may offer
more reliable approaches. However, where the phenotype
of the cells is not critical (e.g., genetic linkage studies)
Epstein Barr virus (EBV) transformation of human
mononuclear cell to generate B lymphoblastoid cultures
is one of the most reliable and straightforward techniques
available.

EBV Transformation. A reliable long-term source of
human genetic variant DNA is provided by the availability
of Epstein Barr virus transformed B-lymphoblastoid cell
lines. Many collections are involved in the derivation
of cell lines from patient-derived peripheral blood
samples (i.e., ECACC, ICLC). The development of this
technology has meant that B-lymphocytes can be isolated
and stored untransformed and then subjected to EBV
in culture at a later date to generate a cell line.
This can be very useful in judging the value of
material to a project or the wider scientific community
before undergoing the time-consuming and expensive
process of generating a cell line for future storage and
distribution.

Such cell line resources have become an invalu-
able tool in genetic studies from HLA-defined cell lines
used in quality control/technique development in tis-
sue typing laboratories (23) to the determination of the
genes involved in non-insulin-dependent diabetes melli-
tus (24).

Outlined in the following are three key techniques:

• Isolation of lymphocytes
• Preparation of virus
• EBV transformation

Isolation of Lymphocytes

1. Maintain the whole blood in lithium/sodium heparin,
or ACD collection tubes at room temperature prior
to use.

2. Dilute the blood with an equal volume in RPMI-1640
containing 10 units/mL heparin. Addition of heparin
is necessary if the blood is not to be separated
immediately.

3. Carefully layer the blood/RPMI-1640 mixture onto
the separation medium (i.e., Ficoll-Isopaque) at a
ratio of 2 volumes of blood to 1 volume of separation
medium. Centrifuge at 500 g for 20 min at room
temperature.

4. Carefully remove the mononuclear cell layer by using
a wide-bore Pasteur pipette. If a good separation has
not been obtained, the tubes can be centrifuged for a
further 10-20 min.

5. The cells are washed by adding RPMI-1640 to
volume of 15 mL and mixing gently. Centrifuge at
400 g for 10 min.

6. Check to see that a cell pellet has formed before
discarding the supernatant. If a pellet is not visible,
centrifuge for a further 10 min. If there is a very low
lymphocyte count, the pellet may only just be visible
to the naked eye.

7. Resuspend in a 15-mL tube and wash the cells as
above.

8. Repeat this wash step once more. If desired, a viable
cell count can be performed at this stage.

9. If the cells are to be frozen, they should be
resuspended in freeze media such as RPMI-1640
supplemented with 20% FCS and 10% DMSO
and frozen using the protocol given above. The
lymphocytes should then be stored in vapor-phase
liquid nitrogen until required. However, they can be
stored temporarily for up to 1 month at —80 0C.

Preparation of EBV-Containing Supernatant from the Cell
Line B95-8

1. Maintain a culture of the marmoset cell line B95-
8 in RPMI-1640 supplemented with 5% FBS at
concentration of (3-9) x 105 cells/mL by diluting
the cells 1:2 to 1:4 every 3-4 days.

2. When a sufficient number of cells has been
obtained (dependent upon the amount of super-
natant required), dilute the cells to 2 x 105 cells
in RPMI-1640 supplemented with 2% FBS.

3. Gas the flasks with 5% CO2 in air, screw on the caps
tightly, and incubate at 33 0C for 2 -3 weeks without
any changes of medium.

4. On the day of harvest stand the flask up and allow
the cells to settle.

5. Decant the supernatant into tubes and centrifuge at
400 g for 10 min at room temperature.

6. Filter the supernatant through a 0.45-jnm sterile
filter to remove cell debris and large particles.



7. Aliquot the supernatant at the required volume
(usually 1 mL) and store at —80 0C or below,
preferably in vapor-phase liquid nitrogen. Avoid
freeze/thawing of the virus, as this will reduce the
efficiency of EBV transformation.

8. Prior to use, thaw at 37 0C in a water bath and use
immediately.

Establishment of Human B-Lymphoblastoid Cell Lines from
Peripheral Blood Mononudear Cells

1. Centrifuge the cell sample to be transformed.
Discard the supernatant and resuspend the cell
pellet in 1 mL EBV supernatant.

2. Incubate at 37 0C for 30 min. Gently agitate and
incubate for a further 30 min.

3. Centrifuge at 150 g for 10 min.
4. Resuspend cells at a concentration of (1-2) x

106 cells/mL in RPMI-1640 supplemented with
20% FBS, 1% phytohaemagglutinin (PHA), peni-
cillin (100 units/mL), streptomycin (100 jug/mL), and
neomycin (50 jig/mL). Pipette 1 mL of cells into each
well of a 24-well flat-bottom culture dish and incu-
bate at 37 0C in 5% CO2 in air.

5. The cultures should be fed twice weekly by removing
half the supernatant and replacing with fresh
culture medium, taking care not to disturb the cells.

6. After 1-2 weeks, the foci of B cells should be
visible under an inverted microscope, and the initial
proliferation of T cells should regress.

7. The cultures may be expanded into 25-mL tis-
sue culture flasks once established (usually after
2-3 weeks). This is often indicated by the medium
becoming acidic and turning yellow and large clumps
of cells becoming visible. The flasks should be
incubated upright and the cultures split 1:3 every
2-4 days depending upon growth rate.

As soon as the cultures are established, an aliquot should
be cryopreserved and tested for mycoplasma (see above).

Training and Educational Role of Culture Collections. A
key role of culture collections is the provision of training
and education. This varies from the basic introductory
courses on culture, preservation, and quality-control
methods to more advanced programs, including such
diverse topics as cell-line immortalization and large-scale
culture methods. This often represents a good opportunity
to make contact with the specialists within the depository
who can assist in developing a long-term source of guidance
in techniques and new developments. This aspect of
culture collection activity also opens up the international
network of culture collections and the wide range of
knowledge and expertise that this offers.

OVERVIEW OF REPRESENTATIVE CULTURE COLLECTIONS

There are a number of major service culture collections
throughout the world. An overview of their development

and activities is useful in that it highlights the varied
specialist expertise and facilities from each center. As
described, all the collections operate using a battery of
standard techniques: master and working cell banking
systems, cryopreservation and culture techniques, and
quality-control procedures. Nevertheless, each collection
has evolved differently depending on their scientific origins
and source of funding. The international network of
service culture collections therefore offers a rich resource
of science and technology that is available to all.

AMERICAN TYPE CULTURE COLLECTION ( A T C C ) - A N
HISTORICAL PERSPECTIVE

Contributed by R. Hay

For centuries mankind has recognized and reaped the
benefits of microbial fermentations, establishing private
collections to catalyze the effective processes required.
The American Type Culture Collection (ATCC) is a
global nonprofit resource developed over the years to
acquire, preserve, authenticate, and distribute biologicals
and related information. However, the growth has been
controlled because ATCCs goal has always been to
assure that the specimens most useful to the scientific
community are added to the collection and secured for
future use. The activity is offered for advancement,
validation, and application of scientific knowledge. Most
of the biological holdings have been available through the
generosity of numerous donors, many of whom supply their
material without charge and with minimal restrictions on
distribution. Advisors have willingly given of their time
and talents over the years to ensure that the various
reference collections developed are complete and that
the strains included are appropriately characterized. The
curators, scientists, and support personnel in the scientific
and service departments have contributed not only by
expanding, characterizing, and distributing, but also in
the compilation of historical information and data relating
to seed and distribution stocks. Thus responsibility for
both the problems and achievements associated with
the development of such reference resources are shared
by a great many individuals from within the scientific
community (25). The perspective provided here illustrates
the broad range of service required for development of
the ATCC during the past century. The milestones in the
development of ATCC are summarized in Table 3.

As previously stated, the first recorded public service
collection was developed by Frantisek Krai at the Institute
of Hygiene in The Faculty of Medicine in Prague. An
initial catalogue of holdings appeared in 1902. Krai
supplied cultures of bacteria, yeasts, filamentous fungi,
and media from "Krals Bakteriologisches Laboratorium"
in Czechoslovakia. A successor, E. Pribram, transferred
the collection, first to the University of Vienna, Austria,
then to Loyola University School of Medicine in Chicago.

Coincidentally, in the United States, charter mem-
bers of the Society of American Bacteriologists (SAB),
established in 1899, recognized the need for a central char-
acterization and distribution agency for microbial cultures.



Accordingly, "The Bureau for the Distribution of Bacterial
Cultures" was established in 1911 at the Museum of Nat-
ural History in New York City with C. Winslow as curator.
As news of the Bureau and its mission became known,
deposits and exchanges occurred, including transfer of
selected holdings from the then-famous Krai Collection in
Vienna.

In 1922 SAB assumed responsibility for the collection,
moving total stocks of 175 strains in a single suitcase
to the Army Medical Museum in Washington, D.C.
To expand the developing resource a "Committee-in-
Charge" representing the SAB, the John McCormick
Institute for Infectious Diseases, the National Research
Council, the American Phytopathological Society, and the
American Zoological Society was organized for action.
Charter members included well-known scientists of the
time, many of whom continued to interact closely with
ATCC during most of its formative years. Lore Rogers,
S.J. Nichols, R.E. Buchanan, CA. Kofoid, CL. Shear, and
F.P. Gey are examples. They proposed to establish the
institution "to preserve cultures of micro-organisms that
have historic and scientific interest and to provide a center
for obtaining cultures needed in education and research."
With funding obtained from the Rockefeller Foundation,
the institution was founded in 1925 and was named The
American Type Culture Collection. The John McCormick
Institute of Infectious Diseases in Chicago offered support,
including housing for the fledging collection, and the
175 strains were transferred from New York accordingly.
The ATCC remained in Chicago for 12 years, increasing
holdings to about 2000 strains of bacteria, filamentous

fungi, and yeasts and initiating a policy of periodic
catalogue publications plus addition of a nominal charge
for cultures ($1-2 per strain). Resources at the McCormick
Institute diminished during the depression of 1932-1937
forcing ATCC to relocate in 1937, this time to the
Georgetown University Medical School in Washington,
D.C. Under curatorship of M. Mollari and for the following
10 years, the organization grew in staff numbers and
capability. Protozoa and algae were added to the collection.
Application of freeze drying became prevalent and
commercial sales increased due to the requirements
of the antibiotics industry. At that point in history,
ATCC also began services as the USPHS depository for
cultures isolated during epidemics. In 1947 the ATCC was
incorporated as a nonprofit scientific organization.

Space constraints prompted another relocation, and the
"Committee-in-Charge" rented an apartment building still
in Georgetown, Washington D.C. After initial renovation
the collection of some 3000 cultures was moved in
September 1947 to the first independent ATCC quarters
with Ruth Gordon as curator.

Through collaborations with individuals and groups of
laboratories in the Washington area (USDA, NIH, Army
Medical School, and BBL) the collection continued to
expand, but economics were still a constant concern. The
"Committee-in-Charge" became the Board of Trustees, and
representatives from the National Academy of Sciences,
the Mycological Society of America, and the American
Institute of Biological Sciences were added. Today 25
organizations are represented on the ATCC Board of
Directors.

Table 3. Milestones in ATCC History

Dates

1899
1911
1922
1925
1937
1947

1956
1958
1960
1962
1963-1964
1973-1980

1980
1981
1980-1993

1984

1994-1997

1995
1998

Occurrence/event

Society of American Bacteriologists (now ASM) established
Bureau for the Distribution of Bacterial Cultures established in New York
SAB "Committee-in-Charge" plans collection with direction from Lore Rogers
ATCC founded and housed at John McCormick Institute in Chicago
ATCC relocates to Georgetown University in Washington, D.C; M. Mollari, Curator
ATCC incorporated as nonprofit scientific institution and moves to independent quarters; Ruth

Gordon, Curator
ATCC purchases and transfers to its own facility on M street; Freeman A. Weiss, Curator
Viral and Rickettsial Registry added
The first cellular cryopreservation is accomplished at ATCC; W. Clark, Curator
NCI-sponsored program for developing a cell culture collection begins
ATCCs Rockville facility is constructed and occupied
ATCC strengthened under Richard Donovick with increase in grant and contract income; one new

floor and a new wing are added to the existing building
Collection of rDNA and vectors begins with fledging Molecular Biology Program
ATCC named first International Depositing Authority for patents under Budapest treaty
With R.E. Stevenson as Director, three additional buildings are purchased to allow growth, and

plans for relocation are explored
Bioinformatics activities including hybridoma database development grow, and the

Bioinformatics Program becomes firmly established
Decision is made for move to Manassas, VA, next to Prince William campus of George Mason

University; R.H. Cypess, President and CEO, directs construction planning, reorganization,
and move preparation

An alliance is formed with The Institute for Genome Research to distribute cDNA clones
ATCC moves entire collection with essential support equipment intact to Manassas without

incident; largest contract ever awarded ATCC is received to develop reagent resource for study
of malaria; ATCC is poised for further service and growth in the new millennium



In 1956 The Collection, requiring additional space, was
able to purchase and renovate a brownstone apartment
building at 2112 M Street. This was the first facility
purchase for the ATCC. When this property was sold
in 1964, the equity became the core for a small Foundation
Fund to play an important role in development of The
ATCCs financial situation.

In 1958 the Viral and Rickettsial Registry was
established at the ATCC with financial assistance from
NIH. For several decades stocks were contributed in bulk
by collaborators, with dispensing to ampoules, storage,
and distribution accomplished by ATCC staff. Production
and authentication of the majority of virus stocks are now
performed exclusively by personnel in the ATCC Virology
Program.

Late in the 1950s conferences at the National Research
Council, NCI, and the Rockefeller Institute emphasized
growing awareness on the part of the scientific community
of microbial and cross-contamination in cell line and
virus stocks. Rapid growth in biomedical research and
the resultant need for reliable reagents stimulated
Government and industry together to fund design and
construction of a new ATCC in Rockville, Maryland. The
NIH, NSF, and a variety of industrial sources provided
in excess of one million dollars, with ATCC adding
core matching funds. The Collection consisting of about
8500 cultures was moved to the new 35,000 square foot
facility February 23, 1964. William Clark had succeeded
Freeman Weiss as curator and, with reorganization and
title changes, had become the Director. The collections
were subdivided by organism type to form departments,
more recently becoming "programs."

Currently ATCC has 7 scientific programs, namely,
Bacteriology (bacteria, mycoplasma, bacteriophage); Bio-
informatics (information databases on ATCC and other
holdings); Cell Biology (cell cultures and transplantable
tumors); Molecular Biology (molecular probes, vectors,
rDNAs, cDNA clones); Mycology and Botany (filamen-
tous fungi, yeasts, and plant tissue cultures); Protistology
(protozoa and green algae); and Virology (viruses, chlamy-
dia, rickettsiae and antisera). Somewhat concomitant
with planning and construction of the ATCC building in
Rockville was an NCI-sponsored program for development
of the cell culture collection. Four cooperating national
laboratories participated with advice from the Cell Cul-
ture Collection Co-ordinating (C4) committee, a group of
experts selected by the NCI (26). The four core support lab-
oratories included the Child Research Center of Michigan
in Detroit, the South Jersey Medical Research Foundation
(now the Coriell Institute for Medical Research, see follow-
ing section) in Camden, the Naval Biological Laboratory
(University of California, Berkeley), and the ATCC. The
C4 committee met periodically with staff of the cooperat-
ing laboratories to recommend new accessions and review
problems. Distribution of cell cultures was to become a
financial boon for the organization. Research on the use of
vapor-phase and liquid nitrogen for preservation and stor-
age of microorganisms and cell lines documented broad
utility. Freeze drying remained the technology of choice for
microbial distribution stocks. Despite modest continued
funding for growth of the collections, in 1971 a reduction

of support from NIH precipitated another financial crisis
for the ATCC (27).

With the recruitment in 1973 of Richard Donovick as
Director with years of experience in industry, a new era for
the ATCC of expansion and stability had begun. Donovick
was a staunch advocate for the ATCC, recognizing the
community requirement for a stronger institution. He was
skilled at negotiations with staff and funding agencies
alike, motivating personnel to achieve needed growth in
both collection and research activities. In the 7-8 years of
his tenure grants and contracts totaling millions of dollars
were attracted from numerous agencies by the staff. The
Collection increased both in number of holdings and in
distribution. An additional floor plus an entire new wing
were constructed at the Rockville facility, once again with
support from NCI, a group of industrial supporters, and
the ATCC.

ATCC had been accepting deposits for patent purposes
since 1949, when the World International Property
Organization (WIPO) initiated negotiations to establish
the International Budapest Treaty to simplify the process
of patenting biologicals (see above). In 1981 the ATCC
was named the first International Depository Authority
(IDA) under that treaty. This continues not only as
an important business activity for the ATCC, but also
as a means of acquiring new, interesting, and useful
holdings. When Donovick retired in 1980, another science
administrator, Robert E. Stevenson, became the Director.
Having background with industry (Union Carbide) and
years of management experience at NIH, Stevenson
continued to oversee the expansion of ATCCs service
and facility. Cell line distribution, for example, increased
714%. Three new buildings were purchased, adjacent
to the original red brick structure in Rockville. The
educational commission of ATCC grew as scientific
workshops were developed and offered. Research and
development programs were added through appropriate
external support.

In the latter half of the 1980s, once again, the need by
ATCC for added space prompted evaluation of reconstruc-
tion and relocation options. Economic considerations ruled
out onsite construction, and other locations such as College
Park, Maryland, DeMoines, Iowa, and Lansing, Michigan
were discussed. Design of a proposed new facility was ini-
tiated, and potential funding sources were explored (28).
With Stevenson's announced retirement the Board and
senior ATCC staff began interviews for his replacement.
Candidate Raymond H. Cypess, immediately recognized
as a visionary, suggested ATCC consider more fully a move
to Virginia and affiliation with George Mason University.
He spoke forcefully about ATCCs staff, reputation, and
potential for the future. Cypess was offered and accepted
the position, renamed ATCC President and CEO, in 1993.

In 1995 a decision by the CEO and Board was made to
move to Manassas, Virginia, another city on the outskirts
of Washington, D.C. The state of Virginia, George Mason
University, Prince William County, and ATCC provided
funding. Construction plans made earlier were modified as
necessary, and the Manassas project was begun. The new,
state-of-the-art facilities were completed for occupancy
beginning in March 1998 in Manassas, Prince William



County. The address of this facility is 10801 University
Blvd. All receiving, shipping, storage, and production-
related lab work is now performed in this facility.

Concomitant with preparation for and execution of
the move to Manassas, the ATCC experienced exciting
program growth. Two contracts awarded recently are
among the largest in ATCCs history. The first for
4.6 million dollars was awarded in 1997 for repository
management services offered to CDC in Georgia. The
second, with about 9.8 million dollars being provided
by NIAID, is for a joint program developing a malaria
resource. In addition, a series of smaller but nonetheless
important programs have been secured competitively by
ATCC scientists and collaborators. Clearly the ATCC, with
expert staff, new facilities, and a well-defined mission, is
poised for even more growth and achievement in the new
millennium.

CURRENT FACILITIES AND OPERATIONS

The new headquarters is divided into three areas — ad-
ministrative, laboratories and operations. The two-story
laboratory wing provides housing 24 labs plus support
areas. This structure, designed strictly for biological work,
features a variable-air-volume HVAC system utilizing
100% makeup air. Laboratories surround a central core
that provides support areas such as instrumentation
rooms and environmental rooms (hot and cool). All
laboratories are fully equipped and are designed to
Biological Safety Level 2 containment standards. All work
is done in biological safety cabinets or fume and chemical
hoods as required. A Biological Safety Level 3 laboratory
suite is also included. Each of the six collections has its
own laboratory suites.

The operations area contains the media preparation
laboratory, glassware facility, a preservation laboratory
for lyophilization and programmed freezing, the reposi-
tory, the packaging and shipping area, and support areas.
The repository provides a storage area of 8,200 sq. ft. This
includes a cold room for storage at 4 0C and space for 65
vapor-phase liquid nitrogen refrigerators (-1700C). The
LN2 refrigerators are supplied from a 6,000-gallon liquid
nitrogen tank through vacuum-insulated lines. The facility
also supports 55 ultra-low-temperature mechanical freez-
ers (-800C). A standby motor generator provides power
for the freezers and most computer and lab equipment in
the event of failure of commercial power.

A backup safe storage facility is maintained at another
location remote from the Manassas buildings. There
several ampoules of each strain or line are maintained for
safety in the unlikely case of a catastrophic event occurring
at the headquarters. Spare liquid nitrogen refrigerators
and mechanical freezers are maintained in case of
mechanical failure. Additionally, ATCC maintains a large
supply of dry ice, which can be used for emergency cooling.

All freezers are equipped with dual, independent
temperature monitoring systems. Both systems can trigger
facility alarms. One system is to provide alarms such
as temperature and power. The other system monitors
and records freezer temperatures on a central computer
system.

A packaging and shipping area is adjacent to the
repository. The administrative wing houses customer
service and corporate functions.

The ATCC also occupies some 50,000 square feet of
modern laboratory and support space in a second new
building close by. This structure is shared with George
Mason University and will be used by the Bioinformatics
group and extensively otherwise for research.

ATCCs holdings of metazoan and microbial cells,
nucleic acids, and other macromolecular entities have now
increased to more than 92,000 strains of microorganisms
and cell isolates, represented by 2,000,000 specimens and
more than 1,000,000 DNA sequences. Thus the scale and
sophistication of the ATCC activities assures its position
as the key international collection.

CORIELL INSTITUTE FOR MEDICAL RESEARCH, THE HOME
OF THE CORIELL CELL REPOSITORIES

Contributed by R. Johnson and J. Beck

Establishment and Development

The people make the place, and the Coriell Institute for
Medical Research in Camden, New Jersey, is no exception.
Its founding father, Lewis Coriell M.D., PhD., after whom
the Institute was renamed in 1995, provided the impetus
and the vision needed to establish the laboratories.
Lewis Coriell's creativity resulted in the development
of the necessary technology to grow human and animal
cells without antibiotics, and to freeze and successfully
recover cells from liquid nitrogen. Lewis Coriell came to
Camden in 1948 as Director of the Municipal Hospital
for Infectious Diseases, bringing with him a background
in pediatric medicine and immunology and a strong
interest in polio. Many of the patients were victims of
polio, requiring long periods of careful rehabilitation and
hospital treatment. With colleagues at the University of
Pennsylvania Hospital and elsewhere, Coriell embarked
on a series of successful field trials of gamma globulin
and, later, of SaIk vaccine during outbreaks of polio in
the early 1950s. Coriell's earlier contribution to the SaIk
vaccine lay in the adoption of his cell culture methodology
for growing the virus. The laboratory confirmations of
antibody titers and the presence of polio virus were largely
carried out in the Camden Hospital, and the success of
these activities brought considerable notice and with it
the offer of resourcing Coriell's work. With three and a
half acres of land donated by the city of Camden and
financial support from the local business community, the
laboratories were built in 1956.

Coriell continued his studies with viruses, but the
emphasis was changing to a more rigorous analysis of
cell culture methodologies as he and others developed new
and important human and animal cell lines. Basic growth
media were designed by Earle, Eagle, and others. Early
cell culture procedures, though not hit or miss, were far
from perfected in the 1950s and 1960s. Coriell, with a
group of colleagues, most prominently Arthur Greene and
Warren Nichols, and later Gerald McGarrity, developed
many of the basic techniques in common use today in
cell culture. Key technology, such as laminar flow hoods
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Blvd. All receiving, shipping, storage, and production-
related lab work is now performed in this facility.

Concomitant with preparation for and execution of
the move to Manassas, the ATCC experienced exciting
program growth. Two contracts awarded recently are
among the largest in ATCCs history. The first for
4.6 million dollars was awarded in 1997 for repository
management services offered to CDC in Georgia. The
second, with about 9.8 million dollars being provided
by NIAID, is for a joint program developing a malaria
resource. In addition, a series of smaller but nonetheless
important programs have been secured competitively by
ATCC scientists and collaborators. Clearly the ATCC, with
expert staff, new facilities, and a well-defined mission, is
poised for even more growth and achievement in the new
millennium.

CURRENT FACILITIES AND OPERATIONS

The new headquarters is divided into three areas — ad-
ministrative, laboratories and operations. The two-story
laboratory wing provides housing 24 labs plus support
areas. This structure, designed strictly for biological work,
features a variable-air-volume HVAC system utilizing
100% makeup air. Laboratories surround a central core
that provides support areas such as instrumentation
rooms and environmental rooms (hot and cool). All
laboratories are fully equipped and are designed to
Biological Safety Level 2 containment standards. All work
is done in biological safety cabinets or fume and chemical
hoods as required. A Biological Safety Level 3 laboratory
suite is also included. Each of the six collections has its
own laboratory suites.

The operations area contains the media preparation
laboratory, glassware facility, a preservation laboratory
for lyophilization and programmed freezing, the reposi-
tory, the packaging and shipping area, and support areas.
The repository provides a storage area of 8,200 sq. ft. This
includes a cold room for storage at 4 0C and space for 65
vapor-phase liquid nitrogen refrigerators (-1700C). The
LN2 refrigerators are supplied from a 6,000-gallon liquid
nitrogen tank through vacuum-insulated lines. The facility
also supports 55 ultra-low-temperature mechanical freez-
ers (-800C). A standby motor generator provides power
for the freezers and most computer and lab equipment in
the event of failure of commercial power.

A backup safe storage facility is maintained at another
location remote from the Manassas buildings. There
several ampoules of each strain or line are maintained for
safety in the unlikely case of a catastrophic event occurring
at the headquarters. Spare liquid nitrogen refrigerators
and mechanical freezers are maintained in case of
mechanical failure. Additionally, ATCC maintains a large
supply of dry ice, which can be used for emergency cooling.

All freezers are equipped with dual, independent
temperature monitoring systems. Both systems can trigger
facility alarms. One system is to provide alarms such
as temperature and power. The other system monitors
and records freezer temperatures on a central computer
system.

A packaging and shipping area is adjacent to the
repository. The administrative wing houses customer
service and corporate functions.

The ATCC also occupies some 50,000 square feet of
modern laboratory and support space in a second new
building close by. This structure is shared with George
Mason University and will be used by the Bioinformatics
group and extensively otherwise for research.

ATCCs holdings of metazoan and microbial cells,
nucleic acids, and other macromolecular entities have now
increased to more than 92,000 strains of microorganisms
and cell isolates, represented by 2,000,000 specimens and
more than 1,000,000 DNA sequences. Thus the scale and
sophistication of the ATCC activities assures its position
as the key international collection.

CORIELL INSTITUTE FOR MEDICAL RESEARCH, THE HOME
OF THE CORIELL CELL REPOSITORIES
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Establishment and Development

The people make the place, and the Coriell Institute for
Medical Research in Camden, New Jersey, is no exception.
Its founding father, Lewis Coriell M.D., PhD., after whom
the Institute was renamed in 1995, provided the impetus
and the vision needed to establish the laboratories.
Lewis Coriell's creativity resulted in the development
of the necessary technology to grow human and animal
cells without antibiotics, and to freeze and successfully
recover cells from liquid nitrogen. Lewis Coriell came to
Camden in 1948 as Director of the Municipal Hospital
for Infectious Diseases, bringing with him a background
in pediatric medicine and immunology and a strong
interest in polio. Many of the patients were victims of
polio, requiring long periods of careful rehabilitation and
hospital treatment. With colleagues at the University of
Pennsylvania Hospital and elsewhere, Coriell embarked
on a series of successful field trials of gamma globulin
and, later, of SaIk vaccine during outbreaks of polio in
the early 1950s. Coriell's earlier contribution to the SaIk
vaccine lay in the adoption of his cell culture methodology
for growing the virus. The laboratory confirmations of
antibody titers and the presence of polio virus were largely
carried out in the Camden Hospital, and the success of
these activities brought considerable notice and with it
the offer of resourcing Coriell's work. With three and a
half acres of land donated by the city of Camden and
financial support from the local business community, the
laboratories were built in 1956.

Coriell continued his studies with viruses, but the
emphasis was changing to a more rigorous analysis of
cell culture methodologies as he and others developed new
and important human and animal cell lines. Basic growth
media were designed by Earle, Eagle, and others. Early
cell culture procedures, though not hit or miss, were far
from perfected in the 1950s and 1960s. Coriell, with a
group of colleagues, most prominently Arthur Greene and
Warren Nichols, and later Gerald McGarrity, developed
many of the basic techniques in common use today in
cell culture. Key technology, such as laminar flow hoods
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equipped with HEPA filters, liberated the researcher
from the threat of culture contamination and permitted
workers in the Institute to grow cultures routinely without
antibiotics. Today the last of Lewis Coriell's original
laminar flow hoods stands on display, guarding the cell
culture laboratories nearby.

Special attention was paid to the storage of cell
cultures so that they could be recovered from liquid
nitrogen easily and reproducibly, and Coriell developed
the programmed freezing schedule of 1 degree per minute,
which has provided a standard reference technique for
the preservation of animal cells. Cultures laid down over
30 years ago by this procedure can be recovered with
similar success rates as those frozen down much more
recently. These fundamental improvements in handling
and storing cells were the starting point for the major
cell repository activities that began at the Institute in
1964 with a National Cancer Institute collection and
rapidly expanded in the early 1970s, the birth of the
period of somatic cell genetics. In 1972 the NIH invited
Lewis Coriell to establish the first national library of cells
from individuals with inherited diseases. The collection,
funded by the National Institute of General Medical
Sciences (NIGMS), continuously since then, had gathered
together cell lines, mostly fibroblasts in the early years and
lymphoblastoid cultures subsequently, from individuals
with inherited diseases. In this way NIH wished to create
a rich cellular resource of well-characterized cell lines for
the research community to use and identify the genetic
basis of many diseases. The main reasons for creating a
library of mutant human cell lines, together with those
from obligate heterozygotes and normal controls, were
readily apparent to the committee set up by NIH to address
this issue

The committee responses are summarized by the
following quotations:

Much time and research money can be saved if investigators
in different laboratories are not required independently to
develop and maintain cell lines.
Use of identical cell lines for study in different laboratories
should facilitate the comparison of data and the interpretation
of research results.
Some cell lines will represent rare diseases that otherwise
would not be readily available to all interested investigators.

Since 1972, the NIGMS Human Mutant Cell Repository
at Coriell has acquired more than 35,000 cell lines
representing more than 1,000 of the 4,000 known
genetic diseases. Many of these diseases are or are
likely to be single-gene disorders, but many others will
have complex genetic etiology, such as schizophrenia,
diabetes, and rheumatoid arthritis. Also included in
the NIGMS Human Mutant Cell Repository is a large
number of chromosomally abnormal cell lines, many
with informative translocations, or regions of monosomy,
a renowned collection of human rodent somatic cell
hybrids, widely used for mapping purposes and for the
production of mapping and regional mapping panels.
There is an increasingly large range of human diversity
panels from many ethnic groups and a large number of

three-generation extended families (including 51 Centre
d'Etude du Polymorphism Humain, CEPH, families)
suitable for linkage studies. By 1998 75,000 cell lines
from this collection had been distributed to more than
40 countries and also more than 26,000 aliquots of
DNA (DNA isolation was initiated in 1990). Table 4
provides information about materials processed and the
distribution from the different collections at Coriell since
the repository was established.

From the 1970s, the Coriell Institute won contracts
from the NIGMS and the National Institute on Aging
(NIA) to establish and maintain what have become the
world's largest cell repositories for the study of genetic and
aging-related diseases, respectively. In 1989 the National
Institute of Mental Health awarded the Coriell Institute
a contract to establish a cell repository for the study
of the genetic basis of Alzheimer's, manic depression,
and schizophrenia, and in 1993 the American Diabetes
Association (ADA) contracted the Coriell to develop a
multiethnic family-based resource to identify the genes
important in the etiology of type 2 (non-insulin-dependent
diabetes). The Aging Cell Repository was initiated in
1974 by Dr. Warren Nichols. It contains a unique set of
normal fibroblast cultures from the Gerontology Research
Center, Baltimore. This material, part of the Baltimore
Longitudinal Study, represents fibroblasts taken from
individuals at different times during their lives. The
collection is also rich in age-related diseases with
strong genetic components, including Alzheimer's (many
extended kindreds), Werner's syndrome, and progeria.
Since 1974 over 20,000 cell cultures have been distributed
form the NIA repository. In addition to these collections,
in 1996 Dr. Jeanne Beck helped establish the National
Cancer Institute (NCI) Co-operative Family Registry for
Breast Cancer Studies (CFRBCS). The CFRBCS is a
multisite cooperative consortium of investigators who
collect biological specimens from participants with a
family history of breast cancer, breast/ovarian cancer,
or Li-Fraumeni syndrome and their relatives. Coriell
participates in this consortium of the NCI by processing
and maintaining the collection from several sites.

The CFRBCS also collects related family history,
clinical, demographic, and basic epidemiological data on
risk-factor exposures, as well as followup epidemiological

Table 4. Biological Materials Processed and Distributed
at the Coriell Institute (figures are from inception of the
Collection to February 1, 1998)

Repository

NIGMS
NIA
NIMH
HBDI
ADA
NCI
Other

Totals

Preparation

Specimens
processed

16,214
4,563

14,508
4,392
4,070
2,150
4,029

49,926

2-mg DNA
preparations

2,507
n/a

5,259
2,347

597
53

409

11,172

Distribution

Cell
cultures

75,173
19,679

56
545

2,736
n/a

1,609

99,879

DNA
aliquots

26,711
n/a

22,867
12,736

490
n/a
378

63,182



data and data on recurrence, new morbidity, and mortality
in the participating families. These repositories of
specimens and related databases are particularly suited to
support interdisciplinary and translational breast cancer
research and are available to investigators who receive
approval from the CFRBCS advisory committee.

FROM HARD COPY TO INTERNET: THE CORIELL WWW
CATALOGUES

In 1994 Coriell published the last of its printed catalogues,
a 351-page catalogue for the Aging Repository and 1085
pages for the Human Genetic Mutant Cell Repository. The
Bioinformatics group has now developed WWW catalogues
for three of the cell repository collections: The NIGMS
Human Genetic Mutant Cell Repository, The NIA Aging
Cell Repository, and The ADA Diabetes Repository.

These catalogues may be accessed through the Coriell
Cell Repositories home page (http:/1locus.umdnj.edu.ccr).
Each of these catalogues has unique features; however,
certain search and navigational tools are standard. There
are quick searches for specific gene mutations, chromoso-
mal breakpoints, repository numbers, and diseases. The
structured search groups relevant search fields into func-
tional categories and contains pick lists of available search
terms. Pedigrees identify family relationships and genetic
status. All catalogues link to information about ordering
materials. The NIGMS and NIA catalogues provide direct
links to OMIM and reciprocal links from OMIM to specific
diseases in the collection, a browseable list of diseases
through a diagnosis list, and a section to highlight what is
new in the collection. Each bibliographic reference listed
in the catalogue is linked directly to PubMed, and there is
also a link from PubMed to relevant samples in the collec-
tions. In addition, the NIGMS catalogue has a browseable
list of genes that are linked to the Human Gene Mutation
Database, Cardiff, UK. Each mutation identified is linked
to allelic variants in OMIM and to all samples in the collec-
tion that carry that specific mutation. For the somatic cell
hybrid collection, there are ideograms displaying which
portion of the chromosome is included in each hybrid. All
resources for each chromosome have been assembled by
chromosome and include a gene map providing a listing
of all genes for which samples are available, translocation
breakpoint ideograms, an ideogram indicating regions of
monosomy, trisomy, and additional polyploidy, regional
mapping panels, if available, and all hybrids for that
chromosome that are in the collection. Finally, a sugges-
tion box enables users to provide feedback and to indicate
additional samples that would be useful for their research.
Each of these catalogues provides valuable information for
the cell cultures and DNA samples that are available in a
user-friendly, easily navigable format.

SUBMISSION OF CELL LINES

Each submission of human cells for inclusion in the
NIGMS or NIA repositories requires clinical and labo-
ratory documentation of the diagnosis and a copy of the
Institutional Review Board (IRB) approved consent form
used to obtain the specimen. For submission to the NIGMS

Human Genetic Mutant Cell Repository, a model informed
consent form is available from the Repository. This model
informed consent has been reviewed by the Office for Pro-
tection from Research Risks (OPRR) and approved by the
NIGMS Human Genetic Mutant Cell Repository IRB. In
addition, the OPRR has provided guidance on Protection
for Human Subjects in the NIGMS Human Genetic Mutant
Cell Repository and Submission of Non-Identifiable Mate-
rial to the Repository. This guidance on the Protection for
Human Subjects states "... research material may only be
utilized in accordance with the conditions stipulated by
the cell repository IRB. Any additional use of this material
requires prior review and approval by the cell repository
IRB and, where appropriate, by an IRB at the recipi-
ent site, which must be convened under an applicable
OPRR-approved Assurance."

AVAILABILITY OF CELL LINES AND DNA

The major collections (NIGMS, NIA, and the ADA) all
have restricted access. However, cell cultures and DNA
samples are widely distributed to qualified professionals
who are associated with recognized research, medical,
educational, or industrial organizations engaged in health-
related research or health delivery. For NIGMS and NIA
collections, before cell cultures or DNA samples can be
ordered, to ensure compliance with federal regulations
for the protection of human subjects (45 CFR part 46)
the principal investigator must provide the Repository
with a description of the research to be done with the
cell cultures of DNA samples ("Statement of Research
Intent")- The principal investigator and the institutional
official who can make legal commitments on behalf of the
institution must also sign an "Assurance Form" detailing
the terms and conditions of sale. Both the Assurance Form
and Statement of Research Intent must accompany the
order placed with the Repository. For the ADA collection,
permission must be sought from Matt Peterson, Director,
Research Programs (mpeterson@diabetes.org).

Despite the hurdle that meets every order, Coriell
distributed over 3,000 cell cultures and more than 3,300
DNA samples in 1998 to researchers in 36 countries. In
turn, Coriell receives feedback from many scientists in
the form of bibliographic data that include the use of
Repository materials—information that is then added to
the database and abstracted to the WWW catalogues. Thus
the Coriell is very significant in the international culture
collections, with its roots in human genetics.

DSMZ: DEPARTMENT OF HUMAN AND ANIMAL CELL
CULTURES

Contributed by R. MacLeod and D. Fritze

The DSMZ-Deutsche Sammlung von Mikroorganismen
und Zellkulturen GmbH (German Collection of Micro-
organisms and Cell Cultures) is an independent, nonprofit
organization dedicated to the acquisition, characteriza-
tion, preservation, and distribution of bacteria, animal cell
lines, fungi, phages, plasmids, plant cell cultures, plant
viruses, and yeasts. Established in 1969 in Gottingen,



the DSM originally belonged to the Gesellschaft fur
Strahelnforschung (GSF, Miinchen), but was later moved
to Braunschweig to become a department within the
Gesellschaft fur Biotechnologische Forschung (GBF). In
1987 the DSM was recognized as an independent institute
in the form of a GmbH (Ltd.) that is owned by the State
of Lower Saxony. In 1996, after becoming an "Institut
der blauen Liste" (now designated "Wissenschaftsgemein-
schaft Gottfried Wilhelm Leibnitz"), the abbreviation of
the name was changed to DSMZ, acknowledging the grow-
ing importance of the cell culture department established
some 7 years earlier. The DSMZ is financed entirely by
the German government (50% from the Federal Ministry
of Research and Technology and 50% by the state gov-
ernment). DSMZ is governed by a board of directors (in
consultation with a scientific advisory board) that includes
representatives of federal and state ministries, universi-
ties, and biotechnology.

CELL CULTURE COLLECTION

The DSMZ collection of continuous, immortalized human
and animal cell lines, established in 1989, covers the
generality of those used in biomedicine and biotechnology.
The greatest variety of cell lines are those demanded
by biomedical workers representing the many different
kinds of human tumors, and all major human tumors from
which cell lines have been established are represented
in the collection, including the largest number of
leukemia-lymphoma cell lines publicly available. The
DSMZ welcomes the deposit of new cell lines of proven
or likely utility. The DSMZ is also recognized as an
international patent repository for cell lines according
to the Budapest Treaty.

Each cell line is distinguished by characteristic
features that make them unique and biomedically or
biotechnologically interesting. In order to maintain these
characteristics, emphasis is placed upon a program
of extensive quality and identity control and on the
characterization of cell lines. The degree of testing
necessary reflects the growing realization that general
cell repositories are the facilities best equipped to tackle
the problems of cell line cross-contamination (affecting
one-in-six new cell lines) and mycoplasma contamination
(affecting a third of all cell lines). Tests for contamination
and adventitious agents used at DSMZ include the
standard tests described previously. Mycoplasma is also
detected by RNA hybridization and PCR (29,30). Added
to this is the duty to demonstrate the potential utility to
other researchers of newer human tumor cell lines that
form a significant part of the DSMZ holdings.

CYTOGENETICS

Cytogenetic analysis of continuous cell lines serves two
purposes: first, cytogenetics supplies a precise written
means of identification that may be used either to confirm
cell line identities (where karyotypes have been previously
published) or to detect intraspecies or interspecies cross-
contamination (along with DNA profiling or isoenzyme

analysis, respectively); and second, recurrent cytogenetic
rearrangements provide a key with which to check
likely tumors of origin and predict oncogenic changes at
the molecular level. Characterization includes classical
karyotyping analysis using G-banding with the assistance
of chromosome painting or single-locus FISH probes. The
DSMZ provides ISCN karyotypes for almost all human
cell lines held.

IMMUNOPHENOTYPING

Human cell lines are analyzed routinely for expres-
sion of differentiation and activation marker proteins.
Hematopoietic cell lines are screened for expression of
cell surface markers with a set of monoclonal antibodies
classified according to the CD system. This is a two-
step staining procedure where cells are incubated with
antigen-specific murine monoclonal antibodies. Binding
of antibody is then assessed by an immunoflouresence
technique using FITC-conjugated antimouse Ig antisera.
The distribution of antigens is analyzed by flow cytometry
or light microscopy. This technique allows determination
of cell lineage and limited determination of differentia-
tion status. Other human cell types are checked for the
presence of tissue-specific intermediary filaments.

VIRUS DETECTION

At the DSMZ the major human pathogenic viruses
are detected using either ELISA for the detection of
reverse transcriptase activity, indicating the presence of
retrovirsuses in cell culture supernatants, or PCR/RT-PCR
for the detection of the respective DNA or RNA signatures
of HIV-I, HTLV-I and -2, EBV, hepatitis B (HBV), and
hepatitis C (HCV).

In the ELISA, digoxigenin- and biotin-labeled deoxyu-
ridine- triphosphates are incorporated in the presence of
viral reverse transcriptase (RT) during the synthesis of
a DNA strand along a synthetic target of single-stranded
DNA molecules. The newly synthesized DNA is trapped
on a streptavidin-coated microtiter plate and subsequently
detected immunologically by binding of peroxidase-labeled
antidigoxigenin antibodies.

The presence of DNA sequences integrated into the
cellular genome from other viruses (HIV, HTLV, EBV,
HBV, and HCV) are detected by PCR.

RESEARCH ACTIVITY

An active program of collection-based research is per-
formed at the DSMZ attracting external funding. Current
topics include: identification of novel oncogene fusion
partners in lymphoma cell lines; signal transduction in
leukemia cell lines in response to cytokine stimulation;
cytokine secretion by human tumor cell lines; occurrence of
tumor suppressor gene alterations in tumor cell lines; and
cytogenetic characterization of tumorigenic chromosome
changes.



WEB SITE ON THE INTERNET

The DSMZ catalogue of human and animal cell
lines including characterization data is freely accessi-
ble at the DSMZ interactive database, which includes
a search engine. The web site can be found at
<www.gbf.de Idsmz Idsmzhome.html>. The electronic cat-
alogue is fully searchable and is continuously updated with
regard to stock levels.

EUROPEAN COLLECTION OF CELL CULTURES (ECACC)

Contributed by B. Bolton

The European Collection of Cell Cultures (ECACC),
was established in 1984 at the Centre for Applied
Microbiology and Research to provide a patent depository
for animal cell cultures. Initial funding was realized
by Dr. Bryan Griffiths through an application to the
European Commission, which secured joint funding by
the U.K. Department of Trade and Industry for the
establishment of this new collection. The primary remit of
this collection was to fill a gap in the existing network of
European biological collections regarding patent deposits
of animal cells. Finance was provided for an initial 6-year
period with the remit for the Centre to become ultimately
self-financing. From an initial staff of five in 1984, the
Collection grew to 40 in 1996. During its evolution ECACC
has developed to comprise several distinct collections,
which are described in the following.

GENERAL COLLECTION

The general collection consists of approximately 500 cell
lines deposited from researchers world-wide covering a
diverse range of species (see Table 5). The predominant
species within the collection is human, representing 607
from 49 different tissues (see Table 6).

In addition, there are over 300 hybridoma cell lines
producing monoclonal antibodies to a wide range of
determinants such as bacterial, viral, oncogene, plant,
immunoglobulins, MHC, and CD antigens. Through the
generosity of numerous laboratories throughout the world,
ECACC is currently able to offer the largest and most
comprehensive collection of human and animal cell lines
in Europe.

THE COLLECTION CELL LINES OF HUMAN GENETIC AND
CHROMOSOME ABNORMALITIES

This is a specific collection of over 22,000 accessions
from individuals and whole families with over 600
different genetic disorders represented. The collection
began as an EU-funded Biotechnology Action Programme
project, which was jointly developed by Dr. Alan Doyle
of ECACC and Prof. GaIjaard of the Department of
Clinical Genetics, Erasmus University, Rotterdam, The
Netherlands, in 1986. The majority of these cell lines
are EBV-transformed lymphoblastoid lines; however, the
collection does include skin fibroblasts and amniotic fluid
cell cultures. Since May 1990 substantial funding for this

resource has been received from the MRC Human Genome
Mapping Project (HGMP), which has enabled a subsidized
EBV transformation service to be made available to
U, K.-registered HGMP users through a scientific liaison
committee. The grant also subsidizes distribution of cell
lines to research laboratories throughout the international
gene mapping community. Since 1989 ECACC has also
received funding from the British Diabetic Association,
for the establishment of specific repositories of cell
lines derived from patient with types I and II diabetes.
This repository now holds over 5,000 cell lines and
DNA samples, which have been distributed world-wide
for diabetes research. A similar repository has been
established for research into Rheumatoid Arthritis by the
U.K. Arthritis and Rheumatism Council.

HLA-DEFINED CELL LINE COLLECTION

In addition to the 9th and 10th ECACC now holds the
complete 12th International Histocompatability Workshop
cell line panel. This is available as cell lines and purified
DNA. Complete panels have already been distributed to
approximately 80 laboratories world-wide.

CULTURES FOR PATENT DEPOSIT PURPOSES

ECACC is recognized as an International Depository
Authority (IDA) under the terms of the Budapest Treaty

Table 5. Species Variation in ECACC General Collection

Species

Baboon
Bat
Bear
Bovine
Buffalo
Chick
Chicken
Chimpanzee
Deer
Dog
Dolphin
Donkey
Drosphilia
Duck
Feline
Ferret
Fish
Fox
Fog
Gerbil
Gibbon
Goat
Goose
Gorilla
Guinea Pig
Hamster
Heterohybrids
Horse
Human

No. of
cell lines

1
2
1

27
2
1
3
1
2

15
1
1

15
1
1
1
8
1
3
2
1
1
1
1
3

45
35

2
607

Species

Insect
Lion
Lizard
Mink
Marsupial mouse
Mollusc
Monkey
Mouse
Muntjac
Owl monkey
Opossum
Orangutan
Ovine
Porcine
Potoroo
Quail
Rabbit
Rat
Raccoon
Red fox
Red panda
Snake
Sun bear
Tick
Toad
Trout
Turkey
Turtle
Wolf

No. of
cell lines

34
1
2
2
1
1

38
475

4
1
1
1

12
18
2
2
9

220
1
1
1
2
1

10
1
1
1
1
1



of 1977. This allows scientists, operating in countries that
are signatories to the treaty, to deposit cell lines (including
cells of human origin and hybridomas); viruses (up to
and including the Advisory Committee on Dangerous
Pathogens category 4 organisms); bacteria; pathogenic
protozoa; plant cells; DNA of eukaryotic origin; yeast
and fungi to secure a patent on a process involving the
microorganism.

MICROBIAL QUALITY CONTROL

It is ECACC policy only to distribute cells known to be
free from contamination with mycoplasma, bacteria, and
fungi. The tests routinely used at ECACC for detection
of mycoplasma are the standard techniques of Hoechst
Staining and Microbiological culture. ECACC also offers
this service to regulatory protocols.

AUTHENTICITY OF CULTURES

Before a cell line becomes part of ECACCs collection, it
undergoes characterization/authenticity tests to confirm
the identity and species origin of the cell line. This is an
essential requirement in the management of cell stocks, as
cross-contamination between cell cultures is a serious risk
for any user of cell cultures. Two basic methods are used
at ECACC to verify a cell line; each method has its own

advantages and disadvantages. Isoenzyme analysis relies
on detecting polymorphic enzyme variants (see preceding
section), and several different enzymes may be used for
this type of analysis; however, in most cases, a good
indication of the species of origin is often obtained with
just two enzymes: glucose-6-phosphate dehydrogenase and
lactate dehydrogenase.

The second technique used at ECACC, DNA finger-
printing, has become more common in recent years as
laboratories have moved toward the use of molecular-
based techniques. ECACC uses the Jeffrey's multilocus
probes 33.15 and 33.6(19), which cross-hybridize with
a wide range of species and can be used to screen for
intraspecies as well as interspecies contamination. This
technology means that new deposits to ECACC will have
their originality verified by comparison with the finger-
prints of existing cell lines. In collaboration with the
Human Genome Resource Centre Cambridge, ECACC is
currently evaluating the use of multiplex PCR for human
cell lines. Using up to ten primer sets, this produces a less
complex fingerprint with fewer bands, which can be more
easily digitized and stored on a database for comparison
with other fingerprints.

The capabilities of the ECACC extend beyond standard
cell culture activities such as immortalization; large-scale
culture and other services can be found on the internet
site (www.camr.org.uk/ecacc.htm). A CD-ROM catalogue
suitable for PC and Applemac containing full details on
all ECACCs collection accessions is available on request
from ECACC.

THE INTERLAB CELL LINE COLLECTION (ICLC)

Contributed by B. Parodi, O. Aresu, P. Visconti, M. Cesaro,
R. Lorenzini, and T. Ruzzon

The quality and reproducibility of in vitro assays largely
depends on the knowledge of the features of the cell lines
used, and on the guarantee of operating with certified
material. The cell line collections arose around the world
in response to this need for well-characterized material,
free of cellular and microbial contaminants.

In Italy, researchers are becoming more and more
aware of the need for quality control of the cell lines in their
experiments. In view of this, the Interlab Cell Line Collec-
tion (ICLC) was set up in November 1994 in Genoa. ICLC
belongs to the National Institute for Cancer Research and
is located at the Advanced Biotechnology Centre, the first
nucleus of the Scientific Park for Biotechnology of Genoa.
The personnel involved in the Collection had previously
contributed to setting up the Cell Line Data Base, which
is currently available through the World Wide Web as
a hypertextual database of human and animal cell lines
(http: 11 www. biotech. ist. unige. it I interlab I cldb I html).

ICLC ACTIVITY

The activity of ICLC includes: collection, production, char-
acterization, quality control, expansion, storage and dis-
tribution of human and animal cell lines and hybridomas.

Table 6. Human Tissue Variation in the ECACC General
Collection

Tissue

Adrenal
Amnion
B-lymphoblast
B-lymphocyte
Bladder

Blood (miscellaneous)
Bone marrow
Brain
Breast

Cervix

Colon
Conjunctiva
Embryo (whole)
Embryo (lung)
Embryo (palatal

mesenchyme)
Embryo (intestine)
Endothelial
Fetal lung
Foreskin (newborn)
Heart
Illeacaeum
Intestine (small)
Kidney
Larynx
Liver

No. of
cell lines

1
3
5
7
7

16
2
4
8

10

30
2
2
2
1

1
1

13
1
1
1
1
3
3
6

Tissue

Lung
Lymphoblast
Lymphocyte
Melanoma
Leukemias

(various)
Monocyte
Muscle
Nerve
Nose (nasal

septum)
Oral

(epidermal)
Ovary
Pancreas
Pharynx
Placenta
Prostate

Rectum
Retina
Skin (various)
Stomach
T-cell
Thyroid
Umbilical cord
Uterus
Vagina

No. of
cell lines

34
9
7
2

14

1
1
3
1

1

9
6
1
1
1

4
1

47
3
8
5
2
2
1



Collection and Production of Cell Lines

A new cell line may be included in the Collection for
different reasons: A researcher decides to deposit, usually
to make the cell line available to the scientific community
and for reasons of security; a researcher is obliged
to deposit (by journal editors, for patent purposes); a
customer asks for a cell line that is not yet available; the
Collection itself performs bibliographic searches on newly
established cell lines and sends a letter of request to the
originator. ICLC collects the cell lines from the originators,
by guaranteeing a service of safe deposit. Since February
1996, ICLC has also been recognized by the World
Intellectual Property Organisation as an International
Deposit Authority under the Budapest Treaty. Animal cell
lines, including cells of human origin and hybridomas, are
accepted for patent deposit. The service of production of
Epstein Barr transformed human B lymphoblastoid cell
lines is also available. All new lines for deposit into the
collection are handled in a separate area until the absence
of mycoplasma has been confirmed. For security reasons
all master and distribution banks are stored in at least
two separate liquid nitrogen containers.

Characterization

Isoenzyme analysis is used for the identification of the
species of origin of animal cell lines. The AuthentiKit™
System (Innovative Chemistry, Inc., Marshfield, MA)
provides a panel of enzymatic substrates (AST, G6PD,
LD, MD, MPI, NP, PepB) that identify enzymes with
similar catalytic activities but different electrophoretic
mobilities in different species. When a cell line is tested,
the species identity can be fully characterized, and cross-
contamination of a cell lines with another can also be
detected (21).

The species confirmation for human cell lines is
performed by PCR amplification of a region of the human
major histocompatibility complex, class II gene HLA-
DPbetal. This assay is based on the use of a pair of primers
that amplify a 310-bp fragment of the nonpolymorphic
region of the human gene HLA-DP beta.

The ploidy of cell lines is also examined, in collaboration
with the Cytometry Unit of the Advanced Biotechnology
Centre.

Distribution of the Cell Lines and Information on the
Services Offered by ICLC

The cell lines are distributed to qualified researchers,
as frozen ampoules or growing cultures. The cells are
sent by courier the week following the order. The ICLC
catalogue now contains 150 cell lines of human and
animal origin. Among the 96 human cell lines, large
panels of well-characterized tumor cell lines are available
(neuroblastoma, breast carcinoma, lung carcinoma, etc.).

The description of the service offered, together with
the catalogue of ICLC are available online through the
Internet, and further information can be obtained by
email (iclc@ist.unige.it). At the end of the CABRI project
(described previously) the catalogue will also be available
at the CABRI web site.

Mycoplasma Detection and Treatment

It has been reported that as many as 10-15% of all
tissue culture lines are contaminated by mycoplasma (31).
Detection of these mycoplasma-contaminated lines is
needed for a good quality. At the Interlab Cell Line
Collection (ICLC) three methods are used to detect
mycoplasma infection: DNA staining by Hoechst 33258,
nested double-step PCR amplification, and Myco Tect
assay. Agar culture is being introduced.

Nested Double-Step PCR Amplification

The double-step PCR analysis employs a pool of primers
(9 outers and 9 inners) that anneals to genes sequences
coding for the evolutionary conserved 16S rRNA of some
25 different mycoplasma species, including the ones most
commonly found in cell cultures (30).

The amplification product of the outer primers is
504-519 bp while the inner primers give a product
of 318-333 bp. This mycoplasma detection method has
several advantages: simplicity and speed, high sensitivity,
and specificity.

Biochemical Assay with 5-MPDR (Mycotect Assay, Gibco
BRL)

This assay is based on a defined biochemical difference
between mycoplasma and their host mammalian cells.
Mycoplasmas contain significant amounts of adenosine
phosphorylase (32), an enzyme present in small amounts
in mammalian cells that converts 6-methylpurine deoxyri-
boside (6-MPDR), a nontoxic analogue of adenosine into
6-methylpurine and 6-methylpurine riboside. These prod-
ucts are toxic to mammalian cells. A culture infected
with mycoplasma can be detected by incubation with 6-
MPDR and subsequent monitoring for mammalian cell
toxicity

THE CABRI PROJECT

ICLC takes part in the Common Access to Biotechnological
Resources and Information (CABRI), an EU-funded
project that involves 21 European Collections of biological
material and a number of bioinformatic centers. The
project aims to standardize the operating procedures,
and in particular the quality-control methods used in
the different collections, and to set up a bioinformatic
network that links the catalogue databases. At the end
of the project, which is projected to the end of 1999, the
user will have the possibility of easily accessing high-
quality biological resources via the Internet, collecting
information on human and animal cells, bacteria, fungi,
yeasts, plasmids, animal and plant viruses, and DNA
probes and directly ordering online the material of
interest.

Through initiatives like the CABRI project, the ICLC
looks forward to a future of active development and
increasing interactions within the European and world-
wide network of culture collections.



ANIMAL CELL BANK AT THE INTERNATIONAL FOR
FERMENTATION, OSAKA, JAPAN

Contributed by M. Takeuchi

History of the IFO

Since the early part of the twentieth century, authentic
cultures of microorganisms have been collected and
preserved by several national Japanese organizations. The
collections of the Department of Agricultural Chemistry
at the University of Tokyo (FAT), the Central Laboratory
of the South Manchuria Railway Co. (CLMR), and the
Government Research Institute of Formosa (GRIF) are
noteworthy examples.

The IFO collection was started in 1944 with cultures
derived from the GRIF and FAT collections, and in
1946 the cultures from the CLMR collection were added
with the generous help of Professor Hirosuke Nagamishi
of Hiroshima University. IFO is greatly indebted to
Takeda Chemical Industries, Ltd., for donations and
to the Japanese government for grants and contracts
to support maintenance of the collection. IFO is a
nonprofit organization for the collection, preservation, and
distribution of authentic cultures of microorganisms and
animal cells useful for scientific and technological studies.
The number of cultures in the collection reached 16,000 by
the end of 1997.

ORGANIZATION OF IFO

The IFO Foundation has a board of 10 member trustees,
including the chairman Dr. Katsura Morita, 15 councilors,
and 2 auditors. The IFO institute employs a director,
Dr. Masao Takeuchi, 3 business staff, and 14 research
staff working in five sections: bacteria, actinomycetes,
yeast, fungi, and animal cells. Table 7 indicates the level
of activity of each section in 1998.

In the IFO culture collection 16,000 strains are stored
and 11,300 of these are fully catalogued in the List of
Cultures, Micro organisms 10th edition (1996), or Animal
Cell Lines 5th edition (1998). In 1998 9,000 strains were
distributed to researchers around the world, including
corporate researchers (17%) and foreign researchers (10%).
In each research section new microorganisms have been
isolated from nature.

Table 7. The Level of Activity of Each Section at the IFO
in 1998

In addition to the general collection, IFO also preserves
safety deposits and patent deposits of microorganisms
and cells. IFO has joint activities with the European
Patent Organisation (EPO) based on the Budapest Treaty.
IFO receives deposits of microorganisms and animal cells
for patent applications. Quality control of safety deposit
material is carried out depending on the preservation
contract with the depositor. Patent deposit materials are
preserved to ensure priority of patents. The IFO must
check the viability of these materials.

ANIMAL CELL SECTION

Two animal cell banks, the ATCC and the Coriell Institute
for Medical Research in the United States have for many
years provided the majority of research resources for
animal cells. During a 10-years period starting in the
mid-1980s several other cell banks were established, for
example, ECACC in the U.K. and DSMZ in Germany. In
Japan RGB of RIKEN, JCRB of Japan Health and Welfare
Ministry, and the IFO cell bank were also established.

The animal cell section of IFO was established in
1984 for preserving patent deposits of animal cells in
Japan. It operates as a public service and nonprofit
organization under Japanese Tissue Culture Association
(JTCA), guidelines for good cell banking. These guidelines
were drawn up in 1987 with reference to the World
Federation of Culture Collection and the U.S. Federation
of Culture Collection guidelines.

In 1998 approximately 800 cell lines were stored in
this facility, and approximately 200 cell lines are listed as
available for distribution. The section now focuses upon
human cells and brain-derived neural cells.

QUALITY CONTROL AT IFO CELL BANK

Accession to Distribution of Cell Lines

Cultures obtained from depositors are propagated accord-
ing to instructions to prepare the first seed stock. Cultures
derived from such seed stock material are then subjected
to critical characterization, including a series of tests for
microbial contamination, including by mycoplasma, and
isoenzyme analysis to verify species.

If these tests suggest that the cell line is acceptable,
it is expanded to produce seed and distribution stocks.
Antibiotics are not used in the culture media at any stage
of cultivation, to avoid masking infection.

Contamination

One of the most serious problems in tissue culture is
mycoplasma contamination. The IFO investigated the
contamination rates in 687 cell lines between May 1984
and October 1993. Of these 185 were contaminated
with mycoplasma, 8 with bacteria, and 2 with yeast
(Table 8). From the results of a contamination check
at IFO it is common knowledge that KATO III cells
were contaminated with mycoplasma; however, the
original established line has not been contaminated.

Section

Bacteria
Actinonycetes
Yeast
Fungi
Animal cells

Total

Strains
preserved

2900
1700
3100
7900
800

16400

Strains
distributed

4000
800

1500
2500

300

9100

Strains specially
collected

Sphingomonas
Streptomyces
Saccharomyces
Marine fungi
Neural-related cells



Cross-contamination with other cell lines was also found
in 15 cell lines, and these 15 lines were immediately
destroyed.

Incidences of Mycoplasma Contamination

IFO uses two methods for the routine screening of cell lines
for mycoplasma contamination. These are DNA staining
and PCR amplification of the DNA sequence between
the mycoplasma 16s and 23s rDNA genes. Mycoplasma
contamination was examined by Hoechst staining in cell
lines collected from within Japan and abroad by three
cell banks in Japan (IFO, Japanese Cancer Resources
Bank, JCRB, and RIKEN Institute of Physical and
Chemical Research) (33). The results are given in Table 9.
This survey showed that the incidence of contamination
decreased by 1992. Our campaign against mycoplasma
contamination may have caused this. Our samples were
taken from a variety of institutions, suggesting that
Japanese science operates with a contamination levels
of almost 20%.

Virus Contamination Test

Many cell lines come into contact with viruses during
cultivation. At IFO PCR-based assays have been developed
to replace the conventional method of observing cytopathic
effects on indicator cells. These include detection of
human papilloma virus (HPV) by PCR using sequences
homologous to the E6 open reading frame (34) and
retroviruses by RT-PCR (35).

DATA MANAGEMENT OF THE IFO CELL BANK

Data management is one of the most important aspects
of cell banking. The database, designed by the Cell
Bank committee of the JTCA, is used by the IFO and

other cell banks in Japan. The IFO database and cell
line listings can be viewed on the IFO home page
(http: I /www.soc.nacsis.ac.jp/ifo/index.html).

THE COLLECTION AND RESEARCH

The members of IFO cell banks are also engaged in
research, including immunology, cellular biochemistry and
developmental biology. The main research interest is in
the mechanisms of differentiation of animal cells. Human
megakaryoblastic cell lines and brain-related cells have
been studied in terms of their biological properties. There
are few neural-related cells that retain their biological
function in vitro. A current research goal at IFO has
been to isolate new cell lines from mouse brain and
establish neural precursor cell lines from mouse brain
or embryonic mouse olfactory neuron tissue. Two such
lines have now been isolated and fully characterized and
are now available from the IFO (36,37). These two lines
should provide a good model to study the mechanisms of
survival, proliferation, and differentiation of the precursor
cells in the central nervous system or in the peripheral
nervous system. Moreover, the animal cell bank of the
IFO endeavors to establish a specialized bank to collect
and maintain neurocytic brain-related cells.

JAPANESE COLLECTION OF RESEARCH BIORESOURCES
(JCRB CELL BANK)

Contributed by H. Mizusawa, H. Tanabe, T, Masui, and
T. Sofuni

Brief History of the JCRB Cell Bank (From 1984 to 1999)

The Japanese Collection of Research Bioresources (JCRB)
was originally established as the Japanese Cancer
Research Resources Bank program by the Ministry of
Health and Welfare (H&W) in 1984. The JCRB included
a gene bank as well as a cell bank, and they were
located separately in two independent institutions. The
cell bank was located at the Division of Genetics and
Mutagenesis of the National Institute of Health Sciences
(Yoga, Setagaya, Tokyo), and the Gene Bank was located
at the National Institute of Infectious Diseases (Toyama,
Shinjuku, Tokyo). Both institutes are members of the
Ministry of Health and Welfare of Japan. Operation
of the JCRB cell and gene banks was fully funded by
the Japanese Foundation for the Promotion of Cancer
Research from the data of inception in 1984 to 1995.

Being the first cell bank in Japan, the JCRB had to
establish the entire cell bank systems in place today. The
systems were based upon the cell banking model developed
by Dr. Hay and his colleagues at ATCC.

Therefore, when we first started the cell bank, we
required the assistance of outside research laboratories
with experience in cell culture quickly to accelerate the
activity of the JCRB cell bank. The following institutes
joined the cell bank program as cooperative cell banks:
Institute of Medical Research of Tokyo University; Kihara
Institute of Biology of Yokohama City University; Tokyo
University; Kihara Institute of Biology of Yokohama City

Table 9. Incidence of Mycoplasma Contamination in
Japan

Table 8. Contamination Levels Detected at IFO

Contaminant

Bacteria
Yeast
Mycoplasma
Other cell lines
Noncontaminated

Total No. of lines tested

No. of lines affected

8
2

185
15

477

687

Year

1984-1985
1986-1987
1988-1989
1990-1991
1992

Total

% of Contamination (no. of cell lines tested)

IFO

30% (171)
30% (143)

18% (80)
32% (191)

15% (68)

27% (653)

JCRB

28% (196)
14% (342)
9% (209)
4% (128)

0% (64)

14% (937)

RIKEN

40% (218)
10% (125)
20% (323)

36% (77)

26% (743)

Total

29% (368)
25% (703)
11% (411)
20% (642)
18% (209)

21% (2332)



that when viruses replicate in co-culture methods there is
no risk to staff and other cell lines.

JCRB currently uses a newly developed nested PCR
system that normally detects mycoplasma contamination
to detect bovine diarrhoea viruses. Using newly developed
primer sequence sets (45), we are now able to test for
BVDV in all cell lines using the nested PCR system.

JCRB/HSRRB CELL BANK SYSTEM

Since 1995, the HSRRB has taken over the responsibility
of distributing cell materials from the JCRB. Thus the
JCRB cell bank was restarted as a master cell bank,
where it could focus on increasing the amount and variety
of cell line collections and on developing quality-control
methods to develop qualified cell lines for the future.
The JCRB is now solely responsible for controlling the
quality of seed cell cultures and eliminating cross-culture
contamination. The cells for distribution are propagated at
the HSRRB, and the HSRRB is responsible for controlling
the quality of distributed ampoules. Currently, quality-
control measures of the JCRB Cell Bank include tests
for mycoplasma contamination, isoenzyme analysis to
identify animal species, and chromosome analysis for
further genomic characterization. In the near future, the
JCRB will institute new tests that look for different viral
contaminants and identify the individuality of the cell
lines. Since the JCRB cell bank is located in the Tokyo area
and the HSRRB is located in Osaka, some difficulties in
operating the cell bank have been experienced. However,
it is hoped that this isolation is only temporary and that
the two laboratories will be reunited in the future.

WEB SITE ON THE INTERNET

Information about the JCRB cell bank is now avail-
able on the World Wide Web (WWW), including infor-
mation about quality controls. In addition, the JCRB
website includes a link to the HSRRB website, which
contains information about the distribution process.
Internet addresses for both the JCRB and the HSRRB
websites are: JCRB Cell Bank URL: http://cellbank.nihs.
go.jp/; email: cellbank@nihs.go.jp; HSRRB Cell Bank
URL: http:l I www.jhsf.or.jp I English I index ̂ .html; email:
hsrrb@nihs.go.jp.

RIKEN CELL BANK

Contributed by T. Ohno

RIKEN Cell Bank has been established as a nonprofit
public collection for deposit, isolation, quality control,
preservation, and distribution of cultured animal cell lines
produced in the field of life science. Supported by the
Science and Technology Agency of Japan, it was set up in
the Tsukuba Life Science center of the Institute of Physical
and Chemical research (RIKEN) in 1987. Subsequently a
DNA Bank, Biolnfo Bank, and Plant Cell Bank joined to
form a consortium, the RIKEN Gene Bank.

Figure 6. RIKEN cell bank accessioning scheme.

RIKEN Cell Bank has collected more than 1500 animal
cell lines and had been distributing more than 2300
ampoules per year; this is the largest distribution from
public cell line collections in Japan. The cell lines collected
have been divided into two major groups, namely, the
certified cell line (RCB-CCL) and the cell-repository lines
(RCB-CRL).

RCB-CRL consists of established cell lines from 25
animal species; normal cell types from human, monkey,
and suncus; genetic mutant cell types; 12 types of
seminormal established cell lines such as NIH-3T3 cells;
serum-free/protein-free cultured cell lines; temperature-
sensitive cell lines; differentiation-inducible cell lines; fish
cell lines; insect cell lines; recombinant DNA transformed
cell lines; myelomas and hybridomas; other cell lines
such as those from salamanders. Also, cell line libraries
consisting of variants derived from a parent cell lines are
installed in RIKEN Cell Bank (i.e., Kimura's 3Yl library
and Mitsuhashi's insect cell line library).

ACCESSIONING SCHEME

RIKEN Cell Bank accepts and distributes cell lines after
the routine quality control applied to RCB-CRLs (Fig. 6).
The accessioning scheme is based upon that of the ATCC,
but additional viral DNA detection tests for human and
monkey cell lines are included. Human immunodeficiency
cirus-1 and hepatitis B-type virus are also tested for;
however, to date no cell lines have been shown to be
contaminated with these viruses.

CELL LINE DEPOSITION, RESTRICTION FOR
DISTRIBUTION, AND CREDIT POINTS

Depositors of cultured animal cell lines are welcome if the
cell line or a similar one has not been previously registered
with RIKEN Cell Bank. The certificate of acceptance
of the cell line is issued after the line is found to be
free of mycoplasma, and one credit point is given to the
depositor for each line accepted. The credit point can then
be exchanged by the depositor for an ampoule of any other
cell lines free of charge.

Starter Culture Token freeze

Mycoplasma check Viral DNA/cDNA check

Seed and Initial distribution stock

Viability check Replenish distribution stocks

Isoenzyme analysis Viability check

Mycoplasma re-check



University; Tokyo Metropolitan Institute of Gerontology;
Radiation Biology Research Centre of Kyoto University;
Okayama University, and Radiation Effect Research
Foundation at Hiroshima. This cooperative system was
maintained until 1995 and played an important role
in collecting many cell lines established in Japan.
Approximately 40% of the cell lines in the JCRB cell
bank were collected through activities of the cooperative
cell banks. The JCRB cell bank listed 570 cell lines as of
1998.449 of the 570 cell lines were collected from Japanese
scientists.

The JCRB cell bank has also built a system to distribute
cell materials. Distribution started immediately after
starting the operation. From its inception to 1995, all
cell materials were distributed free of charge, since full
funding was provided by the Foundation for Promotion of
Cancer Research. Although the depositors restricted JCRB
from distributing materials to scientists not involved in
the Cancer Research project of the H&W, there was soon
much demand for these resources. In fact, the distribution
from our cell bank at 1995 reached approximately 4500
ampoules per year.

Due to the growth in activity of the cell bank, the
H&W decided to make JCRB permanent; however, a small
handling charge for the distribution of cell materials was
introduced to help maintain the economic condition of the
bank. The Japan Health Sciences Foundation was brought
in to manage the distribution of the cell lines. However,
the involvement of the government in the distribution of
materials and the collection of handling fees created a
tremendous amount of paperwork and caused significant
delays in shipping the materials to scientists.

Since the foundation is a nonprofit and a nongovern-
mental organization, it can manage the distribution more
quickly and efficiently. Therefore, the Japan Health
Sciences Foundation established the Human Science
Research Resources Bank (HSRRB) in 1995 in the Osaka
branch of the National Institute of Health Sciences. The
JCRB now supplies seed ampoules to the HSRRB, and the
HSRRB propagates cell lines for distribution and storage
at their laboratory.

Now the JCRB cell bank is responsible for collecting
cell lines and maintaining quality control of seed cultures.
It is also involved in developing new methods for quality
control and new materials for research. Since the quality
controls for seed cultures are crucial for the distribution of
ampoules, the JCRB has focused its efforts on developing
an extensive quality control system at the cell bank of the
H&W.

QUALITY CONTROL OF CELL LINES OF THE JCRB/HSRRB
CELL BANK

Mycoplasma-Free Cell Culture

Until recently, there have been few strong arguments
by Japanese scientists supporting the use mycoplasma-
free cell lines. Therefore, numerous cell lines, up to 40%
of lines collected from Japanese laboratories (33), were
found to be contaminated with mycoplasma. In view of
this, one of the first quality-control measures of the JCRB
was to establish a system that would ensure that the cell

lines would remain free of contamination, especially from
mycoplasma.

The first system that we established was a system
of detecting mycoplasma using the traditional staining
method by Hoechst 33258 with amplification of Vero cells
in culture (38). Currently this method is complemented by
a nested PCR technique developed by Harasawa (39,40).
Both methods are now used to confirm the absence of
mycoplasma in every cell line that is cultured.

Many cell lines that are deposited at the JCRB are still
found to be contaminated by mycoplasma. This stressed
the importance of finding a good system to eliminate
mycoplasmas from cell cultures. Initially, we had difficulty
finding a good reagent. However, the antibiotic of choice
now is MC210 (Dai Nippon Pharmaceutical Co., Osaka,
Japan), which is effective in removing mycoplasma from
greater than 90% of the cell cultures tested.

After treatment and confirmation of decontamination,
the decontaminated cell cultures are then stored as seed
stocks. When we prepare seed cultures as frozen ampoules,
portions of the seed stock are applied to extensive cell
culture for over 30 passages continuously. Portions of
the cell cultures are then continuously withdrawn and
examined for contaminants. At the end of the passages we
determined that the ampoules prepared were negative for
mycoplasma contamination.

Prevention of Cross-Culture Contamination

The JCRB cell bank uses chromosomal analysis and
isoenzyme analysis to detect cross-culture contamination.
Although these methods work well in identifying the
species among a variety of animals, with many lines
derived from the same species it is more important to
identify individuality for the large number of human lines
in the JCRB collection.

To achieve this the JCRB modified the Jeffrey DNA
fingerprinting technique and established a DNA profiling
system (41,42). Using this technique, all cell lines in
the JCRB cell bank have been tested. Among all the
human lines tested two were found to be identical. These
lines have been removed from the catalogues. Since
these experiments are done routinely, one of the major
weaknesses with the DNA fingerprinting technique is
the need to use radioactive chemicals for Southern blot
and hybridization analysis. Therefore, even with the DNA
profiling system, it has been difficult safely to identify the
individuality of each cell culture.

Recently, a precise method using short tandem repeat
sequences (STR) to identify the individuality of cell lines
derived from humans has been introduced (43) and made
available commercially (44). Since this technique is much
easier to use than previous ones, the JCRB has decided to
use the STR methods to identify cell lines routinely in the
laboratory.

Detecting Virus Contamination in Cell Culture

Other contaminants that are important in the cell bank are
viruses. However, this is a time consuming and expensive
activity. In addition it required special facilities to ensure



Cell lines are made available subject to any reasonable
restrictions requested by the depositor/developer.

SAFETY DEPOSIT

RIKEN Cell Bank accepts safety deposit of cell lines in the
form of prefrozen ampoules. These ampoules are kept in
gas-phase liquid nitrogen storage tanks in the range —140
to —170 0C and are never thawed.

MYCOPLASMA DETECTION

Detection methods used at the RIKEN Cell Bank
are Hoechst DNA staining and PCR amplification of
mycoplasma DNA, but species identification is not
performed. From 1985 to 1998 23.4% of 1083 cell lines
tested were found to be contaminated with mycoplasma.
For the researchers handling new cell lines that are in
doubt regarding mycoplasma status, RIKEN Cell Bank
offers inspection for mycoplasma.

RESEARCH ACTIVITIES

The management of RIKEN Cell Bank considers that
research activities related to animal cell biology should
be an important aspect of the bank and should be
developed carefully from the base of the current banking
service activities. RIKEN Cell Bank is accepting long-
term collaboration with intra- and interinstitutional
laboratories through use of particular cell lines and culture
techniques and also through sharing students, research
associates, research ideas, and funds. Current projects
include:

• Induction and expansion of human killer lymphocytes
for tumor immunotherapy

• Tissue engineering for development of hybrid-type
artificial tissues and organs

• Development of primary culture techniques for
human cells

• Development of hypersensitive detection methods for
virus genes

• In situ freezing method for cultured cells

CATALOGUES

RIKEN Cell Bank Publishes its General Catalogue
biannually, a Newsletter twice yearly and email news
7-8 times per year. All the cell lines available for
distribution are searchable in the RIKEN Cell Bank home
page (http: 11 www. rtc. riken.go.jp I).

WORLD REFERENCE CELL LINES

Through a long-term cooperation RIKEN Cell Bank
and the European Collection of Cell Cultures (ECACC)
have established two World Reference Cell Lines for
comparative operation in the field of cell culture. One

is a hybridoma cell line HyGPD-YK-I-I, which produces
IgG. The line has no commercial value but is intended
as a useful cell line for the comparative development of
serum-free culture media. The second line is the Vero cell
line (WHO-standardized cell line) held at ECACC.

The RIKEN Cell Bank is committed to the provision
of authentic cell lines free of microbial contaminants. It
is also active in other aspects of standardization in cell
culture, which is an ongoing role for the RIKEN Cell Bank
within the international network of culture collections.
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INTRODUCTION

The growth of eukaryotic cells is governed by a complex
array of biochemical reactions that are collectively known
as the cell cycle. The cell cycle controls are intimately
coupled to the internal and external states of the cell, and
thus ultimately control when a cell devotes the majority
of its energy to growth, DNA replication, successful cell
division, or cell maintenance. A recent explosion in the
amount of research devoted to cell cycle controls has
revealed that the activity of enzymes known as cyclin-
dependent kinases (CDKs) regulates the order of cellular
events that culminate in cell division. Furthermore, these
so-called cyclin-dependent kinases are themselves subject
to strict controls that govern their expression, activation,
and degradation, giving a cell the freedom to respond to
a variety of situations. An overview of the findings from
the numerous biological studies that have been conducted
on cell cycle control is presented here. Additionally, since
the cell cycle controls the most fundamental aspects of
cell growth and division, it can be linked to the dynamics
of many other cellular processes important to cell culture
such as protein accumulation and secretion. Therefore, in
order to achieve a more complete understanding of the cell
cycle, a discussion of some of the investigations that have
coupled the cell cycle to the dynamics of cellular process is
presented. Indeed, the framework diagrammed here offers
many opportunities for further research that can be used
to engineer more efficient methods of cell culture.

THE BIOLOGY OF THE CELL CYCLE

The cell cycle is a group of complex interrelated events
that exists to ensure that cells successfully divide to
form two normal daughter cells. The eukaryotic cell cycle
was originally divided into two stages, interphase and
mitosis, as observed by light microscopy. Interphase was
defined as the period between two successive rounds of
cell division, whereas mitosis was identified as the period
when the cell undergoes many structural changes, divides
its chromosomes, and undergoes cell division. The advent
of biochemical and genetic techniques later showed that
interphase consists of many cellular processes necessary
for the regulation of cell proliferation that cannot be
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INTRODUCTION

The growth of eukaryotic cells is governed by a complex
array of biochemical reactions that are collectively known
as the cell cycle. The cell cycle controls are intimately
coupled to the internal and external states of the cell, and
thus ultimately control when a cell devotes the majority
of its energy to growth, DNA replication, successful cell
division, or cell maintenance. A recent explosion in the
amount of research devoted to cell cycle controls has
revealed that the activity of enzymes known as cyclin-
dependent kinases (CDKs) regulates the order of cellular
events that culminate in cell division. Furthermore, these
so-called cyclin-dependent kinases are themselves subject
to strict controls that govern their expression, activation,
and degradation, giving a cell the freedom to respond to
a variety of situations. An overview of the findings from
the numerous biological studies that have been conducted
on cell cycle control is presented here. Additionally, since
the cell cycle controls the most fundamental aspects of
cell growth and division, it can be linked to the dynamics
of many other cellular processes important to cell culture
such as protein accumulation and secretion. Therefore, in
order to achieve a more complete understanding of the cell
cycle, a discussion of some of the investigations that have
coupled the cell cycle to the dynamics of cellular process is
presented. Indeed, the framework diagrammed here offers
many opportunities for further research that can be used
to engineer more efficient methods of cell culture.

THE BIOLOGY OF THE CELL CYCLE

The cell cycle is a group of complex interrelated events
that exists to ensure that cells successfully divide to
form two normal daughter cells. The eukaryotic cell cycle
was originally divided into two stages, interphase and
mitosis, as observed by light microscopy. Interphase was
defined as the period between two successive rounds of
cell division, whereas mitosis was identified as the period
when the cell undergoes many structural changes, divides
its chromosomes, and undergoes cell division. The advent
of biochemical and genetic techniques later showed that
interphase consists of many cellular processes necessary
for the regulation of cell proliferation that cannot be
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discerned under the light microscope. The cell cycle
was then partitioned into four separate phases: Gi (or
Gap 1), DNA synthesis (S phase), G2 (Gap 2), and mitosis
(M phase), where Gi refers to the gap between mitosis and
DNA synthesis and G2 to the gap occurring after DNA
synthesis and prior to mitosis.

Understanding the complex network of biochemical
events that guide a cell through successful completion
of cell division is of utmost importance in understanding
how cells behave in response to different situations. There
has been an explosion in the amount of cell cycle related
research being done in the past ten years. This is due, in
part, to the fact that a wide variety of cellular processes
are thought to be somehow regulated by cell cycle events
and proteins. Additionally, improper control of cell cycle
processes in higher eukaryotes has been linked to the
formation of cancerous tumors. This article discusses the
biochemical events that occur in the cell cycle and the
control mechanism that maintains temporal order of these
events.

The G1 and G0 Phases

Upon initial inspection, it would seem that the Gi
phase of the cell cycle is a particularly uneventful time
period (or gap) between the more spectacular events
that occur during mitosis and DNA synthesis. Closer
analysis of this interval, however, reveals that the cell is
closely monitoring its environmental and internal state to
determine whether or not the cell has sufficient resources
and an intact genome to safely complete the rest of the
cell cycle. In contrast to the other phases of the cell
cycle, Gi is highly variable between different cell lines
and growth conditions. For example, if certain factors
are not available, some cells do not progress towards the
S phase, but instead may enter a resting state called the Go
phase or quiescence. During this time, the cell undergoes
a significant reduction in RNA and protein synthesis and
will remain in this arrested state with unduplicated DNA
content until the cell receives the proper stimuli.

The sequence of events that take place during the Gi
phase has been deduced by observing how cells respond
when cultured in different environments. For instance,
when cultured cells are deprived of serum containing
growth factors, the synthesis of new proteins is drastically
reduced and a portion of newborn cells cease to advance
through the cell cycle. Through observations made using
time-lapse cinematography on a culture of Swiss 3T3
cells, it was determined that only those cells that exited
from mitosis less than four hours prior to growth factor
deprivation were arrested in Go, while all other cells
continued to mitosis as normal (1). This observation led to
the division of Gi into two subphases. The first subphase
consists of cells that are still dependent on growth factors
for cell cycle progression and are referred to as Gi
postmitotic (Gipm) cells, while cells which can proceed
through the rest of the cycle are called Gi presynthesis
phase (GipS) cells. The transition point where cells pass
from Gipm to Gips is commonly called the restriction point
in mammalian cells (2) and is analogous to "start" in
yeast. During Gipm, progression through the cycle is highly
dependent on growth factors and amino acids (3) which

are necessary for the production of certain regulatory
proteins (called cyclins) that are discussed later. It is
thought that the purpose of the Gips period is to allow
cells to grow, perhaps so that later in the cycle the
cell can focus its energy on other cellular processes
such as DNA replication in S phase and reorganization
of the cellular infrastructure during mitosis. This also
explains the fact that the Gips portion of Gi accounts
for nearly all the temporal variability in the cell cycle,
both within a population and between cell lines (2,3). For
example, after having passed the restriction point, larger
cells may proceed almost immediately to the S phase,
while smaller cells may linger in Gips for up to ten
hours before beginning the transition to the S phase (1).
Additionally, although growth factors are not required
to promote S phase entry once past the restriction point,
the length of Gips is significantly increased when factors
such as insulin and insulinlike growth factor (IGF) are
lacking in the environment, presumably due to a decrease
in net protein synthesis. Under these conditions, cells
undergo mitosis with a significantly reduced protein
content (2), suggesting that different growth factors play
an important role in growth and progression through the
cell cycle.

A culture of 3T3 cells arrested in Go by serum
deprivation can reenter the cell cycle and proceed through
the restriction point only after stimulation by the addition
of platelet-derived growth factor (PDGF) (1), and this
process is referred to as competence. Factors that initiate
competence, however, vary between cell lines (4), and
several other growth factor/cell line combinations have
been described (5). The biochemical effects of competency
factors such as PDGF are discussed later. Time-lapse
cinematography also revealed that cell cultures that lack
serum do not contain cells arrested all at one point, but
at numerous time points throughout Gipm. Additionally,
when stimulated to proliferate, arrested cells require an
extra 8 hours in Gi before proceeding to the S phase,
presumably so the cells can recover from Go (2).

The DNA Synthesis Phase

The S phase is the period when the cell replicates its entire
genome so that each daughter cell will receive a complete,
intact set of chromosomes. Due to the immense size of
mammalian genomes, multiple bidirectional replication
sites are necessary in order for the synthesis of new DNA
to be accomplished in such a short time (approximately
8 hours in most cell lines). In addition to chromosome
duplication, the cell must also synthesize proteins such
as histones for the formation of nucleosomes and the
chromosomal scaffolding. The replication of DNA has
been shown to be a highly ordered process. This was
observed by culturing cells with a thymidine analog
called bromodeoxyuridine (BrdU). Cells in the process
of synthesizing DNA take up BrdU and integrate it into
newly formed DNA. Cells can then be separated by their
position in S phase, based on the amount of BrdU in the
DNA, to determine the exact time of replication of certain
genes (6-8). These studies revealed several aspects of
the replication of certain genes. First, individual genes
within a cell line are replicated at defined periods in the



S phase, with many of the more active genes replicated
earlier than others. Furthermore, newly replicated DNA
is packed into nucleosomes a short distance behind the
replication fork (1).

It is also very important that the cells not replicate
the same chromosome more than once; thus there is
a mechanism that ensures that this does not happen
and is known as the rereplication block (2). Early cell
fusion experiments done in human HeLa cells showed
that nuclei prior to S phase could be induced to undergo
DNA synthesis early, whereas nuclei that have already
undergone a round of DNA synthesis do not undergo
another round of DNA synthesis (3). Later cell fusion
experiments show that nuclei with replicated DNA can
undergo another round of DNA synthesis before mitosis
after the nuclear membrane has been permeablized
and then repaired (4). A model involving a replication
licensing factor (RLF) was then proposed to describe
these phenomena. DNA would only be replicated if
RLF was bound to the chromatin to be broken down
by the replication machinery during the next S phase.
During mitosis, the nuclear envelope breaks down,
allowing new RLF to access the chromosomes and bind
to them, thus licensing the chromosomes to undergo a
single round of DNA replication. Support for this model
was gained when two protein complexes, called RLF-
M and RLF-B, were shown to be required to modify
chromatin before replication is allowed to proceed (5).
These protein complexes were shown to bind to chromatin
in late mitosis and be gradually removed during the
5 phase (6,7). The rereplication block model described
earlier has recently been modified to accommodate a more
detailed understanding of the proteins and mechanisms
involved (2). Chromosomes in Gi must first be "primed"
by the establishment of a prereplication complex (pre-
RC) containing an origin recognition complex (ORC), an
RLF complex, and other proteins. After initiation of DNA
synthesis, the pre-RC is disrupted to become the post-RC,
which still contains the ORC. The ORC may be some sort
of "docking" factor, which allows other components of the
pre-RC to assemble on the DNA.

The G2 Phase and Mitosis

Cells enter the G2 phase upon completion of DNA
synthesis, and this period lasts between 2 and 4 hours,
culminating with the onset of chromosome condensation.
During this time, duplication of the centriole is completed,
and cells produce many mRNAs and proteins that will be
used during mitosis. Cells may also use this period of time
before mitosis to ensure that the cell is sufficiently large
and is ready to undergo cell division.

Mitosis is generally the shortest phase of the cell cycle,
lasting only 15 min to 1 hr, depending on the cell line.
However, visual inspection of a cell culture reveals that
this is a very physically active period for the cell as it
goes through many structural changes in preparation
for cell division. Mitosis is traditionally divided into
6 stages that describe the mechanical events that occur
during this period: prophase, prometaphase, metaphase,
anaphase, telophase, and cytokinesis. The beginning of
mitosis, known as prophase, is marked by condensation of

Figure 1. The temporal order of the cell cycle. Cells exit mitosis
after cell division and are sensitive to the presence of growth
factors until they pass the restriction point. The large block
arrows depict the active period of the best-defined cyclin/CDK
complexes. The numbers next to the arrows correspond with the
numbers assigned to the various complexes as defined in Table 1.

the chromosomes into compact structures, which allows
sister chromatids to be more easily separated. The
cytoskeletal microtubules begin to disassemble, and the
mitotic spindle, a weblike array of microtubules that
mediates the events in mitosis, begins to form. Also
during this phase, the Golgi apparatus breaks up into
tiny vesicles and pinocytosis and RNA synthesis stop.
Prometaphase begins with the disruption of the nuclear
envelope, followed by the attachment of the chromosomes
to the microtubules that make up the mitotic spindle.
The microtubules attach to protein structures on the
DNA called kinetochores, which as we shall see are
very important in regulating progression through mitosis.
During metaphase, the mitotic spindle arranges all the
chromosomes in a single plane across the middle of
the cell called the metaphase plate. After alignment
of the chromosomes, the cell enters anaphase, when
sister chromatids are pulled to opposite sides of the
cell by the microtubules so that there is a complete
genome on either side of the cell. Microtubules not
attached to kinetochores then elongate, pushing the
spindle poles further apart. Telophase then begins,
resulting in the formation of two nuclei, one around
each set of chromosomes on opposite sides of the cell.
The cell then begins the process of cell division, called
cytokinesis, when a ring of actin and myosin that has
formed around the center of the cell begins to contract.
Upon completion of this process, two new daughter cells
are formed, each containing a complete, intact genome
and cytoplasmic organelles sufficient to support further
growth and proliferation.

The temporal organization of the cell cycle phases
is shown in Figure 1, where the numbers and arrows
represent when the corresponding cyclin/CDK complexes
listed in Table 1 are active.

Restriction Point



CONTROL OF THE CELL CYCLE

Successful completion of cell division requires that the cell
reside in an environment capable of supporting growth,
and that the cell cycle proceed as normal. As discussed
previously, cells require the presence of growth factors
and essential amino acids to support the synthesis of new
proteins. In addition, the immediate environment must
not be overcrowded such that daughter cells have room
to grow and further divide. If any of these conditions are
not met, cells enter the Go phase, and will eventually die
if environmental conditions are not improved. Similarly,
if the events in the cell cycle do not occur in the proper
sequence, daughter cells may not inherit the proper genetic
material or organelles to properly function, and thus
die. Therefore, cells must possess some means of sensing
whether or not the environment is able to support growth.
There must also be a control mechanism in place that
regulates the sequence of events that make up the cell
cycle. An understanding of the mechanisms that control
cell growth is of interest to many scientists including
oncologists and biochemical engineers. Oncologists may
be able to use the knowledge of the events regulating
the cell cycle to develop therapies against certain types
of cancers, while the control network of cells in culture
can be engineered to reduce a culture's dependence on
serum.

Central to the mechanisms that control the events of
the cell cycle are checkpoints. Checkpoints refer to points
in the cell cycle where certain criteria must be met before
the cell cycle can proceed any further. For example, the
restriction point in the Gi phase is a checkpoint, since cells
not cultured in the presence of growth factors are arrested
in G0 and not allowed to proceed through the cell cycle
until growth factors are supplied. Indeed several other
checkpoints that control the order of the cell cycle phases
and of the events within each phase exist throughout the
cell cycle. For instance, cells with unduplicated DNA do

not enter mitosis, and chromosomes are only replicated
once in each cycle. Additionally, cells with damaged DNA
do not undergo mitosis; rather they become arrested in
G2 to allow the DNA repair machinery to correct any
defects in the genetic material. Controls that mediate the
order of events in mitosis also exist. For example, entry to
metaphase is prevented until the chromosomes are lined
up at the metaphase plate. As we will see, complexes made
up of two classes of proteins are involved in regulating all
these events throughout the cell cycle. These two classes of
proteins are cyclins and cyclin-dependent kinases (CDKs).

Partners in Cell Cycle Regulation: Cyclins and CDKs

Cyclins were originally defined as molecules that accumu-
lated throughout the cell cycle in marine invertebrate eggs
and were then degraded during each mitosis (8). Several
years later, the amino acid sequences of various cyclins
were compared, and a consensus sequence of approxi-
mately 100 amino acids was found and dubbed the "cyclin
box" (9). Cyclins are now defined on the basis of the pres-
ence of the cyclin box in the native sequence. Currently,
12 cyclins have been identified in mammalian cells (cyclins
A-H, with 2 A, 3 B, and 3 D type cyclins) (10). Expression
of the cyclin box domain genes facilitates binding to CDKs
whose kinase activity is dependent on being bound to a
cyclin molecule (11) and are thus defined as proteins that
require binding to cyclins in order to attain activity (12).
There are 7 known CDKs in animal cells (named CDK
1-7). Different cyclins may interact with different CDKs
at specific points in the cell cycle, and each of these com-
plexes is specific for substrates with differing functions.
Since several of the complexes have similar substrate
specificity in vitro, the change in specificity is thought to
be due not only to changes in the affinity towards dif-
ferent substrates, but also to localization of complexes in
distinct parts of the cell by various cyclins (13). We shall
first briefly discuss the different cyclin/CDK complexes

The numbers listed with each complex correspond with the numbers listed in Figure 1. See the text or the references for more detail on the substrates of
the complexes.

Table 1. The Major Cyclin/CDK Complexes are shown, along with the Cell Cycle Phases where each Complex is Active
and their Respective Functions

Complex #

1

2

3

4

5

6

Cyclin/CDK complex

cyclin D/CDK4

cyclin E/CDK2

cyclin A/CDK2

cyclin A/CDK1

cyclin B/CDK1

cyclin H/CDK7

Cell cycle phase

Go, early-mid Gi

Gi/S transition

S

G2, M

G2/M transition, M

All cell cycle
phase?

Function

Stimulates exit from Go and
progression through the
restriction point;
phosphorylates pRb

Triggers S phase entry;
activates cdc25A

Phosphorylates DNA synthesis
machinery; inhibits E2F/DP1
transcription factor

Triggers formation of mitotic
spindle

Triggers entry into M;
responsible for many structural
changes in mitosis

Cyclin activating kinase (CAK);
phosphorylates other
cyclin/CDK complexes

Ref.

22,27,30,77-79

33,76,81,83

18,36,37,91

39,93,97

18,39,46,98-102

49,50



that form throughout the cell cycle, and then review the
regulation of these complexes. The major cyclin/CDK com-
plexes that are active throughout the cell cycle are listed
in Table 1 along with their corresponding times of activity
and their functions.

The major studies that resulted in the discovery of Gi
cyclins were performed in budding yeast (14). It was shown
that three cyclin molecules, CLNl, CLN2, and CLN3,
have important functions in advancing cells through
the restriction point (called start in yeast). In addition,
inactivation of all three molecules is required to cause
Gi arrest of the cell cycle. By searching for factors that
could complement the function of CLNs in yeast, several
mammalian cyclins were isolated: cyclin C, cyclin D, and
cyclin E (15). Other studies revealed several other Gi
cyclins, cyclins G and F; however, neither the roles that
these cyclins play nor their CDK partners are known (16).
It has been shown that cyclin C mRNA synthesis reaches
its peak in mid-Gi, and cyclin G mRNA synthesis starts
soon after growth factor stimulation of quiescent cells (17).
Conversely, cyclins D and E are fairly well characterized
and have been the focus of much attention, since defects in
control of these proteins have been implicated as a cause
of cancer (18).

While D-type cyclins have been shown to associate with
CDK2, CDK5, and CDK6, they seem to interact primarily
with CDK4 (19). Transcription of various combinations of
D-type cyclins (cyclins Dl, D2, and D3) is stimulated by
different mitogens (growth factors) depending on the cell
type, and their synthesis throughout the rest of the cell
cycle is maintained by the presence of growth factors (20).
Removal of growth factors halts the synthesis of D cyclins,
resulting in a rapid decrease in their levels, since they have
very short half-lives (21). Furthermore, in cycling cells,
the level of cyclin D does not vary, and only a small peak
showing its accumulation is observed. As noted previously,
growth factor deprivation has no effect on cells that have
passed through the Gl restriction point, and these cells
continue to cycle until their progeny become arrested in
early Gi. Additionally, microinjecting cells with cyclin
Dl-specific antibodies results in their cell cycle arrest
only during early to mid-Gi (22), while overexpression of
cyclin Dl results in a reduction in the length of Gx, the size
of the cell, and growth-factor dependency (23,24). These
findings indicate that the primary function of D cyclins
is to link the cell cycle machinery with the extracellular
environment, which permits the cell to become committed
to DNA synthesis when in a favorable environment or
become arrested in Go under unfavorable conditions.

Cyclin E is expressed soon after cyclin D expression
in Go cells stimulated with growth factors, and its
level peaks late in Gi. It has been shown to interact
with a single catalytic subunit, CDK2 (25). In contrast
to D cyclins, cyclin E is synthesized periodically and is
rapidly degraded soon after entry into the S phase, thus
adhering to the original definition of a cyclin (26). Similar
to cyclin D, cyclin E function has been shown to be
essential for progression through Gi, since microinjection
of anti-cyclin E antibodies prevents cells from entering the
S phase, while its overexpression results in acceleration
towards the S phase (27). This acceleration is, however,

balanced by an increase in the lengths of the S and G2
phases so that the length of the entire cycle remains
unchanged. The increase in the length of the S and G2
phases following increased expression of cyclin E may be
due to the fact that cells in which cyclin E is overexpressed
are smaller in size than cells expressing normal levels of
cyclin E. Since an increased amount of cyclin E advances
progression to the S phase early, it is possible that the
cyclin E/CDK2 complex is responsible for initiating the
synthesis of proteins that are used during DNA synthesis.
These findings, when taken together, suggest that the
cyclin E/CDK2 complex is involved in regulating the
passage from Gi into the S phase (16).

Upon entry into S phase, cyclin E is degraded, and
cyclin A takes its place as the partner of CDK2 (28).
Transcription of cyclin A is begun immediately after entry
into S phase, and its inhibition by microinjection of anti-
cyclin A antibodies allows, at most, only 10% of the DNA
to be replicated (29), and may also disrupt the temporal
relationship between DNA synthesis and mitosis (30). As
a cell progresses into the G2 phase, cyclin A is no longer
associated with CDK2. However, it forms a new complex
with CDKl (also known as cdc2 due to its homology with
the budding yeast kinase of the same name) to regulate
progression through G2 and into mitosis. It has been shown
that CDKl forms complexes with both cyclin A and cyclin B
near the G2/M transition (31). These complexes are located
in different parts of the cell, since cyclin A accumulates in
the nucleus, while cyclin B resides in the cytoplasm until
the breakdown of the nuclear envelope during mitosis (32).
Once they have completed their respective functions, both
cyclins are then rapidly degraded later in mitosis.

Experiments done in fission yeast suggest that the
cell monitors the presence of cyclin B, since cells undergo
another round of DNA replication when cyclin B/CDK1
complexes are not present (33). This implies that the level
of cyclin B/CDK1 complexes, both active and inactive, are
constantly monitored and the presence of these complexes
maintains cells in G2. Although this theory has not been
investigated in other eukaryotes, it is not entirely unlikely
given the high degree of conservation of cell cycle controls
among eukaryotic cells.

Regulation of the Cyclin/CDK Complex Activity. Three
different mechanisms allow tight control over the myr-
iad of cyclin/CDK complexes: (1) cyclin transcription and
degradation, (2) CDK phosphorylation and dephosphory-
lation, and (3) binding of the cyclin/CDK complexes to var-
ious inhibitory proteins. These three forms of cyclin/CDK
regulation interact to form an intricate regulatory network
that allows cells to control events temporally throughout
the cell cycle and to ensure that these processes are suc-
cessfully completed. These three mechanism of cyclin/CDK
complex regulation are depicted in Figure 2.

Intracellular concentrations of different cyclins, and
thus the activity of cyclin/CDK complexes, are regulated
by synthesis and degradation. There are two different
pathways by which cyclins can be degraded, depending on
the type of the cyclin. Cyclins D and E, which function
in early Gi and the Gi/S transition, respectively, are
inherently unstable and thus have short half-lives of



approximately 30 min. The instability of these cyclins
has been attributed to the presence of a PEST sequence
near the C-terminus of the cyclin box (34). In contrast,
cyclins A and B, which function in the S, G2, and
M phases, are stable throughout interphase, even when
they are not bound with CDKs. However, these cyclins
are degraded during mitosis in the proteosomes through a
ubiquitin-mediated pathway (35). These proteins contain
a sequence of amino acids near the amino terminus called
the "destruction box" that marks them for destruction.
Degradation of these proteins is also regulated so that
cyclin/CDK complexes that are necessary for cell cycle
progression are not inactivated before their specific tasks
are successfully completed. For example, it has been shown
that proteolysis of cyclin A and B does not occur in Xenopus
egg extracts until purified cyclin B/CDK1 complexes are
added (36). This suggests that the proteolysis pathway is
initiated by active cyclin B/CDK1 complexes. Conversely,
the addition of purified cyclinA/CDKl complexes to
the extracts had the opposite effect of delaying cyclin
degradation triggered by cyclin B/CDK1 kinases (37). The
fact that only cyclin B/CDK1 complexes can activate
proteolysis may explain why cyclin degradation does
not occur until correct assembly of the mitotic spindle
is achieved in metaphase (38). The exact mechanism of

regulation of cyclin degradation is unknown, but it has
been hypothesized that cyclin B/CDK1 activates a cyclin-
specific enzyme that catalyzes the conjugation of ubiquitin
to cyclins (39).

Cyclin/CDK complexes are also regulated by phospho-
rylation and dephosphorylation. Specifically, phosphory-
lation on T160/161 (threonine at amino acid 160/161)
(depending on the CDK) is necessary for activation of
the complex, while phosphorylation of T14 and Y15 (tyro-
sine 15) residues inhibits cyclin/CDK activity (Fig. 2). The
T160/161 residue is located on a "T loop," which is con-
served in all CDKs. When not phosphorylated, this loop
prevents kinase activity by covering the substrate binding
domain. Phosphorylation at this site serves two purposes:
It increases the affinity between the cyclin and the CDK
and therefore stabilizes the complex, and it alters the con-
formation of the T loop, allowing access to a substrate (40).

The kinase that is responsible for phosphorylation
of this residue on several CDKs is also a cyclin/CDK
complex. This complex, commonly referred to as CDK
activating kinase (CAK), is made up of cyclin H, CDK
7, and a third 32-kDa protein (41). Although the level
of CAK activity has not been shown to vary in a cell
cycle dependent manner, it is possible that the level of
cyclin H is regulated by its synthesis and degradation (38),

Figure 2. Control of cyclin/CDK complex activity. Cyclin/CDK activity is governed by three mech-
anisms: phosphorylation/dephosphorylation reactions, cyclin-dependent kinase inhibitors (CKIs),
and cyclin expression and degradation. After assembly of the cyclin/CDK complex, the activity of
CAK activates the complex, while phosphorylation by Mikl and Weel inhibits complex activity.
The phosphorylated complex is then activated by the phosphatase activity of cdc25 and is denoted
as complex (1) in this figure. Complex (2) has the correct residues phosphorylated which are
necessary for activation; however, it is bound by two CKIs and is inactivated. Complex (3) is shown
inactivated by cyclin degradation.
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The kinase responsible for activating CAK has not
been identified, but it has been shown not to be an
autophosphorylation process (41,42). Further studies done
with this complex have shown that it may play a role
in activating the RNA polymerase II C-terminus domain
kinase of transcription factor HH (43,44). This suggests
that cyclin H and CDK7 may have a more diverse role
than merely activating other CDKs (38).

Cyclin/CDK complexes are also subject to negative
regulation through phosphorylation of the T14 and Yl5
residues. These residues are found within the ATP binding
site of the enzyme. Phosphorylation of the Y15 residue
inhibits kinase activity by interfering with the transfer
of a phosphate group to a bound substrate (45), while
phosphorylation of the T14 residue acts by interfering with
binding of ATP (46). The regulation of phosphorylation on
these residues is not yet well defined in animal cells. In
addition, only the process of the tyrosine phosphorylation
is known in yeast, since phosphorylation of the threonine
residue is not necessary in this organism (10). In yeast,
the tyrosine residue is phosphorylated by the Weel and
Mikl kinases (47). The Weel kinase is in turn regulated
by the Niml kinase, which inhibits Weel activity. The
kinase responsible for phosphorylation of the Yl5 residue
in animal cells has been isolated (48) and is closely related
to Mikl (10). The dephosphorylation of these residues,
which is necessary for cyclin/CDK activation, is performed
by the phosphatases cdc25A, B, and C (49). Cdc25A has
been shown to be activated by the cyclin E/CDK2 complex
during transition to S phase. Furthermore, activated
cdc25A has been shown to activate both cyclin E/CDK2 and
cyclin A/CDK2 complexes (10). The cdc25C phosphatase
activates cyclin B/CDK1 complexes at the transition from
G2 to mitosis (10). The function of cdc25B is as yet
unknown.

The activity of cyclin/CDK complexes is also controlled
by certain proteins, known as cyclin-dependent kinase
inhibitors (CKIs or CDIs), that bind to these complexes
and repress their activation. Several different inhibitors
have been isolated from mammalian cells that interact
with either different cyclin/CDK complexes or the
CDKs themselves. These proteins are commonly named
according to their molecular weights, such as the 21-kDa
inhibitor known as p21. Other cyclin/CDK inhibitors are
p27, pl5, and pl6. These inhibitors are intricately involved
in regulating progression through the Gi phase, and have
thus been the subject of recent reviews (50-52).

Immunoprecipitation studies have revealed a very
interesting fact: Cyclin Dl is commonly found among a
quaternary complex of proteins that includes either CDK4
or CDK6, p21, and proliferating cell nuclear antigen
(PCNA) (discussed below) (19). The p21 protein acts as
an inhibitor by binding directly to cyclin B/CDK1, cyclin
E/CDK2, cyclin A/CDK2, and cyclin D/CDK4 complexes.
These cyclin/CDK complexes containing p21 are, oddly
enough, still enzymatically active in vitro, which directly
conflicts with studies showing that p21 is an inhibitor of
CDK activity and is able to induce cell cycle arrest (53,54).
It was later demonstrated that active cyclin/CDK/p21
complexes isolated from cycling cells could be inactivated
by the addition of more p21 (55), suggesting that the

stoichiometry of p21 binding to these complexes is very
important. For example, in cycling cells, there is only
enough p21 present so that each cyclin/CDK complex has
a single p21 molecule and thus remains active. However,
when the amount of p21 is increased or the cyclin/CDK pool
depleted, the ratio of p21 to cyclin/CDK complex increases
so that more than one p21 molecule binds to each complex,
resulting in inhibition of the complex kinase activity. We
will explore the circumstances under which this sort of
inhibition becomes important in a later section.

A second inhibitor that has been identified is called
p27. p27 and p21 have been shown to have highly similar
amino acid sequences near their amino terminus domains.
In addition, they also share the same range of specificity
for cyclin/CDK complexes. The cell cycle arrest of certain
cell lines in response to some environmental signals such
as contact inhibition and transforming growth factor- P
(TGF-/0 has been shown to be due, in part, to inactivation
of cyclin/CDK complexes by this inhibitor (56), and the
exact mechanism of this type of arrest will be described
shortly. A recent discovery has given some insight into
one of the mechanisms by which this protein inhibits
cyclin/CDK activity. Cyclin/CDK complexes that have
not yet been activated by CAK phosphorylation can be
bound by p27, which then blocks the CAK's access to
the threonine residue found on the CDK subunit (57).
Presumably another mechanism exists for inhibition of
active complexes.

The main function of the p27 inhibitor seems to be
to prevent the Gi/S transition from occurring, when the
need arises, by inhibiting the activity of cyclin E/CDK2
complexes (58). In normal cycling cells, the p27 inhibitor
seems to be dispersed among the different cyclin/CDK
complexes that are active during Gi; therefore, it does
not have a significant impact on any essential events.
However, in response to stimulation by TGF-/? it has been
suggested that the expression of CDK4 is down regulated,
resulting in an increased amount of p27 bound to cyclin
E/CDK2 complexes (59).

The pl6 inhibitor was originally found associated with
CDK4 in a transformed cell line (60). Unlike the p21 and
p27 inhibitors, pl6 was found to associate specifically with
the cyclin D CDKs CDK4 and CDK6. It competes with
cyclin D for the CDK subunits and may even act to disrupt
cyclin D/CDK complexes. This inhibitor is thought to play
an important role in regulating growth, since the pl6 gene
has been shown to be deleted in many tumor cell lines (61).

Examination of TGF-P arrested cells led to the discovery
of another inhibitor, pl5, which was shown to be bound
to CDK4 (62). Similar to pl6, pl5 binds to CDK4 and
CDK6, competes with cyclin D, and may be involved
in arresting cells treated with TGF-£ in Gi. TGF-^1

stimulates the synthesis of pl5 so that its level is increased
approximately 30 times. This allows pl5 to sequester the
CDK4 complexes so that a much larger amount of the
p27 inhibitor binds to and inactivates cyclin E/CDK2!
complexes, resulting in Gi arrest.

The Cyclin/CDK Complexes in Action

Now that we have discussed the events that occur in the
cell cycle and defined the major regulatory proteins, we



are in a position to examine the mechanisms that control
cell cycle progression. Indeed, control of the activity of the
cyclin/CDK complexes is at the heart of cell cycle regu-
lation, since these complexes either directly or indirectly
act on cellular constituents that are capable of bringing
about changes in intracellular events. This implies that the
proper regulation of these cyclin/CDK complexes is essen-
tial for maintaining the temporal integrity of cell cycle
events. This is accomplished by repressing the activity of
the appropriate kinase through different combinations of
cyclin degradation, phosphorylation/dephosphorylation of
specific CDK residues, and the action of CDK inhibitors.
These controls not only maintain temporal stability, but
also ensure that DNA synthesis is not carried out when
DNA is damaged and that mitosis does not occur in the
presence of damaged or misaligned chromosomes.

Gi to S Phase Control. An important property in
normal cells is their ability to sense the state of the
extracellular environment, such as the presence of various
growth or inhibitory factors or contact inhibition. This
communication between the cell and its surroundings
takes place in the Go and Gi phases, and the cells respond
by becoming quiescent, by undergoing programmed cell
death (known as apoptosis), or by continuing with the cell
cycle. The interaction with the environment ceases when
the cell passes the restriction point, after which the cell
is said to be committed to DNA synthesis. We will now
consider the machinery responsible for directing the path
that the cell will traverse in response to signals from the
environment.

Several lines of evidence indicate that the product of
the retinoblastoma gene, pRb, is responsible for linking
signals from the extracellular domain (63). Specifically,
mutation or deletion of this gene is found in many
cancerous cell lines that have lost their ability to regulate
proliferation (64). Additionally, pRb accumulation was
found to coincide with suppression of growth in TGF-/3
induced arrest (65), while inhibition of pRb results in a
resumption of cell cycle progression. Mammalian DNA
viruses, whose main purpose is to activate quiescent cells
so that they can use the cell's replication machinery
to duplicate their own DNA, encode enzymes that
phosphorylate the hypophosphorylated form of pRb (66).
This led to the belief that pRb is in its active state
when under phosphorylated, and that phosphorylation
of this protein results in its inactivation. This is supported
by the fact that hypophosphorylated pRb is present
in Go cells and is phosphorylated later during the
Gi phase. In its active form, pRb binds to several
proteins, including a heterodimer of proteins from the
E2F and DP family of proteins. This heterodimer,
called DRTF1/E2F (67), is a transcription factor, which
stimulates the transcription of numerous proteins that
are necessary for cell cycle progression such as CDKl,
cyclin A, and a variety of proteins that are indispensable
during DNA synthesis (68).

In order to further characterize Gi events, it is
necessary to find out what is responsible for inactivating
pRb. A likely candidate seems to be the cyclin D/CDK4
complex. The presence of this active kinase is highly

dependent on the presence of growth factors that stimulate
the synthesis of cyclin D, and thus the activity of this
complex appears during the time period when pRb is
inactivated. Moreover, cells that lack functional pRb do
not require the presence of cyclin D/CDK4 to proceed
through the cell cycle, implying that the primary function
of this complex is to inactivate pRb (69). Indeed, the
belief that pRb is a substrate of this complex was
confirmed, since cyclin D/CDK4 is capable of binding to
and phosphorylating pRb in vitro (70,71). The following
feedback loop, involving the levels of cyclin D and the
functional state of pRb, has been proposed (72). Cells that
lack functional pRb have drastically reduced levels of
cyclin D. However, addition of pRb to these cells results
in the synthesis of cyclin D. Active kinase complexes are
then allowed to form, and act by phosphorylating pRb.
The hyperphosphorylated form of pRb down-regulates the
levels of cyclin D during late Gi, causing the inactivation
of CDK4, which in turn allows pRb to be activated once
again by the action of phosphatases, and the cycle begins
anew upon completion of mitosis.

Since the CDK inhibitors p21 and p27 are constitutively
expressed in cycling cells, these molecules are present
throughout the Gi phase. This indicates that in order for
cells to advance past the restriction point, the level of
cyclin D/CDK4 complexes must increase until it exceeds
the number of inhibitor molecules present so that there is
at most one CKI per cyclin/CDK complex to allow kinase
activation (56). This model not only satisfies the timing
of cyclin D/CDK4 activation, but suggests a dual role for
this complex. Its primary function is to phosphorylate pRb
to promote the transcription of important genes, while its
secondary role is to sequester the CKIs so that the cyclin
E/CDK2 complex, which is the next kinase to be active
in the cell cycle, cannot be inhibited by these molecules,
thus allowing the transition to the S phase to occur (50).
A schematic representation of the control mechanism that
regulates progression through Gi is shown in Figure 3.

As mentioned previously, the activity of cyclin E/CDK2
complexes during the cell cycle has been narrowed down to
the transition from Gi to S. Some of the possible substrates
for this complex include the so-called "pocket proteins,"
which include pRb, plO7, and pl30 (68). The term pocket
protein refers to those proteins that are involved in binding
to certain proteins, such as transcription factors, and
releasing them after activation of the pocket protein by
the action of a CDK kinase. The cyclin E/CDK2 complex is
localized in the nucleus, where it is bound to E2F, pl07,
and p 130 (although it has not been shown to phosphorylate
these proteins) (73), suggesting that it too plays a role in
regulation of transcription. The E2F subunit that interacts
with cyclin E/CDK2 has been shown to differ from the E2F
found associated with pRb, which hints that they have
different properties (74). One confirmed substrate of cyclin
E/CDK2 is the cdc25A phosphatase, which is involved in
activating CDKs by cleaving the inhibitory phosphates on
both a tyrosine and a threonine residue (75). The cdc25A
phosphatase has been proposed to activate both the cyclin
E/CDK2 and cyclin A/CDK2 complexes, creating a positive
feedback loop between cyclin E/CDK2 and cdc25A [see
Fig. 4(a)]. If this feedback loop does indeed exist, it has



been hypothesized that the activation of cdc25A occurs
in response to the completion of some Gi event like
the duplication of the centrosome or the accumulation
of certain DNA synthesis proteins (76).

Experiments done in yeast suggest that proteolysis may
be involved in activating the cyclin E/CDK2 homologue,
which plays an important role in the Gi/S transition (77).
It has been shown that a protein called cdc34 is necessary
for the Gi/S transition to take place, possibly because it is
responsible for initiating the degradation of certain CKIs.
Functional homologues of the cdc34 protein have been
isolated in vertebrate cells and are thought to stimulate
the degradation of the p27 inhibitor (78). This, in addition
to isolation of CKIs by the cyclin D/CDK4 complex, could
possibly aid in beginning the onset of the synthesis phase.

In summary, a cell becomes arrested in Go in response
to some extracellular signal that triggers a decrease in
the level of cyclin D below a threshold level of CKIs.
This allows p21 and p27 to bind to cyclin D/CDK4
complexes in a 2-to-l ratio, resulting in an inhibition
of kinase activity. Following stimulation of cyclin D
synthesis due to the presence of growth factors, there
is an increase in cyclin D/CDK4 kinase activity, since
there is no longer enough inhibitor present to inactivate
all the complexes. This active CDK kinase then serves
two purposes: (1) to inactivate pRb, allowing the release
of transcription factors that induce the synthesis of other
cyclins and DNA synthesis proteins, and (2) to isolate the
CKIs and allow activation of the cyclin E/CDK2 complex.
This complex then stimulates the release of additional

transcription factors and initiates a positive feedback loop
that triggers the onset of the DNA synthesis phase.

Once cells move beyond the restriction point, they are
committed to entering the DNA synthesis phase. Cells
do, however, have the power to delay the onset of later
events to ensure the proper coordination of important
processes. For example, failure to repair damaged DNA
greatly increases the occurrence of genetic mutations,
which can have disastrous consequences for the cell. Thus
an additional checkpoint exists in late Gi phase that
ensures that the DNA is free from damage and ready to be
replicated. We will now see that cells possess the means
to sense when there is damage to the genetic material
and then halt cell cycle progression to allow the DNA
repair machinery time to repair any defects in the genetic
material. It has been determined that there is a single
protein, p53, which is held accountable for inducing Gi
arrest in response to DNA damage (79) (see Fig. 3 for a
schematic representation).

By inducing DNA damage in normal cells, it was
determined that cells responded by increasing the level of
p53 and the CKI p21 (80). The increase in p21 then leads
to the inhibition of both cyclin D/CDK4 and cyclin E/CDK2
complexes to prevent entry into the S phase. Additionally,
p21 also functions to oversee the proper repair of DNA by
interaction with PCNA. PCNA is required for both DNA
synthesis and repair. When bound with p21, PCNA is no
longer able to interact with polymerase-5, thus preventing;
DNA synthesis; however, the DNA repair function remains;
unaffected by the inhibitor (81). Therefore, p21 must-

Inactive pRb Active pRb

Figure 3. The Gi control mechanism. Schematic of the control mechanism that governs the
progression past the restriction point and through Gi. The presence of growth factors stimulates
the expression of cyclin D to promote the formation of cyclin D/CDK4 complexes and increase
the amount of complex to a level above the inhibitory threshold of CKIs. This increase in cyclin
D/CDK4 complexes results in kinase activity, which then promotes the release of transcription
factors. DNA damage results in the expression of p53, which increases the amount of CKIs present
to arrest cells in Gi and allow DNA repair to take place.
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inhibit both CDK activity and the PCNA/polymerase-<5
interaction in order for DNA repair to be carried out
before advancing to the S phase.

S Phase and G2 Progression. Shortly after the cyclin
E/CDK2 complex triggers entry into the S phase, cyclin E
is degraded and CDK2 interacts with cyclin A. There is
evidence that cyclin E may be degraded in a ubiquitin-
mediated pathway as in budding yeast, but this has
not been confirmed (82). The cyclin A/CDK2 complex
is localized in the nucleus where it associates with
plO7, pl30, and E2F (83). Interacting with E2F allows
the kinase to phosphorylate the DPI subunit of the
transcription factor complex, which inhibits its DNA
binding capability (84). This suggests that when cyclin A
synthesis begins in early S phase, it aids in halting the
transcription of genes triggered by the E2F complex in the
late Gi phase. No other substrates of this cyclin/CDK
complex have been identified except for the helicase
RF-A, which is one component of the DNA synthesis
machinery (10).

Upon completion of DNA synthesis, CDK2 is degraded
and cyclin A forms a new complex with CDKl (85).
It is not known if this complex has any function in
the G2 phase, but its activity has been implicated in

triggering initial events that occur in mitosis. During
G2, cyclin B begins associating with CDKl in the
cytoplasm and is transported to the nucleus just prior
to mitosis. Mitosis begins when the cyclin B/CDK1
complex is activated, and it has been suggested that a
checkpoint mechanism exists that prevents activation of
this complex until duplication of the centriole has been
completed (86). One model that describes this transition
involves regulating cdc25C activity by down-regulating
protein phosphatase 2A (PP2A), which controls cdc25C
activity (76). Signals could be initiated from the DNA
replication machinery or from the proper organization of
chromatin that would inhibit the action of PP2A. This
allows cdc25C to become activated and dephosphorylate
the inhibitory residues on CDKl, causing its activation.
A positive feedback loop is then initiated [see Fig. 4(b)],
whereby active cyclin B/CDK1 complexes activate more
cdc25C and, in budding yeast, inactivate the weel kinase
by phosphorylating a residue that inhibits its action (87).
This mechanism brings about a sharp transition into
mitosis almost immediately after a small amount of CDKl
is activated.

Another mechanism exists that allows cells with
damaged DNA to become arrested in G2. In response
to DNA damage, transcription of the CHKl kinase is

Figure 4. The S and M phase entry mechanisms. The positive feedback mechanisms that trigger
the entry into S phase (a) and mitosis (b). The transition to S phase is triggered when an active
cyclin E/CDK2 complex activates the cdc25A phosphatase, which, in turn, activates more cyclin
E/CDK2 complexes, causing a sharp rise in active complexes. These complexes then phosphorylate
pRb to stimulate the release of transcription factors. The M phase transition is triggered by
a positive feedback mechanism between cyclin B/CDK1 complexes similar to that described
for part (a). In addition, the active cyclin B/CDK1 complex inactivates the mikl kinase that
phosphorylates the complex on an inhibitory residue, thus contributing to the steep rise in cyclin
B/CDK1 activity.
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initiated. This kinase targets cdc25C and phosphorylates
the serine-216 residue, which allows formation of a
binding site for the 14-3-3 protein that inhibits cdc25C
activity (88). This then allows the DNA repair machinery
to work, since the cyclin B/CDK1 complex cannot be
activated by cdc25C.

Supervising the Order of Events in Mitosis. The point
when the cyclin A/CDK1 complex is most active occurs
just after the cell enters into mitosis, which coincides with
nucleation of the centrosomes and the formation of the long
microtubular extensions of the mitotic spindle. Indeed, it
has been shown that cyclin A/CDK1 activity has a profound
effect on the nucleating ability of the centrosomes in
Xenopus extracts (89). Once spindle formation is complete,
cyclin A begins to be degraded and the activity of cyclin
B/CDK1 complexes takes over.

The cyclin B/CDK1 complex is either indirectly or
directly involved in regulating almost all the structural
reorganization that takes place during mitosis. Chro-
mosome condensation begins in prophase, when cyclin
B/CDK1 phosphorylates his tone Hl, transcription factors,
and several other proteins (90). Phosphorylation of these
proteins is thought to weaken the interaction between
these proteins and the DNA, allowing the chromosomes to
pack more tightly (91). In addition, after formation of the
mitotic spindle is complete, the cyclin B/CDK1 complex
reduces the nucleating ability of the centrosomes, which
causes the microtubules to shorten to a length suitable
for the alignment and separation of the chromosomes (10).
The breakdown of the nuclear envelope, which marks the
beginning of prometaphase, and the reorganization of the
cytoskeleton are also brought about by phosphorylation.
The nuclear lamina are present in a hypophosphorylated
form in an intact nucleus, and when phosphorylated by
the cyclin B/CDK1 complex, the lamina network breaks
down, contributing to nuclear disassembly (92). Lamina
phosphorylation itself is not sufficient to achieve dis-
ruption of the nucleus, however, and these mechanisms
remain unclear (38). Caldesmon has also been shown to
be a substrate of the mitotic CDK complex, and micro-
tubular reorganization ensues after its phosphorylation.
Caldesmon binds to actin and calmodulin, and its phos-
phorylation weakens its affinity for actin, causing the
microfilaments to dissociate (93). This process causes the
cells to take on a round shape, which is characteris-
tic of anchorage-dependent cells undergoing mitosis. The
activity of the cyclin B/CDK1 complex is also responsi-
ble for repressing the formation of the contractile bundle
until the cell enters anaphase (94). The cyclin B/CDK1
complex phosphorylates myosin, which prevents its asso-
ciation with actin filaments; so the contractile bundle is
unable to form. This inhibitory function of the complex
stays in effect until cyclin B is destroyed in the ubiquitin
degradation pathway. The activity of the cyclin B/CDK1
complex is, ironically, responsible for the initiation of its
own destruction (95), which stays in effect until the path-
way responsible for its destruction is turned off in late Gi,
possibly by the action of the cyclin E/CDK2 complex (96).

The final regulatory mechanism that exists in the
cell cycle is a checkpoint that prevents the onset of

anaphase until several other structural events have
taken place in the cell. Some of these events include
the assembly of a bipolar spindle, attachment of the
chromosomes to the spindles through the kinetochore, and
the migration of the chromosomes to the metaphase plate.
This suggests that proper completion of these processes
is somehow monitored to ensure that anaphase does
not begin prematurely (97). Several experiments (recently
reviewed in, Ref. 98) suggest that one of two events
signals that the cell is ready to undergo chromosome
separation and cell division. These events are either the
attachment of the chromosomes to the mitotic spindle (99)
or the presence of tension on the kinetochores due to
their attachment to a bipolar spindle (100). Since all the
structural reorganization processes that occur in mitosis
depend on the successful completion of earlier events,
failure to complete any one of these processes could
result in the failure of the signaling event to occur. This
would then stimulate a cascade of phosphorylation events
culminating in cell cycle arrest in mitosis.

Understanding Cell Cycle Regulation through Mathematical
Modeling

Understanding the complex array of biochemical events
outlined above can be difficult at times. Moreover, the
controls responsible for cell cycle regulation are rapidly
becoming more and more complicated. This complexity
makes it extremely difficult to understand the mechanisms
involved through logical thinking alone. Mathematical
modeling has been used for the purpose of explaining the
various physiological events that are commonly observed
in different situations in Xenopus oocytes and yeast cells.
The cell cycle controls discussed in this article have been
described for animal cells. However, the majority of initial
experiments on the cell cycle were carried out in yeast
cells and in Xenopus oocyte extracts. The components
that make up the control systems in these organisms
are largely identical to those of animal cells, and many
findings resulting from studies on these organisms have
been extrapolated to apply to animal cells. An initial
review of the literature would suggest that the control
systems in these organisms are different, but this is not
the case, since only the terminology used to represent the
components differs. The cell cycle nomenclature used in
these organisms has been reviewed elsewhere (10,38).

Modeling of the molecular controls that are thought to
control the cell cycle in Xenopus oocytes (101) and yeast
cells (102-104) has been done in order to determine the
effect of changing the activity of various components of
the regulatory network. We now believe that progression
through the cell cycle is governed by the activity of
cyclin/CDK complexes; that is, a sharp rise in a complex's
activity results in a transition to the next phase. The
aim of the molecular modeling done by Novak and Tyson
was to determine whether or not the control mechanisms
presented above could be used to describe the observed
behavior of cells in a variety of situations, or more simply
stated, to compare theory with experiment. In order to
do this, a set of equations (one for each component of
the system) was generated, based on the mechanisms
described above, to describe the rate of change of each



component as a function of time by translating the
proposed control mechanisms into simple reaction rate
equations. The resulting set of differential equations was
then solved using numerical techniques, and the activity
of the cyclin/CDK complexes could be followed with time,
and the sharp oscillations in complex activity could be
varied. Since sets of equations commonly contain more
than one solution (depending on rate constants and initial
conditions used), phase-plane plots were constructed, and
observation of limit-cycle-type behavior in these plots
indicates an oscillatory solution, which is characteristic of
proposed cell cycle control (see Refs. 102,105 for details).
This type of model is easily solvable by today's personal
computers and has been successfully implemented to
describe the observed behavior of a variety of yeast
cell cycle mutants (103,104) and of embryo and oocyte
maturation (101).

IMPLICATIONS FOR ANIMAL CELL CULTURE

The use of large-scale cultures of animal cells is becoming
increasingly important as the demand for their biological
products grows. Animal cell cultures are used for the
production of many different products of diagnostic
and therapeutic value, including vaccines, monoclonal
antibodies, and in some cases, the cells themselves (for
example, to replace the function of damaged tissue).
Developing culture conditions to optimize the production
and secretion of proteins is therefore of utmost importance
in meeting these demands. Consequently, the key to
designing such systems is not only determining the
kinetics of growth, secretion, and proliferation, but also
understanding how the cell cycle regulates certain cellular
processes. The heterogeneous nature of cell populations
has made it extremely difficult to obtain these data.
Various mathematical models have been developed to
describe cell behavior under different conditions. However,
they are, for the most part, unable to account for the
heterogeneous nature of cell populations and usually do
not provide insight into variations introduced by the cell
cycle. One model used to describe cell growth within a
heterogeneous population of cells, known as population
balances, has been developed (106-109). However, the
implementation of this approach has been hampered
by the difficulty in obtaining the single-cell parameters
necessary for its use.

These problems are being tackled through the devel-
opment and improvement of tools, such as flow cytometry
and fluorescent markers, which allow the examination of
single cell parameters within a heterogeneous population.
Flow cytometry is a very sensitive tool that allows one
to simultaneously obtain several single cell parameters
related to growth physiology from a large number of cells
in the population. Collecting these data allows one to
determine the size, DNA content (and thus cell cycle posi-
tion), and protein content (when the protein is conjugated
to a fluorescent marker) of individual cells in a popula-
tion. Many flow cytometric studies relating the cell cycle
to optimization of cell culture performance are available in
the literature. Several of these analyses and their findings
are outlined below.

Cell Cycle Dependent Protein Accumulation

Hybridoma cells have received the most attention in this
area since they are widely used in the production of
monoclonal antibodies (MAbs). Numerous studies have
suggested that lower rates of growth result in higher
protein production (110-112, and papers referenced in
Ref. 113). It has been argued that because populations
growing at slow rates have a larger fraction of Gi cells,
the Gi phase must be a period of enhanced protein
production and secretion. However, few studies have
been done to give insight into the mechanism for this
behavior. Additionally, other studies have been done that
show a positive correlation between growth rate and
protein production (briefly discussed in Ref. 113). These
variations in response observed by different researchers
may be explained since the overall growth rate of a
culture depends on both cell growth and cell death.
This means that the same overall growth rate can be
observed in two cultures with different rates of cell
loss and cell growth. The conclusion that can be made
from the examination of these different investigations
is that it is important to be aware of the different
methods used to quantify growth and protein production
in cell cultures since they may result in conflicting
results.

Al-Rubeai and colleagues used flow cytometric results
obtained from synchronous cultures, and concluded
that the rates of both Ig synthesis and secretion
are at a maximum at the Gi/S transition (114). The
synchronization of the culture was achieved by the
addition of thymidine, which arrests cells prior to entry
of the S phase. This type of analysis presents another
problem, however, since factors used for cell cycle arrest
have been shown to alter the cell metabolism (115), so
that these results should be viewed with care. A more
complete series of studies on rates of MAb production
during the cell cycle was performed by Kromenaker and
Srienc. The first study involved using flow cytometric
data obtained in asynchronous cultures and applying
these data to population balances to find the single
cell rates of protein accumulation in various cell cycle
phases for both antibody-producing and -nonproducing
cell lines (116). It was found that during the early Gi
phase, producer cells with low protein content have a
specific rate of accumulation of protein approximately
3-5 times greater than the specific rate observed for
the remainder of Gi phase cells. This indicates that the
rate of protein synthesis is much greater than the rates
of protein degradation and secretion in the Gi phase.
The S phase of the cell cycle was shown to a have a
low specific rate of protein accumulation that remained
relatively steady throughout this period. Extending this
analysis to the G2 + M phase yielded a negative specific
rate of protein accumulation, indicating that protein is
lost due to secretion and degradation during this period
of the cell cycle. From these findings, it was concluded
that the disruption of the secretion system that occurs
during the division of the cell accounts for the extremely
high rate of accumulation observed in early Gi since the
transport system probably has not had time to recover
from its disruption.



A later report by Kromenaker and Srienc described
the relation between growth rate and secretion rates
during the cell cycle as determined using single-cell data
and population balances (117). Lactic acid was used as a
growth suppresser, and the concentrations were changed
to vary the specific growth rate. This study brought several
previously unconsidered factors to light. By analysis of
the DNA distribution of the populations at different
growth rates, it was found that the lengths of all the
cell cycle phases were increased by the same factor that
the specific growth rate was decreased. This is in direct
contrast to other studies that suggest that the increase in
productivity is due to the increase in the length of the most
productive phase of the cell cycle. Second, the application
of population balances in this study revealed that the
net specific rate of antibody synthesis is independent of
growth rate. Additionally, the specific secretion rate of G2+
M cells is greater than the rate in the other two phases,
and remains constant with decreasing growth rates. In
contrast, the specific secretion rates for Gi and S phases
increase with decreasing growth rate. These findings are
consistent with the hypothesis that the disruption of the
secretion pathway during cell division results in lower
secretion throughout Gi until the Golgi apparatus has had
sufficient time to reassemble. During this time, antibodies
accumulate in the cell until they can be secreted during
G2 + M, before the Golgi apparatus is disrupted once
again. Thus, at lower growth rates, more time is spent
in Gi; so an increased secretion rate is observed since
the cells have had time to recover from cell division.
A subsequent study tracked the amount of cell surface
antibodies as a function of DNA content (118). Since prior
experiments determined that the amount of cell surface
antibodies observed is a good measure of the rate of
secretion, these data were used to determine the pattern of
secretion during the cell cycle. The results obtained from
this method also agreed with the hypothesized regulation
of secretion described above.

Understanding the regulation of foreign genes in
animal cells is also of great interest since recombinant
DNA is commonly used to express proteins of interest
in immortal cell lines such as Chinese hamster ovary
cells (CHO cells). This provided the motivation for studies
in which the expression of foreign genes in animal
cells was tracked throughout the cell cycle. One study
tracked the secretion of tissue-like plasminogen activator
(t-PA) in recombinant CHO cell cultures synchronized
by fluorescence-activated cell sorting (FACS) based upon
DNA content (119). This study shows that secretion of t-
PA reaches its maximum near the late S phase, while the
increase in this protein is maximum in the Gi phase. These
results are fairly similar to those obtained by Kromenaker
and Srienc using different methods. Gu and colleagues
also measured the expression of foreign /J-galactosidase
during the cell cycle in recombinant CHO cells (120) and
in recombinant mouse cells (121) and hypothesize that
control of foreign gene expression is promoter dependent.
These particular studies, however, showed that the use
of either the cytomegalovirus (CMV) promoter or the
mouse mammary tumor virus (MMTV) promoter causes
the production of /?-galactosidase mainly in the S phase.

Cell Cycle-Dependent Behavior of Culture Systems

There is a steady increase in the number of reports in the
literature that look to the cell cycle to explain various
phenomena, such as differing growth rates between
cultures and cell death due to shear stress in bioreactors.
For example, the effect of different inoculation sources
was examined by Al-Rubeai et al. (122). Two cultures that
were inoculated with cells from either the exponential
or stationary growth phase were examined using flow
cytometry. The culture inoculated with cells from the
exponential phase grew at a much greater rate than
the other culture, and therefore reached the death
phase much quicker due to nutrient exhaustion and to
buildup of toxins. Analysis of the cell cycle, cell size, and
mitochondrial activity of the cultures revealed differences
among the cultures. For instance, the slower-growing
culture was found to consist of a larger portion of cells
in Gi, while the culture with the greater growth rate had
a larger fraction of cells in the S phase. Since Gi cells
are generally smaller than the S phase cells, the culture
with a greater fraction of cells synthesizing new DNA will
use more nutrients than the smaller cells. Additionally,
cultures with elevated mitochondrial activity were also
shown to have a greater capacity for proliferation. These
findings led the researchers to conclude that examination
of these parameters can provide a means of predicting
how the culture will behave and a means of explaining
variations in the growth patterns of cultures.

It is also of great interest to determine how cells
behave in different culture systems. For cells in continuous
culture (123), it has been found that the fraction of cells
in the Gi phase decreases with increasing growth rate,
while the fraction of cells in the S phase increases. As
expected, the Gi phase accounts for most of the resulting
variability in the lengths of the cell cycle phases; However,
the S phase is affected slightly more than the G2 and
M phases. A more detailed analysis of the cell cycle was
performed in cultures containing microcarriers, and the
fraction of contact-inhibited cells was determined and
compared to a model (124). Microcarriers are commonly
employed in cultures of anchorage-dependent cells such
as CHO cells, since these types of cells must be attached
to a surface in order to proliferate. When the culture
grows to the point when there is no longer any surface
area available for newborn cells, contact inhibition occurs
and a portion of the cells cease to proliferate even when
provided with an ample supply of nutrients. Analysis of
this system yielded the distribution of cells in the cell cycle
during the lag phase, exponential growth, and confluency.
During the lag phase, the culture is predominantly in
the G1/G0 phases and rapidly enters the other cell cycle
phases upon reaching exponential growth. As the culture
reaches confluency, the culture gradually shifts back to
predominantly the G1/G0 phases; however, a portion of
the cells continue cycling. These findings are similar to
those of suspension cultures. Furthermore, a method was
developed to determine the fraction of cells affected by
contact inhibition, and the results showed tight agreement
with a model that had been developed.

Furthermore, when culturing animal cells in large-scale
bioreactors, the cells can be injured due to the shear



stress that results from agitation and sparging. There
have been several studies examining the mechanism of
cell damage and seeking to minimize injury to the cell
through the use of various shear-protecting agents such
as Pluronic F-68 and serum. However, there have been
relatively few studies examining the effect that these
forces may have on cell metabolism and growth. It is
evident that shear forces have an effect on the overall
growth rate of the culture due to an increase in cell death.
Lakhotia and co-workers (125) analyzed the rate of DNA
synthesis and the cell cycle phase distributions of cultures
grown in small-scale bioreactors with gas sparging and
varying agitation intensities to determine the effect that
these forces may have on growth kinetics of the surviving
cells. Measurement of the kinetics was accomplished by
measuring the uptake of BrdU and the DNA content
distributions of the surviving cells with the aid of flow
cytometry. They determined that in cultures exposed to
high agitation, the fraction of cells in the S phase increased
by up to 45%, while the fraction of cells in Gi decreased by
up to 50% compared to control cultures. The simultaneous
analysis of the DNA synthesis rate suggests that the
change in the cell cycle phase distribution is due to an
increase in the DNA synthesis rate. Additionally, when
cultured in the absence of shear stress, the apparent
specific growth rate of the cells previously exposed to the
shear forces was initially higher than, and later the same
as, that of control cells. It was also shown that an increase
in the agitation intensity resulted in a further increase of
the DNA synthesis rate. By subjecting cells to extreme,
short-term stresses induced by turbulent capillary flow,
it was determined that larger cells are more susceptible
to damage than smaller cells (126). This conclusion was
made based on the preferential disappearance of S and G2
cells when passed through the capillary. Another possible
explanation for these results is that an apoptotic response
triggered by the shear forces caused a decrease in the
size of the cells; however, verification of this hypothesis is
difficult.

Engineering the Cell Cycle

Once a more complete picture of how the cell cycle
regulates cell physiology and metabolism has been
painted, the cell cycle can possibly be manipulated in
culture in such a way that cells will perform desired
processes at an optimal level. For example, controlling the
regulatory mechanisms of cell growth and proliferation,
or controlling the rate at which cells advance through
the cell cycle, can lead to the enhancement of protein
production, improved economic feasibility, and easier
downstream processing. Indeed, there have been several
studies published to date that address these issues and
will undoubtedly lead to further examination of directing
cellular operations through the engineering of the cell
cycle in cells in culture.

Cells in culture are subjected to many different forms
of stress that may ultimately lead to cell death. Cell
death can be caused due to some external factors such
as hydrodynamic forces that may cause the cell to
rupture. Additionally, the response to certain stimuli,
such as limitation of glutamine, glucose, or serum or

the buildup of toxins, may result in programmed cell
death, called apoptosis, which is regulated by some of the
same pathways as the cell cycle (this topic is discussed
in detail in another article). When in culture, cells reach
their maximum cell density in a few days, after which the
process of programmed death is induced in the majority
of these cells (127). The discovery that the product of the
protooncogene Bcl-2 is able to suppress apoptosis led to
its use in cell culture to prolong the productive period of
the culture (128-131). Several recent studies show that
cells expressing this gene increased MAb production by
40% (129) and prolonged the viable culture time by up to
4 days by delaying the onset of apoptosis for 2 days (131).
Additionally, it was determined that the increase in MAb
production was equally due to both the prolonged survival
of cells and to the increase in protein production per
cell (131). The expression of the Bcl-2 gene also allows
cells to be cultured with a significant decrease in serum
supplementation (130). Specifically, Bcl-2 overexpressing
cells could maintain high viable cell concentrations for up
to 4 days, while the control culture lasted only 1 day when
supplemented with 0.5% serum. Moreover, cells cultures
supplemented with 9% serum with an additional 2% serum
feed after 4 days sustained productivity for 10 days, while
the control culture underwent apoptosis after 4 days (130).
These experiments show that the cell cycle controls can
be bypassed when expression of the appropriate gene is
induced in culture.

A similar approach has been used in CHO cells to
bypass the cell cycle controls that require the presence of
growth factors for efficient proliferation. The observation
that cells stimulated by growth factors possess elevated
cyclin E levels led researchers to transfect CHO cells with
a cyclin E expression vector (132). The expression of this
gene in cells cultured in protein-free media resulted in
cell proliferation and levels of cyclin E, cell morphologies,
and cell cycle phase distributions comparable to those
obtained in growth-factor-stimulated cells. An approach
related to the one used above employed expression of the
transcription factor E2F-1 in protein-free media to bypass
the growth factor requirements for proliferation (133).
Although the desired effect of eliminating growth-factor
dependency of the cells was achieved in both cases, the two
approaches had different effects on several cellular prop-
erties. For instance, the cells expressing cyclin E rapidly
round up and move into suspension, whereas the E2F-1
cells adhered more tightly to the surface. Additionally,
the same doubling time was observed for both cell types;
however, the cyclin E cells resided in Gi for approximately
20 min longer, while the S phase was reduced by 2 hours
as compared to the E2F-1 cells. Finally, the expression of
certain proteins varied between the two cell types. The
expression of cyclin A was shown to be 2 times higher in
the E2-F-expressing cells, and these same cells expressed
a greater number of proteins at higher levels, relative
to wild-type cells, than did the cyclin E expressing cells.
These results present two different ways of circumvent-
ing growth-factor-dependent controls that show different
effects on cellular processes. Additionally, these findings
may give some insight into the roles that these factors
play in the regulation of the cell cycle.



Another recent study involved increasing protein
production in cultured cells by arresting cells in Gi (134).
This was done by transfecting CHO cells with a gene coding
for either p21, p27, or p53175P controlled by a tetracycline-
regulated promoter. The p53 protein used in this study is a
mutant that has lost its apoptotic function; so the culture
would undergo Gi arrest and not programmed cell death.
The culture was allowed to proliferate until it reached
the desired cell density, after which expression of the
cell cycle arrest molecules was stimulated, thus blocking
proliferation. This sort of cytostatic process has several
advantages over other processes involving uncontrolled
growth of cultures, including slower rates of nutrient
exhaustion, higher protein production, and low genetic
drift.

Gene Therapy

A firm grasp of the events that control the cell cycle will
also yield significant advances towards the treatment of
various illnesses, including cancer and genetic disorders.
The connection between the cell cycle and some cancers has
been reviewed elsewhere (18,51,135,136). Many genetic
disorders that alter the way cells function result from
either the absence of an enzyme or the presence of a
flawed enzyme. This situation may be remedied by the
introduction of the appropriate genes into a target cell,
a procedure known as gene therapy. Although cells that
have incorporated the desired gene into their genome have
displayed the desired effects, this technique is limited by
low rates of gene transfer (137). Numerous studies have
attempted to uncover the factors that determine transfer
efficiency, resulting in the hypothesis that gene transfer
is cell cycle dependent (138,139). More specifically, since
the most widely used method for gene transfer is using
recombinant retroviruses, genes introduced into cells in
this manner are not integrated into the host's genome
until mitosis. It has been postulated that nuclear envelope
breakdown is necessary for the retro-viral integration
complexes to act. Based on these studies, Andreadis and
Palsson suggested that transfer efficiency depends both on
cell cycle and retroviral life cycle events and developed a
mathematical model describing the interplay between the
two (140). This model aided in the design of experiments
that allow the direct measure of intracellular retroviral
decay (138). Furthermore, they developed a method to
monitor the cell cycle dependence of gene transfer by using
the transduction of /3-galactosidase as a marker. Thus it
was determined that almost all transduced cells show up
in the early Gi phase, supporting the hypothesis that
only mitotic cells are susceptible to gene transfer (139).
These studies reveal the importance of the kinetics of both
retroviral decay and cell cycle progression of the target
cells in the efficiency of gene therapy.

CONCLUSIONS

An overview of the mechanisms by which cells respond
to different environmental stimuli has been presented.
Additionally, this summary has made it evident that even
after the commitment to synthesize new DNA is made, the

cell possesses the ability to monitor and direct internal
events. For instance, the transcription and activation
of key enzymes is regulated by the cell cycle controls
to ensure that necessary cellular processes are carried
out successfully. The existence of this type of control
suggests that almost every cellular process is somehow
linked to the cell cycle machinery to guarantee the proper
coordination of events throughout the cell cycle. A failure
to maintain the order of these events may result in cell
death or a disruption of normal cell behavior. Thus a
more complete understanding of factors that have an
effect on cell cycle regulation would allow one to gain
insight into better directing the cellular processes bound
to cell cycle control. This knowledge is characterized
by the recent explosion in the amount of studies that
have focused on better understanding the components
involved in directing cell division and their influence
on fundamental cellular processes. Additionally, a brief
overview of some of the studies devoted to understanding
cell cycle dependent processes and optimizing cell behavior
in culture is presented here. It seems that obtaining a
better understanding of the cell cycle and understanding
how the cell cycle directs fundamental components of cell
growth, such as protein production and secretion, may
provide the missing link that will allow researchers to
not only improve cell culture, but may result in the
development of treatments for many types of ailments
and dysfunctions, such as cancer, which are indubitably
cell cycle related.
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Cell division plays a crucial role in the development of
all complex multicellular eukaryotes. This is particularly
true of plants, which, unlike animals, can grow and
alter form throughout their life cycles. Therefore, an
understanding of the mechanisms that regulate the
plant-cell division cycle is of central importance if a
clear picture of plant development is to be arrived
at. Such scientific advances also hold the promise of
making significant advances in other fields such as
agriculture. Many agriculturally desirable traits (such as
yield) could be improved by manipulating the pattern
and/or frequency of plant-cell division. Furthering our
understanding of the plant-cell division cycle holds out
the hope of increasing our "scientific" knowledge and also
of making a positive contribution to the quality of life of
many people.
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many people.

Previous Page



THE CELL CYCLE

The basic function of the cell cycle is to replicate the
genetic material and to partition this genetic material
into each of two daughter cells. The now classical four-
phase model of the cell cycle was first defined in the
early 1950s when it was shown that DNA synthesis occurs
during a discrete period in the interphase. The cell cycle
is composed of the S (or synthesis) phase, during which
the DNA content of the cell is doubled, to provide genetic
material for subsequent segregation and partitioning into
daughter cells. This segregation and partitioning occurs
during mitosis (the M phase) and cytokinesis. The two
remaining stages of the cell cycle, Gi and G2 separate the
S and M phases. Originally "G" was used to designate "gap"
because there was little cellular activity observable during
these phases. Now it is clear, however, that despite the
lack of easily observed physical changes in the structure of
the cell, many of the controls of cell division occur during
the Gi and G2 phases.

PLANT CELL DIVISION

The basic processes that occur in plant cell division
(DNA replication and partitioning into daughter cells) are
similar to those in other higher eukaryotes. Cell division in
plants, though has some unique physical characteristics
(the formation of the preprophase band, phragmoplast,
and cellulose cell wall and the lack of some clearly defined
components of the mitotic spindle apparatus), and the
way that cell division is integrated into plant development
is also unique. In animals the form of the organism is
determined in the embryo, cell migration occurs and, in
the mature organism, cell proliferation replaces lost or
damaged cells. In contrast, plants are capable of growth
and of altering form throughout their life cycles by cell
division in specialized regions termed meristerns, and
subsequent tissue development and cell migration does
not occur (1,2).

MODEL SYSTEMS FOR INVESTIGATING PLANT
CELL DIVISION

The system of choice for investigations into plant-
cell division is often a cell-suspension culture. Ideally,
the cell suspension utilized should be composed of a
homogenous population of single cells or very small
cell clusters and for experimental ease should be fairly
rapidly growing. It is not always possible to obtain a cell
suspension that matches these ideals, necessitating the
use of alternative cell-suspension cultures. Although cell
suspensions cannot mimic all of the complex interactions
that regulate cell division in planta, they have for some
time been considered an ideal system in which to study the
control of plant-cell division, especially at the biochemical
and gene expression levels. In principle, cell-suspension
cultures are uncomplicated by lack of uniformity in the
material, allow the environmental conditions (such as
light intensity, temperature, growth medium nutrient,
and growth regulator composition) to be controlled and

manipulated, and have the added advantage that cultures
can be maintained indefinitely in a sterile condition.

The use of Synchronized Cells in Suspension Culture

The particular events that occur in specific phases of the
cell cycle can be investigated by using cells in suspension
culture that undergo a synchronous cell cycle. To achieve
this, all of the cells in the suspension culture have to
be in the same cell-cycle phase at the same time and
progress through the cell cycle at precisely the same
rate. In practice this ideal is impossible to achieve.
Recent advances in technology and the availability of
newly developed chemicals have, though, resulted in
synchronization protocols that give a sufficiently high
degree of synchronization to allow using cells in suspension
culture to investigate cell-cycle phase-specific events.

Plant cells in suspension culture are usually synchro-
nized by treatments that either inhibit DNA synthesis and
prevent progression through the S phase (hydroxyurea,
aphidicolin, thymidine) or prevent mitosis (colchicine,
propyzamide, oryzalin), although other treatments (such
as nutrient or plant growth regulator removal or cold
shock) that result in arrest at other points in the cell
cycle have also been used. Application of the treatment to
the cells results in arresting the cell cycle at a particu-
lar phase. Removal of the treatment, usually by washing
the cells, removes the inhibition and allows the cells to
progress through the cell cycle, hopefully synchronously.
By monitoring DNA synthesis and/or the mitotic index of
the culture, the particular phases of the cell cycle can be
identified. In practice, as soon as the inhibition is removed,
the degree of synchrony in the culture begins to decline,
so that useful synchrony is maintained only for one cell
cycle or only a portion of a cell cycle. Therefore, it may be
necessary to synchronize cells at more than one point to
investigate the events in all four phases of the cell cycle.

The Tobacco BY-2 Cell Suspension. A cell-suspension
culture derived from tobacco has become, what might
be considered, the standard for investigations into
fundamental aspects of the plant-cell-division cycle (3). It
is by no means the only cell suspension culture used, but
in the limited space available in this article it will be used
to illustrate the features desirable in any cell-suspension
culture used for investigations into the plant-cell cycle.
The tobacco BY-2 cell line has a batch culture cycle of only
seven days, during which the cells multiply 80 to 100-fold
(a high growth rate). BY-2 cells can be synchronized to
a high degree (70-80% by mitotic index) by treatment
with the DNA polymerase inhibitor aphidicolin (plant
cells in suspension culture are not easily synchronized
to such a high degree; less than 40% is common). To
investigate events that occur after mitosis, when the
extent of synchrony from the aphidicolin treatment is
much reduced, the synchronization of the BY-2 cells can
be further improved by treating aphidicolin-synchronized
cells with propyzamide (an antitubulin drug) to induce
arrest at mitosis. This results in synchrony of more than
80% (by mitotic index) and allows investigating events
following mitosis (3).



aHistones comprise a complex multigene family. The expression of Hl,
H2A, H2B, H3, and H4 appears to be temporally correlated with DNA
synthesis.
bThe small subunit of ribonucleotide reductase. Involved in DNA synthesis.
cProliferating cell nuclear antigen. Involved in DNA synthesis.
dDeoxyuridine triphosphatase. Involved in DNA synthesis.
involved in nuclear DNA synthesis.
^Bifunctional dihydrofolate reductase-thymidylate synthase. Involved in
DNA synthesis.
^Components of cell wall.
h Possible cell-cycle regulator via activity of Wee 1 kinase homologue.
lcyc5Gm. soybean B-type cyclin.
jcyc3Gm.. soybean A-type cyclin.
kcyclGm. soybean A-type cyclin.
lm Antirrhinum non-PSTAIRE encodingcdc2-like sequences (see Table 2).
cdc2aAm. and cdc2bAm which encode perfectly conserved PSTAIRE motifs
do not exhibit cell cycle periodicity.

Table compiled from data in Refs. 2, 14, and 24.
a Arabidopsis thaliana
b Antirrhinum majus
c Medicago sativa
d Oryza sativa
e Pisum sativum
f Beta vulgaris cdc2-related kinase.

Histories. Histone gene expression provides a paradigm
for cell-cycle-specific gene expression. The expression of
histone genes is usually closely correlated with the S
phase of the cell cycle in plants, as is the case in
other eukaryotes, although the initiation of histone gene
transcription does in fact occur just before the onset
of the S phase. However, differences in the expression
pattern between plants and animals have been noted.
In plants the amount of histone mRNA is not directly
coupled to the DNA synthesis level, indeed DNA synthesis
can be interrupted or slowed without unduly affecting
transcription of histone genes (6,7).

Enzymes Involved in DNA Synthesis. Proliferating cell
nuclear antigen (PCNA), a DNA polymerase 8 auxiliary
protein, the small subunit of ribonucleotide reductase,
DNA polymerase a, and a bifunctional dihydrofolate
reductase-thymidylate kinase have all been shown to
be expressed in late Gi and S in synchronized plant
cells, in much the same pattern as observed in other
eukaryotes (4,8,9).

Other Sequences. Several sequences have been identi-
fied by differential screening of cDNA libraries prepared
from periwinkle cells at various phases of the cell-division
cycle (5,13). This illustrates the use of synchronized plant
cells to identify novel plant genes expressed in a cell-
cycle-dependent manner. The sequences are designated
by the prefix eye and should not be confused with cyclin
sequences. A few examples are described later. A more

Cell-Cycle-Dependent Gene Expression

Specific phases in the cell cycle are often accompanied
by an increase in the expression of a small number
of genes involved in that particular phase of the cell
cycle. The identification of genes expressed at particular
points during the cell cycle can give an initial indication
of the processes at that particular point. The way in
which this expression is regulated is also of interest
because the phase of the cell cycle must be sensed in
some way by the transcriptional machinery to ensure
that expression occurs at the correct time. Only a few
genes are expressed so periodically during the cell cycle
of eukaryotes. The classical examples are genes encoding
proteins involved in DNA replication and cyclins (cyclins
are described later in this article). To identify or map the
expression of genes such as these, a cell suspension that
can be synchronized to a very high degree is required.
Therefore, the tobacco BY-2 cell line is widely used in
such studies (4), although other cell lines, particularly a
Catharanthus roseus (periwinkle) cell suspension (5), have
been used.

These systems have been used to study the expression
pattern of a variety of genes that are expressed
periodically during the plant cell cycle, particularly those
encoding proteins involved in DNA replication (see also
Table 1) (6-12).

Table 1. Cell-Cycle, Phase-Specific Gene Expression Pat-
terns of Selected Sequence. (This list is not exhaustive,
and a more complete review of cell-cycle phase-dependent
gene expression is given in Ref. 4.)

Gene/Gene Product

Histories"
RNR (ss)6

PCNAC

dUTPased

DNA polymerase ae

DHFR-TS^
Extensins^
HSP90^
cyc5Gml

cyc3Gm!
cyclGmk

cdc2cAml

cdc2dAmm

Expression Pattern

Very late Gi/S
S
S
S
S
S
S
S
G2M
S/G2

S
SfG2M
G2M

Reference

6,7
8
9
4
4
4

10
4

11
11
11
12
12

Table 2. PSTAIRE Epitopes of Mammalian and Plant
CDKs. (The PSTAIRE motif is shown in bold, as are
the designations of plant sequences coding for unique
PSTAIRE motifs.)

Cdk

Cdc2 (Cdkl),
Cdk2, Cdk3, all plant homologues
that complement yeast mutants
Cdk4
Cdk5
Cdk6
Cdk7
Cdk8
cdc2bAta, cdc2cAmfe, cdc2dMsc

cdc2dAm6, cdc2fMsc

R20sd

cdc2eMs
PCTAIRE
PITALRE
PITSLRE (p58-GTA)
PITAIRE (CHED), cdc2cMsc, cdc2Ps2e

Bvcrkl^

PSTAIRE
motif

PSTAIRE

PISTVRE
PSSALRE
PLSTIRE
NRTALRE
SMSACRE
PPTALRE
PPTTLRE
NFTALRE
SPTAIRE
PCTAIRE
PITALRE
PITSLRE
PITAIRE
KFMA-RE



comprehensive description can be found in Ref. 4, 5,
and 13.

cyc19. eye 19 encodes a heat shock protein (HSP90),
whose expression correlates with the rate of DNA
synthesis. Although a role in cell cycle regulation is not
immediately obvious, a member of the HSP90 family has,
been identified in yeast, as a regulator of Weel kinase
(a key negative cell-cycle regulator described later in this
article) activity.

cyc15 and cyc17. These sequences encode hydroxy-
proline-rich glycoproteins known as extensins which are
part of the plant cell wall structure. Both eye 15 and eye 17
are expressed during the S phase, but expression is also
high in the stationary phase (nondividing) cells (10).

CONTROLLING PROGRESSION THROUGH THE
CELL CYCLE

Because the basic processes of cell division are common to
all eukaryotes, perhaps it should come as no surprise that
many of the controls acting on the cell cycle appear to be
conserved among all eukaryotes, including plants. Most
of the information about these controls has originated
from excellent work in yeast and mammalian cells, where
potential cures for cancer have provided a considerable
impetus for fine research. Research into plant-cell division
lags behind and is often aimed at identifying controls
homologous to those already identified in yeast and
mammalian cells. It is now becoming apparent though,
that the plant-cell-division cycle is likely to exhibit some
unique features, even in these highly conserved control
systems.

In this short section we will look at developments in
a rapidly expanding area of plant-cell-division research
where the use of synchronized plant cell-suspension
cultures has also made possible many advances in our
understanding. By necessity, much of the information will,
be given in the context of information from other systems,
and readers are directed to other sources for some of this
information (14).

Cyclin-Dependent Kinases and Cyclins

Evidence from a wide variety of eukaryotes has indicated
for some time that there are two major control points in
the cell cycle, one situated in Gi and one situated in late
G2. These control points regulate progression through the
cell cycle and are crucial in determining the timing of the S
phase and M phase, and thus the rate of cell proliferation
and the size of the cell at cytokinesis. The Gi control point
is termed "START" in yeast, the R or restriction point
in mammalian cells and is probably one of the principal
control points identified in plants (14-16). This Gi control
point regulates the entry of cells into the S phase. The
G2 control point, which is probably the second principal
control point (16) identified in plants, controls the entry
of cells into the M phase. Now a large body of evidence
indicates that these control points involve the action of a
group of serine/threonine protein kinases (Fig. 1) known
as cyclin-dependent kinases (or Cdks) (14). The activity of
these Cdks depends on the binding of a second, regulatory

Figure 1. A simplified representation of the active Cdk/cyclin
complexes formed during the cell cycle in mammalian cells.
For clarity, only the well-characterized Cdk/cyclin complexes are
shown. Cyclins Dl, 2, and 3 in conjunction with various Cdks
are thought to mediate the R-point (the mammalian equivalent
of "START" in yeast cells) and integrate extracellular signals
into the cell-cycle machinery. Cyclin E binds only to Cdk2 and is
activated later in the cell cycle near the Gi to S-phase transition.
Both cyclin D and cyclin E associated kinases bring about S phase,
at least in part, by controlling E2F mediated transcription via
the phosphorylation of retinoblastoma (Rb) and other associated
proteins (such as plO7 and pl30). The phosphorylation of Rb,
plO7, and pl30 releases free E2F transcription factors which
are postulated to initiate transcription from genes required for
the S phase. Cyclin E may also be required during the initial
stages of the S phase. In the S phase, Cdk2 then associates
with cyclin A. Cdk2/cyclin A complexes may be required for
continued DNA synthesis and may help to terminate S-phase
specific transcription. The transition from G2 to mitosis is brought
about by cyclin A and cyclin B/Cdkl (Cdc2) complexes. Cyclin
B/Cdkl complexes are known to be capable of phosphorylating
many proteins (at least in vitro) that undergo phosphorylation at
mitosis in vivo. It is proposed that these phosphorylation events
bring about the physical changes necessary for mitosis.

protein termed a cyclin and on specific phosphorylation
and dephosphorylation events.

The prototypic Cdk was identified in the fission
yeast Schizosaccharomyces pombe (17) as the product of
the cdc2 gene in experiments with mutated cells that
exhibited abnormal cell-cycle regulation (a budding yeast
homologue termed CDC28 was also rapidly identified). It
was demonstrated that this single Cdk was sufficient to
mediate both control points. Rapid progress in a quest
for homologues of these sequences in higher eukaryotes
soon led to the identification of a large number of
Cdk encoding sequences in mammalian cells and the
suggestion that different Cdks in higher eukaryotes may

Cdk1

Cyclins
A and B

Cdk
2,4,5,6

Cyclin D

R point

Cyclin E

Cdk2

Cyclin A

Cdk2



mediate the different control points (2,14,18-22). Cdks
are often designated by reference to a particular motif (in
subdomain III), the so-called PSTAIRE motif. Cdks can be
divided into two groups, those with perfectly conserved
PSTAIRE motifs and those with divergent PSTAIRE
motifs. There is also a further group of sequences that
encode divergent PSTAIRE motifs and that, although
they belong to the same family of serine/threonine protein
kinases as do Cdks, exhibit structural differences (14).
These sequences are generally longer, encoding proteins
with amino and/or carboxy terminal extensions, and there
is also some speculation that some of these proteins may
not require cyclin binding to be activated. These larger
non-PSTAIRE sequences are not necessarily directly
involved in controlling cell division but instead have roles
in processes such as signal transduction (23). Therefore,
they may be more closely involved in integrating cell
division into development. A large number of Cdks in
plants have also been identified and, as is the case
with mammalian Cdk sequences, these sequences can
be distinguished by their PSTAIRE motifs. In general,
plant Cdks with perfectly conserved PSTAIRE regions
are capable of complementing temperature-sensitive yeast
mutants (although with different degrees of efficiency),
although some cell cycle phase specificity may be implied
from such experiments. Thus Cdc2a from alfalfa can
complement only a G2 control point defective yeast
mutant, and Cdc2b from alfalfa can complement only
a Gi control point defective yeast mutant (24,25). Both
of these sequences have perfectly conserved PSTAJRE
regions and are more than 85% identical at the amino
acid level. These PSTAIRE encoding sequences are
considered to be constitutively expressed during the cell
cycle. A variety of non-PSTAIRE encoding cdk sequences
have been identified, some of which represent PSATIRE
motifs as yet not identified in yeast or mammalian
cells. These non-PSTAIRE encoding cdk sequences are
generally expressed later in the cell cycle (from the S
phase onward) and do not complement yeast temperature-
sensitive mutants (12,24,25). These could then represent
Cdks involved in some unique aspect of the plant-cell
cycle, perhaps in some of the specific structural changes
that occur in plant-cell division. As this catalogue of genes
increases, it is now apparent that plants, like animals,
also contain the larger non-PSTAIRE sequences. Some of
these sequences are almost identical to previously isolated
mammalian sequences, but others appear to be unique to
plants (26,27).

Cdks, by definition, bind a second regulatory protein,
termed a cyclin. At least nine types of cyclin have been
identified in mammalian cells and are designated by the
letters A to I. Some types of cyclin may interact with
only one specific Cdk, whereas others may interact with
several Cdks. Cyclins are involved in determining the
substrate specificity and cellular location of the Cdk
complex. As with Cdks, all cyclins share some common
structural characteristics (such as the cyclin box, which is
required for interaction with the Cdk), but it is possible to
divide cyclins into two large groups on the basis of their
cell-cycle phase-specific gene expression pattern. The first

group comprises the so-called mitotic cyclins (cyclins A, B,
and F) that are required for progression into mitosis and
are characterized by the presence of a "destruction box"
which is responsible for protein instability; the second
group comprises the so-called Gi cyclins (cyclins C, D,
and E) that are required for entry into and progression
through the S phase (14). Homologues of cyclins A, B,
and D have been identified in a wide variety of plant
species (28-31), and in some cases functional equivalence
has been demonstrated. Initially, it proved difficult to
characterize plant mitotic cyclins as A-type or B-type on
the basis of sequence similarity, a situation that has only
recently been resolved by complex sequence analysis (28).
Transcription patterns of plant A-type and B-type
cyclins generally follow the pattern of their yeast and
mammalian counterparts. Plant D-type cyclins contain
the characteristic LxCxE motif (29-31) required for
interaction with the retinoblastoma (Rb) protein, and like
their mammalian counterparts, are expressed early in the
cell cycle and respond to extracellular mitogens (29-31).
The presence of the LxCxE motif and the recent
identification of Rb homologues in plants (32,33) suggests
that their role, like their mammalian counterparts, is, to
mediate E2F-regulated transcription and therefore bring
about the events necessary for the S phase.

This information suggests a similar picture of cell-
cycle regulation in plants and animals, and given the
pace at which the field is progressing, it may yet be
asserted with confidence that the core components of
the cell-cycle control points are indeed the same. There
are, however, some data that suggest that fundamental
differences between plants and animals may exist. In
plants a particular group of A-type cyclins is known to
be expressed very early in the cell cycle before D-type
cyclin expression (34). In mammalian cells, A-type cyclin
expression is initiated at the onset of the S phase after
D-type cyclin expression. As yet, homologues of E-type
cyclins have not been identified in plants, yet it is known
in mammalian cells that cyclin E is required for Rb
phosphorylation and progression through the S phase (35).
It is possible though that plant D-type cyclins (of which
there are more than the three present in mammalian cells)
also fulfill the roles of mammalian cyclin E.

The activity of the cyclin/Cdk complexes is also
mediated by other controls. The best characterized is
by altering the phosphorylation status of key residues
of the Cdk catalytic subunit, such as Thrl4, Tyrl5, and
Thrl61 (or their equivalents). Cdk activation depends on
the phosphorylation of Thrl61 and the dephosphorylation
of Thrl4 and Tyrl5. The phosphorylation of Thrl61
is brought about by Cdk activating kinase (CAK)
which is itself a cyclin/Cdk complex (14). Inhibitory
phosphorylations of Thrl4 and Tyrl5 (which prevent
premature activation of the cyclin/Cdk complex) are
carried out by the products of the weel and mytl
genes (14,36). Dephosphorylation of these two residues
is carried out by the product of the cdc25 gene(s).
Plant Cdks have equivalents to these residues, but
little data as to their phosphorylation status during the
cell cycle is available. Whether similar phosphorylation



and dephosphorylation events are involved in regulating
plant Cdk activity is therefore a little difficult to
judge. Evidence from experiments using mutated cdc2
genes (in which the Thrl4 and Tyrl5 residues were
changed to non-phosphorylatable amino acids) had
little effect on plant development (37), suggesting that
phosphorylation of these residues is not important in
regulating plant Cdk activity (although the results are
difficult to interpret in certain terms). Some evidence
supports the presence of similar phosphorylation events
in plant cells. Recently PCR fragments highly identical
to cdc25 sequences from various organisms have been
isolated from several monocotyledonous plant species, and
expression of yeast cdc25 in plants does lead, at least
in some ways, to the expected phenotype (38,39). Plant
sequences encoding CAK activity have also been recently
reported (40). However, no homologues of mytl have yet
been reported.

SUMMARY

Plant cell cultures provide a powerful system for
investigating the molecular controls that act during
the plant-cell-division control cycle and have enabled
significant advances to be made. Plant cell division,
although basically similar to cell division in other
eukaryotes, displays some unique physical characteristics
that may be reflected in some differences in the otherwise
highly conserved control mechanisms of eukaryotic cell
division. In addition to the information presented in
this short article, plant-cell suspensions have made
contributions to other areas of plant-cell-cycle research,
for instance, enabling the roles of phytohormones in
controlling cell division to be more clearly defined.
Understanding the fundamental mechanisms controlling
the plant-cell-division cycle via investigations which, at
least in part, utilize plant-cell suspensions promises to
make meaningful contributions to crop improvement in
the not too distant future.
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INTRODUCTION

Central to cell proliferation is the cell cycle which is
characterized by precisely regulated, both spatially and
temporally, gene expression. Study of cells synchronized
with respect to their cell-cycle phase is seen as a useful
research tool for investigating cell-cycle-regulated gene
expression and cellular physiology in both fundamental
and applied cell biology. Potentially, understanding cell-
cycle-related gene expression could be of use in developing
strategies to control proliferative diseases such as cancer,
or to improve bioprocesses for securing biologically active
proteins by increasing cell growth rates, reducing cell
death rates and enabling culture strategies to maintain
cells in their most physiologically productive state.
Methods for synchronizing cells in all phases of the
cell cycle are described and their relative merits and
shortcomings are discussed.

THE CELL CYCLE: A BRIEF OVERVIEW

During the culture of transformed mammalian cells, three
distinct phases are seen, namely, lag, exponential growth,
and a stationary phase. Initially after inoculation there is
a lag phase characterized by no increase in cell number.
This is the period before any significant occurrence of

first mitotic cell divisions. During this time cells are
progressing through the cell cycle prior to the first division.
As a brief overview, the cell cycle consists of, in its most
simple terms, four stages, Gl, S, G2, and mitosis (Fig. 1).
Preparation for replication of chromosomes occurs during
Gl. It is here that a checkpoint, the so-called restriction
or R point (1) exists, at which cell cycle progression can
be halted so that DNA damage can be corrected before
nucleic acid is replicated, thus reducing the number of
mutations carried over into subsequent progeny cells. Past
the restriction point cells are committed to replication and
there is no requirement for growth factors or high levels
of protein synthesis for entry into the next stage of the
cell cycle, the S phase. It is also from Gl that cells can
exit and return to the cell cycle from a quiescent phase
termed GO. The S phase is characterized by replication of
nucleic acid and associated proteins, for example histones,
and is followed by replication of cytoplasm during G2. G2
also has a checkpoint which can prevent entry into mitosis
based on the physiological conditions of the cell. Cell-
cycle progression is prevented if unreplicated or damaged
DNA is detected, thus ensuring that all chromosomes are
replicated and repaired before segregation at mitosis (2).
Mitosis completes the cell cycle and results in two daughter
cells in Gl. In mitosis another checkpoint exists which
monitors spindle fiber formation and attachment of spindle
fibers to the kinetchores, preventing mitosis if such
structures are not in place.

Progression through the cell cycle is controlled by
cyclins. Nine cyclins have been identified to date and
are designated A through I. As denoted by their name,
cyclins are synthesized and degraded in a precisely timed
sequence within the cell cycle. Levels of the particular
cyclins are regulated at the level of transcription, as well
as by targeted degradation via the ubiquitin pathway.
So far, the best characterized cyclins are A, B, D, and

Figure 1. Diagrammatic representation of the cell cycle showing
sequential progression from Gl through S to G2 then back to Gl
via mitosis which results in two daughter cells. Cells may exit the
cell cycle by entering a quiescent phase, denoted GO, or by cell!
death, most frequently by apoptosis.



E (3). D and E type cyclins are expressed during G0/G1
and are called START cyclins. START, also known as the
restriction checkpoint in mammalian cells, is the point in
late Gl at which the cell commits itself to another round of
DNA replication, as mentioned before. The D-type cyclins
(Dl, D2, and D3) are expressed in response to growth
factors or mitogens and rapidly degrade when mitogens
are withdrawn. In cells that are proliferating continuously,
their levels are less variable during the cell cycle than
cyclins E, A, or Bl. Expression of a particular D-type cyclin
is tissue-specific. For example, T lymphocytes express
more cyclin D3 than D2 and are cyclin Dl-negative. D-
type cyclins appear to promote GO to Gl transitions and
influence the rate of Gl progression. Absence of D-type
cyclins in specific cell types may signal a switch between
proliferation and differentiation. In general, cyclin E is
induced later in Gl than the D-type cyclins and is likely
to be involved in Gl to S phase transition. Cyclins A
and Bl are mitotic cyclins (3). Cyclin A is synthesized
during the S phase and degrades during anaphase. Cyclin
Bl, the first identified cyclin, is synthesized during late
S, maximally expressed during the transition from G2
to M, and degraded during anaphase. Cyclins complex
with cyclin-dependent kinases (cdks) via a 150 amino acid
sequence termed the cyclin box. This process activates
the kinase which in turn phosphorylates many proteins
including transcription factors which in turn induce gene
expression and allow continued progression through the
cell cycle (4).

Cell-Cycle Monitoring

Because of the asynchronous nature of proliferating cell
cultures, synchronization has for thirty years or more
been seen as a requirement to study cell-cycle phase
specificity of gene expression and cellular physiology (5).
A convenient method for assessing cell-cycle phase and
hence degree of synchronicity is flow cytometry (FC)
which allows analysis of a large number of cells (20,000
or more) rapidly, reliably, and consistently, thus yielding
statistically valid data relating to the cell-cycle phases
of a population or selected subpopulation of cells (6).
Moreover, FC can be advantageous in removing nonviable
or apoptotic cells from the analysis and can also be
used for multiple staining to correlate other parameters,
for example, intracellular protein content, to cell-cycle
phase (6), and is discussed later. For cell-cycle analysis,
cells are fixed in 70% ethanol at —200C for at least
30 minutes and stored at this temperature until required
for analysis. Keeping the temperature as close to — 200C
as possible during fixation is critical for producing sharp
peaks in the subsequent analysis. Cells can be stored
in this state for up to 12 weeks. Before analysis, cells are
pelleted from the ethanol solution at 375 g for five minutes
and then washed in PBS. Then the cells are resuspended
in RNAse A (Sigma R6513; 50 jig/mL made up in PBS:
Note that this molecular biology grade RNAse A does not
require boiling before use; most other grades, however,
need to be boiled for 10 minutes before use to remove any
contaminating DNAse activity and may also need to be
used at higher concentrations, that is up to 250 (ig/mL)
and incubated at 37 °C for 30 minutes, a process which

Pl
Figure 2. Gating a scatter plot PMT4 int vs. PMT4 peak scatter
plot to remove debris and dead cells from subsequent flow
cytometric analysis (PMT4 = 620 nm). Events enclosed in Rl
will be included in subsequent analysis whereas events to the
left of the gate are cell debris and is also where apoptotic cells, if
present, will appear. To the right and beneath the gate are cell
doublets and aggregates.

digests RNA and leaves DNA intact thereby removing the
fluorescent signal induced by interchelating stain binding
to the RNA secondary structure. Propidium iodide (PI)
from a stock of 1 mg/mL in distilled water is added to a
final concentration of 50 ug/mL, and the cells are stained
for 15 minutes after which they are analyzed by FC.

For analysis a flow cytometer equipped with an argon
laser (excitation wavelength 488 nm) is used. A 620 nm
band-pass filter is used to collect red light emission which
is plotted as integral signal against peak signal. Gating
the linear data from this plot frees subsequent analysis of
events due to debris, apoptotic cells, and doublets (Fig. 2).
This protocol works well for cells of good viability. If the
culture viability is below 90%, then these dead cells need to
be removed from the analysis. This is done by incubating
cells with DNAse I (Sigma DN-25; 0.5 mg/mL in SMT
buffer: 2.42 g/L Tris, 85.6 g/L sucrose, 1.01 g/L MgCl2) for
15 minutes, then thoroughly washing the cells three times
in PBS before fixation.

Data obtained are deconvoluted mathematically to give
the percentages of cells in the G1/G0, S, and G2/M phases
of the cell cycle (Fig. 3). Many programs are now available
for this task and provide rapid, consistent, and reliable
data analysis, for example, Multicycle (Phoenix Flow
Systems, San Diego, CA 92121), which is based upon a
polynomial S-phase algorithm with an iterative, nonlinear
least square fit.

Measurement of Cell Cycle and Cell-Cycle Phase Duration

Duration of cell-cycle phases and the whole cycle can vary
considerably among different cell types. Measurement of
cell-cycle phase duration is desirable for kinetic studies
of the cell cycle and can also be helpful for phased
synchronization protocols especially by methods which
rely on S-phase blockade. One method for measuring
cell-cycle phase duration relies on incorporating tritiated
thymidine (HTdr) and a mitotic block using cholchicine.
Then a time course of the number of isotope-incorporated
cells is followed. Two experiments are performed to
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Figure 3. A typical flow cytometric analysis of
exponentially growing cells showing cell-cycle
phases for 20,000 cells. The x axis of the histogram
shows DNA content, so consequently the first peak
represents Gl cells, and the second peak represents
G2 and mitotic cells. In between are S-phase cells.
Data is deconvoluted mathematically by the FC
system software and quantifies the percentage of
cells in each cell-cycle phase.

estimate the duration of each cell-cycle phase. The first
estimates the mean length of Gl and uses continuous
HTdr labelling; the second, using a HTdr pulse and chase,
estimates the durations of the G2 and S phase. Although
this experiment takes a relatively long time, up to four
weeks, it is versatile and can even be adapted to in
vivo use. Additionally, this method allows for accurate
determination of cell cycle duration even with quiescent
cells present and also allows for reliable quantification of
these dormant cells (7,8).

To exponentially growing cells is added 1 u€i/mL [3H]-
Tdr (= 6.7 Ci/mM) and 0.01 ug/mL Colcemid, thereby
achieving the continuous label experiment. After
30 minutes, half of the cells are removed, washed to
remove the labelled thymidine, and resuspended in a
Colcemid-containing medium without labeled Tdr so
achieving a pulse label. Samples are then taken from
each experiment after 30 minutes, 1 hour, l | and 2 hours,
and then at hourly intervals till seven hours, smeared
onto a microscope slide, and fixed with methanol.
Autoradiograms are prepared by the dip method using
Sukara NR-M2 emulsion and after exposure for three to
four weeks are developed with D 19b (Eastman Kodak) for
5 minutes at 18 0C. After fixing, washing, and drying, cells
are stained with Giemsa and examined microscopically.
Unlabeled cells should have, on average, less than one
grain in their nucleus. Cells with more than four grains
are deemed positive.

For the continuous label experiment, the percentage
of unlabeled cells decreases as the Gl cells progress into
the S phase and become labeled. Because the Colcemid
block prevents G2 and mitotic cells from entering Gl,
then the percentage of unlabeled cells decreases only for
the duration of Gl after which this percentage remains
constant. Plotting the percentage of unlabeled cells against
time gives a negative slope which plateaus at time tp.
The time £ = 0 to tp is equivalent to the mean Gl
duration. The percentage of cells which remains unlabeled

is equivalent to the percentage of noncycling cells within
the population.

With the pulse chase experiment, on removal of the
HTdr there is initially an increase in the ratio of unlabeled
to labeled cells which is then followed by a decrease. The
time from removal of the thymidine to the peak ratio is
equivalent to the G2 duration, whereas the time from
the peak ratio to the time when the ratio equals zero is
equivalent to the S phase duration.

Methods for synchronization and partial synchroniza-
tion of cell cultures can be conveniently divided into two
broad groups: those that utilize chemical manipulation
of the culture environment and those where separation is
based on physical properties of the cells, distinctions which
are used in this review. The former group is further subdi-
vided into methods that manipulate the nutrient medium
without addition of exogenous cytostasis inducers. These
are discussed first followed by discussion of exogenous syn-
chrony inducers. The latter group is arranged according to
the cell-cycle phase in which the cells are arrested.

CHEMICAL METHODS

Medium Manipulation

Nutrient Limitation. Synchronization is seen most sim-
ply during the late exponential phase and at the peak
of a batch culture, and nutrient limitation is the most
widely used method for achieving cell-cycle synchroniza-
tion (9). Nutrient limitation slows and eventually halts
cell cycling and division, and the cells arrest in Gl. In
these nutrient-limited batches, Gl populations of 80%
or more can be achieved compared to exponential cul-
tures where populations are typically 50, 40 and 10%
Gl, S, and G2, respectively (10). Studies of this type with
hybridoma and myloma cells suggest that production of
antibodies and recombinant protein respectively is great-
est during Gl. However, as these cells peak and arrest,
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apoptosis frequently begins (11), and the cells enter a
decline phase. Secondary necrosis of apoptotic cells results
in passive release of product. Consequently, it is question-
able whether true productivity of Gl or passive release
of product from apoptotic cells in a population which
are Gl arrested is measured. This latter argument is
supported by at least two other observations; first, in a
range of hybridoma cell lines with internal product con-
centrations differing by an order of magnitude, secreted
product concentration was similar for both lines during
the growth phase. However, in the decline phase of the
culture, external product concentrations of the cell line
with the greatest intracellular concentration was by far
the highest (12). Second, with cells which do not undergo
traditional apoptosis quite so rapidly, such as most CHO
cell lines (11), product concentration remains constant as
cells arrest in Gl. Productivity here is taken to be asso-
ciated with growth and the S phase. Clearly though,
this approach to studying cell cycle phase and produc-
tivity is of limited use because it is not apparent if the
results observed are a consequence of cell cycle effects,
nutrient limitation, cytostasis induction, or culture back-
ground.

Subculture of Nutrient-Limited Cells. Simultaneous re-
lease of nutrient-limited Gl arrested cells by subculturing
into fresh medium results in a population of cells which
begin to cycle from Gl at approximately the same time.
The result is synchronized cells moving through all
stages of the cell cycle and remaining so over two or
three division cycles after which time sychronicity is
lost (13). Such cultures are characterized by apparent
stepwise increases in cell numbers at approximately
24-hour intervals during early exponential growth, a
phenomenon resulting from mainly synchronous mitoses.
By frequent sampling, say every 4 to 6 hours, it is
possible to follow progression through the cell cycle.
Flow cytometric cell-cycle analysis does indeed show
that cells are enriched for cell-cycle phases, that these
phases vary sequentially as the cells progress through
the cell cycle, and also that any synchrony is lost over
the three or less rounds of cell division. This type of
study suggested that productivity in hybridoma cells is
greatest in Gl (12), whereas the S phase is most productive
for CHO cells (13,14). Compared to cells synchronized in
Gl by simple nutrient limitation, the effects of nutrient
limitation and cytostasis induction are removed as possible
contributing factors to the observed results. Because the
cells are progressing through all cell-cycle stages, it is
also possible to assess the relative effects of each stage,
as opposed to just Gl. However, it must be remembered
that these cells are derived from a culture which has been
stressed by nutrient limitation, and it has been shown
that inoculum quality has greater influence than cell
cycle (13,14). Synchronicity is also not absolute and is
relatively short lived. Additionally, the results of this
nature look at the bulk properties of each cell-cycle
phase. Effects due to physiological variation within a
cell-cycle phase, for example, cell size, are not normally
discerned with this kind of experiment. This may lead to
misleading results because cell size seems to be critically

important, as discussed below in the section on centrifugal
elutriation (15).

Chemostatic Culture. Though it does not produce truly
synchronous cultures, cell cycle enrichment can be
achieved by utilizing continuous cultures in chemostats.
Here, cell growth rate is influenced by the limiting
nutrient concentration and so controlling nutrient feed
rates into the chemostat can manipulate cell-cycle
duration. It is Gl phase duration which varies when
cell cycle duration is changed whereas S and G2 remain
fairly constant (16). This technique then can be used
to manipulate the proportions of cell-cycle populations
giving partial synchronization. Additionally, the principle
of using the percentage of the S phase as a correlation
of growth rate can be used as an indirect FC method
to obtain rapid measurements of cell growth rates with
potential for improved control of bioprocessing vessels (12).
High dilution rates give greater growth rates and hence
short cell-cycle durations. Gl populations in such cultures
are at their lowest, typically around 50%, and S-phase
populations are at their highest, up to 45% of the cell
population is typical. Conversely, dilution rate reduction
decreases growth rate by extending Gl and cell-cycle
duration, S phase populations are reduced to around 20%,
and Gl cultures increase to 70% (17).

Though they yield a large amount of data, it must
be remembered that chemostat cultures are run over
relatively long periods of time compared to simple
batches and such cultures inherently exert considerable
environmental pressure on the cells. Thus, guarantees
cannot be made that cells at t > 0 are the same as
t = 0 (14). It must also be remembered that the cell-cycle
fractions are only enriched. The maximum percentages of
Gl and S-phase cells are not as high as can be achieved
by other synchronization methods, and G2 cells cannot
be enriched above 10% of the total cells. Additionally,
heterogeneity within a cell-cycle phase is not taken into
account and also, specific growth rate is altered by altering
the dilution rate.

lsoleucine Limitation. A widely used method for arrest-
ing cells using nutrient limitation for subsequent synchro-
nization is that developed by Tobey and co-workers (18)
which utilizes limitation of a single essential amino acid,
namely, isoleucine (Ue). This technique is widely applied
to hamster and mouse cell lines but can also be used
with permanent human cell lines though viability of the
cells after treatment needs careful monitoring because
many cell lines, CHO cell being a notable exception (11),
rapidly undergo apoptosis when nutrient-limited. Conse-
quently, it is often necessary to determine the duration
of isoleucine depletion for each cell type used to gain
good viabilities of treated cells. Frequently, isoleucine-
free Ham's F12 is used to deprive the cells of ile, although
other isoleucine-free media can be used if required. Should
media supplements, for example Fetal Calf Serum (FCS),
be used, it is vital to ensure that they are not a source of
ile and so should be dialyzed. Dialysis is best done over
4 days at 4 0C with GE buffer (20 x GE = 148 g/L NaCl,
5.7 g/L KCl, 5.8 g/L Na2HPO4 • 7H2O made in MiIIiQ or



RO water). Alternatively, funds permitting, predialyzed
serum can be purchased. Deprivation for 30-36 hours is
usually enough time to arrest cells and allows for up to
95% of CHO and murine cells to be accumulated at the
Gl restriction point. It has been reported that synchrony
for human cell lines is less tight, and up to 10% of cells
are present in S phase, though better reversibility syn-
chrony and viability can be achieved by supplementing
isoleucine-free F12 with deoxycytosine, deoxyguanosine,
deoxyadenosine, and thymidine, each at 5 jxM (19). Despite
excellent Gl synchrony and high viability and reversibility
in CHO cells, problems may be encountered by unbalanced
growth which is seen as enlargement of the cytoplasm but
not the nucleus of the cells and which may have a pro-
found influence on studies of cells synchronized by these
means (13).

Exogenous Cytostasis lnducers

Addition of cytostatic agents can arrest cells at different
specific cell-cycle stages and followed by release from
that block can produce synchronised cultures in Gl
(mimosine, HTDCT and DMSO and following mitotic
arrest with nitrous oxide, Colcemid, and nocodazole),
S phase (thymidine, amethopterin, hydroxyurea, and
aphidicolin), or G2 (roscovitine, butyrolactone I, and DNA
topoisomerase). To achieve tight S and G2 synchrony, cells
are normally subjected to sequential arrest and release at
progressively phased stages of the cell cycle.

G1 Arresters

DMSO. Recently, Ponzio et al. (20) reported that low
levels of DMSO (1.5%) can effectively arrest B cells in
early Gl, approximately 12 hours before the S phase. The
effect, which is both reversible and essentially nontoxic
for 15 hours of treatment, gave more than 90% Gl
cells when the cells were washed and subcultured in
fresh medium. Arrest was attributed to inhibition of
cyclin D2 neosynthesis which decreases cyclin D2/CDK4
complex formation allowing redistribution of p27(KIP1) from
cyclin D2/CDK4 to cyclin E/CDK2 complexes. Additionally,
simultaneous accumulation of p27(CIP1) entails increasing
association with cyclin D3/CDK4 and cyclin E/CDK2. Thus
P27(CiPi) p27(CiPi) a c t together to inhibit cyclin E/CDK2
activity which, together with CDK4 inactivation, produces
Gl arrest. Recent, as yet unpublished work in our lab
has, however, shown that DMSO is not suitable as a
synchronization/cytomodulation agent for all cell types.
For example, when CHO cells were arrested by up to 1%
DMSO there is not an accumulation in any stage of the
cell cycle.

L-Mimosine and HTDCT. L-Mimosine, a plant amino
acid, and the Hoechst compound 768159 (HTDCT) can
be used to arrest cells in late Gl, approximately 15 min
to 2 hours before the onset of S phase. Both of these
compounds are believed to inhibit post-translational
modification of lysine to form the rare amino acid hypusine
which affects activity of the protein initiation factor eIF-
5A (19). Typical concentrations used to arrest cells, both
transformed and nontransformed are between 200 and

400 |iM. For different cell types, the concentration which
causes reversible arrest of the cells will need to be
determined. Arrest is reversed simply by washing the
cells and resuspending them in fresh medium.

S-Phase Arresters

In general inhibitors of DNA synthesis will arrest cells in S
phase and are commonly inhibitors of deoxyribonucleotide
triphosphate synthesis such as thymidine, amethopterin
(methotrexate) (21), or hydroxyurea (22), or are direct
inhibitors of DNA polymerase such as aphidicolin.

Thymidine. In the early 1960s, excess thymidine was
first widely accepted as a method for reliably synchronizing
cells in S phase as is still commonly used today. Thymidine
is rapidly taken up by the cells and is converted to dTTP
which is an allosteric inhibitor of ribonucleotide reductase.
Consequently high levels of dTTP result in reduced
conversion of all four ribonucleotide diphosphates (NDP)
to the corresponding deoxyribonucleotide diphosphates
and so halts DNA synthesis. Typically, addition of 2 mM
thymidine for 17 hours can be used to reversibly arrest
cells resulting in cells in phases other than S progressing
through the cell cycle and arresting at the Gl/S boundary,
whereas cells already in S when the block was imposed
remain at this stage. Consequently when the block is
reversed, cells can be out of synchrony by the length of S
phase, typically around 9 hours (19). A double thymidine
block increases the degree of synchrony by arresting the
cells for 17 hours with 2 mM thymidine, washing them
and allowing growth for 9 hours, and then blocking them
again with thymidine for 15 hours (22). The rationale here
is that imposition of the first thymidine block allows cells
in G2, mitosis, and Gl to progress through to the Gl/S
boundary. Cells already in S will be arrested immediately.
Consequently when the block is removed, there can be
up to 9 hours difference between the cells. Removing the
cells from the block for a duration longer than the S phase
allows all of the cells to pass through S phase so that
they are all arrested at the Gl/S boundary when they are
blocked for the second time.

Amethopterin. Amethopterin is a 4-amino analogue of
folic acid and a potent inhibitor of dihydrofoliate reductase,
an enzyme that catalyzes the reduction of folic acid and
dihydrofolic acid to tetrahydrofolic acid, which is directly
involved in metabolism of the amino acids glycine and
methionine, carbons 2 and 8 of the purine ring, the methyl
group of thymidine, and indirectly in choline and histidine
synthesis (22). Directed blockade of DNA synthesis occurs
because of a reduction in the pool of methylated thymidine,
whereas other actions are bypassed by supplementation of
hypoxyanthine or adenosine and glycine to the medium
and addition of thymidine can reverse the effects of
amethopterin. The medium is supplemented with glycine
and adenosine or hypoxanthine to final concentrations
of 100, 200, and 30 JiM, respectively, and amethopterin
is used at a final concentration of 10 n-g/mL. Cells are
allowed to accumulate in the S phase and after a period of
time approximately equal to the duration of G2, M and Gl
phases, that is typically around 16 hours but depends on



cell type, approximately 90% of the cells are accumulated
in the S phase. Amethopterin blockade is reversed by
adding thymidine to a final concentration of 5 jug/mL and
will result in cells cycling from S phase showing a burst
of mitotic activity after 6 to 10 hours depending on the
G2 duration of the cell line in question. As mentioned
before for thymidine block, blockade of DNA synthesis
results in blocking a large proportion of cells at the start
of S phase. As they progress from through G2, M, and Gl
phases, the remainder will be blocked where they were in
S phase. Consequently there may be up to 6 to 9 hours
ahead of cells blocked at the Gl/S boundary. This problem
can be particularly acute for cells with short doubling
times (10-12 hours) where up to 60% of the cells from
an asynchronous culture can be in this 6-hour window at
any one time (22). Again, this can be overcome by using
a double-block protocol where the block is released then
reapplied once all of the cells have passed through the S
phase. Both of these sequential blocks can be of the same
type, for example, double thymidine block or alternatively
of different types, for example, thymidine block followed
by amethopterin block. Alternatively, preliminary phasing
of the cells, for example, subculturing predominantly Gl
cells from a nutrient-limited medium can increase the
degree and tightness of synchrony.

Hydroxyurea. Hydroxyurea also inhibits DNA synthe-
sis through action on ribonucleotide reductase but instead
inhibits purine nucleoside diphosphates. Hydroxyurea
2 mM is usually sufficient to arrest the cells which nor-
mally remain viable for at least 16 hours, normally long
enough for the majority of the cells to pass through the
cell cycle and accumulate at the Gl/S phase boundary.
Cells are easily released from the block by washing and
resuspending them in fresh medium (22).

Although these synchronization methods are relatively
straightforward, are easily applied to most cell types,
and especially for suspension cultures are easy to scale
up, problems may be encountered because of directed
inhibition of DNA synthesis while allowing cellular actions
not associated with DNA synthesis to continue. A most
notable example is unbalanced growth where cells are
arrested at the Gl/S boundary in terms of DNA synthesis
while other cellular aspects may reflect G2 or even Gl
events. As such, this may have significant implications
for experiments using cells synchronized by the methods
described.

G2 Arresters

Traditionally, G2 is seen as the most difficult phase in
which to collect cells. This frequently has been done by
reversing a double thymidine block and then collecting
cells 6 to 8 hours later (22). More recently, Leno et al. (23)
reported how the yield of G2 cells in adherent cultures can
be improved by adding of nocodazole (0.04 jig/mL) after
release from the second thymidine block. Addition of this
microtubule antagonist induces arrest of cells at mitosis
and so the most rapidly cycling cells, which would normally
undergo mitosis and pass into Gl, thereby contaminating
the G2 cells, are arrested in mitosis and can be easily
removed by virtue of the reduced adherence of mitotic cells.

Interference with cell cycle regulators, most notably
cyclin-dependent kinases is now seen as an effective
way to reversibly arrest cells in G2. Recently, buty-
rolactone I and isomers of roscovitine and have been
used to arrest cells in G2 by selective inhibition of
p34cdc2/cyclin B, p33cdk2/cyclin A, p33cdk2/cyclin E, and
p33cdk2/p35kinases although they do not significantly
affect the activity of other protein kinases such as erkl
and erk2 (24). Both of these compounds should be used
from concentrated stocks (10 mg/mL in DMSO) at a final
concentration in the region of 20 \iM dependent on cell
line. Antimitotic activity of these compounds results in
accumulation of cells at the G2/M boundary.

Topoisomerase Il Inhibitors. p34cdc2/cyclin B kinase can
be inhibited by topoisomerase II inhibitors (19). Mech-
anistically, these inhibitors produce covalent complexes
between topoisomerase and DNA at the sites of DNA
strand breaks. The levels of topoisomerase inhibitors
required to achieve efficient and reversible arrest depends
on cell type, and care is needed to determine the most
effective concentration for arrest while ensuring maxi-
mum viability and minimal chromosomal damage, the
latter inevitable with topoisomerase II inhibitor exposure.
A frequently used topoisomerase inhibitor is the Hoechst
drug 33342 which is typically used at a final concentration
of 1.3 x 10"5 M for CHO cells or 1.3 x 10"7 M for human
fibroblasts. A commonly used topoisomerase II synchro-
nization protocol does so following progressive Gl and
S-phase arrests. For example, CHO cells are transferred
to a suitable isoleucine-free medium with any supplements
required for the cell line in question. If used, FCS should
be dialyzed to eliminate this as an isoleucine source. After
36 hours the majority of cells should be arrested in mid-Gl.
The cells are then resynchronized in S phase by wash-
ing and replacing them in a medium containing 10~3 M
hydroxyurea for 10 hours. When replaced with a medium
containing 1.3 x 10~5 M Hoechst 33342, the cells begin to
accumulate in G2 after about 8 hours. Such a protocol can
give G2 populations in excess of 80-90%, and by careful
manipulation of drug concentration and exposure dura-
tion, it is possible to generate cells in early mid-or late
G2 (19).

Nitrous Oxide. Nitrous oxide can be used to arrest
cells in mitosis. Release from this block provides cycling
cells which rapidly enter Gl as a highly synchronous
population (26). Using a system for automatic delivery
of nitrous oxide at around midnight on the day before
synchronized cells are required allows synchronous cells
to be available for experimentation in the morning (19).
However, nitrous oxide is narcotic and can be explosive,
and for safety reasons, it is not desirable to use gas straight
from a high pressure main cylinder. So an intermediate
pressure cylinder is used which is charged from the main
cylinder by hand. This intermediate cylinder contains
enough gas to charge the pressurized culture chamber
vessel to 80 psi. Thus, should a leak develop, dangerous
quantities of gas will not be released. Between the
intermediate pressure vessel and the culture chamber is a



timer and solenoid valve to facilitate automatic charging
of the culture chamber.

A nitrous oxide block can be preceded by a thymidine
block (2.5 mM) the day before. After 24 hours, the
thymidine is removed from the culture medium by
washing the cells twice and resuspending them in fresh
medium (19). The cells in dishes or T-flasks are then
transferred to the prewarmed culture chamber, and the
lid is bolted down. One-Twentieth of the chamber's volume
of CO2 is injected into the chamber to maintain the pH.
The timer is set to allow sufficient time for the S-phase
cells to pass into the late S phase or very early G2.
Then the valve opens and allows the culture chamber to
charge to with nitrous oxide to 80 psi. After 8 to 10 hours,
the chamber can be opened. This must be done slowly
over about 15 minutes to avoid cell damage caused by
production of microbubbles as the solubility of the gas
decreases at lower pressure.

This method provides more than 90% of cells in Gl and
can also be used to generate large numbers of synchronized
cells. Although specialized equipment is required, it is
entirely possible to have this constructed in-house to a
user's specific requirements.

PHYSICAL METHODS

Centrifugal Elutriation

With all experiments using chemical methods of synchro-
nization, it can be argued that it is not cell-cycle phase
that is being investigated but the effects of synchrony
induction. An example of this is unbalanced growth cause
by some nutrient limitation or DNA synthesis blockade
protocols. Also, bulk properties of cell populations are
investigated. For example, all Gl cells are assumed to be
of similar size when there is considerable evidence to show

that in reality this is not the case (15). Synchronization of
cells by physical methods overcomes these problems and
centrifugal elutriation (CE) is probably the best method of
physical separation. CE separates cells based on size and
hence cell cycle because G2 generally are larger than S
which are in turn generally larger than Gl. Separated cells
can then be cultured further as highly synchronized cell
populations with high viabilities (approximately 100%).

CE utilizes centrifugation in an elutriation rotor which
provides Gl cell fractions at high purity (95-100%) and
highly enriched fractions (up to 80%) of other cell cycle
phases (15). Mechanistically, isotonic buffer, normally
either PBS or growth medium, is pumped through the
elutriation rotor, thereby creating a force on the cells which
opposes the sedimentation force created by centrifugation.
When the force of fluid flow becomes greater than that of
sedimentation, then cells are eluted from the rotor. With
incremental flow increases, it is possible to elute fractions
of cells, the smallest first, dead cells elute before the first
fraction of viable cells. Hence, it is possible to obtain a
highly pure fraction of Gl cells and greatly concentrated
fractions of other cells with minor Gl contamination, as
demonstrated by flow cytometric analysis of DNA content.
Typically, Gl fractions can be well over 90%, and S and G2
cells can be between 40 and 80% depending on cell type.
Although these latter values may appear low, they are
comparable or better than enrichments seen with other S
and G2 synchronization methods but the advantage is that
all of the cells are viable and have not been subjected to
nutrient medium manipulation or cytomodulator addition.

The elutriation system, shown diagramatically in
Figure 4, is assembled and, after washing, is sterlized
with 70% ethanol and then rinsed with sterile elutriation
buffer. It is essential to ensure that the system is free of
bubbles and remains so. Typically for CHO, myloma, and
hybridoma cells, the rotor speed is adjusted to 366 g at

Figure 4. Schematic view of the elutriation system.
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the elutriation boundary, and the flow rate is adjusted to
less than 11 mL/min. For other cell types, however, these
conditions may need to be adjusted for efficient elutriation.
A cell suspension is transferred into the loading chamber
using a 20 mL syringe, and the diverter valve is opened
to load the cells into the chamber of the elutriation rotor.
Cells are collected differentially either by incremental
increases of buffer flow rate through the rotor or by
decreases in rotor speed. For simplicity and practicality,
flow rate manipulation appears to be the favored method,
and usually 50 mL fractions are collected and 50 mL is
diverted to waste before the next increment. The actual
increments will be determined by the number of cells in
each phase of the cell cycle. Normally, smaller increments
are possible at lower flow rates when Gl and S phase
cells are eluted, whereas larger increments are desirable
to provide fractions containing useful numbers of G2 cells.
For CHO, NSO, and hybridoma cells, dead cells are eluted
at around 13-14 mL/min, and Gl cells are eluted at
around 20 mL/min. The largest single cells, mostly G2,
are eluted at around 80 mL/min or so.

Maintaining cells for short culture periods (2 hours) fol-
lowing elutriation, Lloyd et al. (15) revealed that specific
productivity of cells commonly used for recombinant pro-
tein production is related to cell size and only indirectly to
cell cycle (because the mean cell size of G2 cells is greater
than that of S-phase cells which is greater than the Gl
mean cell size). This size correlation appears to hold for all
industrially important cell lines tested to date (CHO, NSO,
and hybridoma) and is completely independent of promoter
type (SV40 early, CMV, endogenous immunoglobulin) and
product (tPA, chimeric monoclonal antibody, interferon
gamma, and IgG). This study also, revealed the presence
of an important subpopulation of cells, less than 1% of
the total cells, which have Gl DNA content but which
are abnormally large, over twice the size of normal Gl
cells and larger than G2 cells. Being the largest cells in
the population, they had the highest specific productivity.
Currently, these cells are under investigation to enhance
productivity by increasing the percentage of these large
cells within the population.

Relatively large numbers of cells (2 x 108) can be
rapidly processed in an elutriator producing between
10 and 16 synchronized cell fractions representative
of all stages of the cell cycle and containing enough
cell, cycle, enriched cells of high viability (98-100%) for
subsequent experimentation. This technique, however, is
limited by its requirement for single cells in suspension.
Because many industrially important cell lines have been
adapted to suspension culture, this does not represent
a problem. Adherent cells can be elutriated only if they
have been detached from their support, for example, by
trypsinisation, though this additional process may present
some form of artifact within the results. Cell aggregation
may also be problematic because such aggregates will be
retained in the rotor, thus reducing cell yields in each
fraction.

Zone Sedimentation

Cells can also be separated by size by zonal sedimentation.
Here gravity or centrifugation opposes a force created

by a concentration gradient of either Ficoll, serum, or
sucrose (22,27). Separation is not as good as for CE,
though like CE, this method does give relatively pure
Gl cells and large numbers of cells (108 to 109) can
be processed. Additionally, there is no requirement for
the specialized equipment needed for CE. Schindler and
Schear's method (27) provides for rapid processing by
implementing centrifugation as opposed to gravity settling
and is the method described now.

A linear sucrose gradient is created by mixing a medium
lacking sodium chloride but containing 95 mg/mL sucrose
with a medium containing 6.4 mg/mL NaCl and 19 mg/mL
sucrose. Thus, the medium remains isotonic throughout
the gradient and, barring NaCl, contains all medium
constituents at optimal concentrations. Exponentially
growing cells, between 108 and 109, are pelleted from
their culture medium and resuspended in a small volume
of between 5 and 15 mL of fresh medium. For good
sedimentation, it is essential to avoid a sharp interface
between the top of the gradient and the cell suspension.
This is achieved as follows. The cell suspension is pumped
into the bottom of the centrifuge tube (200 mm x 10 to
45 mm) at the same rate as the low density medium.
Thus the cells are gradually diluted by the top portion
of the gradient. The linear gradient is then produced
by gradually mixing the low- and high-density media
and again pumping the medium into the bottom of the
centrifuge tube which lifts the cell suspension to the top.
The tube is then centrifuged for 5 minutes at 80 and
400 g at the top and bottom of the tube, respectively.
Turbulence in the gradient should be reduced by ensuring
that acceleration and deceleration are gradual. After
centrifugation, larger cells are pelleted at the bottom
of the test tube, whereas increasingly smaller cells are
distributed throughout the lower half of the gradient. Gl
cells are uppermost. These slower sedimenting cells are
collected, centrifuged, and resuspended in a sucrose-free
medium at an appropriate cell density.

Similar to CE, this method is rapid, has high
throughput potential and produces cells at very high
viability, but, unlike CE, is suitable only for collecting Gl
cells. Zonal sedimentation, however, has the advantage
that specialized equipment is not necessary. Evidence
suggests that better synchrony is achieved for cells grown
in suspensions as opposed to those grown in nonagitated
or loosely adhered cultures (27).

Mitotic Detachment

Adherent cells undergoing mitosis frequently round up
and for many cells become less adherent or even
unattached. Mitotic detachment, that is, gentle agitation
of adherent cultures in exponential growth to remove
these loosely attached cells, has provided highly syn-
chronous (>90%) cultures of mitotic cells (28). Practically,
synchronization by mitotic detachment is limited by the
low numbers (approximately 2%) of mitotic cells within
a population, so pooling of cryopreserved cells from fre-
quent mitotic detachments over several hours can produce
larger numbers of mitotic cells for study, but this drasti-
cally increases the timescale of what initially appears to be
a rapid and straightforward protocol. Inhibitors of spindle



formation, such as Colcemid or vinblastine sulphate, that
arrest cells in mitosis can increase the percentage of
mitotic cells within the population up to about 15% of
the total cell number. Synchrony of cells is generally good,
typically in the region of 95%, but depends on many factors,
including cell type and detachment conditions.

Gaffney (28) describes an effective method for mitotic
detachment of A244 (human annion) cells as follows: to
exponentially growing cells in 75-mL T-flasks containing
30 mL of medium, Colcemid is added to a final concentra-
tion of 0.01 jig/mL. After 4 hours, this medium is replaced
with 20 mL of Hank's balanced salts solution (HBSS)
diluted 1 to 4 with MiIIiQ water. Cultures are then gen-
tly shaken for 90 seconds, and the hypotonic medium is
transferred to a conical centrifuge tube containing 10 mL
of the Colcemid-containing medium and 10 mL of HBSS at
1.8 times its normal strength. Cells are pelleted at 600 g
for 5 minutes and resuspended in prewarmed medium.

Yield and synchronicity are affected by many factors,
including sensitivity of cells to Colcemid and relative
adherence of interphase and metaphase cells. Colcemid
concentration will need to be optimized on a cell-line-
specific basis to find the minimum concentration and
exposure time to produce reversible mitotic arrest. In
general, lower concentrations are better whereas higher
concentrations and exposures longer than about 4 hours
result in increased aberrant mitoses. The osmotic strength
of the buffer salts is also critical. Decreased osmotic
potential increases yield by reducing adherence of the cells
but can also decrease synchronicity by reducing adherence
of interphase, as well as metaphase cells.

Clearly mitotic detachment is useful only for adherent
cell lines. This limits applicability because many bio-
processing cell lines have been selected or adapted to
anchorage-independent growth so that they can be grown
as suspension cultures within a fermentation vessel. Such
anchorage-independent cells can be encouraged to adhere,
for example, by serum addition, but then the cells are not
grown in conditions comparable to those experienced by
cells in the bioprocess medium.

Electronic Separation

Synchronized cultures are not necessarily required for
the study of cell-cycle-related events, for example,

Figure 5. Gating of FITC log/Forward scatter signal vs. PI to
determine target protein concentration for G1/G0, S, and G2
cells.

correlation of gene expression and cell-cycle phase. Dual
fluorescent staining of nucleic acid and products of interest
followed by analysis by flow cytometry allow analysis
of heterogeneous populations, and then specific, cell-
cycle, phase populations can separated and analyzed
electronically (6). Typically, cells are washed twice in
PBS and then fixed for 20 minutes in paraformaldehyde
(l%w/v in PBS; this fixative can be stored at 4 0C for
no more than 5 days) at 4 0C. After fixing with PFA, it
is important that all solutions contain a blocking agent
such as 1% BSA to prevent high-background fluorescence
caused by nonspecific binding of labeled probes. The fixed
cells are then washed twice in blocking buffer (1% BSA w/v
in PBS) and permeabilized with 0.1% (w/v) saponin (Sigma
S-2149; from a 2% w/v stock in PBS). To enable longer term
storage, PFA-fixed cells are permeabilized and fixed with
70% ethanol (-200C), and stored at this temperature for
up to 12 weeks. Dual staining will incorporate a nucleic
acid specific fluorescent dye, such as propidium iodide,
while co-staining with a fluorescent tagged (frequently
FITC fluorescein isothiocyanate) antibody to the product
of interest. Cells are stained with fluorescent tagged
antibody, usually at 1/200 dilution in blocking buffer
containing 50 ng/mL RNAse A, though exact dilution
depends on the antibody preparation used. Staining will
take approximately 45 to 60 minutes, and propidium
iodide (PI) should be added to a final concentration of
50 ]ug/mL for the final 15 minutes.

Data plotted as PI integral against PI integral peak
fluorescence gated, as described earlier, will allow debris,
cell doublets, and apoptotic and dead cells to be removed
from the analysis. Events within this gate can be plotted
FITC log or FITC log/Forward scatter ratio (giving
approximations of content or concentration of target
product) against PI fluorescence, and three analysis gates
can then be produced along the y axis which correspond
to Gl, S, and G2 DNA contents (Fig. 5). Additionally,
dual staining using an antibody labeled with a different
fluorochrome can yield data regarding cell-cycle-specific
expression of two-proteins simultaneously.

These same staining protocols can be used for
laser-scanning cytometric analysis, which combines the
technologies of flow cytometry and image analysis. Cells
are fixed to a slide and stained as for flow cytometric
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methods described. The slide is then scanned and analyzed
digitally. Having cells immobilized on the slide presents a
significant advantage over flow-based technologies in that
specific events can be revisualized or even restained and
reanalysed.

CONCLUSIONS

Although widely accepted as a means of studying cell-cycle,
phase-related effects, chemically induced synchronization
has a major drawback in that effects of cell-cycle phase
and induction of synchronicity are difficult to resolve.
Results obtained may merely be an artifact of the
synchronization methods used. To this end, methods
which do not induce cytostasis, for example, continuous
cultures, are likely to yield more reliable data. It must be
remembered though that chemostat cultures are usually
run over long periods compared to batch cultures and
exert considerable selective pressures on the culture which
may enrich minor cell populations or mutations. Hence
culture history may come into question in this kind of
experiment.

Centrifugal elutriation which separates cells based
on physical properties seems an ideal alternative to
chemically induced synchronization and in our opinion
is the method of choice. Here artifactual data resulting
from cytostatic induction or culture history are virtually
eliminated. The only minor problem of this technology is
the requirement for specialized equipment.

Using flow cytometry to analyze a heterogenous
population and then to "segregate" cell-cycle populations
electronically is an excellent way to study relationships
between intracellular proteins and the cell cycle and
eliminates the need for synchronization. Additionally,
large numbers of cells can be analyzed to provide
statistically validated data and multiple stains used.

Synchronization by all of these methods can provide
data relating cell cycle and productivity. It is important,
however, that cause and effect are established as a reliable
relationship. Other parameters, including cell size, also
vary with cell cycle, and this effect can be important
indeed.
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methods described. The slide is then scanned and analyzed
digitally. Having cells immobilized on the slide presents a
significant advantage over flow-based technologies in that
specific events can be revisualized or even restained and
reanalysed.

CONCLUSIONS

Although widely accepted as a means of studying cell-cycle,
phase-related effects, chemically induced synchronization
has a major drawback in that effects of cell-cycle phase
and induction of synchronicity are difficult to resolve.
Results obtained may merely be an artifact of the
synchronization methods used. To this end, methods
which do not induce cytostasis, for example, continuous
cultures, are likely to yield more reliable data. It must be
remembered though that chemostat cultures are usually
run over long periods compared to batch cultures and
exert considerable selective pressures on the culture which
may enrich minor cell populations or mutations. Hence
culture history may come into question in this kind of
experiment.

Centrifugal elutriation which separates cells based
on physical properties seems an ideal alternative to
chemically induced synchronization and in our opinion
is the method of choice. Here artifactual data resulting
from cytostatic induction or culture history are virtually
eliminated. The only minor problem of this technology is
the requirement for specialized equipment.

Using flow cytometry to analyze a heterogenous
population and then to "segregate" cell-cycle populations
electronically is an excellent way to study relationships
between intracellular proteins and the cell cycle and
eliminates the need for synchronization. Additionally,
large numbers of cells can be analyzed to provide
statistically validated data and multiple stains used.

Synchronization by all of these methods can provide
data relating cell cycle and productivity. It is important,
however, that cause and effect are established as a reliable
relationship. Other parameters, including cell size, also
vary with cell cycle, and this effect can be important
indeed.
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INTRODUCTION

Cell detachment is an essential process step for the subcul-
tivation of adherent cells. In contrast to suspension cells,
for which the subcultivation can be performed by sim-
ple dilution of the cells, anchorage-dependent cells have
to be detached and prepared for the subsequent culture.
Detachment becomes necessary when all the available sub-
stratum is occupied, when the cell concentration exceeds
the capacity of the medium, or when an amplification of
the culture has to be performed. Although cell detachment
can also be understood as cell detachment from other
cells (= disposal of aggregates or clumps), this article will
emphasize the detachment of anchorage-dependent cells
from growth supports for subsequent cultivation.

Although cell detachment is not a reversion of cell
attachment (1), cell adhesion will be presented very briefly
in the following. Cell adhesion is a dynamic process,
leading to an attached and finally spread cell. The rate
of cell adhesion depends on the rate of initial contact of
cells with the substratum and the subsequent formation of
the attachment bonds. Finally an equilibrium is reached,
and the cells attain a certain morphology and strength of
attachment that depends on the number and organization
of the attachment bonds and cytoskeletal structures.

The precise mechanisms of cell attachment will not
be discussed here in detail (see, for instance, Refs. 2-5).
Cells possess a negative surface charge, which is unevenly
distributed and varies with the physiological state of the
cells (2). Although cells show a negative charge, they
can be cultivated on positively as well as on negatively
charged surfaces (polystyrene and microcarriers) (2,6,7).
Maroudas (6) pointed out that it is not the charge of the
support that governs cell attachment, but the density of
the charges on the culture surface. In addition, the surface
has to be hydrophilic (2).

In principle, the attachment of cells to surfaces can be
due to electrostatic forces when cells and the substratum
are oppositely charged (valid for some microcarriers).
In most cases, cells and surfaces have the same
charge, indicating that the contact will be mediated
through ionic interactions (via divalent cations; Ca2+,
for instance) or through protein bridges (2,6). This latter
interaction between cells and culture surface seems to
be the most important one. These proteins, sometimes
called substrate adhesion molecules, are essential for
adhesion and spreading of the cells. They interact on
the cell side with their receptors (focal contact and cell
junction molecules), and on the other side the adhesion
with the substratum involves one or more extracellular
molecules (8). Substrate adhesion molecules include as
many as 30 molecules, among them collagen, laminin,
fibronectin, and vitronectin (5). It was recognized that

these substrate adhesion molecules are partially provided
by the serum used in the culture media, affecting
cell differentiation and proliferation (e.g., Ref. 2). The
other part is synthesized by the cells and deposited as
extracellular matrix components on the substratum (9).

As already mentioned, cell detachment is not an
inversion of cell adhesion. Cell detachment involves bonds
of attachment after they have already been formed and
depends on their accessibility and sensitivity to be broken.
It is thus independent of the contact interaction. Weiss (10)
stated that cell separation takes place within the cell
surface rather than between the cell surface and the
substratum. In addition, studies on the mechanisms
of cell adhesion and cell detachment have revealed
that several reagents, like sulfhydryl-binding reagents
and cytochalasins, inhibit cell adhesion but do not
cause cell detachment. However, other substances, like
local anesthetics and trypsin, inhibit cell adhesion and
cause cell separation (2). These facts indicate that cell
detachment is not the reverse of cell attachment and that
cell attachment and cell detachment do not occur at the
same site.

This article will present different methods of cell
detachment and their principles (enzyme-based cell
detachment, nonenzymic cell detachment). Cell detach-
ment and the subsequent cultivation of detached cells will
be presented with special emphasis on classical meth-
ods as well as on new concepts. This will be followed
by a comparison of cell detachment in serum-containing
and serum-free media. The article will conclude with a
discussion on safety issues.

USE OF ENZYMES FOR CELL DETACHMENT

Trypsin (EC 3.4.4.4.)

In principle, various proteolytic enzymes can be used
for the detachment of adherent cells; however, in most
cases trypsin is used, mainly due to the fact that after
its use it can be easily inactivated by serum. The
trypsinization procedure was standardized by Litwin (11)
for the detachment and subcultivation of human diploid
fibroblasts because of their improvement for viral vaccine
production for human use.

Mechanism and Effects on Cells. Trypsin is a serine
protease cleaving peptide bonds between lysine or arginine
and an unspecific amino acid. Trypsin as well as EDTA
treatments lead to cell rounding just as in mitosis (e.g.,
Refs. 12-15). Although the cells are round after a certain
time, points of cell-substrate adhesion become distal tips
of long cell processes that are connected to the rounded cell
body (16). During this rounding process the position and
integrity of the adhesion sites is maintained (Fig. 1) (15).
Final detachment occurs either through a release of
these processes from the substrate and their integration
into the cell body or when the cellular detachments
of the processes are severed (12). Following mechanical
displacement of trypsinized cells, the substrate surface is
covered by remnants of retraction fibers (15) and small
padlike structures (12).



Figure 1. BHK21 C13 fibroblast after 5 min incubation in
trypsin. The cell has rounded up and the surface is covered with
blebs. Retraction fibers extend radially from the ventrolateral
region; they are closely applied to the substrate at their distal
ends. 1100Ox (from Ref. 15, with permission; © The Company of
Biologists Ltd.).

These references indicate clearly that trypsin does not
detach cells from surfaces but leads to cell rounding (15).
This fact suggests that trypsin initially acts on the cell
cytoskeleton as well as on the surface components of a
membrane-cytoskeletal complex and not on the bonds of
attachments (12,16-18). Badley et al. (19) could establish
that trypsin leads to a dispersion of stress fibers in
advance of shape changes. Fibers higher in the cell and
terminating at the cell edge are more sensitive than
most basal fibers, and during disintegration, all types
of fiber go through an intermediate "beaded" structure.
The sequences of events are presented in Table 1. As cells
retract, membranes become studded with many blebs and
microvilli. Contraction and rounding of the cell results

Table 1. The Sequences of Events During Trypsin and
EGTA Detachment of BHK Fibroblasts (earlier events are
listed at the top)

in numerous filamentous processes stretched between
substrate and cell body. These processes are gradually
pulled into the rounded cell body [Fig. 2(a,b) (16)], as
observed for the human embryo fibroblast cell line HLM18.

The rounded cells are only loosely attached and finally
can easily be detached by mechanical means. Using
HeLa and L cells, Lamb and Ogden (20) could show
that during the rounding up phase cell detachment
by trypsin leads to a transient increase in membrane
permeability, indicating that the detachment of the
"feet" (processes) holding the cells onto the substrate
leads to a transient increase in leakiness. Similar facts
were described for BHK-21 cells by Whur et al. (15).
However, the modification of the membrane permeability
during trypsinization can be influenced by the presence
of divalent cations. Whereas Ca2+ acts mainly on cell
to dish attachment, Mg2+-dependent interactions are
most important in preserving the impermeability of the
cell membrane in nontransformed and SV40-transformed
Balb/c 3T3 mouse cells (21). This indicates that Ca2+

should be complexed during cell detachment (e.g., by
the presence of EGTA [ethyleneglycolbis-(^-amino-ethyl
etherViVjiV'-tetra-acetic acid]), whereas the presence of
Mg2+ ions is desirable.

Vogel (16) observed that trypsinization leads to a
release of a large quantity of glycopeptide, hyaluronic
acid, and sulfated glycosaminoglycans into the medium
[Fig. 2(c)]. In addition, trypsinization leads to an impor-
tant release (about 39%) of the total sialic acid of the cell
(observed by Snow and Allen (22) for BHK-21 cells).

In general, prolonged exposure to trypsin progressively
damages cells. In addition to surface damage to cells,
trypsin produces internal damage, such as degradation
of polyribosomes (23). By using HeLa and CBM17 mouse
kidney cells, Hodges et al. (24) documented the variety of
cellular alterations that trypsin can produce and have
shown that labeled trypsin can be found within the
cytoplasm, nucleus, and the nucleolus. However, these
damages are not irreversible. Brugmans et al. (25) could
show that trypsinized cells carry over trypsin and that
a fraction of this remaining trypsin was immunologically
^identifiable in the cells one day after cell detachment.
In order to reduce potential cell damage by trypsin,
McKeehan (26) suggested a reduced temperature during
trypsinization. At constant levels of trypsin activity,
treatment of cells (normal human and chicken fibroblasts)
at temperatures less than 15 0C during all steps from
monolayer to subsequent culture markedly improves
viability, cloning efficiency, and multiplication potential
of single cells (Fig. 3) (27).

General Use. Generally, trypsin is used at a conen-
tration range of 0.01% to 0.5% in PBS; usually the
concentration is 0.25%, and the incubation time ranges
from 5 to 15 min (28). In the case that trypsin/EDTA
is used, the trypsin concentration is the same, whereas
EDTA is used at a concentration of 0.02%. This mixture is
convenient because it provides the advantages of both com-
ponents. The pH is critical when harvesting with trypsin,
and care must be taken to ensure that harvesting is done
between pH 7.4 and 8.0 (29).

Trypsin

Upper stress fibers give
beaded appearance

Upper stress fibers
disappear and lower
stress fibers begin to
break up to give beaded
appearance

Lower stress fibers
disappear

Microtubules and 10-nm
filaments draw back;
some break up; cell
margins draw back

Cell rounds

Cell detaches

EGTA

Upper and lower stress fibers
break up and disappear

Microtubules and 10-nm
filaments draw back, some
break up; cell margins draw
back

Cell rounds

Cell detaches

Source: From Ref. 19, with permission; © The Company of Biologists Ltd.



Figure 2. HLM18 cells incubated in trypsin, 0.1 mg/mL, for 30 min at 37 0C. (a) SEM showing
cellular contraction and appearance of microvilli and blebs on membrane surface; (b) SEM of
processes formed during early stage of trypsin detachment, showing swellings; (c) Abscissa:
fraction no.; ordinate: cpm/0.5 mL. • - • , 3H; x—x, 35S, DEAE-cellulose chromatography of
macromolecular material released during incubation of 5 x 106 cells labeled with [3H]-glucosamine
and Na235SO4. Elution in a linear gradient of ammonium acetate 0.2-2 M, 3 mL/fraction, 150 mL
total. From Ref. 16, with permission.
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The damaging effects of trypsin necessitates a short
exposure time followed by rapid elimination or inactivation
of trypsin. This is generally done by the addition of serum;
however, when serum-free media are used, this elimina-
tion can be done by the use of trypsin inhibitors, like
soybean trypsin inhibitor, pancreatic trypsin inhibitor,
or by ovomucoid (30). Rapid dilution of trypsin fol-
lowed by extensive washing of the cells is also valuable
(O.-W. Merten, unpublished results).

Other Proteolytic Enzymes

In principle, other proteolytic enzymes, such as dispase I
and II, pronase, and papain, can equally be used for the
detachment of adherent cells. The advantage of some of
these enzymes is that they are of nonanimal origin (see
Table 2) (31), and that they can be used in the presence of
serum (e.g., dispase; (32)). Their main disadvantage is that
they are not inactivated by serum leading to the necessity

that they have to be eliminated by thorough washing after
cell detachment.

Dispase (EC 3.4.24.4.)

Mechanisms and Effects on Cells. Dispase, a neutral
protease from Bacillus polymyxa, is very powerful. It
is activated by Ca2+ and several other metal ions, and
inhibited by chelating agents like EDTA. It has been
classified as an amino-endo peptidase, since it hydrolyzes
peptide bonds on the N-terminal sides of nonpolar amino
acids (Fig. 4) (33). As described for trypsin and EDTA,
dispase leads to a transient increase in the permeability of
rounding cells (20). Green et al. (34) showed that dispase
cleaves the basement membrane zone of the skin, sharply
separating the epidermis from the dermis. Stenn et al. (35)
performed studies to define its substrate specificity.
They could establish that dispase cleaves fibronectin
and type IV collagen, but not laminin, type V collagen,

Fetal Bovine Serum Protein (jug per mL)

Figure 3. The effect of temperature during harvesting of chicken embryo fibroblast (CEF) cells
from monolayer at constant levels of trypsin activity units on sequent clonal growth of single
cells. Secondary CEF cells were grown to monolayer in medum MCDB 201 containing 250 jig/mL
fetal bovine serum protein prepared as described by McKeehan et al. (27). For trypsin treatment,
replicate monolayers of CEF cells were first equilibrated in a water bath to the indicated
temperature for 15 min and the medium then discarded. All operations were carried out with
solutions and vessels equilibrated with the water bath at the indicated temperature. The cell
monolayers were washed twice with 0.2 mL per cm2 of solution I [4.0 mM glucose; 3.0 mM KCl;
122 mM NaCl; 1.0 mM Na2HPO4; 0.0033 M phenol red; 30 mM HEPES NaOH (pH 7.6)]. The cell
sheets were then covered for 30 sec with 0.08 mL per cm2 solution I containing the 4 units of
trypsin activity per mL. The solution was immediately withdrawn, leaving only a thin film of
the solution on the monolayer. The monolayers were then incubated for 5 min at the indicated
temperature. After the incubation period, 0.1 mL per cm2 of serum-free medium was introduced,
and the loosened cells were suspended by gently rocking the culture flask. Clumps of cells were
broken up by gentle pipetting, and the resulting cell suspension was counted and diluted for
use in clonal growth experiments. Clonal growth of 150 CEF cells was carried out as described
previously (27). The number of visible clones was scored manually. Cloning efficiency is the
number of visible colonies divided by the number of cells inoculated. The average size of colonies
was measured photometrically. A-A, 37°C; A - A, 250C; O - O , 15°C; • - • , 4°C. From Ref. 26,
with permission.
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serum albumin, or transferrin. Type I collagen was only
minimally degraded.

It can be efficiently used for detaching cells from their
substrata (32). Matsumura et al. (32) showed that the use
of dispase leads to a monodisperse suspension mostly in
serum-containing medium when used for the detachment
of cells of fibroblastic morphology. Epithelial-like cells are
detached, but poorly dissociated from each other. The
mouse melanoma B16 cell line could not be detached by
dispase treatment. Cells are alive and grow in the presence
of dispase (36).

The comparison of cell detachment by trypsin and
dispase showed that the degree of dispersion was superior
for the dispase treated cells than for the trypsinized cells
(Table 3). It seems that the incubation conditions are
more critical for the trypsin treatment than for dispase
treatment (33).

General Use. The concentrations of dispase used were
rather different: Whereas Matsumura et al. (32) used
500 U/mL, Cassiman et al. (37) employed a mixture

"Conditions: Before detachment the cells were rinsed with EDTA (0.02%)-
PBS and then the enzyme solutions were added: 0.5 mL of 500 U/mL
dispase in growth medium (incubation time: 40 min); 0.5 mL of 0.05%
trypsin in EDTA-PBS (incubation time: 15 min). For replating the cells,
the detached cell suspension was supplemented with 1 mL of growth
medium and centrifuged in order to eliminate residual protease activity.
The cells were resuspended in growth medium, counted, and plated (100
cells per 28 cm2).
6 The degree of dispersion is shown as the percentage of single cells out of
total number of cells in suspension.
CA value of plating efficiency is the average of values from 6 plates.
Source: From Ref. 33, with permission.

Table 3. Plating Efficiency of CHO-Kl, L6TG, and V79 Cells
after Dissociation by Trypsin or by Dispase"

Cell line

CHO-Kl

LGTG

V79

Protease
treatment

Trypsin
Dispase
Trypsin
Dispase
Trypsin
Dispase

Degree of
dispersion6 (%)

99.6
100.0
97.3

100.0
99.0

100.0

Plating efficiency0

(mean % ±S.D.)

52.0 ± 4.0
45.0 ± 5.1

104.1 ± 7.3
93.0 ± 4.2
75.5 ± 6.6
70.5 ±10.0

Trypsin

Eiastase

Dispase

Notes: Although bacterial collagenase and pronase have been used for cell and tissue dispersion, they are not shown here. Bacterial
collagenase hydrolyzes peptide sequences unique in collagen molecules, while it does not hydrolyze any peptide bonds of insulin (S-chain.
Pronase is a mixture of proteases, and hydrolyzes most peptide bonds.

Figure 4. Substrate specificity of some proteases used for cell and tissue dispersion as shown by
their points of action on oxidized insulin £-chain. From Ref. 33, with permission.

Phe-Val-Asn-Gln-His-Leu-Cys-Gly-Ser-His-Leu-Val-Glu-Ala-Leu-Tyr-Leu-Val-Cys-Gly-Glu-Arg-Gly-Phe-Phe-Tyr-Thr-Pro-Lys-Ala

°Collgenase is very useful for cell detachment from collagen- or gelatin-coated growth supports.
Source: From Ref. 31, modified.

Table 2. Trypsin and its Potential Replacements not of Animal Origin

Origin

Porcine
pancreas,
bovine
pancreas

Replacement

Other means for cell
detachment:
dispase I and II,
papain,
pronase,

collagenase"

accutase

temperature-modulated
hydrophilic-hydrophobic
polymer surfaces

Origin

B. poly my xa,
Papaya latex,
Streptomyces
griseus,
Chlostridium
histolyticum,
from an invertebrate
species
synthetic
(poly(N-iso-propyl
acrylamide))

Comment

After cell detachment by
using dispase or papain, the
cells have to be washed at
least three times to remove
the residual activity

(commercial source:
Innovative Cell Technologies)
After reduction of the
temperature under a certain
value, the cells detach
because the surface becomes
hydrophilic



of dispase/EDTA in PBS (4 U/mL/0.02%). The incu-
bation times were 40 and 10 min, respectively. Grif-
fiths (38) reports a normally used concentration range
of 0.6-2.4 U/mL.

Collagenase (Clostridiopeptidase, EC 3.4.4.19)

Bacterial collagenases are mixtures of several enzymes.
They hydrolyze peptides containing proline, including
collagen and gelatin. They are unstable in phosphate
buffers and require Ca2+ ions therefore, they should
not be used with EDTA (39,40). This enzyme can be
used for the detachment of cells (e.g., endothelial cells)
from extracellular matrix, from collagen, or gelatin (41).
Gordon et al. (41) could establish that the rate of the
detachment process depended on the composition of
the extracellular matrix, the composition of which was
influenced by the passage number of the cells. Collagenase
detached endothelial cells somewhat less efficient and
with slower rate than trypsin (Table 4). Late passage
cells (= high cumulative population doubling level)
always detached significantly faster than early passage
cells. More information can be found in the article by
Waymouth (30).

General Use. Collagenase is usually used at a concen-
tration of 0.01-0.15% in PBS (38).

Accutase

Accutase is a mixture of proteolytic and collagenolytic en-
zymes, extracted from an invertebrate species (Innovative
Cell Technologies). Accutase can be used for replacing
trypsin for the routine detachment of cells from standard
as well as from adhesion coated plasticware. This enzyme
mixture is less damaging than trypsin, and in contrast
to trypsin, a specific accutase neutralization step is
normally not required after dissociation with accutase. It
is used following the instructions released by the producer
company.

Several groups used pronase E for routinely subculti-
vating animal cells. For instance, human diploid fibroblast
cells were more rapidly detached by using 0.05% pronase
than using 0.25% trypsin. The durations were seconds at
room temperature and 15 min at 37 0C, respectively (42).
The viability exceeded 90%. As described for EDTA and

trypsin, pronase E leads to a transient permeabilization
of rounding cells (20). Because there is no antipronase
activity in serum, pronase activity has to be eliminated
by thorough washing. However, Poste (43) indicated that
pronase cannot be removed from the surface of kidney
cells by washing and continues to damage the cells in the
subculture.

Other enzymes, like papain (EC 3.4.22.2.; same
detachment efficiency as found for trypsin; O.-W. Merten,
C. Fiamma, and C. Rochette, unpublished results) and
elastase (pancreatopeptidase E, EC 3.4.4.7.; sites of
hydrolysis shown in Fig. 4) (30) are also used for cell
disaggregation and/or detachment.

Reattachement of Detached Cells

Depending on the protease used for detaching BHK-
21 cells, the cells do or do not reattach directly after
detachment and dilution. In the case of pronase, protein
synthesis is required to restore the adhesive properties
towards fibronectin, because membrane proteins have
been proteolytically digested. In the case of trypsin, treated
cells even start to reattach when protein synthesis is
inhibited, signifying that trypsin does not digest the
membrane glycoproteins of BHK-21 necessary for cell
adhesion (44). Various inhibitions are obtained when cells
are treated with proteinase K, chymotrypsin, papain,
subtilopeptidase A, and thermolysine.

Human diploid fibroblasts trypsinized in PBS without
Ca2+, containing 0.33 M sucrose and traces of Mg2+

(10~3 M Mg2+) gave rise to better subsequent growth and
adsorption than cells from cultures trypsinized in other
buffers (11). By subcultivating embryonic lung tissue,
Litwin (11) could establish that after 140 days in culture,
the following numbers of cell division could be observed: 38
for trypsin in distilled water, 47 for trypsin in Hanks BSS,
51 for trypsin in Eagle's medium, 56 for trypsin in PBS,
and 57 for trypsin in 0.33 M sucrose plus 10"3 M Mg2+.
These data indicate that the composition of the trypsin
solution has an important impact on the cell attachment
as well as on the total possible number of cell divisions of
diploid cell lines. It is evident that the results would differ
for other cell lines.

The plating efficiencies for cells detached by trypsin
or dispase are comparable, or often somewhat higher for

Table 4. Endothelial Cell Detachment and Reattachmenta

"Human endothelial cells that detached after treatment with detaching agents were replated and
plating efficiency determined. Results of three experiments.
6P < 0.05.
Source: From Ref. 41, with permission; © John Wiley & Sons, Inc.

Incubation
time (h)

0.5

1.5

Agent

Trypsin

Collagenase

Concentration

100 jig/mL

0.4%

Cumulative
population
doubling

level

10

56

10

56

% Cells
detached

85

1006

75

95*

% Detached
cells that

reattached

80

70

80

75



the trypsinized cells (Table 3). However, the differences
are not significant. Cassiman et al. (37) reported equal
growth rates for diploid human fibroblast subcultures after
detachment by trypsin or by dispase.

Collagenase and trypsin detached endothelial cells
reattached with the same percentage. Whereas about
80% of early passage cells reattached, only 70-75% of
the late passage cells reattached (Table 4) (41). For this
reattachment, the cells were washed and replated on
gelatin-coated plastic dishes in medium supplemented
with 20% serum, endothelial cell growth factor, and
thrombin.

NONENZYMATIC CELL DETACHMENT AND NEW
METHODS

EDTA and EGTA are used alone or in conjunction with
trypsin for the detachment of anchorage-dependent cell
lines. Whereas EDTA is a Ca2+ and Mg2+ chelating
agent, EGTA complexes specifically Ca2+. It is known
that omission of Ca2+ and Mg2+ from the dissociation
medium (45) or active removal by chelators (e.g., Ref. 46)
leads to a loosening of many cells. Therefore, chelating
agents have been very commonly used as a part of
disaggregation procedures (30). Both agents lead to cell
rounding, as caused by using trypsin. By comparing EGTA
and EDTA treatment, it appears that the EGTA treatment
is a milder method than EDTA treatment for protecting
the cell's permeability barriers and minimizing surface
glycoprotein release (21).

The mechanisms of cell detachment by chelating agents
(EDTA/EGTA) are different from that by trypsin (Table 1)
because they have no proteolytic activity; however,
some similarities were observed. EDTA/EGTA exerts its
primary effect upon the cytoskeleton. In the presence of
EDTA rounding cells become leaky (20); the cells show a
much higher permeability of the cell membrane (22) than
during trypsinization. Using EGTA, all stress fibers seem
to be similarly susceptible, and the beaded stage, observed
during trypsinization, is not seen; this probably is a result
of the depletion of intracellular Ca2+ (19).

By comparing the use of EDTA or EGTA for cell
detachment with respect to the use of trypsin, it
becomes evident that the surface properties of the
detached cells are different from those detached by
trypsin, such as agglutinability with lectins (47) and
intercellular adhesivity (25,48). EDTA does not release
cell-surface components, but causes cell contraction and
detachment morphologically similar to that caused by
trypsin (16). EGTA detached cells are spherical. In
contrast to trypsinization, their glycocalyx appears to
remain redistributed over the cell surface (49).

In general, the EDTA dissociation procedure is difficult
on normal cells and frequently results in important cell
loss. In addition, chelation of divalent ions in confluent
cultures leads to a detachment in large sheets, which are
difficult to disperse mechanically (16,21). These are the
main reasons that chelating agents are most often used in
conjunction with trypsin.

For reattachment EDTA and EGTA have to be
eliminated to get rid of the chelating activity.

To preserve surface proteins, sonication is well adapted
to detach cells. Menssen et al. (50) used an ultrasound
(water-filled ultrasonic cleaner, 43 kHz) and sonicated
culture vessels for 10-50 sec. The detached cells (human
melanoma and gastrointestinal carcinoma cells) had the
same viability and could be as well replated as trypsin-
detached cells [plating efficiency: 86% for the sonicated
cells (30 sec), 80% for the trypsinized cells]. The additional
advantage is the speed of passaging, which took only 4 min
for the ultrasound method, whereas the trypsinization
took 16 min, including two centrifugation/washing steps.
For detaching BHK-21 cells, Payne et al. (51) used equally
low-frequency ultrasonication (50 kHz) and obtained a
single cell suspension after 15 sec to 2 min of sonication.
These detached cells were comparable in viability and
growth characteristics.

For many cell lines, the use of trypsin/EDTA leads to
detached cells that are aggregated. In order to release
the cells and to obtain monodisperse cell suspension,
ultrasonication of 43 kHz for 60-90 sec can be sufficient.
By using this approach, Sanford (52) could obtain
monodisperse rainbow trout cells.

Recently, heparin was proposed as a substance for cell
detachment (53). Heparin, a sulfated glycosaminoglycan,
is known to interact with various components of the
extracellular matrix. The interactions between cells and
different collagen types are clearly cell-type and collagen-
type specific (54) and may depend upon the presence of
determinants in the native collagen triple helix. With
respect to Balb/c-3T3 fibroblasts, it could be established
that these cells attach readily to substrata of native
type I and V collagens, but not to native type III collagen.
San Antonio et al. (55) could show that heparin inhibits
the attachment and growth of Balb/c-3T3 fibroblasts on
collagen substrata due to interaction of heparin — collagen
leading to a disruption of the cell collagen attachment.
Similar results were shown for CHO cells (56). Heparin
inhibits only the adhesion of Balb/c-3T3 fibroblasts to
collagens I and V, but not to type III collagen. This
inhibition of adhesion is due to the fact that the ectodomain
of a heparan sulfate proteoglycan binds to native type I
collagen and is displaceable by heparin (57).

Substances with a heparin-like activity are dextran
sulfate, dermatan sulfate, and heparan sulfate II. Whereas
dextran sulfate was equal to heparin in its cell adhesion
inhibitory activity, dermatan sulfate and heparan sulfate
also inhibited adhesion, but to a lesser extent (55,56).

Although heparin does not have enzymatic activity,
San Antonio et al. (55) could establish that a prolonged
incubation of cells in heparin reduced or even inhibited
cell growth, probably due to an interaction with the
extracellular matrix.

The function of heparin in detaching cells is probably
based on the same mechanism, as it inhibits reattach-
ment of animal cells. By using 12 different cell lines,
we (53) could show that the detaching efficiencies varied
enormously between different cell lines. Whereas recom-
binant CHO cells (CHO-IC5) were comparably detached
in trypsin/EDTA (0.125%/0.01% in PBS), heparin/EDTA
(100 IU/mL/0.02% in PBS), or EDTA (0.02% in PBS), cells
like MDCK and Vero could practically not be detached by



using heparin. The rate of detachment was influenced by
the cell density of the cultures. At semiconfluency (about
2.5 x 106 c/25 cm2) the detachment of CHO-IC5 cells took
1, 15, or 20 min, respectively. However, the rate of detach-
ment of confluent cultures (9 x 106 c/25 cm2) took 3 min for
all detachment conditions. Similar results were observed
for BHK21 C13 cells. In this case, the duration for detach-
ing all cells from the polystyrene surfaces was 2 -5 min for
trypsinization, and 2—10 or 5—15 min for the other detach-
ment conditions, when confuent cultures (107 c/25 cm2) or
semiconfluent cultures (3.4 x 106 c/25 cm2), respectively,
were treated. The following cells could easily be detached
by using heparin/EDTA (100 IU/mL/0.02%): HeLA R19,
V'-CRIP and derivatives, Sf9, and 143B. For cell line GPen-
vAM12, the detachment was possible after optimization of
the conditions (J.-L. Salzmann, personal communication).

The subcultivation of cells (CHO-IC5, BHK21 C13)
detached by the three detachment agents revealed that
the growth was almost not influenced by the detachment
conditions, when the cells were washed with culture
medium before subcultivation (Fig. 5, bars 1-6). When
the detached cells were not washed for eliminating the
detachment agent, the cells detached by heparin/EDTA
grew better than those detached by trypsin/EDTA or by
heparin alone (Fig. 5, bars 7-9).

Lidocaine, a local anesthetic, is relatively nontoxic in
contrast to many others (58) and is known to provide
reversible inhibition of adherence of cell monolayers. The
action of lidocaine and other local anesthetics is probably
at the level of the cytoskeleton (59).

Used at a concentration of 0.5%, a successful detach-
ment of human blood monocytes was possible (60). As
monocytes are somewhat difficult to obtain and to passage
because of their adherence properties, improved non-
damaging methods are necessary. A comparison of four
different detachment methods: low temperature (4 0C),
EDTA (1OmM, 37 0C, 30 min), lidocaine (0.5%, 37 0C,
30 min), and trypsin (0.01%, 37 0C, 30 min), revealed that
detachment with lidocaine was associated with the highest

/ number of monocytes \
j x i- J r Ir X 100

V detached from surface Ja Recovery= \ - - —:—
 7 —.

number of monocytes in blood sample
Recovery by lidocaine was significantly higher (P < 0.05) than by EDTA
and 40C. No difference between detachment by lidocaine and trypsin was
found.
Source: From Ref. 60, with permission.

recovery, while especially EDTA and cold exposure had
disappointing yields (Table 5).

A functionality test (chemotactic responsiveness)
revealed that only trypsin had a negative effect on the
activity of the cells.

A nonenzymatic detachment method is provided by the
use thermoresponsive polymer surfaces (actually modified
polystyrene surfaces) (Table 2). They are based on the use
of poly-N-isopropyl acrylamide (PIPAAm) as substratum
for the cultures of animal cells. The characteristics of this
polymer is that at low temperature (e.g., under 32 0C) it is
fully hydrated and shows extended conformation. Above
the lower critical solution temperature it extensively
dehydrates and changes to compact chain conformations.
So, only by reducing the temperature of the culture do
the cells detach very easily when the polymer changes
from hydrophobic to hydrophilic characteristics. Because
it is nontoxic towards animal cells, it was used as
support for cultivating various animal cells (61-63). One
disadvantage might be that the cells detach in the form
of sheets, probably because the extracellular matrix stays
intact owing to the absence of proteases (61,63).

As for nonenzymatic detachment methods, the use
of thermoresponsive polymer surfaces provides the

Figure 5. Subcultures of detached CHO-IC5
(bars 1-3) and BHK21 C13 (bars 4-9)
cells. Conditions: The detached cells were
once washed in culture medium for CHO-IC5
(bars 1-3) and BHK21 C13 (bars 4-6) or
were directly subcultivated without washing
after detachment (bars 7-9). The cells were
plated at 106 cells/T flask of 25 cm2. Time
of cell counting: 56, 54.5, and 70.5 h, for
cultures 1-3, 4-6, and 7-9, respectively.
The detachment solutions were: trypsin/EDTA
(0.125%/0.01%) for cultures 1, 4, and 7;
heparin/EDTA (100 U/mL/0.02%) for cultures
2, 5, and 8; 0.02% EDTA for cultures 3
and 6; 100 U/mL heparin for culture 9. The
detachment solutions were based on Ca2+-and
Mg2+-free PBS. From Ref. 53.
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Table 5. Recovery of Blood Monocyes after Detachment
by Different Methods; Indicated is the Mean of Four
Experiments (Ranges in Parentheses)0

4°C

52

(35-60)

EDTA

49

(44-60)

Lidocaine

67

(55-69)

Trypsin

60

(58-63)



advantages that the cells are not damaged by the
detachment. This was probably the main reason that
such polymers were developed and used for small-scale
cultures. Using this approach, Yamada et al. (62) could
successfully cultivate and subcultivate bovine hepatocytes,
which are normally highly sensitive to enzymatic
treatment. The cells attached equally well to normal
polystyrenedishes and to PIPAAm grafted dishes, and
growth was comparable. However, when the confluent
cultures had to be passaged, almost 100% of the cells
detached from the PIPAAm dishes were recovered after
cooling down the dishes to 4 0C and keeping them at
this temperature for 60 min, while only 8% of the cells
were detachable from the control dish (treatment with
trypsin/EDTA (0.05%/0.02%) at 37 0C for 15 min). The
subcultivation and readhesion of cells showed similar
differences. Whereas about 73% of the cells detached from
the PIPAAm dishes adhered again after 18 h, only 14% of
the cells detached by trypsin were able to adhere to the
new dish. Similar results were published for detachment of
dermal fibroblasts (61), bovine aortic endothelial cells (64),
and rat hepatocytes (64).

Another less important nonenzymatic detachment
method is the scraping off cells from surface with a
rubber policeman. However, such mechanical methods can
harm the cells to be detached. Anchorage-dependent cells
round up during mitosis, although they stay attached to
the substratum. This rounding up leads to an important
reduction in the strength of cell attachment, signifying
that mitotic cells can be detached and separated from
the other cells by mechanical shear. This is the basis
of the mitotic selection technique (65,66). Finally, cell
detachment can be provoked by fluid shear stress in in vitro
cultivation systems. Fluid shear stress in general leads
to alterations in growth rate, morphology, metabolism,
and genetic expression, and can ultimately lead to cell
detachment. Such effects are principally undesirable, but
they can happen under nonoptimal culture conditions
in reactor cultures (67,68). In addition, research on the
effects of shear stress on endothelial cells, which constitute
the natural inner lining of blood vessels, is necessary
in view of the development and application of vascular
prostheses (69,70).

LARGE-SCALE CELL DETACHMENT

The passage of surface adherent cells has the same
inherent problems in small-scale as well as in large-
scale cultures. These passages are necessary in order
to build up volume for the final production stage. In
general, the cells have to be released from the flasks,
roller bottles or microcarriers using various detachment
methods, often with a trypsin/EDTA solution. Because
the detachment of small-scale cultures, which includes
cultures in flasks and roller bottles, has already been
described this paragraph deals with the detachment of
cells from microcarrier and fixed-bed cultures mainly used
for large-scale cell culture. This detachment is necessary
because most of the cells do not detach alone from the
carriers and are therefore unable to colonize fresh carriers
when the old confluent carriers are put together with new

fresh cell-free carriers [e.g., for MRC-5 cells decribed by
Clark and Hirtenstein (71); our own unpublished results
obtained in serum-free microcarrier cultures of Vero cells].

For certain cell lines the direct colonization of new
carriers is a viable approach and can be the best choice.
CHO cells can be directly transferred from one carrier
to another. Crespi and Thilly (72) transferred CHO and
monkey kidney cells (LLC-MK2) directly from carrier to
carrier while stirring in a medium with a low calcium
content. Delzer et al. (73) added fresh microcarriers
(Cytodex 3) to mouse L-cell cultures grown to confluence
and observed movement of cells to the fresh carriers. Kluft
et al. (74) increased the volume of a microcarrier culture
of human melanoma cells from 3 to 10 and 40 liters by
adding fresh medium and microcarriers accordingly. A
small fraction of free-floating cells attached to the fresh
carriers and colonized them. Xiao et al. (75) used the same
effect and scaled up a CHO culture on Cytopore porous
microcarriers.

As already indicated for small-scale cell detachment,
proteolytic enzymes (trypsin, trypsin/EDTA, and collage-
nase) are often the first choice for detaching cells from
microcarriers. Trypsin, pronase, and dispase can be used
for the detachment of cells from all available microcarri-
ers, like dextran-based carriers, as well as collagen-coated
carriers (29). In addition, cells can also be detached from
collagen-coated carriers by the use of collagenase (76). In
order to optimize the subpassaging of MRC-5 and Vero
from and to Cytodex 1 microcarriers, Lindner et al. (77)
separated the trypsinization from the EDTA-chelating
step. In principle, the microcarriers of logarithmic cul-
tures were sedimented. An equal volume of EDTA (0.02%)
in PBS (37 0C) was added to the slurry. After a brief
wash, the supernatant was discarded and replaced by
an equal volume of PBS (37 0C). After sedimentation the
PBS was discarded and replaced by an equal volume of
0.2% trypsin in PBS (37 0C). Ten minutes later the cells
were detached from the carriers, and the entire mixture
was transferred (as an inoculum) to the culture vessel
containing freshly prepared microcarriers in fresh culture
medium. This method led to the detachment of 95-100%
of the cells generally having a viability greater than 95%.

Lindskog et al. (78) compared the use of trypsin and
dextranase for detaching cells from Cytodex 1 and 3
microcarriers (uncoated and collagen-coated dextran-
based carriers, respectively). Dextranase used alone leads
to the release of cell sheets that can be disaggregated
when trypsin or EDTA/EGTA are used in the same
time as dextranase. Therefore, dextranase was used in
conjunction with trypsin. By using MRC-5 and Vero cells,
they could establish for all conditions tested (trypsin,
collagenase/trypsin, Cytodex 1, Cytodex 3) that there was
no difference between the different conditions, and that
the cell recovery was about 70%, whereby the viability
was approximately 90%. The plating efficiencies were
comparable: 71-79% for Vero cells and 73-82% for MRC-
5 cells.

Gebb et al. (79) compared detachment methods for cells
from Cytodex 3 microcarriers (collagen-coated dextran-
based carriers). Cell recovery of Vero cells detached by
collagenase and trypsin were comparable, and 75-95%



of the cells were harvested, whereas by using dispase
about 60% of the cells were recovered. Furthermore, the
viability of the cells was 90-95% for those harvested
with trypsin and dispase, whereas the viability of the
collagenase harvested cells was lower (54-85%). Similar
results were obtained with BS-C-I cells. The plating
efficiencies were best for the cells (Vero, MRC-5) harvested
by using collagenase, followed by those detached with
trypsin. The use of collagenase for cell detachment could
be optimized by prewashing the carriers with an EDTA
solution, followed by an incubation with collagenase in the
absence of EDTA. This is important because the activity
of collagenase depends on the presence of Ca2+ ions. Using
this protocol the recovery of human fibroblasts can reach
values of up to 90%. The use of collagenase, in addition to
trypsin and dispase, is recommended by all producers of
collagen or gelatin-based or collagen-coated microcarriers.

Manousos et al. (80) compared trypsin with pronase
for cell detachment from microcarriers. The detachment
of cells from DEAE-Sephadex G-50 microcarriers was
efficient when the carriers were incubated in a solu-
tion of pronase for 10-15 min, whereas trypsinization
did not lead to any significant cell detachment. The
pronase—released cells had a viability of greater than 95%.

As described, heparin can be used efficiently for the
detachment of animal cells from polystyrene surfaces. In
order to evaluate the usefulness of heparin to detach
cells from large-scale cultivation systems, cultures of
various cells were performed in the Costar CellCube
(fixed-bed system based on polystyrene surfaces) and on
Cytodex 1 microcarriers. The detachment of cells from
the CellCube was evaluated using cell lines used for
the production of retroviruses for gene therapy (clones
of ^CRIP cells). Confluent cultures of ifCRIP showed
an average cell density of 330,000 c/cm2. When such
cultures in a CellCube were detached using trypsin/EDTA
(0.125%/0.01%) in PBS (incubation time: 20 min), after
one washing step in EDTA about 16-20% of cells could
be recovered because these cells started to form enormous
aggregates after trypsinization. These aggregates could
not be recovered from the CellCube because they were
trapped by the spacers between the plates of the culture
system. By replacing trypsin/EDTA by heparin/EDTA
(100 U/ml/0.02%), all cells were detached within 20 min,
and in contrast to trypsinized cells, they stayed as
single cells. Such cell suspensions could very easily be
recovered from the CellCube and could be used for further
applications (e.g., establishment of cell banks for large-
scale cell culture; in this case, the cells were frozen,
for instance, in Baxter's Cryocyte Freezing Containers).
Similar results were obtained with CellCube cultures of
clones of the TE FLY cells, which were also used for the
production of retrovirus. Concluding, the data obtained
from detachment tests in T-flasks could be applied directly
to CellCube because the mechanism of the cell attachment
was the same in both cases.

The detachment of adherent cells growing on Cytodex 1
microcarriers was less successful. Four different cell
lines were tested for evaluating this detachment method.
Whereas Vero and CHO-IC5 cells could not be detached
from microcarriers when heparin was used, BHK-21 C13

°The cells have been washed once with PBS before treatment with
detachment solution (based on PBS), the duration for dissociation was
10 to 15 min.
feThe crystal violet counts were done in order to establish the total number
of cells attached to beads. One mL of carrier suspension was treated with
1 mL of a crystal violet solution (0.1%) in citric acid (0.1 M).
Source: From Ref. 53.

and VCRIP M i l cells could be detached (Table 6) by
using heparin or heparin/EDTA; however, the recovery
was lower than for trypsinization. Using 100 U/mL
heparin with or without 0.02% EDTA detachment was
feasible, but the recoveries were 71.4% and 61.8%,
respectively, with respect to trypsin (=100%). In addition,
the action of detachment was more due to the presence
of EDTA (chelation of divalent cations) than to the
presence of heparin. At a heparin concentration of
400 U/mL in the presence or absence of EDTA, 88.5%
and 81.8%, respectively, of the cells were detached. These
data indicate that an increased heparin concentration
is important for a more complete cell detachment;
however, for the moment, trypsinization is still superior
to heparinization of cells from microcarriers.

The basic engineering steps for passaging microcarriers
cultures are the following: The microcarriers sediment in
the growth vessel or in a separate tank. The disadvantage
of using the growth tank is the minimum volume that can
be used in this tank. In the case of using a separate tank,
its volume normally can be chosen according to the mass
of the carriers to be treated. This signifies that the volume
of the detachment solution can be minimized. Then the
carriers are washed to remove serum, the detachment
solution (protease ± EDTA) is added followed by short
stirring, and the cells/microcarriers are incubated in this
detachment solution for as short a time as necessary to
reduce cell damage to a minimum. Then the proteolytic
activity is stopped by the addition of, for instance, serum.
Now, two different approaches can be undertaken: (1) After
detachment, the cells are separated from the carriers and
put into contact with new carriers for performing the
subsequent culture. At the same time the old carriers are
discarded; or (2) after cell detachment, the cells as well

Table 6. Detachment of f CRIP Mil Cells from Cytodex 1
by Trypsin and Heparin

Detachment solution"

1. Crystal violet6

Trypsin/EDTA
(0.125%/0.01%)

Heparin/EDTA
(100 U/mL/0.02%)

EDTA (0.02%)

Heparin (100 U/mL)

2. Crystal violet6

Trypsin/EDTA
(0.125%/0.01%)

Heparin/EDTA
(400 U/mL/0.02%)

Heparin (400 U/mL)

Cells per mL

2.15 x 106

1.75 x 106

1.25 x 106

1.43 x 106

1.08 x 106

2.42 x 106

1.69 x 106

1.49 x 106

1.38 x 106

% of Cells detached by
trypsinization

100

71.4

82.1

61.8

100

88.5

81.8



as the old carriers are put together with the new carriers
and the new culture is started in this way. The advantage
of this approach is that no separation process is necessary
that potentially can harm the cells and might also lead
to a certain loss of cells. The disadvantage is that the
colonization of the carriers can be inhomogeneous, because
some cells are not detached from the old carriers (81).

The optimal way for passaging cells growing on
microcarriers from a smaller to a larger scale is
the transfer of the microcarrier culture to a separate
detachment vessel, washing of the carriers, addition of
the detachment solution, incubation as short as possible
in this solution with a brief agitation, followed by the
separation of the cells from the beads and transfer of the
detached cells to the next scale.

The most difficult step is the separation of the cells
from the microcarriers. Although several solutions have
been proposed, like filtration through filters with a cutoff
of 60-100 ^m for retaining microcarriers and letting
the cells pass through, there is one special apparatus
that allows the detachment of the cells followed by a
separation of the cells from the carriers, van Wezel
et al. (82) used this apparatus for serial passages of
monkey kidney cells (Fig. 6). To reduce the damaging
effect of trypsin on these cells, the detachment solution
(trypsin/citrate = 0.25%/0.025% M) was added to the cells
after having washed them, and the detachment solution
was immediately drained off through the packed carriers.
After 30 min of incubation at room temperature, the cells
were removed from the beads and suspended in tissue
culture medium by mixing with a Vibromixer for one or
two minutes and filtering through a screen. Subcultures
can be inoculated directly with this cell suspension, van
Wezel et al. (82) reported a cell recovery of 53-63% for
primary monkey kidney cells.

Other methods for cell separation in a laboratory scale
were presented and compared by Billing et al. (83). Low-
speed centrifugation on Ficoll-Paque gradients, which is
based on the differential settling rates between cells and
microcarriers, lead to a cell recovery of 65-75%; similar
values were obtained for the filtration through an 88-|im
pore-size nylon screen. The unit gravity sedimentation led
to a recovery of 33-55%. In general, the viability was
above 90%. Although these results were obtained from
laboratory-scale experiments, the recovery values for the
filtration method based on the use of an 88-um pore-size
screen as well as for the gradient centrifugation were
slightly superior to those obtained by van Wezel et al. (82)
by using the special detachment and separation apparatus.
However, the apparatus designed by van Wezel et al. (82)
is the only one that has been tested on a large scale and
for which the results were published.

CELL DETACHMENT IN SERUM-FREE MEDIA

The use of serum-free or even protein-free culture media
is the most appropriate choice to reduce the risk of a
potential introduction of adventitious agents into the
culture. However, the use of such media has many
consequences for the whole technology. Some cells do not
grow as adherent cells in the absence of serum but they

Figure 6. Apparatus for the trypsinization of cells from micro-
carriers: 1. Vibromixer (model El, Chemapec Inc.); 2. air filter; 3.
Vibromixer shaft with impeller; 5. upper lid with six standardized
stainless steel in- or outlet tubes (4); 6. standard Jena glass pipe
80 x 300 mm; 8. bottom lid with stainless steel screen of 60 |im
(7) and outlet (9,10). From Ref. 82, with permission.

now grow in suspension cultures as clumps or single cells.,
For such cells, detachment is no longer an issue. On the
other hand, there are cells that still grow as attached cells,
when serum- or protein-free media are used. For such cells,
detachment is still a necessity for subcultivation.

Although literature data are scarce, it is clear as tc
how one might proceed to achieve cell detachment for such
culture conditions. In principle, the cells are detached
from their support as for cultures in serum-containing
medium. After detachment, the detaching solution (e.g.
trypsin/EDTA (0.25%/0.01%) has to be eliminated, which is
generally done by repeated washing and centrifugation o:
the cells. In order to avoid any adverse effects from residua
activity, the cells should be washed at least twice with the
medium to be used for the subsequent culture (84,85).



For the large-scale detachment of cells grown in serum-
free medium, the washing step should be done using a
continuous centrifuge, such as a Centritech centrifuge
(Sorvall), which allows a separation and washing of cells.

Another possibility is the use of inhibitors in order
to get rid of residual enzyme activities. For instance,
trypsin can be inhibited by trypsin inhibitor from soybean,
pancreatic trypsin inhibitor, or ovomucoid (43). However,
if such inhibitors are added, one has to be sure that they
do not have an adverse effect on cell biology (26) and that
they can be eliminated during downstream processing.

Cruz et al. (86) compared different dislodging meth-
ods for recombinant BHK21 cells grown in serum-free
medium. They compared (in order of the quality for
subculturing efficiency) trypsin/EDTA (0.2%/0.2%) fol-
lowed by an incubation with soybean trypsin inhibitor
(1 mg/mL, same volume used as for the tryspin/EDTA
solution), trypsin/EDTA followed by inactivation with a
ninefold volume of DMEM containg 10% fetal calf serum,
trypsin/EDTA followed by an addition of a ninefold vol-
ume of serum-free medium, dispase (2.4 U/mL, incubation
for 5 min at 37 0C, followed by a subsequent incubation
for 10 min at 37 0C after having eliminated the dispase
solution), incubation in Ca2+ and Mg2+-free phosphate-
buffered saline at 37 0C for 5-10 min (Fig. 7). The inacti-
vation of trypsin by soybean trypsin inhibitor was superior
to the other methods. All cell dislodging methods followed
by a one-step centrifugation were superior with respect
to cell viability, total cell concentration, and plating effi-
ciency when compared to dislodging without subsequent
centrifugation.

The use of thermoresponsive polymer surfaces for
small- and large-scale serum-free cultures would be an
important improvement and will considerably facilitate
passaging anchorage-dependent cells in the future.

SAFETY ISSUES

The use of animal cell culture products for clinical studies
as well as human therapy needs a rigorous control for

the absence of adventitous agents. The special field of
cell detachment is mainly based on the use of proteolytic
enzymes for cell detachment and in some instances on
the use of chemicals (like EDTA or EGTA) and other
biological substances like heparin. Although adventitous
agents can be introduced in different ways into the final
product, the raw material used is one potential way of
contamination. In order to increase the viral security of
a biological, the raw material, which is often of animal
origin, should be replaced by raw materials made by
chemical synthesis or from plant origin or produced by
microbial fermentation. In the latter case, it has to be
assured that the fermentation broth does not contain
any substances of animal origin, like bactopeptone or
tryptopeptone. In such cases, although the substance is
of bacterial origin, it is potentially contaminated because
animal-derived products were used for its manufacture.
With respect to cell detachment, trypsin (see Table 2),
elastase, and heparin are of animal origin, whereas all
other substances used are of plant or microbial origin or
from chemical synthesis. Trypsin and elastase are from
pancreas. When these enzymes are used for the industrial
cell culture, they have to be tested for the absence of host-
specific viruses. For instance, trypsin is mostly of porcine
origin, signifying that such trypsin has to be tested for the
absence of different porcine viruses; so a test for porcine
parvovirus is imperative. If bovine derived trypsin is used,
this trypsin has to be tested for the absence of different
bovine viruses; so a test for pestiviruses is imperative. The
test for other viruses depends mainly on the geographical
origin of the product. More details can be found in the
article by Eloit (87).

With respect to transmissible spongiform encephalo-
pathies (TSE), bovine pancreas is classified as a category
III tissue (= low infectivity) (88), signifying that a
replacement of pancreas-derived material by materials
of nonanimal origin will improve safety with respect to
prion transmission.

Heparin is from porcine intestinal mucosa. This
substances is used for medical application (inhibition
of blood coagulation) without any untoward incident for

Figure 7. Comparison of different cell-dislodging methods regarding average adherent fraction,
i.e., (viable adherent H-nonviable adherent)/total cells. These results were obtained after four
days of static cell culture in protein-free medium SMIF6. Light bars without centrifugation;
dark bars with centrifugation; abbreviations: Tryp., trypsin; STI, soybean trypsin inhibitor; CDS,
cell-dissociation solution. From Ref. 86, with permission, © Springer-Verlag.
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several decades. Despite this high safety, a replacement
by a nonanimal-derived substance would be desirable. As
presented in Table 2 and discussed in the sections on the
use of enzymes for cell detachment and nonenzymatic
cell detachment and new methods, trypsin, elastase,
and heparin can be easily replaced by other proteolytic
enzymes of microbial or plant origin or chemical
substances. After optimization, such methods show the
same cell detachment and plating efficiencies, however,
with the added advantage that viral security is improved.

CONCLUSIONS

Cell detachment is a very important step in the small-
scale and large-scale cultivation of animal cells. Although
trypsinization is largely the method of choice, often
this method is not really optimized for the application
used or another improved method could be used instead
of trypsinization. When large-scale cultures for the
production of biologicals are established or serum-free
or protein-free media are introduced, the usual cell
detachment method has to be reexamined and adapted
to the new conditions or replaced by a new more adequate
method. In this sense, an emerging technique of great
interest will be the use of thermoresponsive polymer
surfaces for the large-scale cultivation of animal cells,
although for the moment this possibility exists only at the
T-flask level. This method and perhaps other new methods
will improve and facilitate cell detachment in the future.
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part of a basic biological drive to survive and maintain,
characteristics usually used to describe the whole organ-
ism. It is an outcome of evolution and is present in living
systems at all levels. For those of us working with complex
cell populations or systems outside the body, the plasticity
of cell response in vitro is a curse if ignored, a blessing
if one knows how properly to interpret it, and is almost
always a technical challenge.

THE EPIDERMAL KERATINOCYTE: A PARADIGM OF CELL
LINEAGE, DIFFERENTIATION, AND REGENERATION

Keratinocytes are epithelial cells that form stratified, ker-
atinizing epithelium. The epidermal keratinocyte is the
primary cell type of the epidermis, the outer layer of
skin. These cells stratify and terminally differentiate to
form the dead outer cornified layer of skin. Their function
is to maintain closure and protect from desiccation and
the environment via the barrier established by the corni-
fied layers. The keratinocyte matures as it moves up in
the strata of the epidermis (Fig. 1). Keratinocytes build
a strong cytoskeletal framework by changing expression
of keratin microfilament species from keratins 5 and 14
to keratins 1 and 10. They accumulate cornified envelope
proteins such as involucrin and loricrin in preparation
for corneocyte formation (2,3). Filaggrin is synthesized
and forms keratinohyalin granules that will later aggre-
gate the keratin filaments in the uppermost layers (4,5).
Specialized lipid species such as ceramides (6) are syn-
thesized and concentrated into lipid lamellar bodies. The
lamellar bodies will be extruded before cell death to form
the lipid "mortar" to the corneocyte "bricks" of the stratum
corneum (7). These changes are accompanied by a change
in morphological appearance that is clearly seen in histo-
logical sections. Five strata can be distinguished by their
morphological features: the basal, suprabasal, spinous,
granular, and cornified layers (Fig. 1). The cell orienta-
tion changes from cuboidal or columnar in the basal layer
to squamous as maturation proceeds. There is a distinct
enlargement of the cells during this process. The cells
become increasingly flattened but packed with keratin fil-
aments, and firmly attached to each other via numerous
desmosomes. As filaggrin accumulates and forms kerato-
hyalin granules (4), the cells take on a distinct granular
appearance followed by an even further flattening and
increase in intracellular density. The lamellar lipids are
extruded and the cell undergoes terminal differentiation

and cell death. The calcium influx associated with an
increased membrane permeability activates membrane-
bound transglutaminase K (8,9), which cross-links the
cornified envelope proteins at the cell's periphery (10).
This forms a tightly packed sack of keratin filaments
encased in a strong, heavily cross-linked protein enve-
lope (11). The extruded lipids interact with the proteins of
the envelope (7,12) and organize in specific lipid lamellae
with a broad-narrow-broad ultrastructural pattern (13).
Together, the corneocytes and the lipid lamellae provide a
functional barrier.

Cell Communication via Cytokines Controls Maturation,
Renewal, and Repair

While the cells of the suprabasal and spinous layers
are readying themselves for eventual cornified envelope
formation, they also participate in important functions
of immune regulation and inflammation through the
production of cytokines and their interaction with
Langerhans cells (14). In addition to recruiting the
necessary immune cells in response to injury, cytokine
production by these cells also provides biological feedback
both to the epidermal keratinocyte and the dermal
fibroblast with respect to the "status of operations."

Cytokines that can act between the keratinocytes and
the fibroblasts are summarized in Table 1 (15-18). They
can be placed in two general categories, the inflam-
matory mediators: interleukin-1 (IL-I), tumor necro-
sis factor-a (TNF-Qf), and interleukin-6 (IL-6); and the
non-inflammatory cytokines: transforming growth factor-
Oi (TGF-Qf), amphiregulin, heparin-binding epidermal
growth factor (HB-EGF), platelet-derived growth fac-
tor (PDGF), transforming growth factor-^ (TGF-0), ker-
atinocyte growth factor (KGF), neu differentiation factor
(NDF), nerve growth factor (NGF), basic fibroblast growth
factor (basic FGF), insulin-like growth factor-1 (IGF-I),
and interferon a,fi (IFN a9fi).

Both IL-I and TNF-o? act as primary mediators of
inflammation (14). They are the first to communicate that
the tissue is compromised in some way. Through their
action, the production of other cytokines is stimulated and
the dermal fibroblast is activated. For example, barrier
disruption initiates a cytokine cascade, resulting in an
increase in TNF-o?, IL-Ia, and IL-1/2 (19,20), and increased
mRNA encoding for TGF-or and TGF-£ (15), as well as other
immune modulating cytokines (15,19). This manifests
itself through increased proliferation (even though TNF-a

The Epidermal Keratinocyte Exhibits a Distinct Cell Lineage Within the Epidermis

Strata:

Cornified layer
Granular layer
Spinous layer

Figure 1. The epidermis is formed of ker-
atinocytes in five morphologically distinct U|Dra a s a a^ e r

layers. The layers can also be distinguished
based on biochemical characteristics asso- Basal layer
ciated with terminal differentiation.

lome key features:
Cross-linked cell envelope
extruded lipid lamellae
Keratohyalin, lamellar bodies

Transglutaminase Type I
Envelope proteins
Keratins 1,10

Keratins 5,14



Source: ReI 15-18.

can inhibit keratinocyte proliferation (16)), upregulation of
keratin-16 expression (associated with hyperproliferative
and healing conditions (21), and increased epidermal
sterol, fatty acid, and sphingolipid synthesis (19). All this
in an attempt to protect the body from further insult by (1)
alerting the immune system and (2) restoring barrier
function.

The non-inflammatory cytokines (Table 1.B) play a
more substantial role in the recruitment of the epidermal
keratinocyte and the dermal fibroblast during injury
and in the maintenance of homeostasis under normal
conditions. Their functions are both stimulatory and
inhibitory, and it is the interplay between them that leads
to a desired result. They always work in relationship to
one another — a fact that is sometimes lost in in vitro
experiments that separately probe each factor's actions.

Their action is concentration dependent, ratio dependent,
and cell receptor dependent (22-25). Given that caveat, an
attempt has been made to highlight some of each factor's
purported actions.

TGF-/J produced by the keratinocytes acts locally to
regulate epidermal turnover, whereas TGF-^ produced
by the fibroblasts most likely acts on regulation of
fibroblast proliferation and matrix biosynthesis. TGF-^
is the primary inhibitory factor for the keratinocyte. It
is produced by the basal keratinocytes (TGF-/? 1) and the
maturing keratinocytes (TGF-/J2) in the suprabasal layers
of the epidermis (26). It is a potent inhibitor of keratinocyte
proliferation in vitro (27) and appears to be an important
regulator controlling proliferation in vivo (28). Squamous
cell carcinomas are devoid of TGF-/J. In precancerous
papillomas, loss of TGF-/* 1 expression is associated with

Table 1. Paracrine and Autocrine Factors in Epidermal Keratinocytes and Dermal Fibroblasts

A. Inflammatory mediators

IL-I (a,p)

TNF-a

IL-6

B. Noninflammatory
cytokines

EGF-like molecules
(Erb-£ ligands)

TGF-a
Amphiregulin
HB-EGF

PDGF

TGF-£ (1,2,3*)

KGF (PGF-7)

NDF (heregulin)

NGF

Basic FGF (FGF-2)

IGF-I

IFN-of, p

Produced by

Keratinocytes and fibroblasts

Keratinocytes

Keratinocytes and fibroblasts

Produced by

Keratinocytes

Fibroblasts

Keratinocytes and fibroblasts

Fibroblasts

Fibroblasts and keratinocytes

Keratinocytes and Fibroblasts

Keratinocytes

Keratinocytes

Keratinocytes

Effects

Primary inflammatory cytokine, that modulates fibroblast
proliferation and ECM regulation by fibroblasts. Effect
can be positive or negative. Induces PDGF in
fibroblasts. Stimulates keratinocyte migration. Induces
KGF in fibroblasts.

Primary inflammatory cytokine that inhibits keratinocyte
proliferation. Induces ICAM expression in keratinocytes
and promotes growth of fibroblasts. Can stimulate or
inhibit collagen biosynthesis in fibroblasts. Induces
secondary cytokine release in keratinocytes and
fibroblasts.

Up-regulates tissue inhibitor of metaloproteinase (TIMP)
in fibroblasts. Growth support of keratinocytes
(co-mitogen).

Effects

Growth promotion in keratinocytes. Induction of keratins
6 and 16 in keratinocytes. Growth promotion in
fibroblasts. Induction of PDGF in fibroblasts.
Stimulation of collagen synthesis in fibroblasts.

Growth promotion in fibroblasts. Chemotactic to
fibroblasts. Stimulation of collagenase by fibroblasts.

Growth inhibition in keratinocytes. Inhibits or stimulates
growth in fibroblasts. Stimulates matrix synthesis by
fibroblasts. Induces TGF-£ and PDGF in fibroblasts.

Growth promotion in keratinocytes. Induces TGF-a in
keratinocytes.

Growth promotion of keratinocytes.

Prevents apoptosis of keratinocytes. Growth promotion of
keratinocytes. Concentrated in hair rudiment
mesenchyme during development.

Growth support (co-mitogen) for keratinocytes.

Growth support (co-mitogen) for keratinocytes.

Growth inhibitor of keratinocytes and fibroblasts.
Upregulation of MHC Class II antigens in keratinocytes
and fibroblasts. Induction of keratin 17. Inhibition of
collagen synthesis by fibroblasts. Induces IL-I.



hyperproliferation of the basal keratinocytes, whereas loss
of TGF-/J2 results in suprabasal hyperproliferation and is
associated with high risk of tumor formation (26). TGF-
P can either stimulate or inhibit fibroblast proliferation
depending on the concentration. Perhaps a more important
effect is that of stimulation of matrix biosynthesis by the
fibroblast (29).

The heparin-binding EGF-like family of keratinocyte-
produced factors stimulate keratinocyte proliferation via
the same receptor (Erb-pl) (14). These molecules are
produced by the basal cells. There appears to be a
great deal of redundancy in having three self-produced
molecules that act in essentially the same way (30).
Elimination of TGF-a in knockout mice results in only
mild phenotypic change, wavy hair, for example (31). This
redundancy may be a result of evolution and illustrates
how important proliferation of the amplifying population
of the epidermis must be to the organism. Elimination
of the Erb-/31 receptor leads to profound defects in
epithelial development (32). Neu differentiation factor-
beta isoform (NDF, heregulin) has been demonstrated
to have proliferative effects on keratinocytes mediated via
the Erb-£3 receptor (33).

KGF has also been reported to stimulate keratinocyte
growth (34,35) but is distinctly a paracrine factor produced
by the dermal fibroblast (34,36). Overexpression of a
dominant negative form of KGF in transgenic mice
results in epidermal atrophy and impaired wound healing.
Interestingly, others have found little impairment of
wound healing in KGF knockout mice (37). One pathway of
paracrine KGF action is through stimulation of autocrine
TGF-a (38). IL-I has been shown to be a potent inducer
of KGF by fibroblasts (39), also linking KGF action to
mechanisms of wound healing.

Basic FGF and IGF-I act as comitogens (40,41). Basic
FGF has been found to be more (42) or less (43) effective
in stimulation of keratinocyte proliferation depending
on the culture conditions and production of intrinsic
growth factors. IGF-I is thought to play a role in
dermal-epidermal interactions, particularly in cases such
as psoriasis (44), where it has been documented that
the fibroblast population can stimulate the psoriatic
phenotype in nonpsoriatic epidermis in vitro (45).

Nerve growth factor is produced by keratinocytes (46).
It is seen in increasing amounts during growth in
vitro (47). NGF produced by fibroblasts has been impli-
cated in the morphogenesis of hair rudiments (48). NGF
has also been reported to block apoptosis, acting as a
"survival factor" for human keratinocytes in vitro (49).

Even after cursory review of autocrine and paracrine
cytokines affecting the epidermis, it is clear that the
important factors are the balance and timing of expression
of these elements. Recent work using complementary DNA
microarray techniques representing approximately 8600
different human genes show the temporal program of
gene expression of dermal fibroblasts in response to serum
to consist of a wide array of genes associated with the
physiology of wound healing. Serum stimulation caused a
temporal increase in transcription factors followed by cell-
cycle-associated factors, which were followed by wound-
healing-associated factors including proteins involved in

matrix remodeling and intercellular signaling. There
appeared to be coordinated regulation of clusters of genes,
each cluster covering a range of functions (50). Although
this system is an artificial situation, it does imply complex
linkage in gene expression.

The Heterogeneous Basal Cell Population: A Further
Dissection of Cell Lineage

The stem cells of the epidermis reside in the basal
layer (51). In addition, there are stem cells residing in
the bulge region of the hair follicle (52), which can also
give rise to epidermis, particularly in cases of loss of
the interfollicular epidermis (i.e., partial thickness skin
loss). Much of the evidence for the existence of stem cells
has relied upon the fact that stem cells by their nature
will be naturally slow cycling in vivo (53,54). Labeling
of neonatal (55,56) and regenerating (57) mouse skin and
fetal human skin (58) have demonstrated the existence of
the epidermal proliferative unit (EPU) (Fig. 2) (59-63).
Close examination of cells in vitro grown using the 3T3
feeder cell system of Rheinwald and Green (64) finds a
similar kinetic heterogeneity (59), further substantiating
the existence of an EPU in humans. This proliferation
pattern of stem cell turnover and subsequent amplification
of a proliferative population is outlined in Figure 2.
In organotypic culture, "columns" of epidermal cells,
presumably a result of an EPU pattern of growth,
can be distinguished similar to mouse skin (Fig. 3). In
tissues where there is a high turnover, such as the
epidermis, it makes sense that it would be most efficient
to have amplifying populations between the stem cell
and the mature cell (53). The amplifying population has
a clearly limited proliferative potential and is regulated
by the cytokine environment of the epidermis discussed
previously. Self-maintenance would be an important
aspect to the epidermal stem cell to assure adequate
generation of epidermis throughout the lifespan of the
individual. Therefore, it may, like the hematopoietic stem
cell, be subject to different activation and inactivation
signals for cell division, either for purposes of self-renewal
or for replenishment of the amplifying population (53).

It stands to reason that much of what we study
as keratinocyte growth regulation in vitro is actually a
study of the transit amplifying population. Keratinocytes
cultured in the 3T3 feeder cell system permit clonal growth
from single cells (64). Keratinocytes grown in this way give
rise to three different types of colonies (65). Holoclone
is the name given to large colonies with the highest
proliferative potential, meroclones to those with moderate
potential, and paraclones to small abortive colonies. The
holoclone was thought to originate from a stem-like cell,
based on its high proliferative potential. However, it must
be kept in mind that there will be amplifying cells with
different proliferative potential based on their point in
the amplification pathway [Fig. 2, (2)]. Indeed, some have
suggested that because stem cells may require a special
niche environment to be maintained, there may be no true
stem cells in the cultured population, that is, that all stem
cells may be "activated" to become amplifying cells (66).
The evidence against this is the fact that epidermal sheet
grafts cultured using this method are not only capable



Figure 3. Histological section of epidermal keratinocytes in
organotypic culture. Cell proliferation is controlled and terminal
differentiation of the suprabasal cells is favored by culture at the
air-liquid interface. All strata of the epidermis are once again
represented. Note the ordered "stacking" of cell nuclei in the
epidermis as a result of the EPU. Hematoxylin and eosin, mag:
62.5x.

of re-establishing epidermis on severely burned patients,
but of maintaining it for many years (67). This does not
rule out, however, that the vast majority of cells in a
holoclone are transit amplifying cells, nor that some clones
established from early stage (2) amplifying cells will result
in a holoclone morphology.

The study of the keratinocyte stem cell has been
hampered by the lack of markers to distinguish them
from the transit amplifying and maturing subpopulations.
Concentration of integrin expression has been a useful tool
in this regard. Using cell-cell associated /31 integrin, Jones
and Watt (60) were able to discern two cell populations
within the proliferative in vitro population (again cultured
in the feeder cell system) using fluorescence-activated cell
sorting (FACS): a /?l-rich population and a /?l-sparse
population. The /?l-sparse population represented those
cells committed to terminal differentiation [refer to (4)
in Fig. 2]. Those that were /?l-rich bound more readily

Figure 2. The basal keratinocyte popu-
lation consists of both slow-cycling stem
cells and proliferative transit amplifying
cells. The transit amplifying cells have a
finite proliferative potential. The stem cell
and its progeny form the epidermal pro-
liferative unit (EPU) (54-56, 59). Basal
cell populations have been distinguished
by basal cell surface markers (60-62) and
keratins (63).

to basement membrane components in culture and had
a higher proliferative potential as would be expected of
subpopulations (1) and (2). The majority of ^1-rich, rapid
binding cells, however, still contain the amplifying cell
subpopulation (2-3). Very recent developments have now
made it possible to distinguish subpopulations (1) and (2).

Using an integrin that is cell-matrix associated (i.e.,
the hemidesmosome-associated a6 integrin), Li et al., (61)
were able to distinguish an a?6-bright (rich) and a6-
dim (sparse) population within the /?1 (bright) -rich
population by FACS. Subsequent culture of this population
indicated that the o;6-sparse population within the $1-
rich population was already postmitotic in vitro (61). In
addition, Kaur et al., (68) had previously developed a
monoclonal antibody to a surface antigen, 10G7, present
on rapidly dividing normal and tumor cells. The level
of 10G7 expression appeared to correlate well with the
degree of proliferation. They then hypothesized that stem
and noncommitted cells would preferentially express high
amounts of a6 integrin, and further hypothesized that if
the stem cell was slow cycling, then it should concomitantly
express low levels of 10G7 antigen. A fresh dissociate of
neonatal foreskin keratinocytes was sorted into subsets
using these markers in combination. Subsequent culture
of these populations verified that the a6-rich/10G7-sparse
population generated the most cell progeny over multiple
passages using the 3T3 feeder cell system (61). This
subpopulation was estimated to represent approximately
10% of the basal cell layer, and it was estimated that
a single a6-rich/10G7-sparse stem cell was capable of
generating approximately 5.8 x 10n cells. It should be
kept in mind that none of these studies implies that the
stem cell is replenished during the culture period. In
fact, evidence has shown that the number of clonogenic
cells remains remarkably constant when cultured in
vitro, grafted 40 weeks in vivo, and then recultured in

Stem Ceils and Heterogeneity of the Basal Keratinocyte
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vitro (69). Mechanisms of stem cell down-regulation and
replenishment, and the factors involved in each, remain
to be determined.

Working with Cell Populations and Cell
Lineage—Proliferation versus Differentiation

Once dissociated and placed in culture, the order of cell
lineage and the spatial relationships present in the tissue
are lost; the proportion of each subpopulation may also be
drastically altered. This is again easily illustrated using
the keratinocyte with its well-defined lineage in vivo and
ample markers that can be used in vitro to follow pheno-
typic changes within the population. When keratinocytes
are dissociated from the epidermis and placed in cul-
ture, the genetics that drive the differentiation program
are present but can become skewed or short-circuited
by the keratinocyte's adaptation to the environment. To
illustrate, at the time of dissociation, the keratinocyte
population is very heterogeneous due to the fact that the
suspension contains cells from each of the clearly defined
cell layers (Fig. 1).

As we now appreciate, only a relatively small
proportion of these cells is capable of proliferation.
This fact gives keratinocytes a technical reputation of
being difficult to grow. When a feeder cell layer of
transformed mouse 3T3 cells is used for coculture, the
proliferative cells are able to plate and grow at low
density, supported and stimulated by the feeder cell
interaction (64,70) (a model used in many of the studies
already alluded to in this article). Colonies of growing
keratinocytes are generated from the proliferative cell
compartment. The growing colonies eventually merge
and form an epithelial layer pushing the feeder cells
from the dish as they proceed. During this time,
differentiation and modest stratification have occurred
within the colonies since the feeder cell system permits
some stratification owing to a calcium concentration that
allows cell junctions to form (71). When the colonies have
merged to confluence in the culture vessel, differentiation
is further stimulated (72,73) as the mechanisms of
keratinocyte behavior dictate an attempt at barrier
formation. The high calcium concentration stimulates the
enzyme transglutaminase K, which is needed to cross-
link the cornified envelope proteins in the cornification
process (9). Envelope precursors such as involucrin are
increased at confluence, as are most of the differentiation
markers (36). Involucrin expression is not dependent on
stratification (74), although normally it would only be
present in suprabasal keratinocytes. Cornified envelopes
can be observed and even a larger proportion of cells
are envelope competent (72), meaning that they are
expressing transglutaminase K and envelope precursors
in functional quantities so that if the cells are exposed to
a calcium ionophore transglutaminase is activated and a
cornified envelope is formed prematurely. In fact, one of
the barriers to complete differentiation of the keratinocyte
in vitro is this ability to undergo, for lack of a better term,
"premature differentiation." This can occur uncoupled
to necessary changes in lipid biosynthesis, formation
of lamellar bodies or (pro)filaggrin (75) synthesis, and
formation of keratohyalin granules.

It is of interest to note that this same culture
system is capable of promoting the keratinocyte phenotype
in epithelial cells from nonkeratinizing tissues from
the rat (76,77). Therefore, this culture system promotes
adaptation to a squamous phenotype — at least in the
rat. Much of what we know about the keratinocyte was
gained by observing and manipulating their behavior
in the feeder cell environment. This system has proven
invaluable for clonal analysis and for generation of
cultured epidermis from adult tissue. The limitation is
that not all processes are equally enabled, and certainly
not all strata of the epidermis are clearly represented
in the population. Therefore, caution must be used
in interpreting cell responses. When grafted in vivo,
however, the rudimentary epidermal sheets are able to
"take" and rapidly establish differentiated epidermis (78);
therefore, the potential for full maturation is present, but
limited by the culture environment. While this system
may be appropriate for the study of normally squamous
epithelium, in vitro study of nonsquamous epithelial cells
in this system must be approached with caution, and
an appreciation of the underlying cell adaptation toward
squamous differentiation that can occur.

Certain parts of a cell's differentiation program can be
uncoupled by a limiting culture environment. This was
particularly important for our laboratory's work on both
defined growth of keratinocytes and formation of a differ-
entiated epithelium in a skin equivalent model (79) — two
goals that may seem diametrically opposed. Our first goal
was to minimize the heterogeneity in the growing ker-
atinocyte culture by stimulating the regenerative response
while limiting the subsequent push towards terminal
differentiation. To achieve this, we wished to define a
culture system that would rely primarily on paracrine and
autocrine mechanisms for generation of the epithelial cells,
taking advantage of the regenerative response (Fig. 4).
Calcium levels were reduced to levels below that which
had been previously shown to promote differentiation
in human (80) keratinocytes. This calcium concentration
would also not permit stratification. Small explants of tis-
sue were used to start the cultures. We felt that explants
maintained a critical cell density and would be a more
natural way to promote the regenerative response. As cov-
ered earlier, previously scientists had used mouse 3T3
feeder cells to make up for a lack of critical cell density;
however, the use of the transformed feeder cells required,
until recently (81), the use of serum for optimum feeder
performance.

In our efforts to define the medium formulations, we
found that serum promoted differentiation with respect
to transglutaminase content and envelope competence,
particularly when calcium concentrations were permis-
sive (43). Therefore, we wanted a method that would avoid
feeder cells and serum. Previous work on a serum-free
medium (80) had demonstrated that growth in a serum-
free, feeder-free medium was possible if the calcium levels
were kept below 1.0 mM. However, the heterogeneity of
the primary dissociate required either the support of the
feeder cells or supplementation with bovine brain extract
to stimulate growth of the proliferative population, which
was at or below critical cell density to support autocrine



and paracrine response (82). By maintaining the tissue in
the form of an explant, a supportive microenvironment
could be maintained while stimulating the natural regen-
erative response during this critical period. Our result was
a robust outgrowth of proliferative cells after a few days
in a defined medium (43).

The cell population generated was markedly more
homogeneous than we had achieved using the unde-
fined systems, and had a strong "basal" cell character
as evidence by a lack of differentiation in response to cal-
cium (43). The proliferation response could be maintained
in the defined environment for multiple cell generations,
although there was a gradual shift in the population
as more differentiated cells formed and inhibited the
regenerative response from continuing in the remain-
ing proliferative cell population. We were able to favor
the proliferative response and inhibit, but not completely
block, the differentiative response (e.g., see (4) in Fig. 4).
The next goal was to be able to apply this population
of keratinocytes, which favored maintenance of basal
cell proliferation and enable stratification and differen-
tiation of the cells in an ordered way to reform the
multicellular/multiphenotype epidermis (e.g., see (3) in
Fig. 4), again largely relying on autocrine, paracrine, and

environmental mechanisms. Epidermal growth factor and
fibroblast growth factor were found to have little effect
when growth was maximally self-stimulated (43). Even
TGF-/?, a potent inhibitor of proliferation, was marginally
effective in attenuating growth when cultures were max-
imally stimulated at densities of approximately 60% con-
fluence (83).

Response to Environment

Cytokines are responsible for communicating circum-
stances within the tissue or cell population. Physical
signals trigger changes in cytokines, as illustrated ear-
lier in the case of barrier disruption. With epidermis in
vitro, an air interface promotes phenotypic expression,
differentiation, and tissue organization of an epidermal
keratinocyte culture by stimulating cornification (84). The
rate of water loss through the epidermis is thought to
act as a stimulus for barrier formation and is most likely
communicated through a flux in cytokines. These dynamic
interactions are also at play in vitro when we attempt to
reconstruct epidermis, as we wished to do in the formation
of a skin substitute. Therefore, the goal was to allow nor-
mal processes to occur. To understand this we studied the

Organotypic culture
in vitro

Figure 4. The keratinocyte population reflects its heterogeneity in vitro. The interaction of the
subpopulations in vitro: (2) The culture environment removes the proliferative inhibition on the
basal layer. This stimulates the regenerative response in the form of an explant outgrowth within
a few days. (2) The proliferative response continues for several cell passages as the basal cell
compartment attempts to regenerate epidermis in the absence of stratification and inhibition
of differentiation signals. Differentiation is not promoted in this environment but is also not
entirely blocked. (3) Proliferative cells put into an organotypic culture give rise to stratified
layers that recapitulate the full cell lineage and reform an organized epidermal tissue. Although
their proliferative rate is down-regulated by the presence of the subrabasal strata, they can be
stimulated to proliferate once again if given the impetus such as wounding or reculture. (4) If cells
are not placed into organotypic culture, eventually the increase in differentiated cells supplies
feedback inhibition to the proliferative cells and limits further growth.

The cells of the epidermis represent a
distinct cell lineage. The biology of the
cells is dependent on the inter-
relationship and interaction of this
lineage.

In vivo



transition epidermal keratinocytes underwent as we took
them from a very proliferative, differentiation-inhibiting
culture environment (43) and placed them in three-
dimensional organotypic culture (85-87).

As the keratinocytes are taken from a rapidly prolifer-
ating condition, they are a more homogeneous population.
They are placed at a near-confluent density onto a collagen
lattice containing dermal fibroblasts (88). This serves as
a culture substrate for the epidermal keratinocyte. The
conditions are changed to promote epidermal differenti-
ation (86,88). The calcium concentration is increased to
1.88 mM to allow cell junctions to form and cell strat-
ification to occur. Culture at an air interface promotes
characteristics of terminal differentiation (84). The epider-
mis will form by the basal cells dividing, leaving the basal
compartment, and differentiating as they rise in the strata
to eventually form a corneocyte. It is not formed by mere
segregation of the keratinocyte subpopulations. Stratifi-
cation, differentiation, and maturation are achieved in
an active process through the proliferation and transit of
cells generated by the basal layer (86). Examination of the
morphology of the uppermost squames reveals enlarged,
poorly shaped corneocytes, most likely generated by the
original late transit amplifying cells that were present
in the culture dish (87). With time, the basal population
is replenished through proliferation within the basal cell
layer. The proliferative rate during this process gradu-
ally diminishes to reach a level closer to what is seen in
vivo (86,89).

The diminution of proliferative rate is the result of
feedback from the stratified layers of epidermis above and
the physical feedback of the stratum corneum, which is
gradually establishing barrier function (82,87). Prolifera-
tion is quelled through normal feedback mechanisms, not
due to a loss of proliferative or regenerative capacity. The
basal cell labeling index can be stimulated by agents such
as sodium ascorbate and cholera toxin, a cyclic AMP ele-
vating agent, but not EGF (90). The regenerative response
can also be stimulated by wounding of the tissue. When
wounded, IL-I and PDGF levels rise in a response leading
to rapid migration of the keratinocytes followed by re-
establishment of the epidermis through proliferation (91;
Hardin-Young, personal communication).

Under standard conditions the "mature" skin equiv-
alent has a phenotype reminiscent of a freshly healed
wound. Keratin 19, present during rapid prolifera-
tion, is down-regulated; however, keratin 16, present
in healing or hyperproliferative conditions (21), is still
expressed (90) and barrier function is approximately
10-30-fold more permeable than normal skin (92). Base-
ment membrane is not continuous, even though rudi-
mentary structure is present and the components of the
basement membrane appear to be synthesized and local-
ized at the dermal—epidermal junction (85; J.D. Zieske,
personal communication). Upon grafting, basement mem-
brane assembles (93) and the barrier is equivalent to
human values within days (K. Kriwet and N.L. Parenteau,
personal communication). In skin, or constructs made of
human keratinocytes and de-epidermized dermis, lipid
metabolism approaches normal levels within weeks, yet
does not fully attain normal lamellar structure upon

grafting (94). This may be due to the influence of the
murine metabolism to which the skin graft is engrafted.

The in vitro environment does not yet appear
to adequately establish all parameters of maturation.
Deficient lipid metabolism appears to be a key element.
Characterization of a variety of organotypic skin cultures
found them to be deficient in free fatty acids (95).
Linoleic acid supplementation is important to help direct
proper lipid biosynthesis (96), and serum appears to
be detrimental to proper terminal differentiation (86),
even if delipidized to remove retinoids (90). Reduction of
temperature to more physiologic levels (33 0C) is beneficial
in helping to maintain a stable culture for longer periods
of time (97). This is essential, since even in vivo a
freshly healed wound takes approximately three weeks
to re-establish full barrier function. Therefore, some of
the characteristics we see in vitro are not entirely due to
inadequacies in the nutritional base or environment, but
are also a manifestation of the physiology, cytokine milieu,
and regulation present in the maturing or "repairing"
epidermis.

ORGANS ARE COLLECTIONS OF MULTIPLE CELL TYPES:
THE ROLE OF CELL-CELL INTERACTION IN A
CORNEAL MODEL

The role of communication between different cell types had
been appreciated as important ever since embryologists
observed the influence of epithelial and mesenchymal
interaction. It is obvious from Table 1 that the keratinocyte
and fibroblast have ample opportunity for communication
through the use of multiple cytokines. Communication
can also be indirect through an additional cell type
such as an inflammatory cell (14) or through matrix
deposition, which can sequester factors or act directly
on cell receptors (98). Our experience with a multicellular
corneal cell construct (99) presents an intriguing model to
study such interactions.

The cornea, the clear outer surface of our eye, consists
of three cell types, the corneal epithelial cell, the stromal
fibroblast, and the corneal endothelial cell. The corneal
extracellular matrix is highly ordered, resulting in a clear
appearance. The corneal epithelium is stratified but not
cornified. Its barrier properties are established through
tight junctions rather than corneum formation. However,
when there is substantial loss of tear formation, the
corneal epithelium will cornify in response to the dry
environment. The location of the regenerative population
of the cornea differs from that of the skin in that the
proliferative cell compartment is limited to the outermost
region of the cornea, the limbal region (100). The stem
cells of the cornea also reside in the limbal region (101).
As the epithelium is renewed, cells from the limbal region
proliferate and move centrally to replenish the central
cornea (102). The corneal endothelial layer in vivo is a
single layer of specialized cells that establish a barrier on
the underside of the stroma and regulate fluid transport
into and out of the matrix. This function is essential for
maintenance of clarity of the corneal stroma.

Our study of rabbit corneal keratinocytes, rabbit
stromal fibroblasts, and mouse endothelial cells in



organotypic culture has led to surprising observations
with respect to cell—cell interaction and effects of
the environment (99). Cultures are formed similar to
skin equivalents (Fig. 5). The stromal fibroblasts are
contained within the collagen lattice, and the epithelial
cells are plated on the surface. Cultures have been
constructed with or without an endothelial cell layer
below the collagen lattice, which consists of mouse
endothelial cells transformed with large T antigen to
permit proliferation (103).

When the rabbit corneal keratinocytes (CK) are used
in conjunction with a collagen matrix containing stromal
cells, and grown submerged in organotypic culture, the
results are poor. The CKs exhibit difficulty spreading
over the surface and exhibit uneven stratification.
The histological appearance of the stratified corneal
epithelium, however, looks similar to that in vivo in
some areas. Is this, then, a problem of growth conditions
or one of differentiation? Looking at some of the
characteristics of these cultures, we find that alpha-
enolase, a marker of cell proliferation (100), is expressed
throughout the epithelium. Keratin 3, the specialized
keratin of the cornea normally expressed in all suprabasal
layers (104), is minimally expressed only in the uppermost
squamous cells. There is little to no synthesis of the
basement membrane components collagen type VII and
laminin, which in part explains the cells' difficulty in
migration. In keeping with this observation, there is
no ultrastructural evidence of basement membrane at
the epithelial-stromal junction. The fibroblasts react in

response to the struggling epithelium by migrating out of
the stroma and proliferating to form cell mounds under the
struggling epithelium. What results, then, is an unstable
mixture of cultured cells with little true organization or
differentiation [Fig. 5(a)], although at first glance it might
look like corneal epithelium.

When the corneal culture is provided a moist interface
environment and appropriate environmental stimulus,
spreading of the epithelium is improved, and patchy
distribution of collagen type VII and laminin is seen
[Fig. 5(b)]. Interestingly, matrix molecules also remain
within some of the basal cells. The moist interface is
sufficient to stimulate synthesis of corneal keratin 3
in the suprabasal layers as in vivo. Alpha-enolase is
inhibited from the uppermost layers, although distribution
can still be seen suprabasally. Although the culture is
improved, there does not appear to be true organization
of differentiated characteristics. No basement membrane
is formed. It should be noted here that cells may
express a particular element without being able to use
it properly. Therefore, localization of structural antigens
is key — not merely expression — and one should be
aware that localization and level of expression may be
significantly different in vitro.

The addition of corneal endothelial cells below the
stromal cell layer leads to marked improvement in
organized growth and spreading of the corneal epithelium
[Fig. 5(c)]. Examination of alpha-enolase distribution now
shows tight distribution limited to the basal layer,
similar to what is seen in the limbal region of the

Figure 5. In an organotypic culture model, rabbit corneal epithelial cells require the presence
of the underlying corneal endothelial cells to achieve true differentiation in vitro. Certain
characteristics of differentiation can be stimulated by environmental change to a moist interface,
although the effect appears to be adaptive rather than specific (summarized from Zieske et al. (99).

Monolayer, serum-free cultures derived from the limbal region are
placed in 3-dimensional culture. Lacking adequate environmental
and cell signals, the culture stratifies but does not undergo
differentiation.

Providing the environmental signal of a moist interface
leads to improved growth and differentiation of the
corneal epithelium.

Addition of corneal endothelial cells dramatically enhances
differentiation to a limbal-like phenotpye. Complete basement
membrane is formed.

Corneal endothelium alone is able to trigger
full differentiation in the epithelium in the
absence of the environmental stimulus of a
moist interface.



cornea (100). Localization of collagen type VII and
laminin show contiguous lines of strong staining at the
epithelial-stromal junction. Full structural basement
membrane can be seen by electron microscopy.

It had long been recognized that environment was
an important component in human skin equivalent
maturation; however, much to our surprise, when the
moist interface was removed from the three-cell construct
of cornea, full differentiation proceeded in the absence
of the environmental stimulus [Fig. 5(d)]. This again
illustrates the cell's ability to adapt since the cultures
in Figure 5(b) had responded to the change to a moist
environment, although the changes appear to be adaptive.
It was only with the proper interaction of the endothelial
cells that specific differentiation occurred. This could be
due to a resulting cytokine environment either directly
or indirectly mediated by the endothelial cells. The
exact mechanism of endothelial cell action remains to
be determined. Conditioned medium from the endothelial
cells and culture of the corneal model with a physical
separation of the endothelium and the stroma leads to a
diminution but not complete abolishment of effect (Mason
and N. Parenteau, personal communication), indicating
there may be more than one element to the mechanism.

HEPATOCYTE CELL BIOLOGY AND CELL LINEAGE

Hepatic Organization

The liver is organized into plates of adjacent hepatocytes
bordered by sinusoidal spaces (Fig. 6) (105,106). These
plates extend from the portal triad to the central vein in
a radial arrangement around the central vein. The bile
cannaliculi are formed between the hepatocytes in each

plate. Blood flows from the portal triad to the central
vein. Bile flows in the opposite direction to the bile duct.
Hepatocyte lineage consists of a stem cell population
and three zones of maturing hepatocytes. A few of the
differences are highlighted. The hepatocytes mature as
they progress from Zones 1 to 3. Zone 3 is the most
specialized with a high level of detoxification function.
One cannot help but notice the similarities in concept
between the zones of hepatocyte lineage and the strata of
the epidermis (107). The less mature cells are the most
proliferative. Travel, or "streaming," can be observed from
Zone 1 to Zone 3 in vivo (108), and the most mature cells
exhibit the most specialized functions of the organ.

Enhanced Function through Cell and Matrix Interaction

When hepatocytes are dissociated for cell culture, the
architecture and spatial relationships are lost. The
hepatocyte has been difficult, if not impossible, to
cultivate in vitro until recently (109); therefore, the
majority of the work on hepatocytes has focused on
enhanced hepatocyte function in vitro with minimal
growth. Hepatocytes plated on collagen substrates retain
some hepatocyte functions (110). However, hepatocytes in
vivo are naturally polarized to two surfaces. If cultured in a
double collagen gel with matrix above and below, function
of rat hepatocytes is further improved, presumably due
to a more enabling environment (110,111). Synthesis of
matrix also appears important in enhancing function of rat
hepatocytes (111). Therefore, it would appear that factors
that enhance the cell's ability to polarize are key.

Work using coculture methods employing mouse 3T3
feeder cells has shown a distinct benefit of coculture
in rat hepatocyte function (112). The level of cell-cell
contact can be controlled and specifically designed using

Hepatocyte Cell Lineage

sinusoidal space

portal
triad

ductal
cell

sinusoidal space

Zone 1

little to no proliferative potential
polyploid
high in p450 enzyme activity

loss of alpha-fetoprotein
expression
some proliferative
potential-
particularly in liver
regeneration
albumin production

*Oval
(Stem) Cell

higher proliferative
potential
diploid
alpha fetoprotein
expression
high in
gluconeogenesis and
glycogenesis functions

Zone 2 Zone 3

Figure 6. Hepatocyte lineage consists of a stem cell population and three zones of maturing
hepatocytes organized in plates radiating from a central vein. A few of the differences are
highlighted. The hepatocytes mature as they progress from Zones 1 to 3. Zone 3 is the most
specialized, with a high level of detoxification function. Note the similarities in cell lineage
biology between the keratinocyte and the hepatocyte: A: hepatic artery; B: bile duct; V: portal vein.
Adapted from: Sell, S and Sigal, S.H. (105,106).



microfabrication techniques. Using this method, Bhatia
et al., (112) were able to increase hepatocyte fibroblast
interaction in a controlled manner. Keeping relative cell
numbers constant, they found that increased interaction
resulted in increased metabolic, excretory, and synthetic
function in the hepatocytes. The primary signal is most
likely tightly associated with the fibroblast surface. These
findings are similar to those found for keratinocyte
interaction with the 3T3 fibroblasts (70,113).

We now know that keratinocytes do not require the
support of the 3T3 fibroblast to proliferate or recapitulate
their function; therefore, it should be possible to achieve
hepatocyte function without them as well. A recent devel-
opment in this area has been in the development of a
serum-free medium that supports growth of the hepato-
cyte (109). Clonal growth is achieved with the addition
of several growth factors: hepatocyte growth factor (scat-
ter factor) (HGF), EGF, and TGF-a. When proliferating,
the cells lose most of their differentiated function and
become more ductal in character, although they retain
liver-associated transcription factors. When the cells are
then cultured with an overlay of EHS gel (Matrigel; Col-
laborative Research, Bedford, MA) composed primarily of
laminin with some type IV collagen, entactin, decorin,
TGF-^l, and glycosaminoglycans (114), the cells exhibit a
hepatocyte phenotype and secrete albumin. This is also
seen in areas of the culture where hepatocytes are in
contact with fibroblastic cell contaminants. Hepatocytes
cultured between two collagen gels, as described, dis-
played different phenotypes depending on whether HGF
or EGF was present in the serum-free medium. HGF
promoted a ductal phenotype, whereas EGF promoted a
hepatocyte phenotype (i.e., granularity, albumin secre-
tion, and cord-like arrangement). It appeared that all
the cells underwent a similar phenotypic change, ruling
out the presence of two distinct populations. From these
studies, the authors concluded that the majority of hep-
atocytes were able to "dedifferentiate" into proliferative
cells that were multipotent. Whether the described phe-
nomenon is a real mechanism or the result of adaptation
remains to be determined. Examination of cell lineage,
additional aspects of differentiation (as we now know, we
can be easily fooled by appearance), and attempts at spe-
cific cell subpopulations will be needed, particularly in
species other than rat, where the genotype is notoriously
"unstable" (76,82).

CONCLUSION

The keratinocyte can be an informative paradigm as we
forge new ground in other cell systems. We now appreciate
that cell lineage affects not only the tissue in vivo, but also
the dynamics of the cell population in vitro. Adaptation
is a factor that can result in cell survival and growth
in the foreign in vitro environment, along with partial
expression of phenotype, changes in expression, and
different patterns of expression of specific cell components.
When conditions foster true self-regulation, exogenous
agents over and above nutritional components have little
effect. If we appreciate and understand this framework, we
can learn to work within it to achieve remarkable results

in cell and developmental biology for the goals of tissue
engineering.
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INTRODUCTION

Cell fusion was first observed in vitro in cultured cells
infected with Sendai virus, where it was noted that
multicellular syncitia formed as a result of the fusion
of several cells. The use of somatic cell hybridization was
developed in the early 1960s as a means of transferring
genetic elements. More efficient methods of fusion and
hybrid selection were subsequently developed, and somatic
cell hybridization is now widely used in basic research,
biotechnology, and medicine. Recent developments have
focused on increasing the range of cell types that can be
used and the efficiency of fusion methods. The use of cell
hybrids promises to continue to be an important adjunct

in cell biology and biotechnology. The aim of the present
article is to present selected aspects of cell fusion and some
of the applications of this technology.

Cell hybridization (fusion) is the process by which two
or more cells fuse to form a single cell. The combining
of gametes during fertilization, in many ways, represents
the prototypic example of cell fusion. In contrast, somatic
cell hybridization refers to the fusion of somatic cells, as
opposed to gametes, for the production of hybrids. The
latter will be the topic of the present discussion.

Hybrids resulting from the fusion of the same cell
type are called homokaryons, while those of different cell
types are designated heterokaryons (Fig. 1). The actual
process of cell fusion involves multiple steps that include
the close apposition of the membranes of the fusion
partners, the local disruption of membrane structure with
the subsequent formation of a continuous membrane that
bounds the fused cells. Although there have been a number
of criteria proposed for assessing cell fusion, it seems
that the minimum criteria for designating cell fusion
should include the exchange of membrane components
and cytoplasmic contents and the continuity of electrical
conductivity between the fusion partners (1).

Somatic cell hybridization is observed in a number
of physiologically important processes (2,3). As discussed,
gamete fusion represents the initial event of fertilization.
The generation of mature muscle fibers involves the
fusion of several individual myoblast cells to form the
multinucleated myocytes that form the mature muscle
fiber. The response of a host to certain infectious agents
and foreign bodies can involve the encapsulation of the
affected site by macrophages. The macrophages may fuse
to form syncitia of giant cells, which clinically present as a
granuloma. Many enveloped viruses employ direct fusion
with the host cell membrane as the mechanism of viral
entry (2). Certain viruses induce the formation of syncitia
as part of their cytopathogenic effects.

Although the potential use of somatic cell hybridization
as an approach to addressing a number of questions
relating to the role of cytoplasmic factors on cell growth

Homokaryon Heterokaryon Homokaryon

Figure 1. Cell fusion procedures can result in the generation of
hybrids containing both partners, heterokaryons, or the same cell
types, homokaryons. The former are the desired products and
they must be selected from the mixtures.

fusion

AA AB BB

A B

Next Page



108. N. Arber, G. Zajicek, and I. Ariel, Liver 8(2), 80-87
(1988).

109. G.D. Block et al., J. Cell Biol. 132(6), 1133-1149 (1996).
110. J.C. Dunn, R.G. Tompkins, and M.L. Yarmush, J. Cell Biol.

116(4), 1043-1053(1992).
111. F. Berthiaume et ah, FASEB J. 10(13), 1471-1484

(1996).
112. S.N. Bhatia, M.L. Yarmush, and M. Toner, J. Biomed.

Mater. Res. 34(2), 189-199 (1997).
113. J.G. Rheinwald, Int. Rev. Cytol, Suppl. 10, 25-33 (1979).
114. H.K. Kleinman et al., Biochemistry 21(24), 6188-6193

(1982).

See also CELL AND CELL LINE CHARACTERIZATION; CELLULAR

TRANSFORMATION, CHARACTERISTICS; ENRICHMENT AND ISOLATION

TECHNIQUES FOR ANIMAL CELL TYPES.

CELL FUSION

JOHN A. WILKINS

University of Manitoba
Winnipeg, Manitoba
Canada

OUTLINE

Introduction
Hybrid Formation

Polyethylene Glycol
Electrofusion
Comparison of the Methods of Cell Fusion
Protoplasts
Selection Markers
Applications

Hybridomas
Monoclonal Antibody Production
Chromosomal Assignment and Genetic Mapping
Plant Genetics
Embryo Cloning

Conclusion
Bibliography

INTRODUCTION

Cell fusion was first observed in vitro in cultured cells
infected with Sendai virus, where it was noted that
multicellular syncitia formed as a result of the fusion
of several cells. The use of somatic cell hybridization was
developed in the early 1960s as a means of transferring
genetic elements. More efficient methods of fusion and
hybrid selection were subsequently developed, and somatic
cell hybridization is now widely used in basic research,
biotechnology, and medicine. Recent developments have
focused on increasing the range of cell types that can be
used and the efficiency of fusion methods. The use of cell
hybrids promises to continue to be an important adjunct

in cell biology and biotechnology. The aim of the present
article is to present selected aspects of cell fusion and some
of the applications of this technology.

Cell hybridization (fusion) is the process by which two
or more cells fuse to form a single cell. The combining
of gametes during fertilization, in many ways, represents
the prototypic example of cell fusion. In contrast, somatic
cell hybridization refers to the fusion of somatic cells, as
opposed to gametes, for the production of hybrids. The
latter will be the topic of the present discussion.

Hybrids resulting from the fusion of the same cell
type are called homokaryons, while those of different cell
types are designated heterokaryons (Fig. 1). The actual
process of cell fusion involves multiple steps that include
the close apposition of the membranes of the fusion
partners, the local disruption of membrane structure with
the subsequent formation of a continuous membrane that
bounds the fused cells. Although there have been a number
of criteria proposed for assessing cell fusion, it seems
that the minimum criteria for designating cell fusion
should include the exchange of membrane components
and cytoplasmic contents and the continuity of electrical
conductivity between the fusion partners (1).

Somatic cell hybridization is observed in a number
of physiologically important processes (2,3). As discussed,
gamete fusion represents the initial event of fertilization.
The generation of mature muscle fibers involves the
fusion of several individual myoblast cells to form the
multinucleated myocytes that form the mature muscle
fiber. The response of a host to certain infectious agents
and foreign bodies can involve the encapsulation of the
affected site by macrophages. The macrophages may fuse
to form syncitia of giant cells, which clinically present as a
granuloma. Many enveloped viruses employ direct fusion
with the host cell membrane as the mechanism of viral
entry (2). Certain viruses induce the formation of syncitia
as part of their cytopathogenic effects.

Although the potential use of somatic cell hybridization
as an approach to addressing a number of questions
relating to the role of cytoplasmic factors on cell growth

Homokaryon Heterokaryon Homokaryon

Figure 1. Cell fusion procedures can result in the generation of
hybrids containing both partners, heterokaryons, or the same cell
types, homokaryons. The former are the desired products and
they must be selected from the mixtures.
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and differentiation was appreciated in the late 1950s, it
was not until the following decade that methods were
developed for achieving this. Subsequent developments in
the field related to the introduction of new fusion methods,
refinements to the procedures, and the development of new
strategies for the application of the approach (4-7).

HYBRID FORMATION

The process of cell fusion is dependent upon the close
apposition of the outer lamellae of the membranes of
the fusion partners, the fusion of these membranes with
the formation of pores, and the subsequent exchange
of cytosolic contents. Concomitant with these membrane
changes is the establishment of a contiguous membrane
that permits the ready exchange of membrane constituents
through lateral diffusion. There are currently two
predominant methods of inducing cell fusion (i.e., chemical
and electric field mediated). The methods will be discussed
in terms of their relative merits and limitations. The
reader is directed to several excellent publications that
discuss selected aspects of each of these methods (8-12).

Polyethylene Glycol

Polyethylene glycol (PEG) was introduced as a fusogen
in 1976 (7), and at this time it probably represents the
most frequently used fusion method. The linear PEG
polymer HO(CH2CH2O)n-CH2CH2OH can be obtained
in a wide range of molecular weights. However, PEGs
of 1000-6000 Da are the most frequently used sizes
for fusion. This size range offers the most acceptable
compromise between fusogenic potential, toxicity, and
viscosity. The larger polymers are better fusogens and less
toxic to the cells, but the viscosity of the solutions makes
them more difficult to handle at the high concentrations
required for inducing cell fusion.

The steps in a typical fusion involve bringing the fusion
partners into close proximity, usually by centrifugation,
although cross-linking agents have also been successfully
employed as a adjunct. The cell pellets are then exposed
to a concentrated PEG solution for a brief period with
subsequent dilution and removal of the PEG.

The conditions of fusion represent an empirical
compromise between fusion efficiency and cell survival.
Cell pellets are exposed to concentrated PEG solutions,
30 to 50% PEG, for periods ranging from 1 to 10 min.
Often the methods involve dropwise addition of PEG to
packed cell pellets followed by a brief incubation in the
concentrated solution for 30-60 sec. This is followed by a
gradual addition serum-free media over several minutes.
The cells are gently mixed by shaking or stirring during
the procedure as the PEG causes the cells to clump.
Finally the cells are washed and plated for growth and
selection.

The PEG method is relatively straightforward and
involves procedures that are readily adaptable by any
laboratory familiar with tissue culture. If desired, large
quantities of PEG can be obtained from the manufacturer.
However, since PEG preparations even from a single
supplier can display marked batch-to-batch variation in

their cytotoxicity and fusogenic activities, batches must be
preselected by screening. Alternatively, there are several
commercial sources of pretested PEG, which provide
reliable consistent reagents. However, as with all fusion
methods, it is still important to optimize conditions for
each cell pair to be fused.

One of the major drawbacks of the method is the lack
of fully standardized conditions. There can be "operator"
variability even with a so-called standard protocol, but
the constancy for a given individual can be very high.
Although this may influence the hybrid yields for different
individuals, it generally does not prevent the generation
of useful hybrids under most circumstances.

Electrofusion

The exposure of cells to a high electric field pulse
leads to the transient formation of pores in regions
of their membranes. This is thought to arise as a
result of electrical-gradient-induced destabilization of the
membrane. If cells are brought into close proximity (i.e.,
touching) during the application of the electric pulse, the
membranes of some of the cells will fuse at the region of
cell contact, leading to the generation of a hybrid (9).

Operationally cells are placed in an electrofusion
chamber and a low-intensity, high-frequency oscillating
electric field is applied to the sample. This results in
the alignment of cells into a "pearls on a string" like
array through the process of dielectrophoresis. A short
high-intensity pulse is then applied to generate the
hybrids. Most commercial apparatus are equipped to use
dielecrophoretic alignment. However, dielectrophoresis is
not an obligate component of the procedure, as a range
of other methods can be used to bring the cells into
close proximity such as centrifugation, cross-linking by
antibodies, or micromanipulation of the fusion partners.

This method in principle is very simple. Numerous
advantages have been proposed relating to the use of
electrofusion: (1) applicability to a wide range of cell
types; (2) the absence of exogenous agents (such as
PEG); (3) relative nontoxicity; (4) higher efficiency of the
procedure; (5) adaptability for the handling of small
numbers of cells. The reproducibility of the procedure
relates to the ability to control the parameters of fusion
such as pulse strength and duration and ionic composition
of the media. This is a major advantage over the case using
chemical fusion methods.

Perhaps the greatest potential deterrent to using the
method is the initial cost for the dedicated equipment. This
may make the method non-cost-effective for laboratories
that only intend to carry out a limited number of fusions.
There can also be difficulties in fusing cells of different
sizes since the magnitude of the electric pulse required
for electrofusion increases as the cell diameter decreases.
The field strength required to effectively permeabilize the
smaller cell type may be too great for the larger cell
type, resulting in cell death. There is also a tendency for
fusion partners of different sizes or membrane properties
to preferentially align and to fuse with homologous
cell types (i.e., to generate unwanted homokaryons).
Difficulties have also been reported in fusing cell types
with membranes of very different compositions. This



arises from the difference in field strengths required for
membrane destabilization. Approaches to circumventing
this problem have been published, but they are not
necessarily convenient nor is their generality known (13).
Since there can be considerable cell type variation in the
fusion parameters, the conditions must be optimized for
each set of fusion partners.

The use of pulsed electric fields oscillating at radio fre-
quencies have been proposed as a means of circumventing
some of the problems described for direct-field-mediated
fusions. The method appears to offer several advantages
in that it is less sensitive to cell size variation and the
yield of fused cells is reportedly better (14).

The amount of manipulation of the cells is low
in electrofusion relative to other procedures. This is
particularly useful for handling small numbers of cells
where the risk of loss during centrifugation steps might
be a consideration. Methods using optical tweezers and
optical scissors have been described for aligning and
fusing cells (15). It thus becomes possible to fuse a
single pair of cells. Although such methodologies are
not currently within the realms of most laboratories, the
results highlight the potential of these procedures.

One of the original limitations of electrofusion was the
low cell handling capacities of the fusion chambers. Fusion
involving large numbers of cells had to be performed in
several batches. This added considerable time, labor, and
potential for variability. Recently higher-capacity fusion
chambers have been described such that it is feasible to
carry out high cell number fusion (16,17).

Comparison of the Methods of Cell Fusion

PEG-based fusion methods were introduced earlier than
EF-based ones, and as such more fusions have been done
with the former method. However, with the acquisition of
experience in EF and the development of simple-to-use,
less expensive equipment, this method has been showing
increased use in a variety of cells systems.

Several groups, largely proponents of EF, have com-
pared the two methods of fusion (8,9). Collectively their
results indicate that EF is at least as efficient in yielding
hybrids as PEG with the majority of studies suggesting
that EF is considerably better with fusion frequencies
ranging from 10-50 times better than with PEG.

In a comparison of PEG- and EF-generated hybridomas,
no significant differences in either of the classes of
immunoglobulins produced or in the proportions of
antigen-specific hybridomas were observed. The major
differences appeared to be in the higher frequencies of
hybridomas that were generally observed with EF. Some
authors have suggested that the appearance and growth
rates of hybridomas generated by EF were significantly
better than those produced chemically, although these
proposed differences were not quantitatively examined.

A comparison of the fusion frequencies using plant
protoplasts suggested that there was little difference
between PEG and EF (10). However, it was suggested
that EF offered several advantages over PEG in terms of
reproducibility and convenience.

The decision as to which fusion method is to be used is
predicated on a number of considerations. These include

the number of fusions to be performed, the cost, the
frequency of useful hybrids expected in a given fusion, the
number of cells available for a fusion, and the properties
of the cells to be fused. It would seem unnecessary to
purchase expensive pieces of equipment for very limited
numbers of fusions.

Conversely, if only a limited number of cells are
available and high fusion rates are critical, then EF
appears to be the method of choice. If large numbers of
such fusions are to be carried out, EF may be the method
of choice because of the ability to stringently control the
experimental conditions. An added advantage of EF is the
ability to monitor microscopically the early stages of the
cell fusion. These considerations coupled with the minimal
cell handling required and the elimination of potentially
toxic effects PEG further points to this as the preferred
method.

It seems fair to suggest that both EF and chemical
fusion offer methods that have been shown to work
efficiently in a wide range of systems. In the majority
of applications, it should be possible to obtain useful
hybrids by either approach. It is our experience that
the limiting factors in acquiring the desired hybrids are
the identification and selection steps, not the numbers
of hybrids available for screening. Thus either method
should provide acceptable results.

Protoplasts

Plant, bacterial, and yeast cells are surrounded by a stiff
wall of carbohydrate and proteoglycans that render the
cells rigid and highly resistant to changes in osmotic
pressure. However, the cell wall also interferes with
the processes required for cell hybridization. In order
effectively to fuse cells from these sources, it is necessary
to remove the cell wall to expose the cell membrane. The
resulting denuded structures are called protoplasts. The
term spheroplast has also been used to describe bacteria
with cell walls removed.

Plant cells from most tissues are pluripotent, with the
capacity to generate fully differentiated plants. These
properties have provided the basis for attempting to
generate cell hybrids between sexually incompatible plant
species (18-20). The fusion of plant cells requires the
enzymatic removal of the cell wall with cellulase to expose
the cell membrane (Fig. 2). The resulting protoplasts can
then be fused by electrical or chemical methods. The
subsequent culture and induction of differentiation of
these hybrids can lead to reformation of the cell wall
and subsequent formation of an entire plant.

Another application of cell fusion to plant biology
derives from the fact that aspects of plant herbicide
resistance and of male sterility are controlled by genetic
material present in the chloroplasts and mitochondrion.
In such cases, it may be desirable selectively to transfer
this cytoplasmically encoded material onto a desired
nuclear genetic background. This can be achieved by
treating the recipient cell with iodoacetate to inactivate
the chloroplast and mitochondrial DNA while leaving the
nuclear material functional. The donor cell is lethally
irradiated at doses that do not impact on organelle genetic
material but irreversibly damage nuclear DNA. The cells



Figure 3. The formation of cybrids involves the fusion of a cell
(A) that has had the replicative potential of the chloroplasts
and mitochondria inactivated with a cell (B) that has had the
nuclear replicative potential inactivated. Protoplasts from these
cells are fused to generate a proliferation competent cybrid,
which expresses the nuclear activity of cell A and the organelles
ofB.

are fused to generate a "cybrid," which contains a recipient
nucleus and donor organelles as stable genetic elements
(Fig. 3) (19).

The generation of plant protoplasts and their fusion
presents many technical difficulties that can impact one
or both of the fusion methods. The differences in fusion
partner size as well as the propensity for protoplasts of one
species to align with one another in dielectric fields can
often lead to the generation of homokaryons. Although
electrofusion has been reported by some to provide a
better level of fusion, there is some dispute over this
point, and both methods of fusion continue to be used
effectively (21).

Selection Markers

Following hybrid generation, there may be fusion between
the desired partners or between homologous pairs of
either of the fusion partners. The latter, homokaryons,
are not desired products. Depending upon the frequencies
of heterokaryons produced, the former may overgrow the
desired hybrids. If possible, it is advantageous to introduce
a selectable marker into one of the fusion partners. The
most frequently used system is based on the hypoxanthine,
aminopterin, and thymidine (HAT) system (6).

Aminopterin inhibits the main biosynthetic pathway
for guanosine, but there is a "salvage" pathway by which
hypoxanthine or guanine can be converted to guanosine
monophosphate by hypoxanthine guanine phosphoribosyl
transferase (HGPRT). Cell lines that lack this enzyme will
die in HAT-containing media because they cannot generate
guanosine. However, if such a cell line is hybridized with
a partner that can contribute the hypoxanthine guanine
phosphoribosyl transferase, the hybrids will survive. This
method is particularly useful if one of the parents is
an immortal line and the other is a normal cell type
with limited proliferative potential. The immortal line
is rendered HAT sensitive by selecting for hypoxanthine
phosphoribosyl transferase negative lines in the presence
of toxic analogues such as 8-azaguanine or 6-thioguanine.
These mutants grow normally under conditions that do
not require the salvage pathway. This system represents
the selection basis for majority of hybridoma production
in rodent systems.

The selection of plant hybrids was originally dependent
upon the introduction of morphological characteristics,
which might ultimately be identified in the mature
plant. Alternatively, complementation markers such as
those observed between chlorophyll deficient mutants
were used. Other selectable markers such as hormone
requirements or complementation of auxotrophic mutants
have also been employed. However, the limitation of
this approach is the lack of generality of the markers
(i.e., not all cell combinations harbor the necessary
complementation groups). The development of methods for
the introduction of selectable markers by transformation
of plant cells with plasmids carrying antibiotic-resistant
genes affords a much greater potential for fusion partner
combinations (21).

Following the fusion of two cells, there is the
opportunity for the expulsion of genetic material such that
not all progeny will necessarily have the same genotype or
phenotype. Thus, while hybrids must retain the markers
required for their survival in the selection media, they may
lose desired phenotypic properties. If this loss of phenotype
imparts any growth or survival advantage to such cells,
they may overgrow the desired cell types resulting in the
loss of the populations of interest.

The preceding considerations make it essential that
stable clones with desired phenotype are selected as
rapidly as possible following identification. The most
common approach is to select individual clones with the
desired properties. Clones can be generated by limiting
dilution or by plating at less than one cell per culture
well. Alternatively, hybrids can be grown in a semisolid
medium such agar or methyl cellulose. Individual colonies,
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Figure 2. The fusion of plant cells requires the enzymatic
removal of the cell walls to generate protoplasts, which are
subsequently fused. The hybrids then regenerate the cell wall
and develop into totipotent cells.

AB

Fusion

BA

Protoplast Generation

BA



presumably (but not necessarily) the progeny of a single
cell, can then be physically collected and expanded
and analyzed. As with all cell lines, it is advisable to
maintain frozen stocks of cells that have undergone limited
expansion. It is important to produce reasonable reserves
of low-passage frozen stocks of clones of interest. This
provides a stock with the desired properties in case of
clonal drift or contamination of long-term cultures.

One of the major considerations in determining the like-
lihood of successfully obtaining hybrids with the desired
properties is the method used for identifying/selecting
them. In the case of hybridomas or cells that produce
soluble mediators, screening for product can be relatively
straightforward. However, if one is dependent on the iden-
tification of a phenotype that requires maturation of the
hybrids, this can be a long and labor-intensive process.
Under no circumstances should one undertake hybrid
formation without fully establishing and validating the
methods to be used for identifying the hybrids of inter-
est. In cases where the screening method is limited or
the frequency of hybrids of interest is expected to be low,
such as in the case of antigen-specific human hybridomas,
it may be advisable to enrich the cells of interest before
fusion using a positive selection method such as antigen
binding.

Applications

There have been and continue to be a wide range of
applications for which cell hybridization has been used.
Many of the original applications may now be replaced
using gene transfer technology, but this is dependent upon
availability of the appropriate constructs. In those cases
where multiple interacting genetic elements are involved
in the generation of a specified phenotype, cell hybrids still
afford one of the best means of beginning to analyze such
processes. There may also be cases in which it is technically
easier and of greater generality to use cell hybridization
to isolate desired properties or products than it is to use
molecular biological approaches. The following is meant
to offer examples of some of the applications of cell fusion
rather than an exhaustive list.

HYBRIDOMAS

The term hybridoma refers to any continuously growing
cell line, which is a hybrid between a malignant cell
and a normal cell. However, the term is often used in a
more restricted fashion to describe a somatic cell hybrid
between a normal antibody-producing B lymphocyte and
a continuously growing myeloma (an antibody-forming
tumor cell line).

Monoclonal Antibody Production

The introduction of monoclonal antibody production
through the generation of hybridomas is perhaps the
best-known application of cell fusion (22). Monoclonal
antibodies have become critical tools in medicine, biology,
and chemistry. The general approach is to fuse B-cell-
containing populations from the lymphoid organs of an
animal that has been immunized, with the antigen

of interest, with a myeloma cell line. The resulting
hybridomas are then cultured and their supernatants
are assayed for reactivity with the antigen of interest.
Once a positive culture has been identified, this is cloned
to generate hybridomas of a single antibody-producing
specificity. These hybridomas are the source of the
monoclonal antibody.

The benefits of the use of hybridomas for the generation
of antibodies relate to the poly clonal and dynamic nature of
an in vivo antibody response. Immunization of an animal
results in the activation of B cells with receptors that
recognize the immunogen. In the case of most antigens,
this means that many B cell clones of different specificities
are activated to produce antibodies to the immunogen.
This results in a polyclonal antibody response. However,
with time or following repeated immunizations the
patterns of antibodies to a given antigen can change. This
means that samples of immune sera from an individual
animal can vary with each bleed. Furthermore the serum
contains antibodies to all antigens that the cells have
recently been exposed to such that the majority of
antibodies are not of the desired specificities. These may be
of no consequence to a specified use, or they may interfere
with the specific application. Also, the animal host has
a finite lifetime, which means that the generation and
selection of immune hosts must be an ongoing process.

The advantages of the hybridoma technology for
antibody production are severalfold. (2) The cell lines
provide a potentially continuous source of antibody of
a desired specificity in the absence of other antibodies
or serum components. (2) The antibody specificity is a
stable property such that it is possible to generate highly
reproducible immunological reagents. (3) Large quantities
of antibodies can be produced.

It is important to bear in mind that monoclonal
antibodies are not necessarily the best immunological
reagents for all applications. These antibodies detect a
single determinant, epitope, on a molecule. If the epitope is
masked or is a site of genetic variation, then the antibody
will not react with antigen. The majority of antibodies
detect discontinuous (conformational) epitopes that are
lost on antigen denaturation; so these antibodies are not
useful for applications such as immunoblotting. As with all
other antibodies, there is also the potential for monoclonal
antibody cross-reactivity with totally unrelated antigens.
It is essential to establish that a given monoclonal antibody
performs appropriately in a given assay.

The development of methods in molecular biology has
afforded the means of "humanizing" monoclonal antibodies
for therapeutic applications. This procedure involves shut-
tling the complementarity-determining regions (CDRs) of
an antibody onto a human immunoglobulin framework.
This is necessary because most monoclonal antibodies are
made in species other than humans. The use of such anti-
bodies in vivo for therapeutic or diagnostic procedures
results in the immunization of the recipient with these
antibodies. This often renders subsequent use of the anti-
body in the same individual impossible, as it is rapidly
cleared from the circulation by antibodies against it.

A possible solution to this problem is the production
of human monoclonal antibodies to antigens of interest.



There are obvious problems of obtaining immune cells
from individuals with the desired immunity. Peripheral
blood is often used as a source of lymphocytes; this may be
followed by in vitro stimulation with antigen to increase
the frequency of B cells of the desired specificity before
generating hybridomas. Generally, this approach has been
less successful than in other species. However, there are
several groups that have made significant developments
in this field (11).

Chromosomal Assignment and Genetic Mapping

One of the earliest applications of cell hybrids was
in the mapping of genes using panels of somatic
hybrids (23-26). These panels arise from the fact that
most interspecies hybrids tend to lose chromosomes as
the cells do not remain tetraploid. The pattern of loss
is more or less random such that in a population of
hybrids there will be individual cells that contain a
limited number of foreign chromosomes from one of the
partners. Furthermore, with certain interspecies fusion
combinations there appears to be a preferential loss
of one of the species chromosomes (e.g., human/rodent
hybrids tend to lose the human chromosomes). Since the
stained chromosomes are morphologically identifiable, it
is possible to generate panels of hybrids that contain
known chromosomes from one of the parental cells.
Through the selection of clones with stable chromosomal
patterns, it is possible to generate panels with known
foreign chromosomal patterns. If a panel contains a
sufficiently large set of independent clones, it is possible
to assign genes coding for specific traits or molecules to a
given chromosome by examining the correlation between
phenotype and chromosomal expression patterns.

A further refinement in the approach involved the
development of "monochromosomar hybrids that contain
a single foreign chromosome. A panel of such hybrids
allows for the more rapid and unambiguous assignment
of the locations of specific genes. Since the process of
chromosome loss is not totally random, in that some
chromosomes are more readily lost than others, it may be
necessary to generate large panels before a full library can
be achieved. As an approach to increasing the likelihood
of generating the desired monoclonal hybrids, microcell-
mediated transfer of single chromosomes was developed.
In this case, microcells are generated by inducing the
enucleation of mitotic cells, resulting in the formation of
minicells with one or a limited number of chromosomes.
These minicells are then fused with a cell line of another
species to that of the chromosomal origin selected and
screened for their chromosomal content.

The generation of detailed maps of individual chro-
mosomes has been achieved using the irradiation gene
transfer (IGFT) technique (25). In this scheme, monochro-
mosomal human/hamster hybrids are lethally irradiated
so as to induce chromosomal breakage. These hybrids are
then rescued by fusing with a mutant hamster that lacks a
resistance gene. The resulting trioma (i.e., hybrid of three
cells) is selected based on drug resistance transferred from
the original hybrid. However, the line will also carry frag-
ments of the human chromosome, which can be screened
for the desired genes.

The use of expressed sequence tag (EST) libraries in
conjunction with interspecies hybrids expressing single
foreign chromosomes has been used to hybridization
map unknown ESTs to specific chromosomes (27). This
information may be useful in identifying genetic disease
markers or in defining the possible function of a gene based
on the position relative to other known gene clusters.

Cell hybrids have also been used extensively to examine
aspects of cell differentiation, senescence, and oncogenic
pathways (27-31). The identification of regulators of
differentiated function regulators as well as oncogenes and
tumor suppression sequences has been heavily dependent
on the use of this approach. While many of the newer gene
transfer methods may supersede the case of hybrids, the
latter is particularly well suited for complex multigenic
processes where it is initially important to localize the
genetic regions of interest before attempting detailed
genetic mapping.

Plant Genetics

Cell fusion has been used as a means of circumventing
some of the restrictions encountered in conventional plant
breeding (20,32). As discussed, the structure of plant
cells poses some unique problems for fusion. The limited
numbers of selectable markers currently available has led
to the development of a number of novel hybrid selection
schemes. Frequently genetic complementation schemes
in which complementary recessive selectable markers
carried by each fusion partner are used. The contributions
of the genomes of the partners leads to a functional cell
that can be propagated (e.g., light handling mutants,
biochemical markers/resistance, antimetabolites) under
selection conditions in which homokaryons will not
survive. Fluorescent labeling of fusion partners with
different dyes followed by subsequent selection of dual
labeled hybrids by fluorescence either activated cell sorting
or by direct micromanipulation has also been employed.
FACS offers the means of screening large numbers of
cells and selecting for relatively low-frequency events.
This is important as the reported hybrid generation rates
are often very low and the selection of hybrids by more
conventional markers can be very labor intensive. More
recently, methods have been developed for the ready
introduction of selectable markers into plant cells.

Embryo Cloning

The ability to generate large numbers of genetically
identical animals from superior stocks has been an
objective of the livestock industry (33). However, there
are several technical constraints that must be overcome
before this approach becomes economically viable. The
recent realization of livestock cloning using nuclear
transplantation via cell fusion indicates that in a non
production setting the approach is feasible.

CONCLUSION

Since its introduction, somatic cell hybridization has been
widely used as an approach to examining the impact of
introduced genetic materials on cellular functions and



properties. Apart from the established applications, it
appears that the approach will continue to be an important
adjunct to the research community with an ever-increasing
role in plant and animal biotechnology.
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INTRODUCTION

This article will summarize the experimental observations
and mathematical descriptions of mammalian-cell growth
kinetics, as well as protein-expression kinetics, in
batch, fed-batch, continuous, and perfusion cultures.
Focusing primarily on the experimental data from freely
suspended single-cell cultures which are being used
increasingly in the biotechnology industry because of
their simplicity and easy scalability (1), this article will
discuss the development and utility of mathematical
models of mammalian-cell growth kinetics in operating



and controlling bioreactors. Further, it will address the
different observed patterns of protein-expression kinetics
as they relate to cell-growth kinetics for hybridoma versus
recombinant mammalian cells and discuss the different
bioreactor operating strategies necessary to maximize
the production of desired proteins from any production
pattern.

Mathematical models of animal-cell growth kinetics
may be classified along the lines of microbial growth
models, which are either structured or unstructured and
segregated or unsegregated (2). The unstructured cell
growth models consider cell mass as a single entity,
compositionally uniform and unchanging even at differ-
ent growth conditions, whereas the structured growth
models include some details on the varying composi-
tion of intracellular components (such as ribosomes,
proteins, metabolites, etc.). The unsegregated cell mod-
els consider all cells identical, whereas the segregated
cell growth models allow for cellular variations or dif-
ferent cell types (such as high and low producers, cells
at different cell-cycle phases, or cells with different tar-
get gene copy numbers, etc.). Therefore, the unstruc-
tured, unsegregated models are simpler in their kinetic
expressions and numeric simulations but can become
unrealistic when dealing with more complicated growth
phenomena. When the models include more details on the
intracellular composition of the average cell (structured
growth models) or allow for the different cellular types
(segregated growth models), the mathematical descrip-
tions become more realistic but at the same time more
difficult for estimating model parameters, independent

model verifications, and numerical computations. There-
fore, we will focus in this article primarily on the simplest
types of mathematical models for simulating or pre-
dicting the different cell-growth and protein-expression
kinetics.

BATCH-CULTURE KINETICS

Experimental Data

Typical batch-culture data for cell-growth and product-
expression kinetics of a murine hybridoma cell line
grown in homogeneous suspension cultures (3) are shown
in Figure 1. The salient features in the cell-growth
curve include an early exponential cell-growth period,
a gradual slowdown in cell growth as the viable cell
concentration reaches its maximum value because a key
nutrient component is depleted or a toxic metabolite has
accumulated, and a subsequent cell-death period. The
product (monoclonal antibody) accumulation curve shows
more subtle features, which are harder to interpret. One
common observation is that the antibody production rate
(the slope of the curve marked X) is maximum when
the viable cell concentration is at its maximum, and
the production rate is noticeably slower when the viable
cell concentration is lower. A second common observation
made from these data is that the antibody production rate
increases again as more cells die.

The first observation on the antibody production curve
suggests that the antibody production rate is proportional
to the viable cell concentration, which can be expressed

Hours

Figure 1. Batch culture kinetics of a mouse hybridoma cell line in a 1,000-liter fermenter,
showing viable cell (•) and monoclonal antibody (x) concentrations. (Reproduced from Ref. 3 with
permission.)
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mathematically as

(D

where [MAb] is the antibody concentration, t is time, V
is culture volume, M̂Ab is the specific (per cell) antibody
production rate, and Xy is the viable cell concentration.
Assuming constant culture volume (for batch cultures)
and a constant specific producton rate (as a first guess),
this equation can be simplified to give

(2)

This equation has been proposed by different researchers
(4,5) who showed that the product titer is roughly pro-
portional to the integral of viable cell concentration over
time. This simple relationship immediately suggests some
strategies for increasing antibody titers in batch cultures,
such as prolonging the viability of the cells, increasing
the viable cell concentration, or a combination of the two.
These strategies have been implemented successfuly in
a fed-batch culture operation by adding medium compo-
nents to achieve higher viable cell concentrations, as well
as to delay the depletion of key nutrient components (6,7).

The second observation on the slight increase in product
accumulation during the late culture period, when most
cells are dying, has prompted a number of experimental
studies to characterize this phenomenon. However, this
increase in product accumulation caused by the release
of stored products from dying cells is a small fraction of
the total product accumulated in the batch or fed-batch
cultures (5,8).

Unstructured Kinetic Models

Factors that limit the maximum viable cell concentration
and the prolonged viability of these cells were investigated
by several investigators (6,9,10). It is commonly found
that the growth-limiting substrates are glutamine and
glucose and that the toxic metabolic by-products are
ammonia and to a lesser extent, lactic acid. Based on
these observations, extended Monod saturation kinetic
expressions for multiple substrates and inhibitors were
proposed (11-13) to describe the specific growth rate /x
of hybridoma cells as a function of the concentrations of
the limiting nutrients and toxic by-products. A typical
expression (12) for /x is

(3)
where /x is the specific growth rate of hybridoma cells;
Mmax is the maximum specific growth rate; and G, Gn,
A, and L are the concentrations of glucose, glutamine,
ammonia, and lactate, respectively. The different K's
represent the Monod saturation constants for growth or
inhibition by each of these chemicals. A similar multiple
saturation kinetic expression has been proposed (11) for
the experimentally observed death of these cells in the
presence of the two metabolic by-products and in the

absence of growth-limiting nutrient:

(4)

where k&, &d,max represent the specific death rate and
its maximum death rate constant, respectively; and the
different K&s represent the saturation constants for
ammonia, lactate, and glutamine, respectively.

The cell-growth and death-rate expressions (eqs. 3,4)
can be coupled with material balance equations for glucose,
glutamine, ammonia, and lactate through the use of
yield coefficients Vs and maintenance coefficient m (14) to
describe the dynamic variations of all these chemical and
cell concentrations in batch or continuous cultures. Bree
et al. (11) simulated the dynamics of cell growth and death,
consumption of the limiting nutrients, accumulation of by-
products, as well as the product antibody concentration in
a glutamine-limited serum-supplemented batch culture.
The rate expression for intracellular antibody production
was proposed as

(5)

where kp is the maximum specific antibody production-
rate constant, Kp is an inhibition constant for glutamine,
Xr is the total cell concentration, and KXL is an inhibition
constant for total cell number. This proposed expression
suggests that the specific monoclonal antibody production-
rate constant M̂Ab used in equations 1 and 2 is not a true
constant and has to be modified to reduce the specific
production rate at high glutamine concentration and at
low total cell concentrations. Many of the parameter
values, particularly the yield coefficients, saturation
coefficients, and the rate constants, were determined from
experimental data, and the remaining six parameters
were adjusted to fit the experimental data. Although
the model development and consequently the simulations
miss the slight reutilization of lactate in the late batch-
culture period, it is remarkable that this unstructured
kinetic model can describe the experimentally measured
consumption of glucose and glutamine relatively closely.
Model simulations ignore the early batch data, recognizing
the difficulty of fitting the initial lag phase with the Monod
saturation kinetic expressions. The complexities of animal-
cell culture, such as the complex media requirements,
are manifested in the formulation of multiple saturation
or inhibition kinetic expressions and difficulties in
determining model parameters.

Dalili et al. (15) subsequently developed simpler kinetic
expressions for these three rates (cell growth, cell death,
and product expression) in glutamine-limited serum-
supplemented batch cultures. These model simplifications
recognize that glucose is typically in excess and therefore
not rate-limiting (as recognized by Bree et al. as well).
Further, ammonia and lactate saturation terms are also
eliminated in both growth- and death-rate expressions
because these toxic metabolites do not build up to
growth-limiting or toxic levels in their batch cultures,
but the death-rate expression has an additional low



constant death rate. A significant difference from the
previous model by Bree et al. is proposed in the antibody
production-rate expression. Based on their experimental
observations of a relatively constant specific antibody
production rate for a given initial serum concentration
and a reduced production rate as glutamine is depleted,
they propose the following rate expression for specific
antibody production:

(6)

where m(S{) is a production-rate constant, which is a
function of the initial serum concentration, and îMAb
is a Monod saturation constant for antibody production.
Most of the simplified model parameters were estimated
from a single batch-culture experiment, and a glutamine
degradation-rate constant was estimated from available
literature. With these rate expressions and associated
material balance equations, they simulated the dynamic
variations in the cell number, glutamine, and monoclonal
antibody concentrations in batch cultures with the same
initial serum concentration. The model simulations agree
reasonably with the set of batch-culture data in which
glutamine is the limiting nutrient.

Following these early modeling attempts, many other
unstructured models (16-21) were proposed with many
small differences in their rate equations. Portner and
Schafer (22) analyzed about ten different unstructured
kinetic models for hybridoma cell growth and metabolism
published in the literature that vary significantly in each
of the rate expressions and compared some model simu-
lations with different sets of experimental data. Though
these models were developed on the basis of different
sets of experimental data from different hybridoma cell
lines growing on different medium formulations and vary-
ing serum content, their quantitative comparisons provide
some useful general conclusions.

Comparison of Model Simulations with Experimental Data

Despite the use of different rate expressions, many of
these models agree well for specific growth rates with
experimental data from continuous cultures at different
dilution rates. However, significant differences are found
between the model simulations and experimental data in
the trends of specific death rate, glucose and glutamine
consumption rates at low growth rates, and lactate yield
from glucose and monoclonal antibody production rate
plotted against the specific cell-growth rate.

A comparison of the model prediction with experimental
data for a specific death rate indicates the adequacy of
each proposed rate expression within a limited range of
specific growth rates but shows diverging trends outside
that range. These large differences strongly indicate
that the proposed expressions for cell death (typically
saturation terms with ammonia and lactate and an
inhibition term for glutamine) are not quite representative
of apoptosis, which is the prevalent mode of gradual cell
death due to the buildup of toxic metabolites or depletion
of nutrients during the long batch and fed-batch culture
times. Necrosis, or sudden traumatic death more common

during excessive sparging or stirring, is not addressed
by these proposed rate expressions. Even with these
barely adequate specific death-rate expressions, these
unstructured kinetic model simulations were applied to
develop or optimize fed-batch culture strategies (23,24) to
increase hybridoma cell densities, prolong their viabilities,
and thereby increase antibody titers.

Nutrient consumption-rate expressions have been
typically based on the successful models of microbial
growth kinetics. For the simpler microbial growth on
a single rate-limiting carbon and energy substrate, the
substrate consumption rate in batch cultures is typically
modeled as proportional to the cell-growth rate, and
the proportionality coefficient is usually called the yield
coefficient Y (grams of cell mass dry weight generated
per gram of substrate consumed). In continuous cultures,
an additional maintenance coefficient m is necessary (14)
to account for the lower observed yield coefficients at
low growth rates. For mammalian-cell cultures, however,
the each of the two major required nutrients glucose
and glutamine can provide the carbon and energy
requirements to different degrees, depending on the
availability of the other substrate, as summarized in
Figure 2.

The model simulations with the standard method of
using a yield coefficient and a maintenance term in each
nutrient consumption equation agree with the chemo-
static data on nutrient consumption rates over a lim-
ited range of dilution rates (20). Glucose consumption
rates exhibit a saturation-type dependence on residual

Figure 2. Summary representation of metabolic pathways for
the utilization of glucose and glutamine in mammalian cells.
(Reprinted from Ref. 19 with permission.)
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glucose concentration, even at a constant cell-growth
rate \x. Therefore, some modelers proposed saturation-
type kinetics for nutrient consumption rates as a function
of the residual nutrient concentration (18,21,25). How-
ever, these different modifications to nutrient consumption
rates describe a set of observed data and do not represent
the intrinsic flexibility of intracellular metabolism sum-
marized in Figure 2. The recent observations of multiple
steady states through controlled nutrient feeding proce-
dures in fed-batch cultures (26) highlight the feasibility
of exploiting metabolic flexibility to minimize the toxic
metabolite buildup, and to increase the cellular yield. Such
strategies are developed only with a more detailed analysis
of intracellular metabolism summarized in Figure 2 and
cannot be predicted with any of the simpler unstructured
kinetic models discussed before.

Similarly, the two different rate expressions
(equations 5,6) proposed before for antibody production
kinetics in batch cultures represent simplified descriptions
of more complex intracellular mechanisms governing
synthesis and secretion of monoclonal antibody. Because
these expressions do not directly represent the details
of intracellular mechanisms, they are expected to be
valid mainly in the cases for which they are developed
and tested. Subsequent modelers (16-18,22) have used
the classical Leudeking-Piret equation for product-
expression kinetics, typically consisting of a constant
(nongrowth-associated) M̂Ab plus in some cases a growth-
associated term, which is proportional to the specific
growth rate /JL.

CONTINUOUS-CULTURE KINETICS

Experimental Data

In batch cultures, all of the culture conditions such as cell
number, nutrient concentrations, and product concentra-
tions change throughout the culture period. Consequently,
it becomes difficult to evaluate whether the key metabolic
parameters, such as the cell specific antibody produc-
tion rate M̂Ab and the different yield coefficients remain
constant or change systematically with time or nutrient
concentrations. This uncertainty contributes significantly
to the diversity of rate expressions proposed by different
researchers using only batch-culture data. More accu-
rate experimental data are obtained from the steady-state
conditions obtained over longer periods of continuous cul-
tures. At a constant nutrient flow rate F or dilution rate
D(= F'/V), the continuous culture gradually reaches a
steady state, wherein all the culture conditions remain
unchanged, even as the cells are actively growing, con-
suming nutrients, and secreting products of interest. At
each steady state, the specific cell-growth rate can be
estimated easily from the material balances using the
measured values of D, Xy and XT as

(7)

Similarly, the specific nutrient consumption rates, as well
as the antibody production rates, can be estimated through

material balance equations and measured concentrations
of nutrient and antibody, respectively. Using this method
with their steady-state data from continuous cultures
of hybridoma cells, Miller et al. (12) calculated many
metabolic quotients or specific nutrient consumption and
product formation rates over a range of cell-growth rates
or dilution rates.

An interesting highlight from Miller et al.'s (12)
continuous-culture data is that growth rate does not imme-
diately adjust to a change in dilution rate but changes
gradually to reach a new steady state. Consequently, the
cell number and nutrient concentrations can go through
maxima or minima as cells adapt slowly to the newly
imposed dilution rate. Similar dynamic phenomena have
been observed repeatedly in microbial cultures, and the
unstructured Monod models are commonly found inca-
pable of predicting these dynamics accurately.

Inverse-Growth-Associated Production Kinetics. The
most surprising result from Miller et al.'s (12) steady-state
experimental measurements of hybridoma cell metabolism
in continuous cultures is that the specific antibody
production rate qMAb does not appear to be related to the
specific cell-growth rate /x according to standard models
of growth-associated or nongrowth-associated production
kinetics. Instead, the specific antibody production rate
appears to follow a new inverse-growth-associated pattern,
that is, the specific (per cell) antibody production rate is
about two- to threefold higher at lower cell-growth rates,
as shown in Figure 3.

This inverse-growth-associated production pattern
obtained from steady-state data in continuous cultures of
murine hybridoma cells has been corroborated by other
continuous-culture experimental results (17,27,28) and
other growth-limiting batch-culture conditions (29-31)
such as high osmolarity and suboptimal pH and addition

/x(1/day)
Figure 3. Commonly observed inverse-growth-associated pro-
duction of monoclonal antibody production by murine hybridoma
cells. (Reprinted with permission from Ref. 12.)
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of specific growth inhibitors. Although a few experimen-
tal studies (20) have observed nongrowth-associated or
growth-associated production kinetics, the predominant
observation on monoclonal antibody production kinetics
from hybridoma cell cultures has been inverse-growth-
associated, as shown in Figure 3.

Growth-Associated Production Kinetics. Among the well-
characterized exceptions to the commonly observed
inverse-growth-associated production kinetics, the pro-
duction kinetics of humanized chimeric antibodies in
transfected myeloma cells have been found to be growth-
associated in steady-state continuous cultures (32), as
shown in Figure 4. These growth-associated production
kinetics are increasingly observed in the production of
recombinant therapeutic proteins, such as y-interferon
and human growth hormone, in batch and continuous cul-
tures of transfected mammalian cells (33,34). An interest-
ing switch in the production pattern has been reported (35)
in batch cultures of BHK cells: although the specific pro-
duction rates of a secreted recombinant antibody and
a secreted reported protein (alkaline phosphatase) are
growth-associated in suspension cultures, inverse-growth-
associated production kinetics are reported for the same
cell lines when they are grown attached to microcarriers.
However, in the light of the difficulties in getting accu-
rate kinetic results from batch cultures and the added
difficulty of estimating the growth rate from attached
growth on microcarriers, it is not certain whether this
reported switch in the production kinetics on changing the
culture environment is reproducible or an experimental
artifact.

In summary, it is well established through continu-
ous suspension culture steady-state results that trans-
fected mammalian cells exhibit growth-associated produc-
tion kinetics for the synthesis of different recombinant
proteins, as shown in Figure 4, whereas the produc-
tion kinetics for the synthesis of monoclonal antibody
from hybridoma cell cultures follows an inverse-growth-
associated pattern, as shown earlier in Figure 3.

Structured Kinetic Models

Batt and Kompala (36) developed a structured kinetic
modeling framework for simulating the dynamics of cell
growth in batch and continous cultures of mammalian
cells. Rather than considering the cells as uniform in
composition, the structured models consider the dynamic
variations of some key intracellular metabolic components,
such as DNA, RNA, nucleotides, proteins, amino acids,
membranes, and lipids, etc. To simplify their structured
model, Batt and Kompala lumped these components
into four separate pools and developed different rate
expressions in the form of equation 3 for the synthesis of
each pool. Then the cell-growth rate is simply calculated
as the sum of the rate equations of all intracellular pools.
With this framework, the model calculates the dynamics of
cell-growth rate even in the unbalanced growth conditions,
such as in the initial lag phase of batch cultures and when
the dilution rates are shifted up or down in continuous
cultures. The structured growth model has been shown
capable of simulating the maxima and minima observed in
cell number and nutrient concentrations during the shift-
up or shift-down experiments. Therefore, this structured
model can be useful for simulating simple batch-culture
dynamics and steady-state data in continous cultures and
also for simulating the dynamics of these cultures due to
intermittent additions of nutrients, as well as the fed-batch
cultures discussed in the next section.

However, as the single growth-rate expression
(equation 3) is now replaced with a rate expression for
each of the four intracellular pools, the number of model
parameters increases significantly. Although some of these
parameter values are determined from the literature on
lymphocyte metabolism, many other parameter values
were estimated from the same experimental results of
Miller et al. (12). For the antibody synthesis rate, this
structured kinetic model uses a descriptive rate expres-
sion based on the experimental data in Figure 3 in
the absence of an exact mechanistic understanding of
this pattern. With a more detailed understanding of the
mechanisms involved in determining the inverse-growth-
associated production kinetics, it is possible to alter that
rate expression within the same structured kinetic model-
ing framework to enhance the utility of model simulations.

DiMasi and Swartz (37) developed a so-called energet-
ically structured model, focusing on energy metabolism
of hybridoma cells, represented by four pseudometabo-
lite pools, such as glycolytic intermediates, metabolites
derived from glutamine, energy charge (38) of the cell
(ratio of ATP, ADP, and AMP), and the redox state of the
cell or the ratio of NADH/NAD. Then the specific nutri-
ent uptake rates and waste product synthesis rates are
expressed as combinations of saturation and inhibition
terms based on these pseudometabolites. The cell growth-
rate expression is formulated as a product of multiple
exponential saturation terms each based on a single pseu-
dometabolite. Although this approach recognizes the pos-
sible variations in the different intracellular metabolites,
as in the previous structured kinetic model, the growth-
rate expression multiplies different saturation terms, as in
the unstructured models represented by equation 3. This
energetically structured model satisfactorily describes the

Specific growth rate (ch1)

Figure 4. Growth-associated production of chimeric antibody
production by transfected myeloma cells. (Reprinted with
permission from Ref. 32.)
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steady-state data for different nutrients and metabolites
from Miller et al.'s (12) continuous-culture experiments. It
is not clear if the simulations of the model are equally suc-
cessful in simulating the dynamic variations in shift-up
or shift-down experiments. As in the previous structure
kinetic model, incorporating mechanistic detail into the
model comes at the cost of additional model parameters,
which need to be estimated through independent experi-
ments to test any predictive capabilities.

Because of the increasing availabilty of detailed
mechanistic knowledge, it is becoming possible to develop
kinetic models for different metabolic pathways, for
example, monoclonal antibody assembly and secretion (39)
and regulatory subsystems, for example, intraorganelle
pH regulation (40). Because the speed and ease of
numerical computations have increased rapidly along with
our detailed mechanistic knowledge, it may indeed be
possible to develop a more complete structured kinetic
model to describe the complex dynamics of animal-cell
cultures. Barford and co-workers (41,42) used a modular
approach to construct a complex structured kinetic model
with three major compartments of cell culture medium,
cytoplasm, and mitochondria. After systematically testing
the different submodels, it is expected that such a
detailed mechanistic model will be useful for optimizing
medium formulation (43), developing nutrient feeding
strategies (44), and optimizing culture productivity.

Cell-Cycle Models

Suzuki and Ollis (45) proposed a cell-cycle model for
antibody synthesis by hybridoma cells to explain the
repeated observations of inverse-growth-associated pro-
duction kinetics of monoclonal antibody in continuous
cultures of murine hybridoma cells, as shown in Figure 3.
Based on prior literature on cell-cycle-dependent synthesis
of antibodies by myeloma or lymphoid cells, they proposed
that hybridoma cells secrete monoclonal antibodies pri-
marily in the late Gl and early S phase of the cells.
According to the well-established cell-cycle models, cells
spend more time in the Gl phase during low growth rates
in continuous cultures, as well as in growth-limited batch
or fed-batch cultures. Consequently, the higher antibody
synthesis in the late Gl phase results in a higher specific
(per cell) antibody synthesis rate at lower growth rates.
At higher growth rates, the cells spend less time in the
productive Gl phase, resulting in a reduced specific anti-
body production rate. This cell-cycle model for antibody
synthesis by hybridoma cells was investigated experimen-
tally by a number of investigators (46-48) with significant
support for this central hypothesis.

Following Suzuki and Ollis's successful prediction of the
inverse-growth-associated antibody production kinetics
by hybridoma cells with the cell-cycle model, Linardos
et al. (49) proposed a cell-cycle model for apoptotic cell
death, which is observed strongly at low cell-growth rates.
They proposed that apoptotic cell death occurs primarily
in cells arrested in the Gl phase of the cell cycle and
that the death rate is proportional to the fraction of
cells arrested in the Gl phase. This cell-cycle model
satisfactorily describes the higher cell death rates at low
dilution rates in continuous cultures of hybridoma cells.

With these two successful descriptions of antibody
productivity and cell death by simpler cell-cycle mod-
els, Martens et al. (50) developed a combined cell-cycle
and unstructured kinetic model for simulating Miller
et al.'s (12) continuous-culture steady-state data. The cell
growth-rate expression is similar to equation 3 and the
substrate consumption rate equations are based on the
yield coefficient and maintenance energy terms described
earlier. Although the model simulations follow the trends
qualitatively in the steady-state data, the average model
parameter values chosen do not fit the experimental data
closely enough. Further, the predictions of this unstruc-
tured kinetic model for dynamic variations in batch,
fed-batch, or continuous culture shift-up or shift-down
experiments are expected to be more divergent, as dis-
cussed earlier.

The dramatic switch in protein-expression kinetics from
the inverse-growth-associated production of antibodies by
hybridoma cells (shown in Fig. 3) to a growth-associated
production of recombinant proteins by transfected mam-
malian cells (shown in Fig. 4) has been addressed with a
cell-cycle model (51). Gu et al. (51) assumed that although
hybridoma cells produce antibodies primarily in the
Gl phase, transfected mammalian cells produce their
recombinant proteins primarily in the S phase. Gu
et al.'s (51) cell-cycle model predictions for an intracel-
lular reporter protein accumulation, shown in Figure 5,
have an inverse-growth-associated production pattern
for the Gl-phase-synthesis assumption and a growth-
associated or nongrowth-associated production pattern for
the S-phase-synthesis assumption. The S-phase synthesis
assumption is supported by flow cytometric investiga-
tions on recombinant protein synthesis in transfected
Chinese hamster ovary (CHO) cells (52,53). Based on
the different cell-cycle phase-specific characteristics of
recombinant protein expression from different promot-
ers, Kompala and co-workers (54,55) developed different
CHO cell lines transfected with different expression vec-
tors that contain the same reporter gene (lac Z). In

Specific /3-galactosidase yield for
G1 and S phase dependent cases

Dilution rate D, Mh

Figure 5. Predictions of the previous two production patterns
with different assumptions on the cell-cycle phase-specific
expression for intracellular protein accumulation. (Reprinted with
permission from Ref. 51.)
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continuous cultures of stably transfected CHO cells, the
S-phase-specific SV40 promoter-driven expression of fi-
galactosidase was growth-associated (54), whereas the
Gl-phase-specific AML promoter-driven expression of
the intracellular reporter protein was inverse-growth-
associated (55). If these results yielding the dramatic
switch between growth-associated and inverse-growth-
associated production Kinetics are reproducible with
secreted reporter proteins, this phenomenon will have
a significant impact on maximizing culture productivities,
as discussed in the next section on fed-batch cultures.

Segregated Models

Long-term cultures of some hybridoma cell lines have
shown a gradual decrease in antibody productivity due to
the appearance of faster growing nonproducer hybridoma
cells (56). The loss of culture productivity can be modeled
only by explicitly recognizing the growth and production
kinetics of these two distinct producer and nonproducer
cell lines in a segregated modeling approach (57). Based
on a similar approach used successfully to analyze
instabilities in recombinant bacterial cultures, new
insights have been developed on the rate of conversion
from producers to nonproducers and the growth-rate
difference between two cell types required to control this
culture instability (58).

FED-BATCH AND PERFUSION CULTURES

Optimization of Monoclonal Antibody Production

Successful exploitation of cell-growth and protein-
expression kinetics has led to systematic development
of fed-batch cultures for maximizing monoclonal antibody
productivity from hybridoma cells (59). Maximizing the
hybridoma cell concentration and maintaining the viabil-
ity of these cells by careful feeding of medium concentrates,
as suggested by equation 2, represent key ingredients in
this optimization process. An equally important ingre-
dient in achieving high product titers has been the
inverse-growth-associated production kinetics, as shown
in Figure 3. During the early batch-culture period, cells
grow at a high rate with a low specific production rate.
After high cell densities have been achieved, controlled
nutrient feeding reduces the cell-growth rate and main-
tains the cells' viability for as long as possible. During
this low growth fed-batch culture period, the specific (per
cell) antibody production rate is significantly increased, as
shown in Figure 3, resulting in a large production of mon-
oclonal antibodies in fed-batch cultures. Similarly, in high
cell-density perfusion cultures, after high cell densities are
achieved through the early batch-culture period, the cells
are maintained in a lower growth mode once perfusion
culture begins. During such a high cell-density perfu-
sion operation, the specific production rate increases (60),
resulting again in larger antibody titers than in continuous
cultures.

Model Simulations for Fed-Batch Cultures

The preceding development of optimal fed-batch and
high cell-density perfusion cultures to maximize culture

productivity has taken place without any significant
direct input from model simulations. The unstructured
models, based on extended Monod Kinetics, are ill suited
for dynamic simulations, even though they have been
applied for this purpose in fed-batch (23,24), as well
as perfusion (61) cultures. Emborg and co-workers (62)
simulated the structured kinetic model of Batt and
Kompala (36) in batch and fed-batch culture modes
and indeed find the fed-batch cultures better suited
for maximizing culture productivity, as confirmed by
many experimental studies. Ryszczuck and Emborg (63)
subsequently compared the fed-batch simulations of the
same structured model (36) with an unstructured model
to find that the structured model simulations are more
responsive to the different fed-batch culture strategies
and predict a more significant improvement in antibody
production in fed-batch cultures.

Suboptimal Growth-Associated Production Kinetics

Although high cell-density fed-batch and perfusion
cultures have been successful in maximizing monoclonal
antibody production from hybridoma cells, a necessary
requirement for this optimization has been inverse-growth-
associated production kinetics, as shown in Figure 3. More
recently, it has been found that recombinant protein
synthesis kinetics from transfected mammalian cells
are typically growth-associated, as shown in Figure 4.
Some experimental researchers have already recognized
the suboptimal nature of fed-batch cultures for these
mammalian-cell lines and have used repeated batch
cultures (64) to maximize protein synthesis. However,
these repeated batch cultures are significantly inferior
from the perspective of process optimization. During
exponential batch cultures where the growth and specific
(per cell) production rates are high, the cell concentrations
are typically low. After cell numbers have reached a
high enough value and the cell growth rate slows
down, the specific productivity drops enormously, if the
cells exhibit growth-associated production kinetics. If
the successful paradigms of high cell-density fed-batch
and perfusion cultures for maximizing the monoclonal
antibody synthesis from hybridoma cells are to be
applied to recombinant mammalian-cell cultures, then
it will be necessary to reengineer them to obtain the
same inverse-growth-associated production kinetics. The
reengineering of Chinese hamster ovary cells to achieve
inverse-growth-associated production kinetics has so far
been demonstrated only for an intracellular reporter
protein (54,55), and efforts are underway to demonstrate
its feasibility for secreted glycoproteins.

CONCLUSIONS

This article highlights the importance of characterizing
cell-growth and protein-synthesis kinetics to maximize
culture productivity. Unstructured kinetic models, based
on extensions of classical Monod kinetics, yield and
maintenance coefficients, and Leudeking-Piret produc-
tion kinetics provide the simplest choice for describing
the dynamics of cell growth, nutrient consumption, and
product expression. Structured kinetic models address



more details of cellular metabolism and consequently
can describe more accurately cell-growth and product-
expression dynamics in batch, fed-batch, and continu-
ous cultures. With increasing knowledge of animal-cell
metabolism, it may soon be more feasible to develop more
detailed structured kinetic models to enhance our under-
standing and optimization of mammalian-cell cultures.

Protein-expression kinetics follow two different pat-
terns of growth-associated and inverse-growth-associated
production. Inverse-growth-associated production kinetics
more commonly found for the monoclonal antibody synthe-
sis by hybridoma cells have been successfully exploited to
maximize productivity in high cell-density fed-batch and
perfusion cultures. Growth-associated production kinetics,
observed increasingly in the production of therapeutic pro-
teins by recombinant mammalian cells, are more difficult
to optimize because repeated batch cultures and continu-
ous cultures are necessary to maintain the high cell growth
and specific production rates. It may be possible to employ
the successful paradigms of high cell-density fed-batch and
perfusion cultures to maximize antibody productivities, if
recombinant mammalian cells can be engineered to yield
inverse-growth-associated production kinetics.

ACKNOWLEDGMENTS

The author's research on mammalian-cell culture kinetics
has been funded by grants BES-9504840 and BES-
9817249 from the National Science Foundation. The
author also thanks Prof. T. Yoshida of the International
Center for Biotechnology, Osaka University, for hosting
him while writing this article during a three-month
sabbatical visit.

NOMENCLATURE

A ammonia concentration, g/L
D dilution rate, day"1

F nutrient flow rate, mL/day
G glucose concentration, g/L
Gn glutamine concentration, g/L
Kd saturation constant in death rate, g/L
^MAb Monod saturation constant for antibody

production, g/L glut.
Kp inhibition constant for glutamine, g/L
Kxi inhibition constant for total cell number,

cells/mL
Kd, Kd,max specific death rate and maximum death-rate

constant, day"1

Kp maximum specific production-rate constant,
ug/106 cells/day

L lactate concentration, g/L
[MAb] antibody concentration, g/L
m maintenance coefficient, (g or mM)/day/cells
m(Si) specific antibody synthesis-rate constant,

which is a function of initial serum
concentration, jig/106 cells/day

<?MAb specific (per cell) antibody production rate,
ug/106 cells/day

V culture volume, liter
t time, day

XT; total cell concentration, cells/mL
Xy viable cell concentration, cells/mL
Y yield coefficients, (cells or g or mM)/(g or mM)
M, Mmax specific growth rate and its maximum value,

day"1

BIBLIOGRAPHY

1. J.R. Birch and R. Arathoon, Bioprocess Technol 10, 251-270
(1990).

2. H.M. Tsuchiya, A.G. Fredrickson, and R. Aris, Adv. Chem.
£rc#. 6, 125-206(1966).

3. J.R. Birch, R. Boraston, and L. Wood, Trends Biotechnol. 3,
162-166(1985).

4. Y.T. Luan, R. Mutharasan, and W.E. Magee, Biotechnol. Lett.
9, 535-538 (1987).

5. J.M. Renard et al., Biotechnol. Lett. 10, 91-96 (1988).
6. S. Reuveny, D. Velez, J.D. Macmillan, and L. Miller, J.

Immunol. Methods 86, 53-59 (1986).
7. Y.T. Luan, R. Mutharasan, and W.E. Magee, Biotechnol. Lett.

9,691-696(1987).
8. D. Velez, S. Reuveny, L. Miller, and J.D. Macmillan, J.

Immunol. Methods 86, 45-52 (1986).
9. M. Butler, Dev. Biol. Stand. 60, 269-280 (1985).

10. K. Low and C. Harbour, Dev. Biol. Stand. 60, 73-79 (1985).
11. M.A. Bree, P. Dhurjati, R.F. Geoghegan, Jr., and B. Robnett,

Biotechnol. Bioeng. 32, 1067-1072 (1988).
12. W.M. Miller, CR. Wilke, and H.W. Blanch, Biotechnol. Bio-

eng. 32, 947-965 (1988).
13. M.W. Glaken, E. Adema, and A.J. Sinskey, Biotechnol. Bio-

eng. 32, 491-506 (1988).
14. S. J. Pirt, Principles of Microbe and Cell Cultivation, Black-

well Scientific, Cambridge, U.K., 1975.
15. M. Dalili, G.D. Sayles, and D.F. Ollis, Biotechnol. Bioeng. 36,

64-73 (1990).
16. K.K. Frame and W.-S. Hu, Biotechnol. Bioeng. 38, 55-64

(1991).
17. T.I. Linardos, N. Kalogerakis, and L.A. Behie, Can. J. Chem.

Eng. 69, 429-438 (1991).
18. M. De Tremblay, M. Perrier, C. Chavarie, and J. Archam-

bault, Bioprocess Eng. 7, 229-234 (1992).
19. J.G. Gaertner and P. Dhurjati, Biotechnol. Prog. 9, 309-316

(1993).
20. M. Harigae, M. Matsumura, and H. Kataoka, J. Biotechnol.

34, 227-235 (1994).
21. R. Portner, A. Bohmann, I. Ludemann, and H. Markl, J.

Biotechnol. 34, 237-246 (1994).
22. R. Portner and T. Schafer, J. Biotechnol. 49,119-135 (1996).
23. M.W. Glaken, C. Huang, and A.J. Sinskey, J. Biotechnol. 10,

39-66 (1989).
24. M. De Tremblay, M. Perrier, C. Chavarie, and J. Archam-

bault, Bioprocess Eng. 9, 13-21 (1993).
25. A.-P. Zeng and W.-D. Deckwer, Biotechnol. Bioeng. 47,

334-346 (1995).
26. W.-S. Hu, W. Zhou, and L.F. Europa, J. Microbiol. Biotechnol.

8,8-13(1998).
27. S. Reuveny, D. Velez, L. Miller, and J.D. Macmillan, J.

Immunol. Methods 86, 61-69 (1986).
28. R.C. Dean et al., in M. Moo-Young, ed., Bioreactor Immobi-

lized Enzymes and Cells, Elsevier Applied Science, Essex,
England, 1988, p. 125.



29. S.S. Ozturk and B.O. Palsson, Biotechnol. Prog. 7, 481-494
(1991).

30. S.S. Ozturk and B.O. Palsson, Biotechnol. Bioeng. 37,
989-993 (1991).

31. K. Takahashi et al., Cytotechnology 15, 57-64 (1994).
32. D.K. Robinson and K.W. Memmert, Biotechnol. Bioeng. 38,

972-976 (1991).
33. CA. Mitchell, J.A. Beall, J.R.E. Wells, and P.P. Gray, Cyto-

technology 5, 223-231 (1991).
34. P.M. Hayter et al., Biotechnol. Bioeng. 42, 1077-1085

(1993).
35. A.J. Racher et al., Appl Microbiol Biotechnol. 40, 851-856

(1994).
36. B.C. Batt andD.S. Kompala,Biotechnol. Bioeng. 34,515-531

(1989).
37. D. Dimasi and R.W. Swartz, Biotechnol. Prog. 11, 664-676

(1995).
38. D.E. Atkinson, Cellular Energy Metabolism and its Regula-

tion, Academic Press, New York, 1977.
39. T. Bibila and M.C. Flickinger, Biotechnol. Bioeng. 37,

210-226(1991).
40. P. Wu, N.G. Ray, and M.L. Shuler, Biotechnol Prog. 9,

374-384(1993).
41. J.P. Barford, P.J. Phillips, and C. Harbour, Cytotechnology

10,63-74(1992).
42. CS. Saderson, P. J. Phillips, and J.P. Barford, Cytotechnology

21, 149-153(1996).
43. L. Xie and D.I.C Wang, Cytotechnology 15, 17-30 (1994).
44. T.A. Bibila et al., Biotechnol. Prog. 10, 87-96 (1994).
45. E. Suzuki and D.F. Ollis, Biotechnol. Bioeng. 34, 1398-1402

(1989).
46. O.T. Ramirez and R. Mutharasan, Biotechnol. Bioeng. 36,

839-848 (1990).
47. M. al-Rubeai and A.N. Emery, J. Biotechnol. 16, 67-85

(1990).
48. R.A. Richieri, L.S. Williams, and P.C Chau, Cytotechnology

5,243-254(1991).
49. T.I. Linardos, N. Kalogerakis, and L.A. Behie, Biotechnol.

Bioeng. 40, 359-368 (1992).
50. D.E. Martens et al., Biotechnol. Bioeng. 48, 49-65 (1995).
51. M.B. Gu, P. Todd, and D.S. Kompala, Ann. N.Y. Acad. ScL,

Recombinant DNA Technol II 721, 194-207 (1994).
52. B.D. Mariani, D.L. Slate, and R.T. Schimke, Proc. Natl. Acad.

ScL U.S.A. 78, 4985-4989 (1981).
53. M. Kubbies and H. Stockinger, Exp. Cell Res. 188, 267-271

(1990).
54. G.G. Banik, P. Todd, and D.S. Kompala, Cytotechnology 22,

179-184(1996).
5.5. F.W.F. Lee, CB. Elias, P. Todd, and D.S. Kompala, Cytotech-

nology 28, 1-8 (1999).
56. KK. Frame and W.-S. Hu, Enzyme Microb. Technol. 13 (9),

690-696 (1991).
57. G.M. Lee, A. Varma, and B.O. Palsson, Biotechnol. Prog. 7,

72-75 (1991).
58. S.J. Kromenaker and F. Srienc, Biotechnol. Prog. 10,

299-307 (1994).
59. T.A. Bibila and D.K. Robinson, Biotechnol. Prog. 11, 1-13

(1995).
60. B.C. Batt, R.H. Davis, and D.S. Kompala, Biotechnol. Prog. 6,

458-464(1990).
61. F. Pelletier et al., Cytotechnology 15, 291-299 (1994).

62. H.A. Hansen, N.M. Madsen, and C Emborg, Bioprocess Eng.
9, 205-213 (1993).

63. A. Ryszczuk and C. Emborg, Bioprocess Eng. 16, 185-191
(1997).

64. T. Seewhoster and J. Lehmann, Biotechnol. Bioeng. 55,
793-797(1997).

See also FLOW CYTOMETRY OF PLANT CELLS; FLUX ANALYSIS OF

MAMMALIAN CELL CULTURE: METHODS AND APPLICATIONS; PROTEIN

PROCESSING, ENDOCYTOSIS AND INTRACELLULAR SORTING OF

GROWTH FACTORS; PROTEIN PROCESSING, PROCESSING IN THE

ENDOPLASMIC RETICULUM AND GOLGI NETWORK.

CELL METABOLISM, ANIMAL

LENA HAGGSTROM

Royal Institute of Technology
Stockholm, Sweden

OUTLINE

Introduction

The Central Metabolic Pathways

Glucose Metabolism: Glycolysis, the Hexose
Monophosphate Shunt, and the Pentose Phosphate
Pathway
Shuttle Mechanisms for Transporting NADH into
Mitochondria

The Tricarboxylic Acid Cycle

Respiration and ATP Generation

Glutamine Metabolism

Function of Glutamine Metabolism

Mitochondrial Glutamine Transport and

Localization of Glutaminase

Pathways of Glutamine Metabolism

The Link between the Four-Carbon Compounds of
the TCA Cycle and Three-Carbon Compounds of
Glycolysis: The Malate Shunt
GDH versus TA Pathways: Origin OfNH4

+ in Cell
Cultures
Aspartate or Alanine as an End Product of the TA
Pathway?

Mitochondrial TA Pathways

Cytosolic TA Pathways

Pathways Involving the Lipid Cycle

Pyruvate as a Precursor for Lactate and Alanine:
Compartmentalization and Stoichiometry of
Metabolism

Conclusions

Glutamine Synthetase

Dynamics of Metabolism in Culture

Mechanisms and Kinetics of Glucose and
Glutamine Uptake
Yield Coefficients and Metabolic Ratios

Next Page



29. S.S. Ozturk and B.O. Palsson, Biotechnol. Prog. 7, 481-494
(1991).

30. S.S. Ozturk and B.O. Palsson, Biotechnol. Bioeng. 37,
989-993 (1991).

31. K. Takahashi et al., Cytotechnology 15, 57-64 (1994).
32. D.K. Robinson and K.W. Memmert, Biotechnol. Bioeng. 38,

972-976 (1991).
33. CA. Mitchell, J.A. Beall, J.R.E. Wells, and P.P. Gray, Cyto-

technology 5, 223-231 (1991).
34. P.M. Hayter et al., Biotechnol. Bioeng. 42, 1077-1085

(1993).
35. A.J. Racher et al., Appl Microbiol Biotechnol. 40, 851-856

(1994).
36. B.C. Batt andD.S. Kompala,Biotechnol. Bioeng. 34,515-531

(1989).
37. D. Dimasi and R.W. Swartz, Biotechnol. Prog. 11, 664-676

(1995).
38. D.E. Atkinson, Cellular Energy Metabolism and its Regula-

tion, Academic Press, New York, 1977.
39. T. Bibila and M.C. Flickinger, Biotechnol. Bioeng. 37,

210-226(1991).
40. P. Wu, N.G. Ray, and M.L. Shuler, Biotechnol Prog. 9,

374-384(1993).
41. J.P. Barford, P.J. Phillips, and C. Harbour, Cytotechnology

10,63-74(1992).
42. CS. Saderson, P. J. Phillips, and J.P. Barford, Cytotechnology

21, 149-153(1996).
43. L. Xie and D.I.C Wang, Cytotechnology 15, 17-30 (1994).
44. T.A. Bibila et al., Biotechnol. Prog. 10, 87-96 (1994).
45. E. Suzuki and D.F. Ollis, Biotechnol. Bioeng. 34, 1398-1402

(1989).
46. O.T. Ramirez and R. Mutharasan, Biotechnol. Bioeng. 36,

839-848 (1990).
47. M. al-Rubeai and A.N. Emery, J. Biotechnol. 16, 67-85

(1990).
48. R.A. Richieri, L.S. Williams, and P.C Chau, Cytotechnology

5,243-254(1991).
49. T.I. Linardos, N. Kalogerakis, and L.A. Behie, Biotechnol.

Bioeng. 40, 359-368 (1992).
50. D.E. Martens et al., Biotechnol. Bioeng. 48, 49-65 (1995).
51. M.B. Gu, P. Todd, and D.S. Kompala, Ann. N.Y. Acad. ScL,

Recombinant DNA Technol II 721, 194-207 (1994).
52. B.D. Mariani, D.L. Slate, and R.T. Schimke, Proc. Natl. Acad.

ScL U.S.A. 78, 4985-4989 (1981).
53. M. Kubbies and H. Stockinger, Exp. Cell Res. 188, 267-271

(1990).
54. G.G. Banik, P. Todd, and D.S. Kompala, Cytotechnology 22,

179-184(1996).
5.5. F.W.F. Lee, CB. Elias, P. Todd, and D.S. Kompala, Cytotech-

nology 28, 1-8 (1999).
56. KK. Frame and W.-S. Hu, Enzyme Microb. Technol. 13 (9),

690-696 (1991).
57. G.M. Lee, A. Varma, and B.O. Palsson, Biotechnol. Prog. 7,

72-75 (1991).
58. S.J. Kromenaker and F. Srienc, Biotechnol. Prog. 10,

299-307 (1994).
59. T.A. Bibila and D.K. Robinson, Biotechnol. Prog. 11, 1-13

(1995).
60. B.C. Batt, R.H. Davis, and D.S. Kompala, Biotechnol. Prog. 6,

458-464(1990).
61. F. Pelletier et al., Cytotechnology 15, 291-299 (1994).

62. H.A. Hansen, N.M. Madsen, and C Emborg, Bioprocess Eng.
9, 205-213 (1993).

63. A. Ryszczuk and C. Emborg, Bioprocess Eng. 16, 185-191
(1997).

64. T. Seewhoster and J. Lehmann, Biotechnol. Bioeng. 55,
793-797(1997).

See also FLOW CYTOMETRY OF PLANT CELLS; FLUX ANALYSIS OF

MAMMALIAN CELL CULTURE: METHODS AND APPLICATIONS; PROTEIN

PROCESSING, ENDOCYTOSIS AND INTRACELLULAR SORTING OF

GROWTH FACTORS; PROTEIN PROCESSING, PROCESSING IN THE

ENDOPLASMIC RETICULUM AND GOLGI NETWORK.

CELL METABOLISM, ANIMAL

LENA HAGGSTROM

Royal Institute of Technology
Stockholm, Sweden

OUTLINE

Introduction

The Central Metabolic Pathways

Glucose Metabolism: Glycolysis, the Hexose
Monophosphate Shunt, and the Pentose Phosphate
Pathway
Shuttle Mechanisms for Transporting NADH into
Mitochondria

The Tricarboxylic Acid Cycle

Respiration and ATP Generation

Glutamine Metabolism

Function of Glutamine Metabolism

Mitochondrial Glutamine Transport and

Localization of Glutaminase

Pathways of Glutamine Metabolism

The Link between the Four-Carbon Compounds of
the TCA Cycle and Three-Carbon Compounds of
Glycolysis: The Malate Shunt
GDH versus TA Pathways: Origin OfNH4

+ in Cell
Cultures
Aspartate or Alanine as an End Product of the TA
Pathway?

Mitochondrial TA Pathways

Cytosolic TA Pathways

Pathways Involving the Lipid Cycle

Pyruvate as a Precursor for Lactate and Alanine:
Compartmentalization and Stoichiometry of
Metabolism

Conclusions

Glutamine Synthetase

Dynamics of Metabolism in Culture

Mechanisms and Kinetics of Glucose and
Glutamine Uptake
Yield Coefficients and Metabolic Ratios

Previous Page



Interactions between Glucose and Glutamine
Metabolism

Effects of Oxygen, pH, and Temperature on Energy
Metabolism

Enzyme Levels, Activities, and Effectors

Effects of Ammonia and Ammonium Ions

Controlling Glucose and Glutamine Metabolism

Bibliography

INTRODUCTION

Mammalian cells with a potential industrial interest for
the production of recombinant proteins or monoclonal anti-
bodies are all immortalized, transformed cells, and as such,
they harbor mutations affecting the mechanisms that con-
trol the progression through the cell cycle. Continuous cell
lines have also acquired a number of genetic alterations
that cause metabolic changes, phenotypically observed as
an increased rate of glycolysis and the production of large
amounts of lactate even at completely aerobic conditions;
and as an extensive glutamine metabolism accompanied
by excretion of inhibitory ammonia/ammonium ions and
partially oxidized end products, typically alanine. Glu-
cose and glutamine are the main carbon and energy
sources, and glutamine in addition the main nitrogen
source for these cells. In culture, large amounts of glucose
and glutamine are consumed, and the accumulating waste
products negatively affect cell growth, product quality,
and productivity. At present no generally accepted opin-
ion explaining the function of the high metabolic rates
observed in industrial cell lines, tumor cells, and rapidly
dividing normal cells is available. Glucose and glutamine
metabolism in tumor cell lines and other rapidly dividing
cultured cell lines has been reviewed several times during
the past decades (1-8). Other overviews have focused on
the metabolism and physiology of industrially important
cell lines (9-12). The scope of this article is to review
recent progress in understanding the metabolism of cul-
tured mammalian cells with a potential industrial interest
such as myeloma, hybridoma, CHO (Chinese hamster
ovary), and BHK (baby hamster kidney) cells. This will
be done first from a basic point of view, where the involved
metabolic pathways and their functions are described, and
then from an applied point of view, where the manifes-
tations and consequences in culture are considered. More
emphasis has been put on glutamine metabolism than on
glucose metabolism, as the latter is likely familiar to most
readers.

THE CENTRAL METABOLIC PATHWAYS

Glucose Metabolism: Glycolysis, the Hexose Monophosphate
Shunt, and the Pentose Phosphate Pathway

Glucose is metabolized via the well-known cytosolic path-
ways of glycolysis, the hexose monophosphate shunt
(HMS) and the pentose phosphate pathway (PPP) (Fig. 1).
Glycolysis is the source of the biosynthetic precursor
metabolites glucose 6-phosphate, fructose 6-phosphate,
dihydroxyacetone phosphate, and 3-phosphoglycerate

Figure 1. An overview of glycolysis, the hexose monophosphate
shunt (HMS) and the pentose phosphate pathway (PPP), includ-
ing the biosynthetic pathway to serine and glycine. Shaded
compounds constitute precursor metabolites. Enzyme abbrevi-
ations; Glycolysis: HK = hexokinase, G6P ISO = glucose 6-phos-
phate isomerase, PFK = phosphofructokinase, ALD = aldolase,
GAP DH = glyceraldehyde 3-phosphate dehydrogenase, PGK =
phosphoglycerate kinase, PGM = phosphoglycerate mutase,
ENO = enolase, PYK = pyruvate kinase, LDH = lactate dehy-
drogenase; HMS: G6P DH = glucose 6-phosphate dehydro-
genase, 6PG DH = 6-phosphogluconate dehydrogenase; ser-
ine/glycine biosynthesis: PG DH = phosphoglycerate dehydro-
genase, TA = transaminase, PT = phosphatase, SMT = serine-
methyl transferase.

required for synthesis of glycogen, amino sugars, glycerol-
3-phosphate, and serine/glycine/one-carbon units, respec-
tively. For a fast-growing continuous cell line, an ample
supply of glycerol-3-phosphate, the backbone of membrane
lipids, the amino acids serine (precursor for ethanolamine
synthesis) and glycine (used in purine synthesis), as well as
tetrahydrofolate-carried one-carbon units (for purine and
pyrimidine nucleotide synthesis), is certainly most impor-
tant. However, certain CHO cell mutants are reported
to be partial glycine auxotrophs (13). The enzyme, serine
hydroxymethyl transferase, converting serine to glycine
and tetrahydrofolate-bound one-carbon units, is present
both in the cytoplasm and in mitochondria of normal
cells (14). The mitochondrial isoenzyme is absent in these
partial auxotrophs, which are self-supporting in one-
carbon units through the cytoplasmic enzyme activity,
but that needs medium glycine for protein synthesis.
Significant for the glycosylation of recombinant proteins
or monoclonal antibodies is the formation of fructose-6P
as precursor for UDP-activated amino hexoses. Phospho-
enolpyruvate and pyruvate are important precursors for
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biosynthesis of amino acids in microorganisms, but not in
mammalian cells, which have lost the ability to synthe-
size most amino acids. Pyruvate is, however, the last
metabolite of glycolysis and the link to mitochondrial
metabolism.

The function of HMS and PPP in higher eukaryotic cells
is to provide NADPH for reducing power for biosynthesis
and ribose-5P for synthesis of nucleotides and nucleic
acids (Fig. 1). This is in sharp contrast to microorganisms,
which, in addition, use the HMS and PPP pathways for
catabolism of a large number of substrates. As cytosolic
NADPH can be formed via other enzymes (malic enzyme
and isocitrate dehydrogenase), this function of HMS may
be dispensable. For formation of NADPH, the pathway
must be fed with glucose-6P, while ribose-5P can be formed
either by this route or from carbon entering at fructose-
6P and glyceraldehyde-3P. This cyclic mechanism ensures
metabolic flexibility and allows surplus intermediates to
be fed back to glycolysis.

Glycolysis is also the source of cytosolic ATP: two
mol ATP per mol glucose metabolized to pyruvate.
Glycolysis, as well as the pathway for serine/glycine
synthesis, releases NADH: two mol NADH per mol glucose
metabolized to pyruvate, and one mol NADH for each
mol serine/glycine formed. To keep glycolysis running,
NADH must be reoxidized to NAD. Cytosolic NAD can
be regenerated via shuttle mechanisms transporting
NADH into mitochondria, or by reduction of pyruvate
to lactate. If all cytosolic NADH were transported into
mitochondria, no lactate would be formed. The large
amounts of lactate produced in mammalian cell cultures
show that this is not the case. In fact, lactate formation
appears essential for cell growth and continued glucose
metabolism, as inhibition of the lactate dehydrogenase
reaction (Fig. 1) retards both glucose consumption and
proliferation (15). Recent studies with labeled substrates
confirm earlier reported results that a large proportion of
consumed glucose, 92-96%, enters the glycolytic pathway
in hybridoma cells (16-18), while the remaining fraction,
4-8%, enters HMS (16-20).

Shuttle Mechanisms for Transporting NADH
into Mitochondria

The mitochondrial membrane is impermeable to NADH,
but shuttle systems such as the glycerol- phosphate shut-
tle, the malate-aspartate shuttle, and the malate/citrate
shuttle circumvent this problem by indirectly transport-
ing NADH into mitochondria for further oxidation by
the respiratory system (Fig. 2). Although some contro-
versy exists as to the presence and activity of these
redox shuttle systems in tumor cell lines, it now appears
that, as, for example, Ehrlich ascites tumor cells pos-
sess all three systems (21-23). The malate-aspartate
shuttle is also functioning in many other tumor cell
types, including HeLa cells (24), and the activity of the
glycerol-phosphate shuttle is even higher in some trans-
formed cells as compared to the normal counterparts
(25,26). The malate-citrate shuttle activity corresponds
to 15% of the glucose uptake in Ehrlich ascites cells (23).
Therefore, the high rates of lactate production that occur
in all continuous cell lines, and the decreased NAD:NADH

ratio (27), are probably not due to a lack of activity of the
shuttle systems.

Likely, some other factors restrict the transfer of reduc-
ing equivalents from the cytosol to mitochondria. For
example, the presence of high levels of lactate dehydroge-
nase may simply compete for reducing equivalents. It has
also been suggested that, as the Km of cytosolic aspartate
transaminase is rather high (5 mM), the malate/aspartate
shuttle activity is limited by too low a concentration
of cytosolic aspartate (28). Further, owing to glutamine
metabolism, malate will accumulate inside mitochon-
dria, thereby rendering malate influx more difficult. Also,
the respiratory system may actually be saturated with
reducing equivalents, originating from the mitochondrial
glutamine metabolism. Saturation of the respiratory sys-
tem has been the subject of lively discussion as being a
cause of acetate and ethanol formation in Escherichia coli
and Saccharomyces cerevisiae, respectively. Finally, res-
piration may be suppressed by the availability of ADP,
as the high flux in glycolysis consumes large amounts
of ADP. However, the functioning of the redox shuttle
systems and the transfer of NADH into mitochondria
has not been studied in detail in industrial continuous
cell lines.

The Tricarboxylic Acid Cycle

The function of the tricarboxylic acid (TCA) cycle, located
in mitochondria, is to provide precursor metabolites and
cofactors for anabolism, as well as metabolic energy
(Fig. 3). Citrate, when exported to the cytosol, is the source
of the cytosolic acetyl coenzyme A (acetyl CoA) needed for
synthesis of cholesterol and fatty acids. Isocitrate can
also be exported to the cytosol for NADPH production
via cytosolic isocitrate dehydrogenase. a-Ketoglutarate
(a-KG) is the precursor for glutamate, and oxaloacetate
the precursor for aspartate and asparagine biosynthesis.
However, it is doubtful if there is any significant net flux
from a-KG to glutamate via glutamate dehydrogenase
(GDH) in continuous cell lines during normal cultivation
conditions. This matter will be further discussed together
with glutamine metabolism. The TCA cycle is also the
major source of metabolic energy, in terms of ATP, via
NADH fed to the respiratory system after being released
from the oxidation of substrates in the cycle. Acetyl CoA,
formed from pyruvate via pyruvate dehydrogenase (PDH),
from fatty acids via ^-oxidation or from breakdown of
amino acids, is the only TCA cycle substrate that can be
completely oxidized to carbon dioxide and water. All other
substrates entering the cycle at, for example, the level
of citrate, a-ketoglutarate, or malate must also leave the
cycle (otherwise intermediates would accumulate) unless
compensating for precursor metabolites withdrawn from
the cycle. The pathways involved in converting a four-
carbon TCA cycle intermediate to a three-carbon glycolytic:
intermediate or vice versa will be discussed in conjunction
with glutamine metabolism.

The concept of a truncated TCA cycle in tumor mito-
chondria was introduced by Coleman and Lavietes (29).,
Briefly, this phenomenon is manifested as a low flux
from citrate to a-KG and a much higher flux from a-KG
to oxaloacetate. Citrate exits mitochondria for cytosolic



formation of acetyl CoA (Fig. 3), required for the exten-
sive, deregulated biosynthesis of cholesterol (and fatty
acids) in tumor cell lines (29). Tumor cell membranes and
tumor mitochondrial membranes are several-fold richer
in cholesterol than normal membranes, a property that
in turn influences transport mechanisms — among oth-
ers, enhancing the export of citrate via the mitochondrial

anion exchanger (30). In addition, a low input of acetyl
CoA via pyruvate dehydrogenase contributes to the trun-
cation of the cycle (Fig. 3). No PDH activity has been
detected in BHK or CHO cells (20). Only a few per-
cent of the large amounts of glucose metabolized pass
this metabolic bottleneck. The fraction of glucose enter-
ing the TCA cycle was recently estimated to be in the

Figure 2. Redox shuttle systems, (a) The malate-citrate shuttle, (b) The glycerol-phosphate
shuttle, (c) The malate-aspartate shuttle. Enzymes: CL = citrate lyase, CS = citrate syn-
thase, MDH = malate dehydrogenase, DHAP DH = dihydroxyacetone-phosphate dehydrogenase,
GP DH = glycerol phosphate dehydrogenase, aspTA = aspartate transaminase.
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amino acids

Figure 3. The tricarboxylic acid cycle inclusive of pyruvate
dehydrogenase (PDH). Shaded compounds constitute precursor
metabolites. Enzymes: CS = citrate synthase, AC = aconitase,
IC DH = isocitrate dehydrogenase, a — KG DH = a-ketoglutarate
dehydrogenase, SCoA S = succinyl coenzyme A synthetase, SDH
= succinate dehydrogenase, FU = fumarase, MDH = malate
dehydrogenase.

range of 0.2-0.6% by using labeling techniques (16,17,20),
results also confirming earlier reported data. Whether this
depends on (1) pyruvate unavailability, pyruvate being
withdrawn for lactate formation, (2) a low PDH level,
(3) down-regulation of PDH activity via phosphorylation
due to high mitochondrial NADH levels generated by the
glutamine metabolism, (4) the sensitivity of PDH to super-
oxide (see further in the following), or (5) a combination
of these factors, has not been conclusively shown. In cells
with elevated lipogenesis (and a truncated TCA cycle),
other substrates such as acetoacetate (31) or catabolized
amino acids (18) are used as sources of acetyl CoA to
furnish the metabolic machinery with carbon for lipid syn-
thesis. The flux from citrate to a-KG may also be restricted
by the sensitivity of isocitrate dehydrogenase to superox-
ide (O2") (32,33) as tumor cell lines have low levels of
protecting superoxide dismutase (34). A truncated TCA
cycle exists, for example, in HeLa cells (35), Morris hep-
atoma cells (30), and in AS-30D hepatoma cells (31). The
significance of a truncated TCA cycle would be that acetyl
CoA is not able to support respiratory energy genera-
tion, but some other substrate must be used. This role is
fulfilled by glutamine metabolism, which provides carbon
entering the TCA cycle at a-KG. As a consequence, the flux
in the left branch of the cycle is increased simultaneously
as NADH, and FADH respiratory substrates, are released
(Fig. 3).

In contrast to other reports, a substantial flux from
glucose into the TCA cycle was found in hybridoma cells
in a study of metabolic fluxes using in situ 13C NMR,
as shown by the label at [4-13C]-glutamate originating
from [l-13C]-glucose (and, consistently, the label in [5-13C]-
glutamate and [5-13C]-proline originating from [2-13C]-
glucose). Glucose-derived acetyl CoA was reported to enter
the TCA cycle at a rate of 0.09 mmol/109 cells/h. Less than
10% (0.007 mmol/109 cells/h) of this flux was calculated
to exit the cycle as citrate and about 30% as isocitrate,
resulting in a flux of approximately 0.05 mmol/109 cells/h
to a-KG, the flux to a-KG from glutamine being of the
same range (19,36). Sharfstein and co-workers calculated
that the total flux into TCA (0.12 mmol/109 cells/h),
including amino acids entering at acetyl CoA, was even
higher than the uptake rate of glucose (18). These data
do not indicate that the TCA cycle should be severely
truncated in the hybridoma cells. However, lipogenesis
is associated with rapid proliferation and cell division,
but as the cells studied grew very slowly during the
experimental conditions, it is possible that the data are
not representative for cells growing at maximum rates in
suspension cultures.

Respiration and ATP Generation

Mitochondrial NADH is oxidized by the respiratory system
located in the inner mitochondrial membrane, with the
concomitant consumption of oxygen, generation of the
transmembrane proton gradient, and ATP formation.
These well-known processes will not be treated further
here, but the reader is referred to textbooks for details.
However, an important aspect is the efficiency of the
energy metabolism in industrial cell lines. The P/O ratio,
which is the number of ATP molecules formed per oxygen
atom used (or NADH molecule oxidized) is a measure of
the respiratory efficiency. It is generally agreed that the
maximum theoretical P/O ratio is 3, but a great deal
of controversy exists regarding actual P/O ratios (37).
In HeLa cells, which may have a defect in complex I
of the electron transport chain (35), the maximum P/O
ratio would be limited to 2. Hybridoma cells, on the other
hand, were suggested to be able to increase the P/O ratio
from 2 to 3 when oxygen availability was limited (38).
This appears plausible, as elevated respiratory efficiency
at low dissolved oxygen tension (DOT) levels is a
phenomenon known to exist in microorganisms such as
E. coli. However, not until recently has it been discussed
whether the P/O ratio in continuous cell lines may
vary depending on the availability of energy-yielding
substrates, that is, glucose and glutamine, the critical
question being if the P/O ratio decreases at conditions of
substrate excess. So-called metabolic uncoupling occurs
in Saccharomyces yeast cells, where the P/O ratio was
calculated to vary by one order of magnitude (from
1.5 to 0.2) in a chemostat culture with energy source
limitation or with nitrogen limitation, respectively (39).
Likewise, metabolic uncoupling in bacteria at substrate-
sufficient conditions is rather regarded as the rule than
the exception. Thus it may not be implausible that
cultured mammalian cells are able to adjust the P/O ratio
accordingly (38).
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GLUTAMINE METABOLISM

Function of Glutamine Metabolism

Glutamine metabolism generates energy, provides precur-
sors for biosynthesis, and is associated with the increase
in cell volume during progression through the cell cycle.
An overview of glutamine metabolism is presented in
Figure 4. Apart from being used for protein synthesis, glu-
tamine is the nitrogen donor in pyrimidine, purine, amino
sugar, NAD, and asparagine biosynthesis. The biosyn-
thetic reactions are catalyzed by amidotransferases, and
as result of the amido-nitrogen removal, glutamate is
formed from glutamine. Glutamate is also derived from
glutamine by the action of glutaminase. Glutamate is the
direct precursor of proline and ornithine, and the principal
amino-group donor in the cell. In cells of the immune sys-
tem (macrophages) glutamine is to be likely the precursor
of arginine, and thus indirectly of nitric oxide (40).

Part of the glutamine metabolism is mitochon-
drial, some of the involved enzymes being exclusively
located in mitochondria: phosphate-activated glutaminase
(PAG) (41), glutamate dehydrogenase (GDH) (42), and the
TCA-cycle enzymes or-ketoglutarate dehydrogenase, suc-
cinylCoA synthetase, and succinate dehydrogenase. The
mitochondrial metabolism is energy yielding as discussed
before, and the TCA-cycle intermediates a-KG, succinyl
CoA, succinate, fumarate, malate, and oxaloacetate are
formed as a result of glutamine metabolism. Of these,
mitochondrial oxaloacetate is presumably the most impor-
tant precursor, being used for aspartate, which in turn is
a precursor for purine and pyrimidines, and asparagine
biosynthesis. The reason for the dignity of this function
is that the anaplerotic enzyme pyruvate carboxylase (PC),
which, in normal cells, substitutes oxaloacetate withdrawn
from the TCA cycle to anabolic reactions, is lacking in

the continuous cell lines tested so far. In normal diploid
fibroblasts possessing PC, aspartate is synthesized from
glucose when glucose is abundant, but from glutamine
when glucose is limiting (43). However, no activity of PC
could be found in BHK, hybridoma or CHO cells (20), or
in Sp2/0-Agl4 myeloma cells (44), and no flux via PC was
detected in hybridoma cells, as judged by NMR analy-
sis of the 13C-carbon labeling pattern in intermediates of
the TCA cycle resulting from the metabolism of 1-13C-
glucose (18,19).

Thus taking up glutamine is a way to deliver, not
only glutamine, but also intracellular glutamate and
aspartate. Why then could not medium glutamate and
aspartate fulfill this role? These amino acids are regarded
as "intracellular," and the reason for this may be sought in
the regulation of System XAG~> the amino acid transport
system specific for anionic glutamate and aspartate
(45,46). While the activity of System XAG~ is low in
proliferating cells and extremely low in transformed cells
but high in quiescent cells (47,48), the activity of System A,
a concentrative amino acid transport system that imports
glutamine, increases in response to mitogenic stimuli (49).
Thus formation of glutamate and aspartate intracellularly
from glutamine metabolism may be the only possibility
for proliferating transformed cells to obtain these amino
acids. Moreover, the intracellular accumulation of amino
acids transported by System A, in particular glutamine
and glutamate derived from the glutamine metabolism,
is indispensable for the increase in cell volume leading
to progression through the cell cycle (49). In fact, the
sum of glutamine and glutamate constitutes about half
the intracellular amino acid pool (49). It has also been
suggested that glutamine exerts its main regulatory effects
on cell proliferation by acting as a precursor for adenine
and adenosine (50).

Figure 4. An overview of glutamine metabolism. Shaded
compounds constitute precursor metabolites. Enzymes: PAG
= phosphate-activated glutaminase, GDH = glutamate dehy-
drogenase, alaTA = alanine transaminase, aspTA = aspartate
transaminase, TCA = enzymes of the TCA cycle; see Figure 3,
MDH = malate dehydrogenase, PDH = pyruvate dehydroge-
nase, CS = citrate synthase, LDH = lactate dehydrogenase.
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Mitochondrial Glutamine Transport and Localization
of Glutaminase

Mitochondrial glutamine transport mechanisms may
influence the first step of glutamine catabolism, catalyzed
by the mitochondrial enzyme glutaminase. Glutamine
transport into mitochondria has therefore been extensively
studied, particularly in kidney cells, where glutamine
metabolism has a pH regulating function (via excretion
of NH44"). It is generally agreed that mitochondrial glu-
tamine transport occurs by a neutral uniport carrier in
these cells (51). Also, tumor cell mitochondria possess an
efficient uniport transport system, located in the inner
mitochondrial membrane (52). However, the mitochon-
drial neutral amino acid carrier, a transport system with
high activity and broad specificity, may be the same
as the glutamine uniporter (53). The existence of other
transporters, such as an energy-dependent uniport car-
rier (54) and glutamine/glutamate and glutamine/malate
antiporters (55), have also been suggested. The resolu-
tion of these anomalies awaits purification, cloning, and
sequencing of the transport system(s). Kinetic studies per-
formed over the years converge to the conclusion that
mitochondrial glutamine transport is not rate limiting for
glutamine catabolism.

The catabolism of glutamine is initiated by deamida-
tion, catalyzed by phosphate-activated glutaminase (PAG,
EC 3.5.1.2), a reaction that is thermodynamically favor-
able, the equilibrium constant being 320 at 25 0C (56). The
reaction products are glutamate and a free ammonium
ion. PAG in glutaminolytic cells (i.e., cells that catabolize
glutamine) is of "kidney-type," the Km for glutamine being
2-5 mM (3,7), in contrast to "liver-type" glutaminases,
which have a much higher Km for glutamine (around
20 mM). The intracellular glutamine concentration varies
in the range of 2-11 mM in hybridoma cells, depending
on the extracellular glutamine concentration (57), indi-
cating that the metabolic flux via PAG also is affected
by the extracellular glutamine concentration. The activity
of glutaminase is correlated with malignancy of tumors
and with growth rate, as witnessed in many investiga-
tions.

The exact submitochondrial localization of PAG has
been a matter of controversy, but it now appears that
there exist two pools of glutaminase that are interconvert-
ible, one soluble pool in the matrix and a membrane-bound
form (41,58). The heterotetrameric enzyme (59) is mem-
brane bound, but not an integral membrane protein,
and is enzymically dominant over the soluble (inac-
tive) species (41,58). The group of Kvamme suggested
that PAG has a functionally external localization in
the inner mitochondrial membrane (60,61). This conclu-
sion was drawn from the observation that, in isolated
brain mitochondria, glutamine-derived glutamate did not
readily mix with the mitochondrial matrix pool of gluta-
mate, but was preferentially released into the incubation
medium (61). Further, no correlation between mitochon-
drial glutamine transport and glutamine hydrolysis was
found. A possible explanation could be that PAG was
localized to a microcompartment in the matrix, connected
with the outside by a channeling mechanism involving
glutamine and the reaction products. Also, in rat kidney

mitochondria supplied with external glutamine, most of
the glutamate formed by PAG was exported from the
mitochondria (the remaining glutamate was deaminated
intramitochondrially by GDH) (62). These mitochondria
contained two separate glutamate pools that did not mix;
one pool is related to aspartate aminotransferase and
the other to GDH (see further in the following). Thus it
appears that, in the investigated cell lines, glutamate pro-
duced by mitochondrial PAG mainly is exported to the
cytosol. Understanding the site of glutamate formation
from glutamine by PAG (mitochondrial intramembrane
space and/or mitochondrial matrix) is fundamental for
understanding the overall glutamine metabolism, as will
be shown in the following. No investigations on these
issues seem to have been performed on industrial cell
lines.

Pathways of Glutamine Metabolism

The metabolism of glutamine/glutamate involves two
major pathways — the transamination (TA) pathway and
the glutamate dehydrogenase pathway (Fig. 5). Although
the carbon skeleton of glutamate is forwarded into the TCA
cycle via the conversion to a-KG in both cases, there is a
fundamental difference between the two pathways. The
GDH reaction liberates the amino-nitrogen of glutamate
as a free ammonium ion. The resulting a-KG can be used
freely in the intermediary metabolism, as, for example,
for gluconeogenesis, or it can be converted to lactate or
completely oxidized in the TCA cycle to carbon dioxide
and water (Fig. 6). All these activities require that a
four-carbon TCA-cycle intermediate (C4) is converted to
a glycolytic three-carbon intermediate (C3), as will be
discussed later.

In the TA pathways, the entry of glutamate carbon into
the TCA cycle is stoichiometrically coupled to the transam-
ination of oxaloacetate or pyruvate to yield aspartate
(the aspTA pathway) and/or alanine (the alaTA pathway)
as end products of the glutamine metabolism. Thus the
transamination reaction constitutes at the same time the
last and the second step of the pathway, creating a closed
loop, as illustrated in Figure 7. Whereas alanine forma-
tion implies conversion of a C4-TCA-cycle intermediate

Figure 5. The two main routes of the glutamine metabolism—
the transamination pathway and the glutamate dehydrogenase
(GDH) pathway.
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Figiire 7. The transamination pathway to alanine. Enzymes:
alaTA = alanine transaminase, ME = malic enzyme.

to C3-pyruvate, aspartate formation does not. McKeehan
suggested the pathway of incomplete oxidation of glu-
tamine to pyruvate should be named glutaminolysis (63).
Other (minor) TA pathways can result in serine/glycine
and asparagine formation, the latter being a product

Figure 6. Examples of GDH pathways: Left: Com-
plete combustion of glutamine to carbon dioxide
and water by mitochondrial enzymes. Key enzymes:
GDH = glutamate dehydrogenase, ME = malic enzyme.
OAA = oxaloacetate. Right: Lactate formation from glu-
tamine via cytosolic malate dehydrogenase (MDH), phos-
phoenolpyruvate carboxykinase (PEPCK), and lactate
dehydrogenase (LDH).

of aspartate that has undergone transamidation with
glutamine (64,65). In practice, glutamine metabolism is
a mixture of different pathways.

The Link between the Four-Carbon Compounds
of the TCA Cycle and Three-Carbon Compounds
of Glycolysis: The Malate Shunt

The malate shunt is an integral part of glutaminolysis
(7,19), its existence being obligatory for the alanine TA
pathway. Several possibilities have been discussed in
the literature: It was recognized early that NAD(P)+-
linked mitochondrial malic enzyme (EC 1.1.1.39) played
an important role in the glutamine metabolism of tumor
cells, its activity being progression linked in hepatomas
(66,67), and it was suggested that this enzyme played
the critical role for conversion of malate to pyruvate
(7,63,68). This proposal was later rejected because Ehrlich
ascites tumor cell mitochondria appeared not to catalyze
the conversion of intramitochondrially formed malate, but
only of malate entering mitochondria from outside (69). A
more recent interpretation of these results involves both
the thermodynamics (35) and mitochondrial transporters,
as will be discussed later. Other investigations have shown
that the role of NAD(P)+-dependent mitochondrial malic
enzyme is different in different cell lines: In brain and
hepatoma mitochondria it catalyzes the conversion of both
extra- and intramitochondrial malate (70,71), while in
HeLa cells it does not participate in glutamine metabolism
to any great extent (35). The malate shunt was shown to be
operative in hybridoma cells, as judged by NMR analysis of
the label from [I-13C]-glucose appearing in [2-13C]-lactate
(one turn of [1-13C]-glucose label in TCA); and the label
from [3-13C]-glutamine appearing in [2-13C]-lactate as well
as in [3-13C]-lactate (18,19). The flux via the malate shunt
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was estimated to be of the same order as the uptake of
glutamine (19).

Other possibilities for conversion of C4-TCA-cycle
compounds to the C3s of glycolysis include cytosolic (and
mitochondrial) strictly NADP+-dependent malic enzyme
(EC 1.1.1.40); or phosphoenolpyruvate carboxykinase
(PEPCK, cytosolic and/or mitochondrial). Significant
activity of cytosolic PEPCK was found in myeloma Sp2/0-
Agl4 cells during all growth conditions tested (44,72).
However, hybridoma, CHO, and BHK cells lack detectable
PEPCK activity (20), and PEPCK was not involved in the
glutamine metabolism in rat enterocytes (73).

GDH versus TA Pathways: Origin of NH4
+ in Cell

Cultures

A critical question for the evaluation of energy metabolism
is which, or in which proportions, the two main
routes of glutamine metabolism are used. Theoretically,
the complete combustion of glutamine via the GDH
pathway (Fig. 6) generates more energy (maximum 27
ATP/glutamine) than incomplete oxidation via the TA
pathways (Fig. 7; 9 ATP/glutamine for both alaTA and
aspTA) (10,74). Really, glutaminolytic cells use mainly the
TA pathways, as supported by an abundance of evidence.
Therefore, most of the ammonium ions in cultures of
HeLa, CHO, hybridoma, and Sp2/0-Agl4 myeloma cells
are derived from the amido-nitrogen of glutamine, that is,
from the PAG reaction, as confirmed by NMR detection of
15NH4

+ released from glutamine, labeled with 15N either in
the amide or amine position (65,75). The importance of the
alaTA pathway is demonstrated by the observation that
growth and glutamine oxidation in a hybridoma cell was
even inhibited by decreasing the availability of pyruvate
for transamination (76).

On the other hand, hybridoma, myeloma, BHK, CHO,
and HeLa cells display GDH activity, although no flux
via the pathway could be detected (20,44,65,77). As GDH
is a universal enzyme, present in most cells throughout
the living world, it would be most surprising if it was
not needed at all. In fact, during glucose starvation the
flux via the GDH reaction was increased in both myeloma
and hybridoma cells (75). The uptake of glutamine and
the total production of NH4

+ was significantly increased
in both glucose-starved myeloma and fructose-grown
hybridoma cells, as compared to glucose-sufficient cells.
The increased NH4

+ production was due to an increased
metabolism via PAG (1.6-1.9-fold in the hybridoma,
and 2.7-fold in the myeloma cell line) and an even
further increased throughput via GDH (4.8-7.9-fold in
the hybridoma cells, and 3.1-fold in the myeloma cells).
The data indicate that both PAG and GDH are down-
regulated when glucose is in excess, but up-regulated
in glucose-starved cells. Thus, in times of severe energy
limitation, cells use the most energy-efficient pathway.
This may be explained by the complex allosteric regulation
of both PAG and GDH, the main inhibitor of GDH being
a-KG, which accumulates in cells with extensive TA
activity (78). The GDH reaction, in the direction toward
a-KG, is also inhibited by elevated concentrations OfNH4

+

for thermodynamic reasons.

Aspartate or Alanine as an End Product of the TA Pathway?

The activity of aspartate transaminase in a variety
of cell types, including industrial cell lines, is clearly
much higher, often about 10-fold, than that of alanine
trans aminase. This observation has often been interpreted
as aspartate being the principal end product of the
glutamine metabolism. Although this certainly is the case
in a number of cell types such as kidney cells, platelets,
lymphocytes, mouse macrophages, Ehrlich ascites tumor
cells, and HeLa cells, an overwhelming number of studies
show that in industrial cell lines such as hybridoma,
myeloma, and CHO cells, alanine is the major end product
of the glutamine metabolism. In many such cell lines
no extracellular aspartate is produced. How can this be
explained? First, the activity of alaTA is obviously not
limiting in the sense that it prevents alanine formation,
and the relatively high activity of aspTA is not a controlling
factor. To distinguish further between factors that lead
to the formation of aspartate or alanine as the end
products of glutamine metabolism, it is necessary to
consider the compartmentalization of the TA reactions
(aspTA and alaTA isoenzymes are present in both the
cytosol and mitochondria), the overall stoichiometry of the
pathways including that of cofactors, the site of glutamine-
derived glutamate formation, mitochondrial transport
mechanisms, the activity of the malate shunt, and the
thermodynamics of the reactions.

Mitochondrial TA Pathways

Supposing transamination is mitochondrial, then gluta-
mine-derived extramitochondrial glutamate must enter
mitochondria through one of the two glutamate trans-
porters, the electrogenic glutamate-aspartate exchanger
or the electroneutral glutamate carrier (51,53,79). In
both cases glutamate transport is proton coupled, greatly
favoring inward transport of glutamate in energized
mitochondria. When glutamate enters mitochondria via
the glutamate—aspartate exchanger, the end product
of the glutamine metabolism is by necessity aspar-
tate, otherwise the mitochondrial aspartate pool would
be depleted (by export to the cytosol) and the process
come to a halt (Fig. 8). Mitochondrial aspTA is local-
ized near the mitochondrial periphery (80), indeed bind-
ing to the inner mitochondrial membrane (81), thereby
increasing the likelihood for transamination of incom-
ing glutamate. Moreover, aspTA associates with the a-
KG dehydrogenase complex and malate dehydrogenase
(MDH), further facilitating the conversion of glutamate
to aspartate (82). Furthermore, one functional mitochon-
drial glutamate pool is related to the mitochondrial
aspTA, with external glutamate channeled directly to
this pool by the glutamate-aspartate exchanger (62).
Extramitochondrial liberation of glutamine-derived glu-
tamate and transport back to glutamate by the glu-
tamate-aspartate exchanger readily explains the rapid
release of glutamine-derived glutamate into the incu-
bation medium, and the much slower accumulation of
aspartate, as observed in experiments with isolated mito-
chondria from Ehrlich ascites tumor cells (69). In fact,
mitochondrial transamination appears to be the major



Figure 8. The mitochondrial transamination pathway to aspar-
tate in which the glutamate-aspartate exchanger plays a central
role. Enzymes: aspTA = aspartate transaminase, MDH = malate
dehydrogenase; OAA = oxaloacetate.

pathway of glutamine metabolism in aspartate-producing
cells (62,69).

In the case when glutamate enters the mitochondria
via the proton symport system or is released intramito-
chondrially, the subsequent metabolism proceeds either
via deamination by GDH or via transamination to ala-
nine. A second mitochondrial glutamate pool located in
the mitochondrial matrix and associated with GDH has
been identified (62). It has also been clearly shown that
when pyruvate is available, mitochondria from various cell
types form alanine (35,69,83-85).

Cytosolic TA Pathways

Glutamine-derived glutamate released outside mitochon-
dria could readily be metabolized via transamination in
the cytosol. The availability of the substrates pyruvate
and oxaloacetate likely determines the proportions formed
between alanine and aspartate. Formation of cytoso-
lic glutamine-derived pyruvate or oxaloacetate requires
that glutamine carbon be metabolized in the TCA cycle.
The transamination product a-KG crosses the mito-
chondrial membrane in exchange for malate on the a-
ketoglutarate/malate carrier (51,53,79), the reactions from
a-KG to malate taking place intramitochondrially (Fig. 9).
In the cytosol, malate may be converted to pyruvate by
the malate shunt enzymes or to oxaloacetate by MDH.

Figure 9. Cytosolic transamination pathways. See text for
further explanations. Enzymes: TA = aspartate and alanine
transaminases, MDH = malate dehydrogenase, ME = malic
enzyme, PEPCK = phosphoenolpyruvate carboxykinase; OAA =
oxaloacetate.

As discussed previously, the major pathway of aspartate
formation is mitochondrial TA. An explanation to this
preference may well be that the equilibrium of the MDH
reaction strongly favors malate formation (35), and that
cytosolic NADH, which needs to be reoxidized, is gen-
erated. This can neither be done by lactate formation
from glucose-derived pyruvate, as NADH is also formed
in glycolysis in stoichiometric amounts to pyruvate, nor
by transporting the NADH back into the mitochondrion
by the malate-aspartate shuttle, as the cofactor was
actually released in the cytosol by the reversal of this
shuttle. However, co-oxidation of a second molecule of glu-
tamine in pathways that consume cytosolic NADH, such
as lactate formation (Fig. 6), would be possible. This route
depends on glutamate deamination by GDH, and as dis-
cussed, GDH is not very active in rapidly proliferating
glucose sufficient cells. Interestingly, increased aspartate
(and asparagine) production was observed in myeloma and
hybridoma cells (normally producing alanine as the major
end product of the glutamine metabolism) during glucose
starvation, conditions that increase the GDH activity (75).

By contrast, a pathway involving cytosolic transamina-
tion of pyruvate to alanine via a cytosolic or mitochondrial
malate shunt is fully feasible, according the scheme in
Figure 9. In Sp2/0 myeloma cells, pyruvate could be formed
by cytosolic PEPCK, which is present in these cells (72),
but as this pathway releases cytosolic NADH, it can, for the
same reasons as for cytosolic aspartate transamination, be
excluded as a major pathway. However, for hybridomas
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and other cells lacking PEPCK, malic enzyme is the only
possibility. A cytosolic location of the malate shunt activity
was recently suggested, implying that transamination to
alanine mainly takes place in the cytosol. Mancuso and
co-workers noted that very little malate-shunt-derived
pyruvate was cycled back to the TCA cycle (19). A further
support for this idea is that in some alanine produc-
ing cells (enterocytes, myeloma Sp 2/0-Agl4) the alaAT
activity is higher in the cytosol than in mitochondria
(72,85). However, cytosolic malic enzyme in normal cells is
strictly NADP+ dependent, while the NAD(P)+-dependent
activity is confined to the mitochondria of tumor cells.
As no NADP+-dependent MDH activity (EC 1.1.1.40) was
detected in hybridoma, BHK, or CHO cells (20), the malate
shunt activity may be located in the mitochondria after
all, as originally proposed (7,63). Unfortunately no experi-
ments with isolated mitochondria from industrial cell lines
seem to have been performed.

Pathways Involving the Lipid Cycle

Continuous cell lines with elevated lipogenesis (29,86)
need to generate cytosolic acetyl CoA, the precursor
for cholesterol and fatty acid synthesis. The extent
of this activity is not known but is assumed to be
significant. Oxaloacetate formed by glutamine metabolism
may combine with mitochondrial acetyl CoA to yield
citrate, which is exported and cleaved into cytosolic acetyl
CoA and oxaloacetate (Fig. 10). The combination of a high

cytosolic NADH/NAD ratio, with the equilibrium for the
MDH reaction strongly favoring malate formation (35),
suggests that cytosolic oxaloacetate most likely is reduced
to malate. The further fate of this cytosolic malate
depends on the overall glutamine metabolism, the site of
glutamate formation from glutamine, and the dominating
pathway of glutamate metabolism (aspTA, alaTA, or
GDH). In aspartate-producing cells with low GDH activity,
malate is transported back into the mitochondria in
exchange for the citrate leaving on the malate-citrate
exchanger. Incoming malate is converted to pyruvate by
mitochondrial malic enzyme and transaminated to alanine
simultaneously as aspartate production is decreased (69,
83-85,87) (Fig. 10). The reason why incoming malate
does not regenerate mitochondrial oxaloacetate [as it
does in normal cells lacking mitochondrial NAD(P)+-
dependent malic enzyme activity (69)] depends again
on the thermodynamics, pyruvate formation being more
favorable (35). As discussed, this implies that some
glutamate enters mitochondria via the proton symport,
or is formed intramitochondrially, in addition to that
entering by the glutamate-aspartate exchanger. In
alanine-producing cells with low GDH activity malate
may be converted to pyruvate in the cytosol and
subsequently transaminated to alanine (18). However, in
both alanine- and aspartate-producing cells (with low
GDH activity) glutamine metabolism cannot supply the
acetyl CoA required for lipid synthesis, but some other
carbon source is needed. In hybridoma cells, glucose-
derived acetyl CoA was shown to be incorporated into
lipids (19). Glycolytic NADH, formed in stoichiometric
amounts (1:1) to the glucose-derived acetyl CoA, is then
regenerated by the reduction of oxaloacetate to malate
(Fig. 10). In cells lacking PDH activity glucose cannot be
the source of acetyl CoA, which consequently must be
derived from other sources, as, for example, catabolized
amino acids (18). It should also be pointed out that the
continuous cell lines lacking PC and with mitochondrial
malic enzyme are unable to run the lipid cycle from
glucose only, as this enzyme pattern prevents formation of
oxaloacetate from glucose even if some PDH activity were
present. Therefore, the oxaloacetate must be formed from
glutamine metabolism.

Cells that normally produce alanine as the major end
product of glutamine metabolism do so in parallel to
the lipid cycle. This conclusion can be drawn from the
observation that in hybridoma and myeloma cells the flux
to alanine was the same whether glucose was present or
not (75). During these conditions, the lipid cycle is actually
self-sufficient. Glutamine is metabolized via GDH, and the
stoichiometry of this pathway is:

1 gin • 2NH4
+ + 3CO2 + acetyl CoA^8011,

Pyruvate as a Precursor for Lactate and Alanine:
Compartmentalization and Stoichiometry of Metabolism

In the foregoing it has been argued that glucose-
derived pyruvate is mainly converted to lactate and that
glutamine-derived pyruvate is mainly transaminated to
alanine both in the cytosol and in mitochondria. How-
ever, in a hybridoma culture fed with [I-13C]-glucose

Figure 10. Glutamine metabolism involving the lipid cycle.
See text for further explanations. Enzymes: alaTA = alanine
transaminase, ME = malic enzyme, MDH = malate dehydroge-
nase. OAA = oxaloacetate.
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the fractional labeling in lactate was equal to the frac-
tional labeling in alanine (19), strongly indicating that
alanine-pyruvate- lactate are at, or near, equilibrium
via lactate dehydrogenase and alaTA. The couple ala-
nine -glutamate also should be at equilibrium through
alaTA, as supported by the observation that the frac-
tional labeling (15N) in alanine and glutamate in HeLa
cells was very similar irrespective of the label being
derived from L-[2-15N]-glutamine, L-[5-15N]-glutamine, or
from 15NH4

+ (65). Taking into account that the aspTA
reaction is also at equilibrium (1) in the cytosol (but not in
mitochondra), it may be possible to conclude that cytoso-
lic glutamate, aspartate, alanine, pyruvate, and lactate
are all near equilibrium through the combined actions of
the TAs and LDH. This can be consistent with compart-
mentalization of the metabolism because cytosolic and
mitochondrial alanine are readily exchanged via the neu-
tral amino acid carrier. By this mechanism carbon label
would rapidly be redistributed in the cytosolic pool of ala-
nine, pyruvate, and lactate, and nitrogen label in alanine,
glutamate, and aspartate.

On the other hand, do the labeling data imply that
lactate is formed from glutamine, or that alanine is
formed from glucose? To understand this further, the
cofactors involved must be considered. As discussed before,
lactate formation regenerates NAD with a stoichiometry
of 1:1. Each glucose-derived pyruvate is accompanied
by formation of NADH, also with 1:1 relation. This
means that the pathway from glucose to lactate is
redox neutral. Can alanine then be formed from glucose,
or lactate from glutamine on a stoichiometric basis
involving the cofactors? Alanine can be formed from
glucose (via transamination of glucose-derived pyruvate
by glutamine-derived glutamate) only if glycolytic NADH
(in stoichiometric amounts) can be transported into
mitochondria via the shuttle systems, and at the same
time the resulting a-KG is completely oxidized to carbon
dioxide and water or converted to glutamate again by
incorporation of NH4

+ via GDH. In view of the finding
that very little malate shunt pyruvate is returned to the
TCA cycle (which would be necessary for oxidation of a-
KG) and the low activity of GDH, this alternative appears
not realistic. However, lactate formation from glutamine
is a reality as judged by the lac/glc ratio, which sometimes
exceeds 2 in hybridoma and myeloma cells (16,44,64).

Conclusions

In conclusion, there is no unifying concept that can
describe the glutamine metabolism in all cell lines, but a
diversity of mechanisms exist, operating in different cells
and under different growth conditions. During normal
growth conditions with excess substrates, the TA path-
ways dominate, while the GDH pathway is up-regulated
at severe glucose limitation. It is not altogether clear what
factors determine which of the TA pathways — alanine
or aspartate — a particular cell line uses. However, in
aspartate-producing cells, glutamate enters mitochondria
via the glutamate-aspartate exchanger, and transamina-
tion is (mainly) mitochondrial. Transamination to alanine
occurs both in mitochondria and in the cytosol. Transam-
ination to alanine is associated with the lipid cycle, but

also occurs independently. Whether aspartate-producing
cells have higher activity of the glutamate-aspartate
exchanger than alanine-producing cells and/or lack an
efficient malate shunt has not been investigated. Clearly,
these mechanisms need further characterization in indus-
trially important cell lines.

Glutamine Synthetase

Cell lines such as CHO and BHK cells that possess
glutamine synthetase (GS) are able to proliferate in the
absence of exogenous glutamine. GS also serves as a
selection/amplification marker for transfection, resulting
in engineered cells (e.g., NSO myelomas) overexpressing
GS. Hybridoma cells are usually not able to proliferate
in the absence of glutamine, although a rather significant
GS activity was found in some cell lines (16,20). HeLa
cells grown in a glutamine-containing medium did not
display any GS activity at all, while they did after
having been adapted to a medium with a low glutamine
concentration (65). These results indicate that GS is down-
regulated when glutamine is present in the medium. The
substrates for GS are glutamate, NH4

+, and ATP. Cells
growing without glutamine consume more aspartate and
asparagine than cells with glutamine. This is likely due
to (i) biosynthesis of aspartate and asparagine being
restricted in the absence of exogenous glutamine, and
(2) aspartate and asparagine being required to generate
intracellular precursors for glutamine biosynthesis. No
futile cycling of glutamine occurred in cells possessing
both PAG and GS (65).

DYNAMICS OF METABOLISM IN CULTURE

Mechanisms and Kinetics of Glucose and Glutamine Uptake

In batch cultures of most industrial cell lines accumulation
of lactate, ammonium ions, and alanine accompany cell
growth. The final concentrations of the byproducts depend
on the initial concentrations of glucose and glutamine;
typical figures are 8-35 mM lactate, 2 -3 mM ammonium,
and 1-2 mM alanine in media with 5-25 mM glucose and
4 mM glutamine. Spontaneous decomposition of glutamine
further contributes to the accumulation of ammonium
ions. The typical pattern of specific glucose and glutamine
consumption rates (qg\c', qg\n) follow the same trend as
the specific growth rate (JJ,), being initially high and
decreasing throughout the culture (88,89). The substrate
consumption rates follow this pattern even if growth is
forced to be exponential by intermittent additions of serum
or insulin (90,91).

The kinetics of glucose and glutamine uptake in
cultures of industrial mammalian cells are determined
by a number of factors, such as the nature of the
substrate uptake systems and their specific regulators, the
substrate concentrations, the proportions between glucose
and glutamine, the cellular need for energy and precursors,
growth rate, the dissolved oxygen concentration, culture
pH, and temperature. The characteristics of glucose and
glutamine consumption may also be cell line specific.
Glucose uptake is mediated by facilitated diffusion
in most mammalian cells. The transporter exists in
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via lactate dehydrogenase and alaTA. The couple ala-
nine -glutamate also should be at equilibrium through
alaTA, as supported by the observation that the frac-
tional labeling (15N) in alanine and glutamate in HeLa
cells was very similar irrespective of the label being
derived from L-[2-15N]-glutamine, L-[5-15N]-glutamine, or
from 15NH4

+ (65). Taking into account that the aspTA
reaction is also at equilibrium (1) in the cytosol (but not in
mitochondra), it may be possible to conclude that cytoso-
lic glutamate, aspartate, alanine, pyruvate, and lactate
are all near equilibrium through the combined actions of
the TAs and LDH. This can be consistent with compart-
mentalization of the metabolism because cytosolic and
mitochondrial alanine are readily exchanged via the neu-
tral amino acid carrier. By this mechanism carbon label
would rapidly be redistributed in the cytosolic pool of ala-
nine, pyruvate, and lactate, and nitrogen label in alanine,
glutamate, and aspartate.

On the other hand, do the labeling data imply that
lactate is formed from glutamine, or that alanine is
formed from glucose? To understand this further, the
cofactors involved must be considered. As discussed before,
lactate formation regenerates NAD with a stoichiometry
of 1:1. Each glucose-derived pyruvate is accompanied
by formation of NADH, also with 1:1 relation. This
means that the pathway from glucose to lactate is
redox neutral. Can alanine then be formed from glucose,
or lactate from glutamine on a stoichiometric basis
involving the cofactors? Alanine can be formed from
glucose (via transamination of glucose-derived pyruvate
by glutamine-derived glutamate) only if glycolytic NADH
(in stoichiometric amounts) can be transported into
mitochondria via the shuttle systems, and at the same
time the resulting a-KG is completely oxidized to carbon
dioxide and water or converted to glutamate again by
incorporation of NH4

+ via GDH. In view of the finding
that very little malate shunt pyruvate is returned to the
TCA cycle (which would be necessary for oxidation of a-
KG) and the low activity of GDH, this alternative appears
not realistic. However, lactate formation from glutamine
is a reality as judged by the lac/glc ratio, which sometimes
exceeds 2 in hybridoma and myeloma cells (16,44,64).

Conclusions

In conclusion, there is no unifying concept that can
describe the glutamine metabolism in all cell lines, but a
diversity of mechanisms exist, operating in different cells
and under different growth conditions. During normal
growth conditions with excess substrates, the TA path-
ways dominate, while the GDH pathway is up-regulated
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aspartate-producing cells, glutamate enters mitochondria
via the glutamate-aspartate exchanger, and transamina-
tion is (mainly) mitochondrial. Transamination to alanine
occurs both in mitochondria and in the cytosol. Transam-
ination to alanine is associated with the lipid cycle, but

also occurs independently. Whether aspartate-producing
cells have higher activity of the glutamate-aspartate
exchanger than alanine-producing cells and/or lack an
efficient malate shunt has not been investigated. Clearly,
these mechanisms need further characterization in indus-
trially important cell lines.

Glutamine Synthetase

Cell lines such as CHO and BHK cells that possess
glutamine synthetase (GS) are able to proliferate in the
absence of exogenous glutamine. GS also serves as a
selection/amplification marker for transfection, resulting
in engineered cells (e.g., NSO myelomas) overexpressing
GS. Hybridoma cells are usually not able to proliferate
in the absence of glutamine, although a rather significant
GS activity was found in some cell lines (16,20). HeLa
cells grown in a glutamine-containing medium did not
display any GS activity at all, while they did after
having been adapted to a medium with a low glutamine
concentration (65). These results indicate that GS is down-
regulated when glutamine is present in the medium. The
substrates for GS are glutamate, NH4

+, and ATP. Cells
growing without glutamine consume more aspartate and
asparagine than cells with glutamine. This is likely due
to (i) biosynthesis of aspartate and asparagine being
restricted in the absence of exogenous glutamine, and
(2) aspartate and asparagine being required to generate
intracellular precursors for glutamine biosynthesis. No
futile cycling of glutamine occurred in cells possessing
both PAG and GS (65).
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In batch cultures of most industrial cell lines accumulation
of lactate, ammonium ions, and alanine accompany cell
growth. The final concentrations of the byproducts depend
on the initial concentrations of glucose and glutamine;
typical figures are 8-35 mM lactate, 2 -3 mM ammonium,
and 1-2 mM alanine in media with 5-25 mM glucose and
4 mM glutamine. Spontaneous decomposition of glutamine
further contributes to the accumulation of ammonium
ions. The typical pattern of specific glucose and glutamine
consumption rates (qg\c', qg\n) follow the same trend as
the specific growth rate (JJ,), being initially high and
decreasing throughout the culture (88,89). The substrate
consumption rates follow this pattern even if growth is
forced to be exponential by intermittent additions of serum
or insulin (90,91).

The kinetics of glucose and glutamine uptake in
cultures of industrial mammalian cells are determined
by a number of factors, such as the nature of the
substrate uptake systems and their specific regulators, the
substrate concentrations, the proportions between glucose
and glutamine, the cellular need for energy and precursors,
growth rate, the dissolved oxygen concentration, culture
pH, and temperature. The characteristics of glucose and
glutamine consumption may also be cell line specific.
Glucose uptake is mediated by facilitated diffusion
in most mammalian cells. The transporter exists in
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five isoforms (GLUTl-GLUT5) with different kinetic
properties: saturable transporters with Km from 1-2
to 15-20 mM and unsaturable transporters with linear
kinetics. The driving force for glucose uptake is solely
the glucose gradient over the cell membrane. Glucose
may also be taken up by a high-affinity (Km below
0.2 mM) saturable Na+-symport process driven by the
transmembrane sodium ion gradient. Glucose uptake rates
by saturable and unsaturable systems are increased in
transformed cell lines due to an increased number of the
transport protein molecules, particularly the facilitated
diffusion transporter. Transport of glucose across the
plasma membrane appears not to be rate limiting (for
glycolysis), as the measured (potential) transport rate
was significantly higher than the glucose utilization rate
(16,20). Glutamine is taken up by all three major amino
acid transport systems, Systems A, ASC, and L (92).
While Systems A and ASC are Na+ symports driven by
the sodium gradient, transport by System L, which is
an antiport, is dependent on intracellular accumulation
of methionine. System A activity is also increased in
transformed cell lines (46). Insulin, present in serum and
at even higher levels in serum-free media, up-regulates
glucose uptake and increases glucose consumption in
hybridoma cells (91,93). The activity of system A is also
up-regulated by insulin in a wide range of cell types (46).

It is now well known from a number of investigations
that qg\c and qg\n increase in response to increasing glucose
and glutamine concentration. The kinetics of this relation
are not easily defined, as actual q values depend on a
number of factors and results from different combinations
of these factors are virtually unpredictable. For example,
the high initial rates of substrate consumption seen
in batch cultures are certainly a combination of the
actual substrate concentration and the fact that cells
are stimulated by serum and/or growth factors, an effect
that fades with time. A typical maximum value for qg\c

with glucose initially at 5 mM is 7 mmol/109 cells/day,
and for qg\n with glutamine at 3.5 mM is 2.4 mmol/109

cells/day. A compilation of qg\c data from several studies
of hybridoma cells shows that qg\c increases up to a
glucose concentration of at least 16 mM, at which level
qg\c is around 24 mmol/109 cells/day (94). In chemostat
cultures a Monod type of relation was found for glutamine
at limiting concentrations (95), but qg\n increases also
above this level (96). In perfusion culture both qg\c and
qg\n increased as a function of the growth rate, although
neither glucose nor glutamine was limiting (97). The value
for qg\c is almost always higher than qg\n, sometimes up to
10-fold (98).

Yield Coefficients and Metabolic Ratios

Yield coefficients and metabolic ratios are frequently
used to evaluate cell metabolism and to interpret the
effects of changes in culture conditions. The cellular yield
coefficients, that is, YN/gic and YN/gin> show the number of
new cells (N) formed from a unit amount of glucose or
glutamine consumed by the cells. A high number indicates
that the substrate is used more efficiently for growth than
when Y is low. YN/gic and YN/gin vary over a relatively
wide range depending on actual substrate concentrations

and the proportions between glucose and glutamine in
the culture medium (see further in the following). In
batch culture of hybridoma cells with excess glucose
and glutamine typical overall numbers are 0.3 x 109 and
0.5 x 109 cells/mmol for YN/gic and YN/gin, respectively. In
a fed batch culture with glucose and glutamine limitation
the yield coefficients may increase more than twofold
(89,91). In a chemostat culture of myeloma cells with
glucose or glutamine limitation FN/gic and Yî /gin were
1.7 x 109 and 1.4 x 109 cells/mmol, respectively (44).

The quotients NH4
+/gln, ala/gln, and lac/glc (all in

mol/mol) witness the metabolic performance of the cell
and indicate the formation of NH4

+ and alanine from
glutamine and lactate from glucose. The theoretical
maximum values are: YNH4+/^« = 2, Yaia/gin = 1, and
Yiac/gic = 2. Typical overall molar yields in batch culture
are in the range of 1.4-2 for Yiac/gic, 0.4-1 for YNH4+/^,
and somewhat lower, 0.2-0.6, for Ya\a/g\n. It should be
noted that these quotients are calculated from analyses of
products and substrates in the culture medium and are
therefore only apparent. Glutamine, glucose, and alanine
used for synthesis of biomass cannot be distinguished
but are included (or excluded as for alanine) in the
quotients. This means that when glucose or glutamine
is consumed at high rates, a lower fraction goes to
biomass than when the consumption rates are lower.
Consequently, the lac/glc ratio will increase at high glucose
consumption rates, as demonstrated in the work by Hiller
and co-workers (97). The glutamine-related ratios are
more difficult to interpret, but an increase in the NH4

+/gln
ratio approaching one or even exceeding one is a strong
indication that the GDH pathway is used for catabolism of
glutamine. The ala/gln ratio does not follow the same
pattern as the lac/glc ratio but may in fact decrease
as qg\n increases (75,97), indicating that an upper limit
for alanine formation may exist, as illustrated by the
following example: As glucose was exchanged by fructose
in a hybridoma cell line, the glutamine consumption
was increased and the ala/gln ratio decreased, yet the
throughput to alanine was the same (75). Therefore, it
must be emphasized that the metabolic quotients alone
cannot serve as a basis for drawing firm conclusions on
the usage of particular metabolic pathways. Nevertheless,
changes in metabolic ratios can be used to recognize
changes in the metabolism.

Interactions between Glucose and Glutamine Metabolism

The interaction between glucose and glutamine metabo-
lism has attracted considerable interest, not the least from
a bio technological perspective, ever since the first report
about the reciprocal regulation of glucose and glutamine
metabolism. Understanding this relation provides the
means for controlling production processes optimally with
respect to energy formation for growth and product
formation, and for minimizing byproduct formation. Zielke
and co-workers found that a low glucose concentration
(25-70 JIM) stimulated glutamine utilization, but that
oxidation of glutamine was depressed by 83% in the
presence of 5.5 mM glucose (as compared to without
glucose) in human diploid fibroblasts (99). Conversely,
glutamine (2 mM) inhibited [6-14C]-glucose oxidation by



88% while it increased [1-14C]-glucose oxidation to CO2 by
77% as compared to the case without glutamine; that is,
the oxidation via PDH was inhibited while the flux via
HMS was stimulated.

The dynamics of glucose and glutamine metabolism
in industrial cell lines have been studied since the mid-
1980s, one of the most comprehensive studies being that
of Miller and co-workers using continuous cultures of
hybridoma cells with transient and step changes in glucose
and glutamine concentrations (98,100). Hybridoma cells
respond to a sudden transient increase in glucose
concentration (from 0.1 to 6.6 mM) by an immediate
increase in qg\c (100-200%), a corresponding increase
in lactate production and an inhibition of the specific
oxygen consumption rate (q02) seemingly without any
effect on ^gIn or the specific ammonium production rate
(̂ NH4+) (100). However, an abrupt and persistent increase
in the glucose concentration shifted the metabolism
toward an increased glycolytic flux and a decreased qg\n

and q02 that persisted in the new steady state (100).
The specific ATP production rate (CJATP)

 w a s essentially
constant during these metabolic changes, although the
origin of ATP shifted to an increased contribution from
glycolysis and a decreased contribution from oxidative
metabolism. A similar repression of q02 by glucose addition
was observed in another hybridoma (101). The metabolic
explanation for the inhibition of respiration by excess
glucose involves an increased production of cytosolic ATP
due to the enhanced glycolytic flux that depresses oxidative
phosphorylation by lowering the availability of ADP for
mitochondria. Conversely, at limiting concentrations of
glucose, glutamine and oxygen consumption, as well
as ammonium formation, are significantly increased in
hybridomas and myelomas (44,75,89,102). The metabolism
of glutamine shifts from the alaTA pathway to an
increased flux via the GDH route, which increases energy
generation from glutamine; glutamine carbon may also be
forwarded into the glycolytic pathway (75). As discussed,
this is revealed as an increased NH4+/gln ratio, as seen
in many reports, for example, in chemostat cultures
with glucose limitation (44). When glucose is limiting or
replaced by fructose, glutamine metabolism supplies all
the energy (75).

The response of hybridoma cells to changes in the
glutamine concentration seems to depend on whether
glutamine is anabolically limiting or not. A glutamine
pulse to a steady-state continuous culture at a glutamine
concentration of 0.2-0.3 mM in the presence of excess
glucose immediately increased qg\n, <7NH4+ and qa\a,
without significantly affecting qo2, Qgic or the lac/glc
ratio. On the other hand, starting from a steady-state
level of approximately 0 mM glutamine, an increased
consumption rate of glucose, glutamine, and oxygen and
an increased production rate of ammonium, alanine,
and lactate resulted from an increase in the glutamine
concentration (98). The stimulation of the utilization of
glucose, as compared to the utilization in the absence of
glutamine, leading to increased fluxes in the glycolytic
and HMS pathways but not in the TCA cycle, has been
observed in many other investigations as well. Limiting
concentrations of glutamine are also associated with an

increased use of other amino acids. Some of these amino
acids are used for catabolism, but others for anabolism, in
particular, aspartate and asparagine, for which glutamine
is both the carbon and nitrogen precursor. In a recent
(NMR) study of hybridoma cells, glutamine at 0.08 mM
was found to be limiting for some anabolic pathways,
which require glutamine nitrogen, but this concentration
was not considered energetically limiting (36). The Monod
constant for glutamine regarding the specific growth rate
is reported to be in the same range (0.089 mM) (103).

Miller and co-workers further showed that <?ATP was
almost constant over a range ofqgic/qg\n ratios from 1.4 to
10.9, with qg\n varying from 0.27 to 1.31 and qg\c from
1.8 to 4.6 mmol/109 cells/day (98). Similarly, #ATP was
constant in a recombinant myeloma for qg\c/qg\n ratios
between 0.4 and 5.5 (102) — a clear indication of efficient
regulatory mechanisms for maintaining ATP homeostasis.
The largest fraction of ATP (67-89%) is derived from
oxidative metabolism irrespective of the culture conditions
(oxygen, glucose, and glutamine limitation, transient
situations, all substrates in excess) (97,98). However, it
should be pointed out that numbers for #ATP depend on
the calculation methods used, including the chosen P/O
ratio, with reported numbers varying from 16 to 60 mmole
ATP/109 cells/day (97,100).

Another important question is how glucose and
glutamine metabolism interact at steady state or more
slowly changing conditions, as is the case in fed batch
and continuous culture systems. A gradual decrease in
glutamine concentration was found not to affect the
glycolytic flux much in hybridoma cells, as compared to
a sudden step-down in glutamine concentration, which
induced a large increase in the glycolytic flux (36).
Therefore, the actual metabolic situation may well be
a reflection of the previous history of the culture, a
circumstance that undoubtedly would explain many of
the disparities that exists in the literature.

To obtain a more quantitative description of the
metabolic interactions, modeling approaches have been
undertaken. Zeng and Deckwer developed a kinetic
model that could describe experimental results from five
independent reports. In brief, the model predicts that qg\c

can be expressed as the sum of three parts owing to (2) cell
growth, (2) glucose excess, and (3) glutamine regulation,
and <7gin as the sum of only two parts owing to (2) cell
growth and (2) glutamine excess (104). Obviously, this
does not agree with the preceding verbal description. This
is due to the inability of the model to account for metabolic
effects such as up-regulation of GDH at low glucose
concentrations, the history of the culture, and small, but
important, cell-line-specific differences. For example, in
steady-state chemostat cultures of the Sp2/0 myeloma,
increasing feed concentrations of glutamine did not affect
<7gic> while in a hybridoma cell line, qg\c co-varied with qg\n;
that is, an increase in qg\n increased qg\c (105). The latter
response would be expected if glutamine were anabolically
limiting, suggesting that the level at which this occurs
may vary between cell lines. Metabolic flux analysis based
on a stoichiometric reaction network is a further tool
to increase our understanding of metabolism. A problem
associated with this kind of model is that the set of linear



equations defined by the network is underdetermined,
which requires that certain assumptions must be included
in the model in order to solve the system. This may lead
to erroneous results that do not fit with experimental
results (106).

In conclusion, an increase in the glucose concentration
increases the glucose consumption rate and the lactate
production rate, and depresses oxidative metabolism,
sometimes without inhibiting glutamine uptake. At low
glucose levels glutamine utilization is enhanced and
the efficiency of glutamine metabolism further increased
by up-regulation of the GDH pathway. Glutamine
consumption rates increase in response to an increase
in the glutamine concentration without affecting glucose
metabolism or oxidative metabolism when glutamine
is above some critical value. It is now generally
agreed that continuous cell lines are metabolically
hyperactive — producing more ATP and NADH than
they actually need, the strategy seemingly being to
maximize ATP and NADH production (106,107). How
the cell disposes of surplus glutamine has not been
experimentally verified, but energy may be dissipated
through futile cycling (36) and/or through a reduced P/O
ratio. Other, thus far unknown, sinks for glutamine
may also exist, as evidenced by the following example:
The Sp 2/0 myeloma cell line increased the glutamine
consumption rate by 50% in response to ion stress
(10 mM K+ + 10 mM NH4

+), although the fluxes via PAG,
alaTA, or GDH did not increase during the experimental
conditions (108). These results also emphasize that the
energy metabolism of cultured mammalian cells cannot
be understood from judging only the consumption rates of
glucose and glutamine, but must be investigated by more
comprehensive methods.

Effects of Oxygen, pH, and Temperature on
Energy Metabolism

Oxygen is, from several points of view, an important
molecule in animal cell cultures. Apart from the harmful
effects of air bubbles, which will not be dealt with here,
the level of dissolved oxygen tension (DOT) influences
cell metabolism. For example, qO2 is constant above 10%
DOT (38), but decreases as hybridoma cells become oxygen
limited, around 1% DOT (109). At limiting DOT, glucose
consumption and lactate production increase, while
oxidative metabolism is restricted (109,110). However, the
efficiency of respiration may increase at limiting DOT
by means of an increased P/O ratio (38), while prolonged
exposure to anaerobic conditions decreases (CHO) cells'
potential to use oxygen (111). Typical values of qO2 for
hybridoma and myeloma cells at nonlimiting conditions
are 0.2-0.3 mmol/109 cells/h (97,98,102,112), and for CHO
cells somewhat lower, around 0.15 mmol/109 cells/h (111).

The culture pH is primarily more important for growth
and production characteristics than for the metabolism per
se. The exception to this rule is the dramatic restriction
of glucose consumption that occurs at pH 6.8 (113),
depending on the inhibition of PFK at this particular
pH (114). As a result, glutamine consumption increases
and the GDH pathway is up-regulated (108).

The culture temperature is normally kept at 37 0C,
but lowering the temperature (to 32-34 0C) will decrease
substrate consumption rates, and thereby also the
production of metabolic byproducts — effects that can be
utilized in large-scale processes, especially if product
formation is non-growth associated.

Enzyme Levels, Activities, and Effectors

To find a rationale for observed metabolic fluxes, activities
of key enzymes in the central metabolic pathways have
been measured in crude extracts of industrial cell lines
(16,20,44,72). Variations in enzyme activity occur at
different growth conditions, with many enzymes' activities
being highest during the exponential growth phase of
a batch culture (16). Cells grown in serum-free media
have higher activities of the glycolytic enzymes than
when grown in serum-containing medium (20). Glutamine
limitation, oxygen limitation, and glucose limitation in
chemostat cultures brought about a 1.3- to 2.9-fold change
in the activity of the enzymes of glycolysis, the HMS, the
TCA cycle, and glutamine metabolism in myeloma Sp 2/0
cells. Nevertheless, enzyme activities were well above the
calculated maximum fluxes, for the glycolytic enzymes by
one order of magnitude (44). The general conclusion of
these investigations is that metabolic fluxes in glycolysis,
HMS, PPP, the TCA cycle, and glutamine metabolism
of the actual cell lines are not controlled at the enzyme
level. In fact, even in normal tissue, such as the working
rat heart, enzyme activities 10-100-fold higher than the
glycolytic flux were measured in vitro (115). It should also
be pointed out that measured maximum enzyme activities
cannot be used for drawing conclusions on flux-limiting
steps because in vitro activities may not represent the
actual in vivo activity.

High membrane transport rates, high enzyme activi-
ties, and "deregulated" enzymes all contribute to observed
metabolic fluxes. It would be tempting to build a chain of
evidence based on the properties of the individual enzymes
and their effectors for explaining the impact of key steps
on the flux. However, since this so-called reductionist
approach may lead to erroneous conclusion because it is
impossible to evaluate the results of numerous combina-
tions of effector and substrate concentrations, I will refrain
from doing this. Understanding the control of metabolism
requires a more quantitative approach, as described by
the concept of "metabolic control analysis" (116) or sim-
ilar methods. However, this should not restrict us from
collecting data on properties of individual enzymes and
reactions, and some important features of immortalized
cells should be mentioned.

Hybridoma and myeloma cells possess mitochondrial
hexokinase (72,117). Mitochondrial hexokinase, binding
to porin in the mitochondrial outer membrane, has been
shown to be responsible for the high aerobic glycolytic rate
in Ehrlich ascites tumor cells (118), and is suggested to
play an important role in proliferating cells (119). This
enzyme, which is not so sensitive to feedback inhibition by
glucose as the soluble hexokinase, uses ATP derived from
mitochondrial energy metabolism for phosphorylation of
glucose. It is suggested that the use of mitochondrial-
lerived ATP also stimulates the TCA cycle by supplying



ADP to mitochondria. Maybe this could be an explanation
as to why increased glutamine consumption sometimes
seems to stimulate glucose utilization.

The role of phosphofructokinase (PFK) as a regulatory
enzyme of glycolysis is a classical topic. For animal cells
in culture an interesting feature is the stimulation of
PFK (120), the enhancement of glucose-induced inhibition
of respiration and increased glycolytic flux (121) by NH4

+,
a factor almost omnipresent in animal cell cultures. On
the other hand, glutamine (and asparagine) caused a
decrease in glycolytic flux and PFK activity in ascites
tumor cells (122). Accumulation of negative effectors
(phosphoenolpyruvate, ATP, and citrate) and a decreased
level of positive effectors (AMP and fructose-2,6-P) were
thought to be responsible for the observed effects. Further,
the effects were prevented by a transaminase inhibitor,
indicating that transamination — and indirectly oxidation
of glutamine in the TCA cycle — is necessary for the
observed effects. However, as pointed out, a verbal
interpretation of these results may not be feasible.

The regulation of phosphate activated glutaminase
(PAG), a key enzyme in the metabolism of glutamine,
is complex, with a large number of in vitro effectors,
but the most important in vivo effector, except for
phosphate, is not known (3). As phosphate is necessary
for activity (20-30 mM causes half-maximal activation),
it is possible that a high glycolytic flux indirectly controls
PAG activity by sequestering phosphate in glycolytic
intermediates (123). This conclusion is further supported
by the results of an NMR study conducted by Martinelle
and co-workers, showing that the metabolism via PAG
was significantly enhanced in glucose-deprived hybridoma
and myeloma cells (75). Further, NH4

+ inhibits kidney-
type PAG (in contrast to liver-type PAG, which is
stimulated by NH4

+) (54). Thus it may appear that PAG
activity is restricted during conditions of high glucose and
ammonium ion concentration.

Effects of Ammonia and Ammonium Ions

Ammonia and ammonium ions have been recognized for
some time as negative effectors of cell growth, metabolism,
and production, and present a complex problem with both
specific and nonspecific effects on the cells. Lactate, the

major metabolic byproduct, is considerably less inhibitory
at the concentrations reached in cell cultures. Knowledge
about the mechanisms of inhibition may provide means
for developing control strategies in animal cell processes.

Several hypotheses have been put forward to explain
the negative effects of ammonia and ammonium ions
such as an increased pH of acidic organelles, decreased
cytoplasmic pH, and disturbance of electrochemical and
proton gradients. Other effects are associated with
anomalous glycosylation (124-126), inhibition of endo-
and exocytosis (127), and the thermodynamic inhibition of
the GDH reaction. UDP-activated aminohexoses, formed
as a result of elevated ammonium concentrations, may
also be involved in ammonium-mediated cell growth
inhibition (128). It has been suggested that the effects
of ammonia are more severe than those of ammonium.
However, it is not a matter of ammonia or ammonium, but
rather the combination of the two.

Most of the negative effects of ammonium and ammonia
can be ascribed to intracellular pH changes. To understand
this, the processes involved in the transport of ammonia
and ammonium ions across cell membranes must be
considered. NH3, a small uncharged molecule, diffuses
rapidly across cell membranes. As it does so, protons
are left behind and other protons are picked up in the
entered compartment (Fig. 11). Thus NH3 diffusion causes
acidification of the anterior compartment and alkalization
of the compartment into which it diffuses, whether this is
the cytosol, an organelle, or the surrounding medium. The
driving force for diffusion is the concentration gradient
over the membrane. New equilibria between NH3 and
NH4

+ are instantaneously established. The concentration
of NH3 is determined by the pH and jxKa according
to pH = pXa+log10([NH3]/[NH4

+]); pKa being 8.95 at
35 0C (129). NH3 concentrations will be the same in all
cellular compartments as in the surrounding medium, but
the total concentration OfNH3 -f NH4

+ will vary depending
on the local pH in each organelle. Given an external pH
of 7.2 and a total extracellular concentration of 5 mM, it
can be calculated that the concentration of NH4

+ in an
acidic compartment with pH 5.5 would be 246 mM, an
extremely high concentration, with unknown effects on
the local environment.

Figure 11. Model for transport of NH3 and NH4
+

across cell membranes.
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The ammonium ion, a charged species, diffuses much
more slowly than ammonia across cell membranes,
the difference being five orders of magnitude (130).
On the other hand, NH4

+ can be transported into
animal cells by ion pumps in the plasma membrane.
Martinelle and co-workers showed that the K+/Na+/2C1~-
cotransporter-mediated saturable transport of NH4

+ in
both hybridoma and myeloma cells (Fig. 11) (131,132).
The ammonium ions are transported on the binding
site for K+ in competition with K+ (130,132). Inward
NH4

+ transport causes elevated cytoplasmic levels OfNH3,
which immediately diffuses out of the cell, resulting in a
futile cycle with cytoplasmic acidification and extracellular
alkalization (Fig. 11). Cytoplasmic acidification as a
result of ammonium addition to hybridoma cells had
previously been shown to occur (133). It could also be
confirmed that the plasma membrane Na + -H + exchanger
actively extruded protons during exposure to NH4

+

(131,132). As it now seems that ammonium formed
by glutamine metabolism is released in the cytosol,
diffusion of NH3 into other cellular compartments and
out into the medium will further contribute to cytosolic
acidification. The consequence of the movements of
NH4

+ and NH3 across cell membranes is an increased
demand for maintenance energy caused by the need to
keep up ion gradients and to maintain pH homeostasis
(cellular compartments are equipped with proton pumps
for this purpose). This conclusion is supported by the
fact that elevated ammonium levels increase the cells'
consumption of glucose and glutamine (12,108,133,134).
During culture, with moderate production of ammonium,
intracellular pH changes occur so slowly that the cellular
machinery can keep up with the changes. However,
if ammonium ions are added to a culture, the cell is
exposed to a sudden pH shock that may even lead to
apoptosis caused by inward transport of ammonium ions
by the K+/Na+/2Cl~-cotransporter (135). Ammonium-ion-
induced apoptosis was extremely rapid, with 40% of the
cells becoming apoptotic within 200 min. The fact that
initial addition of ammonium to batch cultures causes
growth inhibition (even at 5 mM) while slower addition
(by feeding) to the same final concentration has no obvious
effect (134), and the observation that cells are able to
adapt to higher concentrations of ammonium (than those
inhibitory in batch) in continuous or perfusion cultures,
can all be explained by the different time scales over which
cells have to adjust the intracellular pH.

Furthermore, added ammonium stimulates alanine
production and decreases ammonium formation from glu-
tamine, as observed in many independent investigations.
This has previously been interpreted as an inhibition of the
GDH reaction (for thermodynamic reasons). However, as it
now is generally agreed that GDH is not active during most
cultivation conditions and that kidney-type PAG is neg-
atively affected by ammonium ions (54), this explanation
may not be correct. No experimental evidence is available
that provides alternative interpretations, but it cannot
be excluded that the glutamine amide nitrogen is trans-
ferred to other nitrogen sinks as, for example, asparagine
and intracellularly accumulated hexoseamines, via ami-
dotransferases not liberating free ammonium.

Controlling Glucose and Glutamine Metabolism

The high glucose and glutamine concentrations normally
used in batch cultures enhance substrate uptake rates and
metabolic fluxes, thereby leading to overflow metabolism
and accumulation of the inhibitory byproducts lactate
and ammonia/ammonium ions. Although the levels of
waste products in a batch culture are not critical, pre-
cautions must be taken if higher cell densities than those
reached in a batch culture would be achieved. At some
level (about 40 mM) even lactate will become limiting
for cell growth and production. It is now well known
from several studies that lowering the medium concen-
trations of glucose and glutamine will decrease byproduct
formation (88,89,91,96). The fact that glucose and glu-
tamine are consumed in excess of the cell's anabolic and
energy requirements at high substrate concentrations
makes it possible to restrict the substrate uptake rates
without negatively affecting growth or product formation.
Ljunggren and Haggstrb'm (89,91) showed that by control-
ling the concentrations of glucose and glutamine in fed
batch or continuous (chemostat, perfusion) cultures, the
metabolism of animal cells can be controlled in much the
same way as is done in microbial processes. Glutamine lim-
itation reduces not only ammonium formation in myeloma
and hybridoma cultures, but also excess formation of
amino acids (64,96,136). Simultaneous glucose and glu-
tamine limitation restricts both qg\c and qgin and thereby
also ammonium and lactate formation (89,91,137,138). In
addition, product formation is enhanced by these con-
ditions. Sharfstein and co-workers found a significant
increase in the antibody productivity, but no effect on
glucose metabolism, by decreasing the glutamine feed
from 4 mM to 1.7 mM, indicating that antibody produc-
tion was not energy limited (18). Similarly, in a glucose-
and glutamine-limited fed batch culture (91) or in contin-
uous culture (137) antibody production was not negatively
affected. Using this strategy, in combination with amino
acid feeding, much higher cell densities and antibody lev-
els were obtained than would have been possible without
restricting accumulation of waste products (139,140).
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INTRODUCTION

The applications of monoclonal antibodies are now
widespread, as research tools, as in vitro diagnostic
reagents (1), and increasingly as in vivo diagnostic
and therapeutic reagents. The level of interest in
antibodies as biopharmaceuticals is reflected in the
fact that of 350 biological medicines in development in
1998 in the U.S.A., 74 were monoclonal antibodies (2).
Antibodies are being evaluated in a wide range of
disease indications, for example, cancer, transplantation,
and infectious disease (3). The scope of antibody use

has increased enormously with the development of
recombinant technology to improve the therapeutic
potential of these proteins. Now it is possible, for
example, to "humanize" antibodies, to produce useful
antibody fragments, and to couple antibodies to other
drugs or isotopes for targeting purposes. An exciting
development in the last year or two (1997/8) has been
the number of monoclonals gaining regulatory approval.
Recent examples include ReoPro (for use in angioplasty),
Rituxan (for treating non-Hodgkins lymphoma), Herceptin
(for treating of breast cancer), and Zenapax and Simulect
(for preventing transplant rejection) (4). Clearly these
wide ranging applications present different manufacturing
challenges, particularly in terms of quantities required
which may vary from grams to tens or hundreds of
grams per year for diagnostic applications to tens or even,
potentially, hundreds of kilograms for some therapeutic
applications (5).

CELL TYPES AND EXPRESSION SYSTEMS USED TO

PRODUCE ANTIBODIES

Rodent Antibodies

The most common cell type used for monoclonal antibody
production is the mouse hybridoma. Mouse antibodies
are widely used in research and diagnosis. They are
also used in some therapeutic applications (for example,
the OKT3 antibody which is used to prevent transplant
rejection). A number of myeloma cell types have been used
as fusion partners to create hybridomas, most of them
descended from the parental MOPC21 cell line (Fig. 1).
The original MOPC 21 cell line already produces an
immunoglobulin. Clearly there is a disadvantage in using
such a cell line as a fusion partner because the resultant
hybridoma produces a mixture of the desired antibody and
an irrelevant antibody. In addition, hybrid molecules that
contain chains from each of the antibodies is produced.
For this reason, variants of the parent myeloma were
created which no longer produced or secreted their own
antibody heavy or light chains. These myelomas (NSO,
Sp2/0, P3-X63Ag8.653) are most commonly used to create
hybridomas or as host cells for recombinant antibody
production.

Rat hybridomas have also been used to produce
antibodies (6), albeit less frequently than mouse cell
lines. As with the mouse system, rat myelomas have
been created for use as fusion partners that no longer
express the immunoglubulin present in the parent
tumor cell line (6). The YO myeloma is an example
of a rat cell line that has been used to create hybri-
domas.

Human Antibodies

The immunogenicity of rodent antibodies in humans, lim-
its their use for some therapeutic applications particularly
when multiple administrations are required. For this rea-
son, much attention has focused on the development of
human monoclonal antibodies. Several approaches have
been adopted using human hybridomas, human-mouse
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INTRODUCTION

The applications of monoclonal antibodies are now
widespread, as research tools, as in vitro diagnostic
reagents (1), and increasingly as in vivo diagnostic
and therapeutic reagents. The level of interest in
antibodies as biopharmaceuticals is reflected in the
fact that of 350 biological medicines in development in
1998 in the U.S.A., 74 were monoclonal antibodies (2).
Antibodies are being evaluated in a wide range of
disease indications, for example, cancer, transplantation,
and infectious disease (3). The scope of antibody use

has increased enormously with the development of
recombinant technology to improve the therapeutic
potential of these proteins. Now it is possible, for
example, to "humanize" antibodies, to produce useful
antibody fragments, and to couple antibodies to other
drugs or isotopes for targeting purposes. An exciting
development in the last year or two (1997/8) has been
the number of monoclonals gaining regulatory approval.
Recent examples include ReoPro (for use in angioplasty),
Rituxan (for treating non-Hodgkins lymphoma), Herceptin
(for treating of breast cancer), and Zenapax and Simulect
(for preventing transplant rejection) (4). Clearly these
wide ranging applications present different manufacturing
challenges, particularly in terms of quantities required
which may vary from grams to tens or hundreds of
grams per year for diagnostic applications to tens or even,
potentially, hundreds of kilograms for some therapeutic
applications (5).

CELL TYPES AND EXPRESSION SYSTEMS USED TO

PRODUCE ANTIBODIES

Rodent Antibodies

The most common cell type used for monoclonal antibody
production is the mouse hybridoma. Mouse antibodies
are widely used in research and diagnosis. They are
also used in some therapeutic applications (for example,
the OKT3 antibody which is used to prevent transplant
rejection). A number of myeloma cell types have been used
as fusion partners to create hybridomas, most of them
descended from the parental MOPC21 cell line (Fig. 1).
The original MOPC 21 cell line already produces an
immunoglobulin. Clearly there is a disadvantage in using
such a cell line as a fusion partner because the resultant
hybridoma produces a mixture of the desired antibody and
an irrelevant antibody. In addition, hybrid molecules that
contain chains from each of the antibodies is produced.
For this reason, variants of the parent myeloma were
created which no longer produced or secreted their own
antibody heavy or light chains. These myelomas (NSO,
Sp2/0, P3-X63Ag8.653) are most commonly used to create
hybridomas or as host cells for recombinant antibody
production.

Rat hybridomas have also been used to produce
antibodies (6), albeit less frequently than mouse cell
lines. As with the mouse system, rat myelomas have
been created for use as fusion partners that no longer
express the immunoglubulin present in the parent
tumor cell line (6). The YO myeloma is an example
of a rat cell line that has been used to create hybri-
domas.

Human Antibodies

The immunogenicity of rodent antibodies in humans, lim-
its their use for some therapeutic applications particularly
when multiple administrations are required. For this rea-
son, much attention has focused on the development of
human monoclonal antibodies. Several approaches have
been adopted using human hybridomas, human-mouse
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heterohybridomas, and human lymphoid cells immortal-
ized with Epstein-Barr virus to make "natural" human
antibodies. There are a few examples of processes which
have been developed using such cell lines. Davis et al. (7),
for example, described the production (using hollow-fiber
reactors) of rhesus anti-D antibody by EBV-transformed
human lymphoblastoid cells. This product is being devel-
oped to prevent hemolytic disease of the newborn. Birch
and Boraston (8) described the production of an IgG anti-
body from an EBV-transformed human line grown in an
airlift reactor that gives a titer of 90 mg/L. However,
human cell lines and heterohybridomas often have tech-
nical limitations that restrict their use. These limitations
include low productivity and instability. There is also lim-
ited potential to obtain human lymphocytes that express
desired antibodies, although some progress has been made
with in vitro immunization techniques. The potential and
limitations of these techniques for human antibody pro-
duction have been reviewed by Boyd and James (9).

The ability to produce human antibodies has improved
dramatically with the development of new technologies.
In recent years, the use of recombinant DNA technology
to humanize rodent antibodies has become the preferred
route to many therapeutic antibodies (10,11). A large
number of humanized antibodies, mostly IgGs, have been
created now. Some have become commercial products,

Figure 2. Structure of an IgG molecule.

and many more are being tested in the clinic. The
structure of an IgG molecule is shown in Figure 2. Initially,
the immunogenicity of rodent antibodies was reduced
by creating "chimeric" antibodies in which the constant
regions of the rodent antibody were replaced by human
equivalents. Subsequently, methods were developed for
"humanizing" antibodies more completely by grafting
into a human antibody just those small regions of
the rodent antibody (the "complementarity-determining"
regions (CDR)) that are required for antigen binding.
Both chimeric and humanized antibodies are used as
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regions
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regions

Heavy (H) chain
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Figure 1. Derivation of mouse cell lines commonly used for antibody production.
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therapeutics. The recombinant approach allows great
flexibility in protein design and also enables the use
of efficient gene expression systems for creating highly
productive cell lines. Apart from humanization, genetic
engineering can be used to modify antibodies in other
ways to improve their therapeutic utility. For example,
it is possible to make antibody fragments which retain
their antigen-binding characteristics but have altered
pharmacological properties, such as modified clearance
rate or increased tumor penetration.

Human antibodies can also be created by using phage
display techniques. Combinatorial libraries of human
antibody genes are expressed in bacteriophages. Then the
phages are screened for expression of antibodies with the
desired specificity, and the relevant genes can be expressed
in a suitable production host cell.

Transgenic technology has also been applied to the
production of human antibodies. Transgenic mice have
been created that have human antibody genes and that
produce human antibodies when immunized. Then B
cells from the mice can be immortalized by creating
hybridomas.

Recombinant Technology

Many factors influence the choice of cell line and genetic
expression systems for recombinant antibody production,
including productivity, cell-line stability, suitability for
large scale culture, absence of undesirable adventitious
agents, and the ability of cells to provide appropriate
glycosylation. Whole antibodies and antibody fragments
(Fv and Fab — see Refs. 10 and 12) may be produced in
animal cells, although in the case of fragments there may
be economic advantages in using microbial expression
systems. At present the complexity of whole antibodies
prevents their production in microbial systems. The most
commonly used animal cell lines for recombinant antibody
expression are Chinese hamster ovary (CHO) and mouse
myeloma NSO or SP2/0 cells (for a review of expression
systems, see Refs. 10 and 13). All of these cell types have
been used in large-scale processes. Rat YO cells have also
been used to express antibodies (14). Production in the
milk of transgenic animals and in plants is also being
evaluated, particularly where extremely large quantities
of antibody are required.

Before creating permanent cell lines, it is common
practice to use a transient expression system to allow
rapid evaluation of different gene constructs and to
generate small (microgram) quantities of antibody for
preliminary evaluation. Transient systems for antibodies
have been described using COS (monkey kidney) cells (15)
and human 293 cells (12). Vectors used to transfect
immunoglobulin genes into cells are constructed with
marker genes to allow the selection of cells that
have retained the vector in the host-cell genome.
These selectable markers include dihydrofolate reductase
(DHFR) (16,17), glutamine synthetase (GS) (18), and
antibiotic-resistance genes such as NEO. In addition, the
vectors contain promoter sequences to drive product gene
expression. With the CHO cell, it is common to use a
variant of the cell line that is deficient in dihydrofolate
reductase. DHFR co-expressed with the product gene

of interest can be used as a selectable marker and
amplified (along with the product gene) by exposure
to increasing concentrations of methotrexate (MTX, an
inhibitor of DHFR). Isolation of gene-amplified variants
using MTX selection is usually necessary to achieve high
productivity in CHO cells. Page and Sydenham (16) report
an antibody yield of 200 mg/L in batch culture of CHO
cells using an amplified dihydrofolate reductase (DHFR)
expression system with the human beta actin promoter
driving product expression. DHFR gene expression
systems with MTX amplification have also been used
with mouse Sp2/0 cell lines (12,17). Yields up to and
exceeding 1 g/L have been achieved using mouse NSO
cells in combination with the glutamine synthetase (GS)
expression system (5,18,19).

This system exploits the fact that NSO cells do not
express sufficient glutamine synthetase to survive in a
glutamine-free culture medium. Consequently, GS can
be conveniently used as a selectable marker because
only cells transfected with GS (and hence the product
gene that is also contained in the vector) survive in
glutamine-free culture conditions. In the GS system, a
viral promoter (hCMV-MIE) is used to drive product
expression. The GS vector can be amplified by selecting for
resistance to increasing concentrations of an inhibitor of
GS (methionine sulphoximine, MSX), although in practice
high yields can be achieved without amplification. This can
save significant amounts of time in a cell-line development
program. The GS system can also be used in CHO cells
provided that an inhibitor of GS (MSX) is used to inhibit
an endogenous enzyme. Yields in excess of 200 mg/L
have been described using vector amplification in such
a system (15). Yields from recombinant cell lines can be
significantly higher than from conventional hybridomas
which typically produce tens to hundreds of milligrams per
liter in batch culture (20). In some instances, recombinant
DNA technology has been used to "rescue" antibody genes
from unsuitable cell lines. The original cell line might be
unsuitable because of low productivity, cell-line instability,
or because of the presence of undesirable adventitious
agents. The rescue of immunoglobulin genes from human
cell lines into mouse and rat myeloma cell lines has been
described by Gillies et al. (17) and Lewis et al. (21).

Precise interpretation of published yields for different
cell lines and expression systems is difficult because
several factors contribute to yield: the expression system,
the site of vector integration in the host genome, the
secretory capabilities of the chosen host cell, and the
capability of the chosen production process. Table 1
(taken from Ref. 10) gives examples of published yields
for a range of recombinant antibodies and antibody
fragments all containing V-region sequences from the
murine B72.3 antibody and expressed in a variety of
systems. Usually, integration into the host genome is
assumed to be random, and one relies on a combination of
an efficient selection system and appropriate screening to
identify rare, highly productive clones. When an efficient
integration site is found, it is possible, by using an
appropriate promoter, to achieve efficient expression from
a very small number of gene copies and sometimes even
from a single copy. This has several advantages; it can



Source Note:
aFrom 10.
b Selection for gene amplification.

save time (by avoiding multiple rounds of amplification),
improve the likelihood of obtaining a stable cell line,
and reduce cell growth problems that may arise in
highly amplified lines especially in the presence of high
concentrations of selective drug (13). The efficiency of
identifying clones where integration has occurred in a good
position can be enhanced by increasing the stringency
of the initial selection. For example, in the GS system
the GS gene is presumably weakly expressed because
of the use of the relatively weak SV40 promoter (18).
When transfected cells are grown in a glutamine-free
medium in the presence of an appropriate concentration
of the GS inhibitor methionine sulphoximine (MSX),
then transfectants are selected in which the vector
has integrated into transcriptionally highly active sites
because only these cells produce enough GS for survival.
Another approach (22) has been to use an altered
Kozak sequence upstream of the marker gene to impair
translation of the marker gene product. The consequence
is that only those cells that overexpress the dominant
selectable marker gene survive. It has been reported that
the efficiency of finding highly producing clones can be
further increased by using a specific targeting sequence in
the vector which directs the vector to integrate in a chosen
site by homologous recombination. Such a site has been
identified within the IgG2a locus in a GS NSO cell line,
and GS vectors incorporating this region have been used
successfully to produce highly yielding cell lines (23,24).

Insect Cells

Insect cells have also been used to a limited extent to
express recombinant antibodies (25). Baculovirus expres-
sion vectors allow rapid expression of product. However,
a disadvantage of insect cells for therapeutic products
is that glycosylation is likely to be different from that
achieved with mammalian cells. It also seems that IgG
proteins tend to accumulate as insoluble complexes in
insect cells, although a recent report suggests that this
problem might be overcome by the over-expression of a
cytosolic chaperone (26).

Screening

Efficiency in finding useful clones might also be improved
by using high-throughput screening techniques. Such a

method that combines flow cytometry with a "secretion
capture report web" has been described for hybridoma
screening (27). In this system individual cells are encap-
sulated within an agarose drop. Antibody secreted by the
cell is captured by a capture antibody immobilized in the
agarose and can be detected by a fluorescent reporter.
The binding of the reporter can be quantified and desired
clones identified and isolated by flow cytometry.

Productivity is not the only criterion used to screen cell
clones for their utility. Account also has to be taken of cell-
line stability (see section below) and of the natural clonal
variation seen with respect to growth characteristics. It
is important to have scaled-down systems that give some
indication of the probable performance of the cell line in
the eventual production process. Hence, for example, if
the cells are going to be grown in suspension culture, this
feature should be designed into the screen (28).

Cell-Line Stability

The stability of cell lines in terms of productivity and
antibody characteristics is an important issue which must
be monitored closely during the creation of cell lines
and during process development. Stability is particularly
important for large-scale processes where cells may be
required to grow through many generations, particularly
in continuous culture production systems. Instability of
productivity can presumably have many causes and can
be influenced by several factors, notably the presence
of selective drugs (29), the degree of gene amplification,
the medium composition (30,31), the serum level (30),
and the state of the inoculum (30). Attention also has
to be given to stability of the product over time in
culture and the appearance of variants. Harris et al. (32)
reported the appearance of a Tyr to GIn sequence variant
in a recombinant antibody produced in CHO cells. The
proportion of variant in the population decreased with
increased culture passage.

Quality Control of Cell Lines

When cell lines are being used to make a therapeutic
product, their creation and subsequent testing needs to be
rigorously controlled and recorded for subsequent review
to ensure the safety and efficacy of the product. The details
of these requirements are covered more thoroughly in
guidelines and "points to consider" produced by regulatory
agencies (33,34). Biosafety considerations are reviewed
in detail by Lees and Darling (35). The following are
examples of areas which require attention during a
product development program.

Origin and History of Cell Line. In the case of
hybridomas, the history of the fusion partner and the
source of the immune parental cells should be described
and documented. Immunization procedures also need to
be documented, as well as details of the methods used to
create the cell line and to ensure its clonality.

Similarly, for recombinant cell lines, the history of the
host cell line needs to be recorded to allow, for example,
assessment of any potential viral contaminants. Details
of the cloning and characterization of the antibody genes

Table 1. Expression of Recombinant B72.3 Antibodies0

Molecule

IgGl

IgG4

Fab
Fv

Promoter

Ig
Ig
Ig
CMV-MIE
CMV-MIE
CMV-MIE
CMV-MIE
CMV-MIE

Host

SP2/0
SP2/0
SP2/O
CHO
CHO
NSO
CHO
CHO

Selection

gpt + neo
gpt + neo
DHFR6

gpt + neo
GS6

GS*
gpt + neo
gpt

Yield
(mg/L)

60
20

150
100
200
560
120

2



used to create the recombinant cell line, as well as vector
construction, cell-line transfection, and subsequent cell
cloning, need to be recorded.

Cell Bank System. Manufacture of therapeutic proteins
is based on the use of well-defined and highly characterized
cell banks, usually a master cell bank (MCB) and a
manufacturer's working cell bank (MWCB) derived from
the MCB.

Control of Virological and Microbiological Contamina-
tion. Cell banks (and cells taken at the end of production)
are rigorously tested for viral, bacterial, fungal, and
mycoplasmal contaminants. Many of the rodent cell lines
commonly used to make antibodies produce endogenous
rodent retroviruses or retroviruslike particles. Steps are
built into production processes to inactivate and to remove
these viruses. During manufacture, it is also essential to
monitor for adventitious contaminants. Rigorous testing is
carried out during the process and on relevant raw mate-
rials. In addition, robust steps are built into the process to
remove potential adventitious viruses.

Stability of Cell and Product Characteristics During
Propagation from Cell Banks. As part of the cell bank
characterization program, it is usual to measure the
stability of the cell line with respect to productivity,
growth characteristics, and product characteristics. This
is done under conditions that mimic, as far as possible,
the manufacturing process and is used to validate the
bank for the number of cell generations required to meet
manufacturing requirements. The number of generations
required in a given process will depend particularly on
whether a batch or continuous process is used.

Genetic Characterization and Genetic Stability (for
Recombinant Cell Lines). Characterization of cell banks for
recombinant cell lines also includes analysis of the inserted
genetic material to ensure fidelity of the DNA sequence
for the product and to ensure stability of the genetic
insert throughout the manufacturing process. Tests are
carried out to determine copy number, to monitor the
physical state of the vector, and to confirm the correct
product-coding sequence.

REACTOR SYSTEMS USED FOR ANTIBODY PRODUCTION

Many antibodies are still produced by growing hybridoma
cells as ascitic tumors in mice or rats. Antibody typically
accumulates to concentrations of 10 g/L in the ascitic
fluid. For the therapeutic antibodies in particular,
most manufacturers have now moved to in vitro cell
culture methods which reduce the risk of introducing
adventitious agents and irrelevant antibodies from the
animal host. Ethical pressures to reduce the unnecessary
use of animals in research and manufacture are leading
to a continuing shift to in vitro methods even for
nontherapeutic applications. For small- to medium-scale
production of antibodies for research and for some
diagnostic applications, a large number of culture systems
are used ranging from small flasks to spinner vessels

and proprietary high-density reactors using hollow fiber
systems (36) and other technologies (see, for example,
Ref. 37). For large-scale (tens of grams upward), systems
with potential for scale-up are used. Antibody doses for
some therapeutic applications may be quite high (from
0.5 to more than 5 mg/kg), and this can translate into a
requirement for tens to hundreds of kilograms per year (5).
In general, suspension culture either in batch or perfused
mode has been favored for large-scale production. The
relative homogeneity of such systems allows for more
precise control of the culture environment compared with
nonhomogeneous high-cell-density systems and leads to
more straightforward scale-up and process optimization.

Batch and Fed-Batch Suspension Culture

A variety of culture systems have been proposed for
antibody production (Table 2), (38-53), although the most
common is batch or fed-batch suspension culture. This
type of culture has the advantage of relative simplicity
and ease of scale-up, leading to relatively rapid process
development. The operation of a batch process also
leads to a straightforward definition of a product "lot."
Suspension culture reactors in excess of 10,000 liters of
working volume are now used industrially to produce
therapeutic proteins. Antibodies have been produced in
both stirred and airlift reactors. Backer et al. (38) describe
the production of monoclonal antibodies from hybridomas
in stirred, air-sparged reactors at the 1,300-liter scale.
Basic design features of the vessels are given, as are
operating conditions. Ray et al. (39) described the use of
a 2,000-liter stirred tank reactor to produce a humanized
antibody from a NSO myeloma cell with the glutamine
synthetase expression system. Keen and Rapson (40)
describe the production of the humanized antibody,
CAMPATH IH, from CHO cells in 8,000 liter stirred
reactors. The use of airlift reactors up to a 2,000 liter
scale to produce antibodies from rodent hybridomas,
human cell lines, and from genetically engineered mouse
myeloma cells is described (54,55). A 2,000 liter airlift
fermenter is shown in Figure 3. Productivity of cultures
can be greatly increased by systematic modification of the
culture medium and physical operating parameters and
by operating a fed-batch strategy. In fed-batch cultures,

Table 2. Reactor Systems for Monoclonal Anti-
body Production

Reactor

1. Stirred reactor
a. Batch and fed-batch
b. Perfusion

2. Airlift reactors
3. Hollow-fiber reactors
4. Perfusion, fluidized bed of

macroporous matrix
5. Perfused ceramic matrix
6. Perfused cultures of cells in

alginate microcapsules and beads
7. Perfused fixed beds (porous siran

carriers)

Reference

38-41
42,43
44
7,36,45-47
48

49
50-52

53



Figure 3. A 2000-liter airlift fermenter used for antibody
production (courtesy ofLonza Biologies pic).

small volumes (relative to the total culture volume) of
concentrated nutrients are fed into the fermenter to
maintain nutrient sufficiency. The feed may be designed
to increase cell numbers and/or extend the duration of
the culture. Productivity of cultures is determined by
the number of cells, the duration of the culture, and
the specific production rate. Production kinetics vary
from one cell line to another and will determine the
types of production systems which can be used. In some
instances (56), antibody synthesis seems to be largely
growth-related. However, it is more commonly observed
that antibody production is partially non-growth-related
and continues into the decline phase of batch culture,
and indeed this phase may account for a significant
proportion of total antibody (44,56,57; and see Fig. 4). This
observation has raised a question as to the origin of the
antibody in the culture supernatant. Is it produced by
secretion or by release of intracellular antibody on cell
lysis? Emery et al. (58) showed that product accumulates
within the cell at least for some antibodies. However,
measurements of intracellular antibody (59) and pulse-
chase experiments (60) suggest that most of the antibody
in the culture supernatant arises by secretion from viable
cells. It is often useful to measure the integrated number of
viable cells over the course of the fermentation to establish
the number of cell culture hours (CCH). The integral of
viable cell count with respect to time is also known as the
viability index (VI (t)) (61). For many cell lines, antibody
production is linearly related to CCH (57,61). This
linearity of response, independent of growth phase, also
indicates that antibody is probably produced in most cases
by secretion rather than by release of accumulated protein
during cell lysis. Feeding can be used to increase CCH
either by increasing the maximum cell population density
or by increasing the duration of the culture. Several

Time (h)

Figure 4. Production of a recombinant antibody from a GS-NSO
cell line in a serum-free fermentation (from 44, courtesy ofLonza
Biologies pic).

papers describe the development of feeding strategies
for monoclonal antibody production from recombinant
mouse NSO cell lines (5,19,62). Bibila and Robinson (5)
showed that supplementation with complete 1OX medium
concentrates provided a rapid route to yield improvement
(up to seven fold compared with batch culture) but
the highest productivity (1.8 g/L for an amplified NSO
cell line) was obtained when iterative nutrient depletion
analysis was carried out to design multicomponent feeds to
maintain nutrient sufficiency. Xie and Wang (63) describe
the use of a stoichiometric model for hybridoma cell growth
to design a feed to maximize productivity and minimize
accumulation of toxic catabolites. Antibody titers of 2.4 g/L
were achieved. An interesting development of fed-batch
technology is the use of on-line measurements to control
the feed. In one example (64), on-line measurement of
oxygen uptake rate was used to provide on-line control
of nutrient feeding. This approach prevented excessive
accumulation of nutrients and their catabolites and led
to cell densities of 1.36 x 107 cell/ml in the fed culture
compared with 2 x 106 cell/ml in simple batch culture.
In another example (65), on-line HPLC measurement of
glucose and glutamine was used to control the feed rate of
these nutrients to a hybridoma culture thus maintaining
low concentrations of the nutrients and of the catabolites,
ammonia and lactate. This led to a twofold increase in cell
numbers and antibody concentration (to 172 mg/L).

Perfusion Reactors

Stirred reactors may also be operated in the perfusion
mode by using a variety of internal or external separation
devices such as spin filters, external tangential flow filtra-
tion units, and acoustic resonance sedimentation (42,66
67). Perfusion systems are being operated at large scale
for antibody production. Deo et al. (42) describe the opera-
tion of large-scale (up to 500 liters), spin filter cultures for
antibody production from a hybridoma and from recom-
binant myelomas. They outline the operating parameters
for such a system, including measures to prevent fouling
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of the spin filter which can be a problem with this type
of device. They ran the reactor for 15 to 35 days and
generated kilogram quantities of antibody. The authors
estimate that the perfusion system has approximately ten
times the volumetric productivity of a batch or fed-batch
system, and leads to a significantly reduced requirement
for plant capacity to produce large volumes of antibody.
Van der Velden-de Groot et al. (68), describe the evalua-
tion of spin-filter technology for 13 different hybridoma
cell lines.

Hollow Fiber Reactors

Commercially available, hollow-fiber reactor systems are
widely used for small- to medium-scale production of
antibodies. Davis et al. (7,47) describe the use of such
reactors to produce antibody from cell lines making human
antibodies. Hollow-fiber systems have the advantage of
producing antibodies in high concentrations within the
reactor but have disadvantages with respect to gradients
in the reactor and the inability to directly monitor and
control the cells and their environment. This is especially
an issue in optimizing and scaling-up a process.

Jobses et al. (46) describe the development and opti-
mization of a relatively large-scale, hollow-fiber system
containing 10 one-liter modules. The system has a capac-
ity to produce 2.5 to 6.5 kg of antibody per year depending
on the cell line used.

CULTURE MEDIA AND CULTURE CONDITIONS

Culture Media

The issues driving the design of culture media for the
production of monoclonal antibodies are much the same
as for other cell culture systems, namely, a requirement
for appropriate definition of the medium and a continuing
need to increase productivity.

Table 3. Serum-Free Media for Antibody Production

The use of serum-free formulations has long been
recognized as desirable. Examples of such media that
have been used with antibody-producing cells are shown
in Table 3 (69-79). In addition to these examples, most
media suppliers can also provide proprietary serum-free
and protein-free formulations for a wide range of cell types.
Now it is normal to use serum-free media in large-scale
manufacture. Birch et al. (44), for example, describe the
production of recombinant monoclonal antibodies in large-
scale, serum-free, airlift culture. It has been common to
replace serum with purified serum-derived proteins such
as insulin, albumin and transferrin. Some of these proteins
act as carriers of low molecular weight nutrients such
as iron or lipids, and by careful design of the medium
it has proved possible in a number of cases to develop
completely protein-free formulations (examples are given
in Table 3). The use of serum-free or protein-free media has
several advantages in addition to reducing costs. Serum is
variable in composition and therefore can lead to process
variability. Avoidance of serum proteins reduces the
contaminant load (including irrelevant immunoglobulins
derived from serum) to be handled in purification and
also reduces the risk of inadvertently introducing animal-
derived adventitious agents. The use of low-protein or
protein-free media for industrial-scale use is developing
rapidly. Keen and Rapson (40), for example, describe
the production of a monoclonal antibody from CHO
cells in an 8,000-liter reactor using a medium which
contained human recombinant insulin but was otherwise
protein-free. Interestingly, these authors found that cell
growth and productivity were enhanced in the protein-
free medium compared with medium containing serum.
As noted previously, proteins (notably albumin) may
be important as carriers of lipids such as cholesterol
which may be required by some mouse myelomas
and hybridomas. Addition of insoluble nutrients such
as cholesterol is not completely straightforward in a

Medium

WCM5

SFFD-ITES

KSLM

PHFM

PFH

W38

ABC
BDM3
CDSS

Cell Line

CHO producing Rec. MAb

Hybridomas (mouse)

Hybridomas (mouse and
rat/mouse)

NSI mouse myeloma,
hybridomas

Mouse and human hybridomas

Mouse hybridoma and
myelomas

Human hybridomas
Rat myeloma and hybridoma
Cholesterol independent NSO

mouse myeloma
Murine hybridomas
Mouse hybridoma
Mouse hybridomas

Culture System

Stirred bioreactor to 8,000-L
scale

Dish culture and suspension
culture

Static flasks

Plate culture

Hollow-fiber reactor; ceramic
cartridge reactor

Static plates and dishes; stirred
suspension culture

Static flasks
Shake flasks
Stirred reactor

Static flasks
Semicontinuous spinner culture
Shaker and spinner flasks;

stirred bioreactor

Protein Supplement

Rec. human insulin

Insulin; transferrin

None

Insulin; transferrin; bovine
serum albumin; human LDL

None

None

None
None
None

None
None
None

Reference

40

69

70

71

72

73

74
75
76

77
78
79



protein-free medium. It does, however, seem possible in
several cases to adapt cells or isolate variant clones which
no longer require cholesterol. This has been described for
mouse NSl cells (80) and for mouse NSO cells (76,81).

In addition to developing serum-free media, significant
progress has been made in improving the productivity
of media. It is apparent that the nutrient concentrations
in traditional media such as DMEM and RPMl 1640
may limit the maximum cell population density. Jo
et al. (82) increased the concentration of whole groups
of nutrients in RPMl 1640 (five times for amino acids,
vitamins, and glutathione and 2.5 times for glucose),
while reducing sodium chloride to maintain osmolality.
This resulted in the growth of a hybridoma to nearly
107 cells per ml in suspension culture and an increase
of 5 to 8 times in antibody productivity (to 450 mg/L).
Further development of this strategy (83,84) led to
antibody titers in excess of 1 g/L. Brown et al. (19) describe
how iterative improvements to a culture medium for a
mouse myeloma cell line making a recombinant antibody
improved productivity by a factor of 10 to approximately
600 mg/L.

In some instances, it may be possible to use metabolic
engineering approaches to advantageously alter the nutri-
tional requirements of a cell line. Glutamine synthetase
is used as a selectable marker for isolating cell lines
transfected with genes that express recombinant anti-
bodies (18). The enzyme confers glutamine independence
on the mouse myeloma cell line allowing growth in a
glutamine-free medium. The use of such a medium also
has process advantages because glutamine is an unstable
nutrient and generates ammonia which can accumulate to
toxic levels in culture. Birch et al. (81) transfected the glu-
tamine synthetase gene into a murine hybridoma cell line
and demonstrated both reduced accumulation of ammo-
nia and increased antibody titer in glutamine-free culture
conditions. In the future we are likely to see increased use
of metabolic engineering to improve the characteristics
of cells in culture. One approach that is already show-
ing promise is the use of genes such as bcl-2 to inhibit
the apoptotic response of cells and so prolong their via-
bility in culture (85). There are reports that this may
lead to enhanced antibody production (86). An alternative
approach to metabolic engineering is to use pharmaco-
logical intervention to modify metabolism. It has been
reported (87) that, under conditions where glutamine lim-
ited maximum population density, dicholoroacetate (an
activator of pyruvate dehydrogenase), decreased the spe-
cific glutamine utilization rate of a hybridoma that lead
to an increase in maximum cell population density and an
increase (55%) in antibody yield.

In addition to optimising conditions for cell growth, it is
also important to consider those factors that may influence
the antibody synthesis rate. It is known that a number of
chemical and physicochemical factors can stimulate anti-
body production. There are several reports that adjusting
the osmolality of the culture medium can enhance antibody
production. Oyaas et al. (88) reported that mouse hybrido-
mas cultured under hyperosmotic conditions, induced by
addition of sucrose or sodium chloride, demonstrated rates
of antibody production approximately twofold the rates

observed at physiological osmolality. However, this was
not reflected in higher volumetric titers because cell num-
bers were reduced. When glycine betaine was added to
the hyperosmotic medium as an osmoprotective agent,
the antibody production rate was increased 2.6-fold and
the maximum volumetric titer was increased twofold. Oh
et al. (89) also found that antibody titers were significantly
increased when hybridomas were grown in hyperosmotic
media (350 mOsm) following a period of adaptation to
the medium. Productivity was further enhanced by the
addition of sodium butyrate (0.1 mM). It has been noted,
however, that the response to hyperosmotic conditions
may be cell-line-specific (90).

Reactor Operating Conditions

In optimizing antibody-producing cultures, attention
should be given to other environmental factors, especially
pH (91,92), dissolved oxygen concentration (92,93), and
temperature (94), particularly because these factors may
influence growth and productivity differently. The effects
of these factors will also vary depending on the cell
type and culture medium used for antibody production.
Depending on the cell line, antibody production can be
particularly sensitive to small changes in pH. Wayte
et al. (91) examined the effect of pH on the growth and
productivity of two hybridomas and a recombinant NSO
cell line. For the hydridomas, extremely small changes in
pH, as small as 0.1 unit, were sufficient to affect growth
and productivity dramatically, albeit differently, in the two
cell lines. The specific production rate for one hybridoma
doubled when the pH was lowered from 7.2 to 7.1 whereas
the growth rate and maximum population density were
reduced. For the second hybridoma, the same reduction in
pH had little effect on antibody production rate, growth
rate, or maximum population density, but the culture
had a longer duration leading to a substantially higher
antibody titer. The NSO cell line was less sensitive to pH
changes although productivity was increased when the pH
was reduced from 7.4 to 7.1. These results emphasize the
care that must be taken in ensuring precise measurement
and control of the pH in bioreactors.

In general, cells grow over a wide range of dissolved
oxygen (DO) concentrations, and it is common to control
DO in the midrange of saturation with air. Boraston
et al. (93) did not find a significant effect on the growth of a
hybridoma over the range of 8 to 100% saturation with air.
Similarly Ozturk and Palsson (92) did not find an effect
on hybridoma-cell growth rates over the range of 20 to
80% air saturation, although specific cell death rates were
lowest over the range of 20 to 50%. The highest antibody
concentrations were found in the range of 20 to 40%. The
response to dissolved oxygen may vary with cell type,
however; there is a report (95) of an antibody-secreting
human lymphoblastoid cell line that grows optimally
at 100% saturation. There are also some examples of a
different optimum for antibody synthesis compared with
growth. In an experiment using continuous culture of
the Sp2/0 cell line (96), it was found that the optimum
DO level for antibody production was 50% air saturation
whereas a much lower level was optimal for growth. In
another report (97), it was shown that a DO level of 60%;



air saturation for a particular hybridoma was optimum for
growth but antibody titer was increased by 35% when the
DO was reduced to 25% saturation.

Cells are generally cultured at a temperature close
to 37 0C although, as noted for other parameters, this
may not always be optimal for antibody synthesis. It has
been found that the specific antibody production rate
for a hybridoma (97) increased by almost 100% when
the temperature was raised from 37 to 39 0C, although
the growth rate was substantially reduced at the higher
temperature. Bloemkolk et al. (94), who studied a trioma,
found that the specific antibody production rate was not
greatly affected over the range of 34 to 38 0C. No growth
was observed at 39 0C, and the optimum temperature
(37 0C) for growth and antibody production was similar.
Reuveny and Lazar (56) note that antibody production for
a hybridoma was drastically reduced if the temperature
was lowered from 37 to 34 0C.

One parameter which remains little studied is hydro-
static pressure and the effect on cells of varying pres-
sures within large-scale reactors. Takagi et al. (98) studied
the effect of hydrostatic pressure on the growth and
metabolism of a hybridoma over the range of 0.1 to
0.9 MPa. There was little effect on growth over this range,
but the specific production rate of monoclonal antibody
increased from 4.5 to 5.6 x 10~13 g/cell/h.

ANTIBODY INTEGRITYAND HETEROGENEITY

Antibody Integrity

It is normal to find microheterogeneity in a monoclonal
antibody population, as it is with other proteins. This
heterogeneity can result from a number of factors,
for example, variation in glycosylation, deamidation
of glutamine or asparagine residues, and proteolytic
cleavage. Many analytical methods are available to
characterize the structure and integrity of antibodies,
and these are used to monitor the product during
process development and to ensure consistency of the
manufactured product (44). It is important to be aware
of the impact that process design can have on the
characteristics of the product. This is discussed in some
detail later with respect to glycosylation. The process may
affect other aspects of antibody structure. For example,
attention has been drawn to the presence of proteases
in cell culture processes. These may be produced both
by secretion during proliferation and as a result of
cell lysis. Ackermann et al. (99) studied the effect of
culture supernatants from an insect-cell line and from
four commonly used mammalian-cell lines (CHO, BHK,
C127, and P3-X63-Ag8.653) on the integrity of a human
monoclonal antibody. Only the insect cell supernatant
led to any measurable modification of the antibody
despite the fact that this supernatant had the lowest
total proteolytic activity. However, the nature of the
modification was not determined. Schlaeger et al. (100)
identified two cathepsinlike proteases in the culture
supernatants of a hybridoma and established that this
activity could digest an IgGi antibody to give F(ab')2
fragments at pH values below 4.5. The presence of

serum reduced the proteolytic activity, and there was
no activity at pH7. Subsequent studies (101) also showed
the presence of proteases (including serine protease) in the
supernatant of a heterohybridoma. Although proteolysis
has not been reported as a significant problem in low-
density cell culture, it has been commented that the
issue could be more significant in high-density cell culture
systems (99,101).

Antibody Glycosylation

Antibodies are glycoproteins, and although the carbo-
hydrate component of the molecule may represent
a small proportion of the total mass (2 to 3% for
an IgG), it nevertheless contributes significantly to
the physicochemical and biological properties of the
immunoglobulin. For therapeutic applications, therefore
it is important to characterize the carbohydrate, as well
as the protein moieties of the product, and to include such
studies in monitoring product consistency, for example,
during process development. IgG molecules have an N-
linked glycan attached to the Asn residue 297 in the
Fc region of the heavy chain. Occasionally additional N-
linked sites are found in the hypervariable region of IgG
molecules. Other immunoglobulin classes (IgM, IgA, IgD,
IgE) demonstrate additional variety in type and site of
glycosylation (102). It has been shown that the glycan
component in the Fc region plays an important role in
several effector functions of antibodies such as binding
and activation of complement and induction of antibody-
dependent cellular cytotoxicity (ADCC) (see Ref. 102 for a
review of this topic). Glycosylation may also influence
antibody half-life and clearance of antibody-antigen
complexes in vivo (102, 103). In those unusual instances
where an IgG exhibits glycosylation in the variable
region, the carbohydrate may strongly influence antigen
binding (104). The detailed architecture of the glycans
found on a particular IgG will show heterogeneity even
for a given cell type. Further variation may be imposed by
the cell type used to express the antibody and by culture
conditions. Yu Ip et al. (105) analyzed the N-glycans of a
humanized murine IgG produced by a mouse NSO cell
line and identified 13 different structures. There is still
a great deal to be learned about the effect of detailed
carbohydrate structure on antibody effector functions, but
sufficient examples in the literature suggest that this is
important. For example, Lifely et al. (14) compared the
properties of the humanized IgG antibody Campath 1
produced in rat YO cells, hamster (CHO) cells, and mouse
NSO cells. The antibody from rat cells had relatively
high levels of dissecting GIcNAc and also had increased
activity in ADCC assays. Other groups have reported
that the galactose content of outer arm sugars influences
biological activity (106). The practical relevance of these
differences, of course, depends on the biological properties
required for the proposed use of a particular antibody.
In some instances, particular glycan structures may be
undersirable because they are immunogenic. For example,
mouse cell lines such as hybridomas (in contrast to
CHO and human cells) can make oligosaccharides that
terminate in Gal (alpha 1,3)-Gal (beta 1,4) particularly
when grown in a static culture (107). This structure is



recognized by antibodies in human serum. However, in
practice mouse cell lines such as NSO, used to make
recombinant antibodies, produce this structure at low
or undetectable levels in several suspension culture
systems (14,85 and Table 4) (108). Antibodies made in
NSO and other mouse cells are used clinically. A study
with a humanized antibody produced in NSO showed that
the antibody was well tolerated in humans without a major
immune response to the antibody (109).

As noted before, antibody glycosylation may be
influenced by a number of factors including cell type and
culture conditions, and these factors need to be taken
into account when choosing a process and when changing
from one process to another (for example, for larger scale
production). Patel et al. (110) studied a monoclonal IgGl
produced from a hybridoma grown in an ascitic culture
and by in vitro culture with and without serum. Clear
differences in carbohydrate structure were found, notably
in sialic acid content (lowest in ascites-derived material).
Maiorella et al. ( I l l ) compared the biological properties
and glycosylation of an IgM molecule produced by a
human/human/mouse trioma in ascites, a hollow-fiber
perfusion culture, and a serum-free, airlift, suspension
culture. Compared with material produced in vitro,

antibody produced in ascites exhibited reduced sialylation
and greater glycoform heterogeneity. Other properties
of the antibody were also affected; the ascites-derived
product had reduced conformational stability, reduced
specific binding activity, and an increased residence
time in vivo compared with airlift-derived material. The
pharmacokinetic properties of material made in hollow-
fiber reactors were intermediate between ascites- and
airlift-derived material. It was noted that it is difficult
to generalize from these observations because two other
IgM antibodies did not differ in in vivo residence time when
produced in vitro or in ascites. A comparison of antibody
glycosylation for human IgGs made by EBV-transformed
human lymphoblastoid cell lines in both a low-density
static culture and in a high-density, hollow-fiber culture
significantly differed (106). Compared with the static
culture, the antibodies produced in the hollow-fiber culture
had a much higher proportion of oligosaccharides with a
reduced galactose content.

A great deal is still to be known about the factors
that control glycosylation in cell culture. However,
there is a growing literature on specific factors that
influence glycosylation. Some of this literature relates
to proteins other than antibodies but may nevertheless be

Table 4. Carbohydrate Profiles — Comparison of NSO and CHO Cell-Line-Derived IgGsa

Notes:
"Results determined by FACE analysis of neutral glycans. Similar results were obtained by GPC. Other structures
represent smaller truncated structures of the biantennary form but not high mannose. All structures were
biantennary and fully core fucosylated. Cells were grown in a serum-free suspension culture.

Terminal
Sugars

Antibody
Cell line
Source
NSO
NSO
CHO
CHO

% Di 1,3
gal-gal6

1.8
2.7

% Mono
1,3 gal-galc

1.6
2.8

% Di ga\d

10.2
14.2
10.0
14.7

% Mono
gale

28.3
31.8
35.5
51.7

% AgaV

53.5
44.4
51.2
28.9

% Other
structures

4.4
4.0
2.7
4.0

% Sialylated^

1.6
2.2
4.0
2.7

Key: G = galactose; GN = iV-acetylglucosamine; M = mannose; F = fucose
Data presented by Flatman and King (108).
8% Sialylation determined by anion-exchange HPLC.

M-GN- GN.

M-GN- GN.
G-GN-M

G-GN-M

G-GN-M
M-GN- GN.

GN-M

GN-M
M-GN- GN.

GN-M
M-GN- GN.

GN-M

F

G

F

F

F

G
G-GN-M

G-G-GN-M

G-G-GN-M F



relevant (see Ref. 112 for a general review), and some is
specific to antibodies. Robinson et al. (113) characterized
a recombinant IgGl produced by a mouse NSO cell line
during a serum-free, fed-batch process. They observed
that the antigen-binding characteristics of the antibody
remained constant throughout the process but that
carbohydrate composition changed. In particular, antibody
produced later in the culture contained more truncated
iV-acetylglucosamine and high-mannose glycans. It was
reported that the proportion of high-mannose forms could
be reduced by modifying the feeding strategy (114). The
appearance of under glycosylated species was apparently
not caused by cell lysis or synthesis from non viable
cells. Although there is little evidence that carbohydrate
structures on antibodies are modified by glycosidase
activities from cell Iysates, it should be borne in
mind that such enzymes may be present. Gramer and
Goochee (115) measured the glycosidase activities of a
number of cell types including a hybridoma, CHO cells,
and mouse NSO cells. There are also reports that specific
environmental factors influence antibody glycosylation.
Tachibana et al. (116) showed that glucose availability
affected the glycosylation of a monoclonal antibody
produced by a human hybridoma.

Antibody glycosylation will be influenced by the
type of cell in which it is produced. The glycosylation
capabilities of various types of cell have been reviewed
by Jenkins et al. (117). Glycosylation may even vary from
one subclone to another for a given cell line. Bergwerff
et al. (118) demonstrated differences in glycosylation for
two chimeric antibodies with identical Fc regions and
both produced in mouse SP2/0 cells. They believe that
the differences most probably result from clonal variation
in the SP2/0 cell line used for transfection. Clonal
variation with respect to glycosylation may also affect
productivity. Cole et al. (119) studied two hybridomas
derived from the same parental cell line. One cell line
had a threefold higher specific antibody production rate.
This hybridoma also had significantly higher levels of
three glycosyltransferase enzymes (galactosyl-, sialyl-, and
fucosyltransferase). Looking to the future we expect to
see increasing use of metabolic engineering of cells to
advantageously modify glycosylation of proteins (120) and
the use of protein engineering of antibodies to produce
more homogeneously glycosylated molecules (121). Umana
et al. (122) describe the engineering of the glycoforms of an
IgG produced by CHO cells by optimizing the expression of
a Gn Till transferase enzyme. This allowed optimization
of the antibody-dependent cellular cytotoxic activity of the
antibody.

CONCLUSIONS

The number of applications of monoclonal antibodies
has grown rapidly since their invention more than
twenty years ago. The most exciting current trend is the
increasing use of antibodies in therapeutic applications.
This trend is leading to the development of improved
technology to manufacture large quantities of antibody
and to the use of recombinant technology to tailor
antibodies to particular applications.
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INTRODUCTION

Immunoregulators are important for the treatment of a
number of disorders, including autoimmune diseases and
cancer. They are produced by a variety of cell culture
systems and act in several ways, which may include
direct stimulation of an antiviral response such as can
be seen in interferon secretion or a down regulation
of the immune response by blocking receptor molecules
using products such as monoclonal antibodies. Wellferon, a
human alpha-interferon product, was the first therapeutic
protein to be made on a large scale from continuous
animal cell cultures, and since then a range of other
products has been developed. As our understanding of the
immune system has developed the quantity and quality
of knowledge about the control of the immune system
has increased dramatically. Our ability to detect and
follow the effects of minute quantities of material within
cells has led to a greater understanding of the fate of
foreign materials within cells, and the role of naturally

occurring immunoregulators in causing and curing disease
is becoming clearer. Our present abilities to regulate the
immune system are at an early stage of development,
and the approaches that have been used to date tend to
be systemic and crude compared to the fine regulation
of the immune response that we would like to see in
the future. Our increased understanding of these complex
relationships is now being used to develop new therapeutic
products such as DNA vaccines. In addition, work is
progressing on new strategies for targeting cytokines
to specific cell types using gene technologies. The aim
of this article is to describe the production of immune
regulators in animal cell culture with reference to specific
examples where appropriate. The methods used for cell
culture, process development, and product manufacture
are discussed.

THE HISTORY OF IMMUNOMODULATORS

A huge amount of excitement was created by the discovery
of interferons in response to viral infection Isaacs (1) and
the potential to produce a wonder drug to prevent or
cure viral diseases. Interferons and other interleukins
are immensely potent molecules, and natural sources
of interferon contain minute quantities of material. A
cure for the common cold, influenza, and a host of
other viral diseases appeared to be on the horizon.
Therefore, the initial work on interferon concentrated on
isolating the material and finding a role for it. There
was huge interest in isolating and producing significant
quantities of material for research and commercial
exploitation. Different companies followed diverse paths
to commercialize the production and use of interferon.
The Wellcome Foundation concentrated on producing
interferon from animal cells, while Roche and Schering
Plough developed recombinant interferon in E. coli
expression systems. Unfortunately timing is important,
and to be effective in preventing infection interferon would
need to be taken before the infection occurred. Therefore,
the emphasis moved from preventing the incidence of
disease to fighting long-term disorders such as cancers
and persistent viral infections such as hepatitis B. In the
early 1980s the Wellcome Foundation made an enormous
step forward in the field of biotechnology. Building upon
an extensive body of expertise in vaccine development
and production, they developed a process for producing
human alpha-interferon using a continuous human cell
line (2). The culture of the cells was, and is still, performed
in 8000-10,000-L cell culture vessels. The human cell
line in question is Namalwa, and the cells are induced
to produce commercial levels of human alpha-interferon
using a multistage process.

The use of a nonengineered cell line to produce a
biopharmaceutical may seem strange, but the advantage
of this approach is that the cell is capable of producing
the whole range of interferon subtypes, not just a
single subtype. In addition, the production of human
interferon from a human cell line can reduce the change of
producing anti-interferon antibodies. The range of immune
regulators available since then has increased to include
the interleukins and monoclonal antibodies.



Some cytokines such as interleukin 2 (IL2) were
also identified as potential disease-fighting drugs while
the chronic overexpression of other interleukins like
IL5 are implicated in the inflammatory response in
asthma. These materials work by regulating the cell's
response to immunological challenges and can be used
in fighting persistent viral diseases and cancers. Our
understanding of the immune system is advancing, and
now a considerable body of work is being produced on the
use of cytokines in gene therapy.

WHAT IS AN IMMUNOREGULATOR?

An immunoregulator is anything that modifies the
response of the immune system and includes cytokines,
antibodies, gene therapy vectors, agonists, and leptin. In
this article we will discuss molecules such as interferon,
antibodies, and DNA.

WHY MODULATE THE IMMUNE SYSTEM?

There are several reasons to modulate the immune system.
The immune system may be faulty and need to be up or
down regulated to produce a normal immune response.
Alternatively the normal immune response may need
to be increased to deal with persistent diseases. Down
regulation of the normal immune response is essential to
the success of many transplant operations and may be
essential to the success of some gene therapy vectors (3,4).

Many common disorders are caused by an inability
of the immune system to work effectively. This may
be as a result of infection such as seen in Human
immunodeficiency virus HIV cases. The destruction of
white blood cells and collapse of the immune response
caused by Acquired Immune Deficiency Syndrome AIDS
enables a large number of opportunistic infections to occur.
Latent viral infectious such as herpes simplex virus (HSV)
and chickenpox virus can cause great problems and rare
tumors such as Kaposi's sarcoma become problems.

An active immune system is no guarantee of safety,
and huge health and economic consequences are suffered
as a result of autoimmune diseases. Autoimmune diseases
such as rheumatoid arthritis cause untold suffering and
progressive disability. Disorders such as asthma now affect
a significant proportion of the Western population and can
cause disability and death.

In most cases the body can recognize abnormal and
infected cells, but when the surveillance fails, the body
may fail to recognize some cells as normal and raise an
immune response. Immune regulation is used to enhance
the immune response to viruses and tumors (5-7) and
to reduce the effect of autoimmune diseases such as
rheumatoid arthritis.

The usefulness of gene therapy vectors may be
increased by the use of immunomodulators to block the
immune response to the vector during treatment (3,4,8).
The dual effect of this treatment is to reduce the production
of antibodies which will limit the usefulness of the vector
for repeat dosing of the virus Why use cytokines when
the body already produces them? In some tumours the

ability to activate the immune system is missing because
the tumour cells lack part of their signalling system. Some
persistent viruses such as hepatitis B are good at hiding
themselves.

HOW CAN THE IMMUNE SYSTEM BE MODULATED?

Modulation of the immune system should either enhance
the ability of the patient to respond to foreign material
or to down regulate the immune response. For example,
the treatment of an autoimmune disease can be achieved
by destroying or blocking the action of a proportion of
the immune system that causes the disease. In theory
this can be achieved by targeting antibodies or other
blocking agents to receptors such as CD 4, which are
present on the surface of the target cells. Cell surface
antigens are presented on more than one cell type, and
this approach to therapy is not as specific as was originally
hoped. The opposite approach is to up regulate the immune
response by adding a biologically active molecule that
will act on the immune system. The objective of up
regulation is to enhance the body's own response to
disease. The use of interferon and interleukins for the
treatment of chronic viral infections and cancers is based
on the stimulation of the immune system to recognize
virus-infected or tumor cells as foreign. The side effects
of systemic treatments of cytokines to achieve immune
regulation can be unpleasant, and the future for immune
system regulation may well lie in gene therapy. This
approach can achieve a local effect, and the active molecule
is produced inside the target cell. This can be done by using
viruses or plasmid DNA to infect tumor cells. Tissue-
specific promoters can be used to limit the action of the
vector and prevent inappropriate expression of the gene
therapy product in nondiseased cells.

IMMUNE REGULATORS AS PRODUCTS

Individual proteins can be characterized and sold as well-
characterized proteins. This means that the degree of
control on the production method and change of production
sites is strict but not as strict as for an undefined
product such as a viral gene therapy vector, where precise
definition of the final product can be impossible to achieve.
Different production methods may be used for different
products because of the differing potencies and hence
quantities of the products. The quantities of interferon that
are needed for a therapeutic effect are small but produced
in relatively low concentrations and must be recovered
from a dilute solution. Antibodies, on the other hand, are
required in milligram quantities, and production methods
must be capable of producing kilograms of material per
year. Proteins do not easily pass into the body because they
cannot pass through the skin, and a major limitation of
these protein products is that they need to be injected into
patients or used to treat blood or other cells outside the
body. Systemic delivery is a cause of some concern because
the effects of cytokines can make patients feel extremely
ill. There is now a huge amount of work being done on the
use of gene therapy vectors to achieve cytokine production



in tumor cells in the hope that the immune response to
these cells will be boosted.

The use of immunoregulators in treating long-term
disorders such as asthma and arthritis requires repeated
regular dosing of the immunoregulator. It is essential that
the patient does not develop antibodies to the product and
that the side effects of the treatment are preferable to
the effects of the disease. Treatment of persistent viral
diseases and cancer treatments are all likely to require
repeat dosing, and therefore the same concerns have to be
addressed, but the exposure of the patient to product will
be for a defined time, and a greater degree of unpleasant
side effects may be acceptable for these immediately life-
threatening diseases.

PRODUCTION OF IMMUNE REGULATORS

Small volumes of proteins can be prepared by a variety of
methods. As the scale of production increases, the viable
options for production are reduced. The assumption in this
article is that the reason for making immune regulators
is to put a clinical program in place. To achieve the final
objective of a working production process a development
program has to be undertaken that will ensure that a cell
bank is laid down, stored, and controlled to protect the
essential raw material on which the rest of the work is
based. A process will be defined and validated prior to
the sale of the product, and this process will be optimized
for the cell line used to make the immunoregulator. It
is critically important that the cell culture medium is
appropriate for use in commercial protein production and
that enough of the medium can be supplied to maintain
production. The commonly available serum-containing cell
culture media that have provided the basis of culture
methods in the past are now of limited usefulness.
Products that use serum as a component of the growth
medium can be, and are being, licensed, but there are a
number of issues that need to be addressed:

• The security of the cell line and product quality
can both be compromised by the presence of serum.
Products containing large concentrations of serum
can be difficult to define, and the isolation of the
product from a protein containing harvest is harder
than isolating material from protein-free medium.

• Sourcing animal-derived products that are consid-
ered safe now (and will be considered safe in 10 years
time) is a major issue. Serum must be supplied from
a limited number of safe sources, and the demand
for material may well outstrip supply as the number
of products requiring serum increase. Some products
can utilize adult bovine serum, but many processes
require fetal calf serum because of its lower antibody
load. Fetal sera are seasonal, and the quantity of
material available is far less than could be gathered
from adult animals.

• Because the glycosylation of the protein that is being
produced can vary with culture conditions, it is
essential to investigate fully the effects of culture
medium and cell culture conditions on the final
product (9-11).

PRODUCT QUALITY AND SAFETY ISSUES

The production of pharmaceutical products is controlled
by a number of regulatory agencies, and the standards
that must be met during production are determined by
these agencies. When a product is developed, the process
and documentation must be designed to answer any
concerns that the regulators may have about the product
and the controls that are in place to ensure that the
process is under control. It is essential to remember that
the requirements of different regulators vary and that
development and production processes must take these
differences into account. Quality must be built into the
system. This extends as far back as the maintenance
of good records of cell line derivation, audit trails for
components of the system, appropriate validation records,
and programmed maintaintence plans. Quality and safety
are linked because they all require monitoring control
of the production process. Organizations such as the
Medicines Control Agency (UK) MCA and the Food and
Drug (USA) Administration FDA wish to ensure that
products are safe and efficacious in clinical use and
that they are made in a controlled and reproducible
manner. This objective is achieved by ensuring that
manufacturers make material to cGMP and comply with
various guidelines and regulations that govern particular
product groups. The safety of process operators and
the environment must also be given high priority when
designing a process.

Product Quality and Safety

The aim of making a therapeutic product is to produce
something that is safe and active. Because the mechanisms
that are used to make biological products are complex and
incompletely understood, the quality of product is less easy
to control than that of a small molecule. The same protein
can be produced in several different glycoforms and may be
degraded in culture or during production. Glycosylation is
not only important for its effect on the clearance of proteins
from the blood, but has also been demonstrated to have
direct effects on biological activity of immunomodualting
antibodies such as Campath IH (10).

Because of the lack of control of the biosynthetic
pathways and relative complexity of protein products,
they are only now coming to be considered as well-
characterized products. As a result of the complexity of
protein production systems, biological systems used to
produce proteins are subject to many controls (12). To
ensure product safety and quality a matrix of systems is
applied to control the materials, the methods used, the
environment and the flow of material through the process,
and the production area.

One of the main concerns is that the raw materials
used to make product are free from any materials that can
cause disease. These components include viruses, proteins,
DNA, and transmissible spongiform encephalopathies
(TSEs) such as Bovine Spongiform Encaphalopathy (BSE)
and a comprehensive strategy that involves sourcing
and testing of raw materials is central to controlling
this risk. Well-documented audit trails and sensitive
tests are key components of this strategy, in the case



of TSEs, where rapid detection has not been possible,
materials are sourced from areas where no recorded
incidences of the disease are known. Processes are
controlled and actions recorded using documentation
systems. Equipment used in the production of clinical
material must meet exacting standards and be validated
prior to use. Standard Operating Procedures (SOPs),
Process Operation Instructions (POIs), and change control
mechanisms are operated to ensure that any changes to
process steps or equipment and facilities are assessed
and authorized and recorded. Regular calibration and
maintenance must also be carried out. In parallel with
these activities the supply of raw materials is controlled
and materials have to reach agreed specifications prior to
use in the process. Raw materials include cell lines and
cultures media used in the process.

By analyzing process flows the likelihood of contami-
nation of the culture and downstream processes can be
assessed and the relevant controls introduced. Using the
appropriate tests at the appropriate stage in the process
can monitor the success of these controls.

The testing that may be carried out on the starting
materials used in the process are indicated below. Not
all materials will be sterile when received, and there
are acceptable levels of bacterial contamination prior to
sterilization, but the presence of some pathogenic species
might preclude the use of the material in a pharmaceutical
process. The details of the tests that are performed will be
dictated by the product and current regulatory guidelines.

Cell lines should be tested for clonality, stability, iden-
tity, virus contamination by relevant viruses including
bovine viral diarrhoea (BVD) (13,14) and porcine par-
vovirus (especially bovine or porcine viruses if serum and
trypsin are used), bacterial and mycoplasma contamina-
tion. Serum and other biological components should be
tested for the ability to grow cells, if necessary, tested
for product identity where possible, virus contamination,
bioburden, the presence and identity of any mycoplasma
or bacterial contaminants (14). The levels of endotoxin in
raw materials should be specified and closely monitored.

Operator Safety

Operator safety is a major issue in the design of biological
processes. Many of the products such as interferon that
are highly active in vivo are potentially harmful to
operators. Fortunately the main route of administration is
by injection because the large proteins cannot easily pass
through the skin, and accidental ingestion or absorption by
the operator is not a major issue. There are three aspects
of the cell culture material that can affect operator safety:

The Cell Line and Contaminants. The cell lines should be
selected to be as safe as possible. In the case of animal
cell culture the cell line will be considered to be safe,
but it is well known that cells of rodent origin will
contain endogenous retrovirus (15,16). Other cell lines
have become immortalized by being exposed to viruses,
and a risk assessment needs to be carried out to confirm
that the risk to operators is acceptable. In most cases
the risk to operators is minimal and the cell lines can be
considered safe. Consideration of biological hazards can be

emotive because of the perception of biotechnology, and it
can help to put the risk of growing all in culture in terms
of everyday activities such as keeping mice as pets.

The Product. Antibodies are required in relatively high
doses, and their activity is dependent on the binding of
the antibody to a large number of receptor sites. The
chances of accidentally being exposed to damaging doses
of antibody during culture are remote. Cytokines are
highly potent, and the effect of accidental exposure to
the product could be much greater. Like most biologicals,
antibodies and cytokines are delivered directly (normally
by injection), and therefore it is unlikely that accidental
exposure to the product will have any effect related to the
biological activity of the product because of the barriers
to the transport of the product into the body. However,
operators may develop an allergy to the product as a
result of inhalation or skin contact.

The Culture Medium. Historically the cell culture
medium and the stabilizing agent used in the formulation
of product have been the greatest potential sources of
infection and allergy. The extensive control and testing
carried out on raw materials should have considerably
reduced the risk from this source.

Control of Material

The origin and treatment of raw materials is a major
component of any strategy for control of product quality.
Detailed raw materials specifications must be written,
and the materials delivered to the site should not be
released until testing is complete and a satisfactory result
is obtained. Suppliers should be audited to check the
methods of production and storage of material. It may
also need to be specified that any material that has been
rejected by another manufacturer will not be accepted.
Animal-derived materials pose the greatest risk to the
product, and therefore they should be tightly controlled.
Audit trails are required to confirm the origin and
treatment of animal-derived material. Any contamination
of the process with TSE-containing material will cause loss
of the material to that stage and require extensive TSE
decontamination of equipment using heat (134 0C) and
sodium hydroxide solutions. Cell banks are particularly
vulnerable, and the whole product could be lost if there is
a risk of contamination with TSE agents. A large number of
cell culture processes depend on animal-derived products
as part of the growth medium, and it may be difficult to
develop serum or protein-free media for some purposes.

The Wellferon process was developed before serum-free
media were available and uses adult bovine serum in the
growth medium. Because of this Glaxo Wellcome uses a
herd of cattle in New Zealand, and the monitoring of the
serum supply chain is given a high priority. Sendai virus,
which is used to induce interferon production by Namalwa
cells, is produced in eggs, and the egg source must also be
carefully controlled and monitored.

Controlling the inputs into the process by using a
protein-free medium may significantly reduce process risk
by removing the source of contamination in the first place.
Serum-free media may not contain serum, but they may
contain proteins from a number of sources, some of which



may be as high a risk as serum. The control of this material
should be checked if the commercially available medium
is to be used in producing a material for clinical purposes.
The removal of protein from the culture medium also
facilitates the downstream processing of the product.

PRODUCTION METHODS

Immune modulators can be produced by a variety of
methods, including the isolation of interferon from blood.
Most options for producing immunoregulators involve
the use of cell culture equipment. The development and
operation of these methods has enabled huge quantities of
antibodies and interferon to be produced over the years.

Isolate Material from Natural Sources such as Blood

This is a particularly useful method in the early stages
of investigation, and in the early years of interferon
investigation the production of workable quantities of
material was a long and laborious process that could never
produce the quantities of material needed for therapeutic
purposes. In addition, the extraction of drug compounds
from sources that may also contain transmissible diseases
such as AIDS, hepatitis, and TSEs will never be the
method of choice.

Use Natural Producer Cell Lines

Fermentation methods are the preferred option for
production of immune regulators. The product is made in a
controlled environment, and scaleup of production can be
achieved by using more fermenters or larger fermenters
or by increasing production rates. All the inputs to the
process can be controlled and defined and the quality of the
process monitored regularly. The process can be developed
and improved prior to the product reaching the clinic.
Biotechnologists prefer to use genetically engineered cell
lines, which give a consistent production of material
from a single gene. However, in the early days of large-
scale interferon production the potential for enhancing
the production of human interferon from a human cell
line to levels suitable for production was pursued. The
advantage of this approach (that interferon which was
similar in subtype composition to naturally produced
human interferon) and that the production of 'human
protein' was considered to provide a significant advantage
to the product profile to make the animal cell process
viable.

It is unusual to find an immortal cell line that makes
product and even rarer to find one that makes the product
in large enough quantities to warrant the development of
a production process around such a cell line. Some cell
lines such as Namalwa cells produce larger quantities of
interferon than others. The total amount of product may be
too small for commercial exploitation unless the compound
is highly active or the cells can be induced to overproduce
by modifying the growth conditions or using inducers and
a more common approach is to produce recombinant cell
lines.

Produce Recombinant Cell Lines (Animal Cell or Microbial)

The most common strategy is to produce genetically
modified cell lines that will make the product of choice.

Animal cell cultures have the ability to carry out post-
transcriptional modification of proteins, but some products
such as cytokines can have severe effects on cell growth. By
producing them in a system outside the normal cell line, it
may be able to minimize the toxic effects of the cytokines
and produce much higher concentrations than would be
possible in a natural producer. In microbial cells the use
of inducible production systems is well established. These
systems will allow rapid growth of cells that would be killed
by the toxic effects of constitutive protein production. The
production of material in genetically modified mammalian
cells is normally from cell cultures that are producing at
a constant level. The danger of using GMOs to produce
proteins is the ability of the body to recognize foreign
proteins and elicit an immune response the therapeutic
protein. This limits the suitability of a product for long-
term therapy but may also cause cross-reactions with the
patients' natural immunoregulators.

Monoclonal antibodies can be used to regulate the
immune system by selectively targeting cell surface
receptors and interfering with cell signalling. They can
also be used to destroy a proportion of a target cell
subpopulation and down regulate immune activity in this
way. The antibodies can be modified to make them more
human like and engineered into a producer cell line.
The antibodies do not seem to have a feedback effect
on cell growth that would limit the usefulness of fed
batch processes, and the antibodies can be produced in
large quantities. Compared to cytokines the antibodies are
required in large quantities (mg/dose), and the advantages
of high productivities are offset by a larger demand. The
quality targets for larger quantities of material may be
harder to meet because of the larger contaminating load of
protein and nucleic acid derived from cell components. In
particular DNA and cellular proteins have to be eliminated
from the final product.

Use Gene Therapy Vectors to Introduce Genes into Target
Cells

Nontargeted use of immune modulators such as interfer-
ons can make patients extremely unwell. One approach
that is being actively investigated is to replace the shot-
gun approach and transfer the immune modulator gene,
including receptor molecules such as B 7 into target cells
using gene therapy vectors (3,6,9). These vectors may be
based around viruses or plasmid DNA. This approach
should be able to achieve prolonged expression of high
local concentrations of active product in the areas it is
needed and allow the protein to work in the way it is sup-
posed to work. It is hoped that gene therapy can be made to
work selectively by using a combination of tissue-specific
expression systems and targeting cell surface receptors.
The production of a human protein by a human cell should
also reduce the changes of developing an immune reaction
to the protein (however, the delivery system may produce
an immune response, and this will limit repeat dosing
with some vectors).



PROCESS DESIGN

There are not any secrets to successful process design,
if you keep a process simple and remember the objective
is to make a product that has to be put into people.
Factors affecting process design such as cell type and
product titers are determined early in the development
process. Wide-ranging and effective collaboration needs to
operate at all stages between the research, development,
and production functions for process design to be effective.
Minimize the risk of contamination and process failures
by using the minimum number of process steps. Try
and ensure that the process steps used are robust and
reliable.

Process design covers the design of the process flow
and the operating philosophy used for the process. In
general, the production processes are designed to provide
a well-defined flow of material with fixed testing points
that can be used to provide information about the
progress of the operation. The number of stages and
the number of manipulations involved in a production
process should be reduced to a minimum. Each stage in
the process should be designed to minimize process risk.
Containment is an issue that needs to be considered from
the perspective of operator and environmental safety and
process containment.

The major process risks vary in type and impact at
different stages in a process. Processes that involve many
manual operations and transfers of sterile material using
pipettes are more likely to cause contamination than large-
scale operations where transfers are carried out through
steam-sterilizable transfer lines. A contamination caused
during cell revival and scaleup is likely to be a result
of a breakdown in sterile operating techniques, while
sterility problems at the larger scale may reflect an
engineering problem note introduction of Sntom indin via
a process fluid. The risk of failure is reduced by defining
the production process and by introducing controls into
the process. Standard operating procedures are written
and operating staff are trained in their use to ensure
that the process is operated consistently. Validation of
the equipment and process ensures that if the equipment
and process are operated to the SOPs the process will
work reliably. Specific risks such as the accidental
contamination of the cultures by filter breakdown are
reduced by integrity-testing equipment immediately prior
to use and replacing filters and resterilizing associated
equipment if they fail the test.

The objective of the development work that is carried
out on a process is to provide a unified operation that
can operate and continue to provide product of a uniform
quality.

There are many approaches to process design, and the
choice of highly automated against manual operations is
not always straightforward. For instance, a fermenter
sterilization cycle requires the opening and closing of
several valves, which can be done automatically or
manually, and the relative process risk of using each
option needs to be assessed. Automated equipment will
always carry a validation cost and computer systems
validation issues need to be resolved prior to ordering
equipment. Equipment manufacturers are always proud

of their advanced instrumentation and control packages
that will deliver an excellent result but may not be the
best option if a process needs to be set up quickly, because
there will be a greater validation requirement for the more
sophisticated equipment. There are pieces of equipment
where an equally good result is achieved with a fraction of
the control equipment. The art of designing a good process
is to put the right degree of complexity at the appropriate
stage in the process.

Process plants may need to be operated on a campaign
basis, and several different products may be run through
a plant in a year. This means that initial plant designs
should be flexible enough to allow the use of the facility
to make several different products. Plant and process
flexibility can be achieved by a number of means, one of
the most useful being the simple expedient of ensuring
that culture vessels are capable of being operated at
more than one volume. This reduces the number of
vessels needed to achieve scaleup of cultures, allows extra
capacity to perform fed batch processes, and allows a
range of production volumes to be harvested in a small
facility. For instance, the 8000-L cell culture vessels at
Glaxo Wellcome are used for production of animal cell
products in ranges of 2000-8000 L (19,20). It is essential
that downstream processing facilities are sized to deal
with the quantity of biomass and protein produced by the
culture. Development process equipment and buildings
should be capable of being used for more than one product
because the product that is originally developed will be
moved from the development program at some time.
This will be because the product has progressed to the
market or has been dropped from development. A number
of development campaigns will need to be conducted in
the same facility, and the use may well need to be
scheduled to allow the running of several campaigns
per year.

Development and Operation

The development and operation of a production process
based on a cell line should follow a well-defined path.

This can be broken into three activities, which will
be performed in parallel or overlap and are mutually
dependent.

• Cell line development
• Process development
• Production process

Each activity has its own priorities and associated testing
and control requirements.

Cell Line Development. Cells need to be from a well-
documented source and be tested to assure us that the cells
are free of bacteria, mycoplasma, and adventitious virus.
If they are grown in serum-containing media, a record of
the serum and its source and testing is essential. Initially
the cells are cloned and selected to identify suitable cell
lines for further development.

Many production systems are based around the
methotrexate selection and amplification system that



uses Chinese hamster ovary (CHO) cells, and the NSO-
GS, (glutamine synthetase) system that can be licensed
from Celltech. (Slough, UK) Other production systems are
based around the growth of murine hybridoma cells and
Namalwa (a cell line which was immortalised as a result of
a natural viral infection) are used as a nonengineered cell
line for interferon production. The importance of cell lines
to biotechnology processes cannot be overstated. Lose a
cell line and a product can be lost. Cell lines and genes are
the basis of a biotechnological process. If the producer cell
line is not suitable, the rest of the process will fall down.
Therefore, much work is done to select and test the cell line
that will be used for production of therapeutic product. The
two major concerns about cell banks are whether the cells
in the bank can be used in a viable production process and
whether they will comply with regulatory requirements.

The development and design of production processes
depends on having a reliable, consistent starting material.
The cell line used should be stable or change in predictable
way so that cell culture and down stream processing (DSP)
can be sized correctly. Engineered cell lines should be
selected for titer, stability, and ability to grow in the
culture system. A cell bank that gives continually varying
qualities or quantities of material will be extremely
difficult to use in a cGMP process.

Regulators are concerned with the control of pharma-
ceutical products and ensuring that the material is safe
and efficacious and so be produced in a consistent man-
ner. The regulatory bodies lay down the minimum testing
requirements, and it is essential that when the tests are
carried out the product be of an acceptable standard.

Animal cells produce immunoregulators that are
soluble, may be glycosylated, and will be exported into the
medium, and this gives a structure to the proteins that can
make them more natural and less likely to be identified
as foreign by the immune system. Namalwa cells are an
immortalized human cell line, and they produce natural
human interferon. There is not any genetic engineering
involved in the process.

Antibodies used for therapeutic purposes tend to be of
murine origin and may then be extensively modified to
humanize them prior to use in a therapeutic setting.

Cell Line Production and Selection. The production of
cell lines and their selection for factory operations is a
keystone of any biotechnology process. This is because a
consistent process requires a well-characterized cell line
that produces an economically viable quantity of product.
A number of candidate cell lines will have to be screened
for desirable characteristics and the selection narrowed
down to the cell line that will be used to make therapeutic
material. A consistent quality in terms of ratios of subtypes
and glycoforms is essential to producing a therapeutic
material, and cloning and selection are an integral part
of that process. The cell line is chosen on the basis of a
number of growth and production criteria.

Cloning

Cloning and selection of producer cells take time, and
development work must continue while the cloning is
being performed. When cells are received, a number of

vials of cells are laid down to make an initial cell bank
and used as a working stock. Some of these cells will never
be used to construct cell banks and are used to carry out
initial development work, while other cells from the same
stock are kept in tightly controlled conditions and used
in the cloning exercise. The initial cell bank can be used
to make early phase material for testing, while the other
activities are ongoing. The cloning and selection exercises
will take approximately 3 months per round of cloning, and
stability work will need to be performed on the best clones.

Genetically engineered cell lines that integrate the
product gene into their own genetic material will
show differences in both growth characteristics and
productivity. Cloning will enable the best-growing high
producers to be selected and expanded. Each cell line
derived from the cloning exercise should be derived from
a single cell. By using cells derived from a single cell, the
variability that a mixed cell population would introduce to
a process is avoided and any changes in cell growth rate or
productivity will be attributable to cell line stability rather
than competition between existing subtypes of cells.

Any continuous cell line may be cloned, and the
process used involves selecting cells by plating them at
on appropriate dilution to give on overall cell/well into
culture vessels (typically 96 well plates) and selecting
colonies that grow from single cells. A range of manual
methods are used to ensure that the colonies are derived
from single cells [serial dilution (21), picking individual
cells (22)]. The use of automated methods (22) such as
cell sorting to increase the chance of selecting single
clones of high producers has been advocated. The success
of cloning is totally dependent on the ability of single
cells to form colonies in the cloning environment (the
plating efficiency). The plating efficiency can be improved
considerably by maximizing the growth conditions before
and during cloning. A high plating efficiency provides the
opportunity to select from a wide range of cell clones
because there will be a greater percentage of recoverable
cells in these cultures. Undertaking a round of cloning
and selection requires a major investment in time and
facilities. Animal cell cloning and stability studies will take
several months, and it is essential to have the maximum
chance of selecting a clone at each round of cloning. If
the cell lines are not clonal, the cloning and selection loop
will need to be repeated. This is different from bacterial
systems, where a selection and stability and excercise can
be performed in two weeks. Several clones that appear to
be promising candidates may be eliminated by stability
studies (23). Although the principle of clonal selection are
the same for all cell lines, the timing varies enormously. As
a rule of thumb, a process that takes an hour with E. coli
will take a day in animal cell culture. A 150-generation
stability study would take 6 days and 6 hours for E. coli
and 150 days for an animal cell culture. The implications
for work planning are significant because the development
of a process cannot wait for the sequential completion of
all the component parts of the development program, and
the limiting step is the cell line cloning.

A typical process would involve receiving cells that are
genetically modified to produce an immunoregulator from
a research group and selecting promising lead cell lines by



cloning. There are different methods for cloning cells, and
these methods can be divided into two basic types, dilution
cloning and selection of individual cells. We have spent a
considerable amount of time and effort in the optimization
of cloning to give us the maximum recovery of material
from single cells. All the methods used depend on the
ability of single cells to grow in a small volume of culture
medium but in the absence of other cells. The use of feeder
cell lines is not acceptable, and the rate of cell recovery
during cloning can be low. It is possible to raise the rate of
recovery by manipulating the growth conditions used for
the cell seed to ensure that the cells are in the the most
propitious condition for growth as single cells after the
cloning. Maximizing the medium and culture conditions in
the cell culture phase directly after aliquoting single cells
into a well will also enhance cell recovery. Cell recovery
can be checked against the expected recovery based on the
number of cells being used in the process.

Limited dilution cloning is a method of cloning that
works by diluting cells in culture medium and transferring
cells into 96-well plates. The wells can be inspected at
regular intervals to check that cells are growing and that
colonies, which have grown from single cells, are selected.
The chance of achieving a single cell per well can be
calculated statistically using the Poisson distribution, and
a fairly low number of cells/well are required to give a
high confidence of clonality (21). Some cells clump, and the
production of single cell isolates will need to be checked
visually and the well containing single cells recorded.

Cell sorting by manual means or flow cytometry can
give a single cell per well and significantly decreases the
number of plates that need to be used to find a clone.

When a large number of clones are isolated, the clones
must be differentiated from each other to select the
most desirable clone. Selection of the clone is usually
on the basis of some simple testing for titer, growth,
and maximum cell density. Some other factors, which
may be important at later stages of development, such as
acceptable pH ranges, will not be identified at this stage.

SELECTION CRITERIA FOR CELL LINES

Stability

Cell line stability is measured in terms of the ability of the
cell line to behave in a stable and consistent manner. From
a process engineering standpoint the design and operation
of plant and equipment is aided by having a constant
growth rate and predictable yield of product. Not all cells
make product at a constant rate (24-26), and some have
a complex induction sequence that can make productivity
difficult to measure (2). Once the cells are in a production
phase, a high level of production, which gives a consistent
quality of product, is desirable. If the production rate is
not constant and the cell growth rate varies, this will be
acceptable as long as the changes happen in a predictable
manner and the quality of the product is consistent. From
a process viewpoint the useful life of the cell is determined
by the titer produced by the process. The cell must continue
to produce at levels above the minimum for a period that
will allow for the production of cell banks, scaleup, and
production of material.

Productivity

The methods used for testing cell productivity will depend
on the type of product made by the cell. ELISA or
nephelometry can detect the production kinetics and
maintenance of productivity of therapeutic proteins such
as antibodies, which are continually secreted by the
producer cell line. This allows an estimation of productivity
of such cell lines relatively easy. Products with a complex
production route such as Wellferon will need the producer
cell line to be grown to specified cell densities and
induced. The results at any early stage of selection are not
necessarily an indication of either the final titer that can
be obtained in cell culture or the relative performance of
different cell lines relative to each other. (At this stage) big
differences are saught. Initial screening using a single test
will not be expected to give information about glycoforms
and biological activity, and a more detailed examination
of the product would be performed at a later date after
the options had been narrowed down. The material that
is purified and injected into the patient needs to be
consistent, but this is much further down the line than the
cloning exercise.

Growth Kinetics and Subculture Regime

Cells should be chosen on the basis of cell growth rates that
are high enough to enable scaleup to production volumes
within a target time scale. Growth should be stable, and
the occurrence of useful/useless cycles should be capable of
being eliminated by controlling the cell growth regime. In
addition, cells that need a high seeding density and grow to
low final densities and hence need frequent subculturing
are not favored. A cell line that can achieve 2-4 doublings
in a 3-day period is typical of the type of cell line that
would be chosen.

Oxygen Utilization

Most of animal cell lines used to make biopharmaceuticals
have similar oxygen utilization rates. A cell line with
significantly higher utilization rates would require the
use of oxygen-enriched air and may be difficult to use in
fed batch. In addition, a higher than expected oxygen
utilization rate indicates that the cell metabolism is
different from other cell lines produced from the parental
cell line. This may reflect significant changes in the cell
metabolism, which are related to the site of integration of
the therapeutic gene.

Nutrient Utilization Patterns

The production of high concentration of toxic metabolites
or the use of a nutrient that would bypass selection
pressures will prevent a cell from being used in the
production process.

CULTURE MEDIA

The culture medium is one of the cornerstones of a
biotechnology process. It is also a component over which it
is difficult to maintain control because the materials used
to make the medium are often sourced by a third party



from a limited number of sources. An ideal solution is to
source and produce medium components in house, but this
can be a very expensive option. A workable alternative
is to develop partnerships with the commercial medium
supplier of your choice and ensure that the medium
is produced to a mutually agreed standard and that
ingredients used in the production of media are obtained
from appropriate sources.

The role of cell culture medium is to feed cells and main-
tain a suitable osmotic environment and help to maintain
pH. A further role may be to provide an external source
of nutrients that do not appear to be utilized in any gross
way but are essential to cultured cell growth because they
provide an environment that is similar to the cells natu-
ral environment. Most media are developed for use in a
noncontrolled environment, and the same media are used
in tissue culture flats, roller bottles, shake flasks, and
fermenters, and commercially available media are usually
capable of supporting the growth of a range of cells. Stan-
dard catalogue media can be used as part of a commercial
production process, which removes the need to develop
specific formulations for each process. However, the media
may not be optimal for growth or product formation, and
development of the culture medium may increase the pro-
ductivity and reproducibility of the process. Medium can
be a major source of contaminants that have to be removed
downstream, and so the simpler the medium is, the easier
the burden on downstream processing.

Formulating appropriate media is an essential part of
process development and can affect the success of a product
by increasing yield but also by helping to control raw
materials costs and risks to the process and product caused
by medium components. Decisions made when licensing a
product today will stay with a biotechnology product for
many years, and decisions on the composition and risk
associated with the medium will have to be supported in
an ever-changing regulatory environment.

Sterilization

Cell culture medium contains labile components and must
normally be sterilized by filtration. Therefore the chance
of transferring virus or other contaminating materials
into the culture is much more significant than in a process
where the medium is heat sterilised in situ. It is important
to keep the number of components that can place the
process at risk to a minimum. Figure 4 shows some of the
medium components and environmental factors that could
compromise the product.

Serum

Many culture media contain serum because it provides
a range of nutrients and growth factors that include
hormones such as insulin, transferrin for iron transport,
attachment factors such as fibronectin, and serum
albumin, which acts as a carrier for any compounds
including lipids. Serum also helps to protect cells from
the damaging effects of bubble burst during suspension
culture. This complex cocktail of ingredients has to be
removed from the cell product during purification. Some
cell lines can survive and prosper in the absence of

serum, but others need growth factors that are normally
supplied by the serum. Serum independence can be aided
by engineering the gene for producing the essential growth
factor into the producer cell line. The addition of Pluronic
F68 has been demonstrated to protect cells from bubble
burst damage (27,28).

Medium Formulations

As the medium must support cell growth and product for-
mation and the two functions may have different nutrient
requirements, a production process may require different
medium formulations. The production formulation may
also be modified to aid in the downstream processing of
the product by removing components that are needed for
prolonged active growth but can be left out for the dead
end production phase.

pH Buffering

Basic growth and production media will have a complex
range of components that help to buffer the pH of
the media and feed the cells in the culture. Most
mammalian cell formulations are designed to be used
in small-scale culture vessels such as tissue culture
flasks, roller bottles, and shake flasks. They need to
compensate for the change in pH caused by cellular
metabolism. Lactic acid and carbon dioxide are both
produced as a result of glucose metabolism, and pH
buffering systems have been developed to maintain the
pH of media at acceptable ranges in these systems. It
should be remembered that carbon dioxide can have a
significant effect on cell cultures (29,30). The use of an
overlay of carbon dioxide containing air (3-10%) is also
used to prevent the pH of medium from dropping too far
during the early stages of the culture. Buffers such as
(N- [2-Hydroxyethyl] piperazine-AT [2-ethanesulfonic acid])
(HEPES), and (3-[iV-morpholino]propanesulfonic acid)
(MOPS) are used in some cell culture formulations but
should be avoided where possible in formulations intended
for large-scale use, as they are expensive.

Some medium components may be used out of habit and
because they make small-scale culture easier to monitor.
It is common practice to add phenol red to culture media
because it acts as a pH indicator. A red culture is in
a suitable pH range; a yellow culture is too acidic; and
a purplered culture is too alkaline. Large-scale culture
systems control pH by using pH probes to monitor the pH
of the medium, and the role of phenol red in monitoring the
pH can be useful as a check but is functionally redundant.
The control system uses the addition of weak acids and
bases such as CO2 and sodium carbonate to control the pH
and to compensate for the effect of sparging of the cultures
with air, which will strip CO2 from the medium and drive
the pH of the medium down.

Osmolality and Feed Media

The sensitivity of animal cells to osmotic shock dictates
the osmolality of the culture medium and limits the
amounts of nutrient that can be added to any cell
culture medium (29-31). Medium development allows the
identification of essential nutrients that are utilized in the
culture and need to be replaced; hence the production



of minimal feedstock for fed batch processes. Feeding
nutrients can increase cell densities and increase the
concentration of product that is harvested in a batch.
Modifications can be made to media to facilitate fed
batch processes. These modifications involve making
concentrates of essential nutrients in a format that keeps
the components soluble and allows them to be autoclaved
or filter sterilized. It is also convenient if the concentrates
are stable for some weeks after production so that the
batches can be made and tested prior to use. When
fed batch processes are being developed, it is of great
importance to ensure that the osmolality of the medium
is balanced and the osmotic pressure at the end of the
process is not so high that it kills the cells.

Intellectual Property

The use of some approaches such as the use of
cyclodextrins (32) as lipid carriers to make defined culture
media may be restricted by patent coverage, and the
development of processes destined for commercial use
may be affected by this limitation. Proprietary media are
frequently protected as a trade secret by not disclosing the
composition of the media.

Supply and use of Media

Dried powdered medium and frozen concentrates are used
for large-scale cell culture; they are normally nonsterile
and are supplied with a low bioburden and endotoxin
content that should be specified and confirmed by the
manufacturer. Any materials that need to be added
directly to the vessel without further filtration must
be presterilized and in suitable containers and then
connected to the vessel using a sterile addition rig. The
bulk medium components are diluted in water and mixed
to ensure homogeneity and then filter sterilized into the
culture vessels. This is a point at which there is potential
for virus and mycoplasma contaminants to enter the
culture. Environmental control and product testing can
reduce the risk of contamination, but a small number of
mycoplasma or viruses may not be detected in preculture
assays. The medium will be produced and used within 4
hours, and the chances of any detection system picking
up contamination on time are limited. In addition, the
viral contaminants will not increase in number until they
come into contact with an animal cell. Membrane filters
are used to reduce the risk of bacterial and mycoplasma
contamination and will also reduce the viral load.

Properties of a Cell Culture Medium

An ideal culture medium should have properties as
discussed in the following.

Defined. A defined medium formulation is desirable
because is should allow rational medium design and
mass balances to be performed. This in turn should allow
optimization and design of media for specific purposes.

Free of Animal-Derived Products (Including Amino
Acids). It is possible to design animal cell culture media
that are free of animal-derived products. We use these

successfully for the production of monoclonal antibodies in
batch and fed batch processes up to the 8000-L scale.

The use of serum-free and protein-free media is an
immense advantage for process operation for the following
reasons:

• All the issues surrounding the supply of serum
(virus contamination, TSE contamination, predicting
requirements, audit trails, variability of growth, total
quantity of serum available) are no longer of concern.

• Downstream processing is easier. The background
protein levels in the harvest are much lower than in
a serum-containing harvest.

• Copurification of transferrin or antibodies with the
product is not an issue if serum and additional protein
are not present.

• Growth and productivity should be more consistent
than in a serum-containing system.

• Protein-free medium formulations are less likely
to cause foaming problems than protein-containing
formulations. This is particularly important in
animal cell products where the use of antifoam is
less common than in bacterial culture.

Available in Adequate Quantities and the Medium Eco-
nomically Viable. It is essential that medium components
are available in sufficient quantities to meet demand and
that these components are all of high enough quality to be
used in a biotech process. This issue is providing enormous
challenges to companies that have developed serum-based
fermentation processes and depend on serum from a lim-
ited range of suppliers. Where possible at least two sources
of supply and manufacture should be identified. The logis-
tics and economics of medium production and supply will
help to determine the commercial viability of a process.

CULTURE MEDIA AND CELL LINE DEVELOPMENT

The production medium should be used in cell line
development and any requirements for modification
identified at an early stage. We have found that even
though we have generic processes that will enable us to
grow cells and make product, the specific requirements for
cell growth and product formation may vary from clone to
clone. New variations will be needed to allow growth of
cells or to remove components that are not essential for
some clones. This may reflect the effect of integration of
the therapeutic construct at different sites in the host cell
genome.

Handling of Cell Lines

There are two concerns when handling cell lines: operator
safety and cell line integrity. Most cell culture lines are
innocuous, but care must be exercised when selecting
immortalized human lines, as there may be the potential
to produce infective virus from a cell line immortalized
by EBV. Human cell lines may also be excellent hosts
for human viruses; the risk to human health caused by
exposure to cell cultures that are accidentally infected
with human pathogens is always a factor that needs to
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be considered when designing processes and conducting
risk assessments. The risk of infection with hardy viruses
such as parvovirus is real, but there are few reported
occurrences of environmental contamination, and the
infecting virus would need to be able to infect the cells
in culture in order to do any damage to the cell culture.
There are two possible reasons for this lack of evidence:
The contaminations may be rare, or the infections have
not been recognized. Environmental control, pest control,
strict control of the health of operators, and restrictions
on the movement of staff between facilities help to
maintain culture security. Quarantine areas are essential
for the successful handling and segregation of cell lines.
Whenever a cell line is received, it should be kept in a
segregated area until basic sterility and purity testing has
been carried out. The degree of control exerted on a cell line
will depend on the final destination of the cell. Material
that is used for experimentation should go into a dead end
system to ensure that the cell material will not become
confused with cell bank material. The environment and
raw materials used to make and store a cell bank for use
in production will be tightly controlled and run to cGMP.
Clear labeling of tissue cultures and the segregation of
cell lines by providing separate facilities for each cell
line or separating cultures temporally should avoid any
cross-contamination problems.

PROCESS DEVELOPMENT

The aim of process development is to enable a laboratory-
scale operation to be converted to a production-scale
process. In a pharmaceutical process development envi-
ronment, the major issues of producing toxicology and
early-phase development material need to be addressed
as part of the process development program. Negative
results from any of the trials will be enough to stop fur-
ther development of that particular product. It is vital
to reach these decision points early and avoid diverting
resources from promising products to a product that is not
going to progress. There is a considerable advantage in
developing each process to have the same overall shape
so that resource is not wasted and the lessons learned by
early-stage development programs continue to have value
to other programs.

By adopting a generic approach to development the core
resources of a group can be used effectively. A decision to
use cell lines in suspension culture will rule out the need
to develop technology for microcarrier, hollow-fiber, and
other nonstandard technologies. A decision to use cell
lines that will grow in serum-free medium will remove the
burden of serum testing and sourcing. However, generic
approaches must not be developed at the expense of
flexibility or appropriates, and new products and cell lines
may require a fresh approach.

Regulatory requirements for cell bank production and
testing and the production of clinical trial material
provide a natural framework for a generic approach
to development. The process for developing and testing
animal cell products and bacterial products is similar in
outline, and the same concerns are apparent in each type
of product.

Generic Process Development

Where possible we use a generic approach to production
and development. The use of a limited number of host cells
for genetic engineering makes the development of a generic
process easy and effective. Every new clone and product
builds up a matrix of information about the variations that
will be seen between different engineered versions of the
same cell line. A cell culture medium developed for one
clone has a high chance of working effectively for another
clone with only minor adjustments to the formulation. The
cell lines will be produced using a well-understood cell line
for which optimal cloning conditions have already been
defined. This aids in the cloning and selection procedure
because the number of surprises that the cell line can
produce has been limited as much as possible. Whie the cell
line is under development initial assessments of growth
and productivity is carried out using the existing cell
lines. Material from this work is passed on to the groups
developing the assay and downstream processes. High
turnover assays that give reliable results are essential
to developing and operating a process. A product will
frequently arrive with an assay that has been used in a
research environment. This will need to be developed to
enable its use in automated equipment and converted to a
form that can be run as a validated assay in the production
campaigns. Additional methods for activity and structure
will also need to be developed.

The new product will be tested against a scaled-down
version of the generic DSP, and the changes in the process
can then be tested. Different proteins will have different
sizes, charges, and solubilities that will influence DSP. The
primary separation stage may include a product-specific
ligand, and the medium must be tested to ensure that it
does not interfere with this or subsequent stages. It is
not unusual to identify changes in buffer composition that
need to be made at this stage. The presence of polymers
and lipids can have significant effects on ultrafiltration
steps. As the cell line development progresses, the cell line
used in the process development work will be changed,
and the effects of these changes on the DSP will need to
be checked.

The initial process development centers on selecting
a high-yielding medium and growth regime for the cells
and investigating production kinetics. This work can be
performed in shake flasks, the use of fermenters will
initially be limited to checking that the cells would grow
in the fermentation environment, establishing baseline
growth kinetics, and providing material for other groups.
Once the baseline data are established, some initial work
on the effects of control variables should be performed.

The initial work should provide estimates of the
following data:

• Subculture regime
• Seeding density
• Final cell density
• Glucose utilization
• Lactate production
• Glutamine utilization
• Glutamate utilization



• Product titer
• Cell doubling time
• Stability of productivity and growth
• Production kinetics
• Baseline fermenter growth data

The next stage involves gathering more information
about the control variables needed to optimize the growth
and productivity of the cell line. There may also be a
requirement to make material for toxicology and early-
phase clinical trials, and the understanding of the process
must be sufficient to allow the production to be achieved.
A good understanding of the effects of control variables
and the identification of critical parameters can be
achieved using a set of matched fermenters in statistically
designed experiments. The final stage will involve the
validation of the process and using the working cell bank
(WCB) derived cells to make material for phase III and
beyond.

Timing. The time scales for large-scale mammalian cell
culture are long in comparison to microbial cultures. It
takes approximately 50 days to reach full production scale
from cell revival. The implication of this is that stability
studies that may only look at 150 population doublings
may take 100-200 days to perform. Several stages of the
development process will have to be performed in parallel
to progress an animal-cell-based process in a realistic
time. The cell line used for early-phase development and
initial trials may not be the line that is used to produce
phase III material. The ability to define products as well-
characterized proteins has given much greater flexibility
to the development process.

Cell Line Qualification. Once a cell bank has been made,
the cells will be revived and tested to ensure that they are
still exhibiting the properties they showed prior to making
the cell bank and are still capable of stable growth and
production.

Culture Methods. Appropriate cell culture methods
should be chosen for the production of immunomodulators.
The methods used can be divided into hardware options
and process options, and these in turn are influenced by
the cell type and productivity. Suspension culture is the
most common method because it is easily scaled up and is
simple to operate. The use of suspension cells is described
here. Techniques for growing attachment-dependent cell
lines can be found in the article on cell products—viral
gene therapy vectors.

Culture methods vary depending on the scale and
degree of control expected from a process. There are a
huge number of variations on the small number of basic of
methods available for growing cells and making proteins.
Many strange and novel devices have been suggested as
the ideal vehicles for animal cell culture, but the options
for viable production processes are small and limited by
scale issues.

It is unlikely that the choice of culture methods
used to make a product will be unconstrained. The
existence of plant and development equipment will drive

different groups towards developing processes that fit their
existing process shapes. The scale of production and the
relative costs of different approaches to production are
also relevant, and the larger the production scale, the
freer the options for production. The choice of culture
method for cell culture products has been dominated by
concerns about cell damage caused by culture equipment.
Various devices were advocated as answers to shear
sensitivity. These included low-shear agitation systems,
bubble-free gas transfer devices, segregated systems
such as hollow fibers, fixed-bed systems, and fluidized
beds. It is well known that shear sensitivity does
exist and that animal cells are rather less tolerant of
high shear than microbial cells, but it is irrelevant
in our normal culture systems. We have determined
that the oxygen requirements for animal cell cultures
are relatively low and that most of the products that
we are interested in are capable of being made by
suspension cell cultures up to our maximum vessel
capacity (8000 L).

Large volumes of culture are required to make
commercial volumes of most immune regulators. This has
significant implications for the whole process development
area.

Factors in Choosing Culture Systems. A range of factors
must be considered when choosing a cell culture system
and include the following:

• Cell type and product yield
• Projected requirements
• Appropriateness
• Complexity
• Cost
• Capacity
• Scalability
• Consistency
• Operability
• Product quality
• Monitoring
• Control
• Support

Small-scale culture can be performed in a number of
ways. Tissue culture, spinner culture, and shake flasks
can all be used for small-scale culture of these cells.
These processes may be sufficient for production of small
quantities of material. Cells can be revived directly
into shake flask or spinner culture as the first part of
a scaleup process. Commercially available bioreactors
can be used for the scaleup, and there are a number
of types available. Some of the commercially available
fermenter designs are discussed below. Purchasing and
specification of a culture system can be a complex
task, and there are some issues that are high priority
when selecting equipment. Compliance with computer
validation guidelines is essential for equipment with
software-based control and monitoring systems. A cGMP-
compliant system will always be more expensive than



a noncompliant system because of the documentation
that has to be provided with the controller. Mechanically
the culture vessel needs to comply with appropriate
engineering standards and must also be cleanable, be
sterilizable, and allow sterile connections to be made to the
vessel. The method used depends on scale, and at larger
scale, the preference is to make connections through hard
piping or by using steamable connectors.

Stirred Tank. The simplest way to control the temper-
ature, pH, and DOT of a culture is to use a stirred tank.
Animal cell cultures are relatively easy to control. An agi-
tation system mixes the culture medium and keeps the
cells in suspension, a gas line is used to blow air into
the culture medium on demand, and the agitator can help
the mass transfer by breaking up gas bubbles. Sodium
carbonate solution and carbon dioxide gas are used as pH
control agents in animal cell cultures and can be added to
the vessel on demand. Compared to bacterial fermenters,
the mixing times in these vessels is very slow. The worst-
case mixing time for the 8000-L vessels is approximately
2 min. We have demonstrated that the distribution of pH
control agents and any other additives to the surface of
the culture liquid will be dispersed slowly, but because
of the slow growth of the cells, their relatively low den-
sity and the use of weak acids and bases for pH control
enable tight environmental control to be achieved in these
vessels.

The control of the system is as simple or as complicated
as the control equipment used with the vessel. At
GlaxoWellcome stirred tank reactors are the preferred
method for the production of commercial quantities of
proteins. The reasons for this preference are outlined
below:

• They work reliably.
• The vessels are relatively short and the maximum

aspect ratio during operation is 1.3 : 1 .
• We can scale from 1 to 8000 L.
• We can use an 8000-L vessel at culture volumes of

2000 to 8000 L.
• Namalwa, CHO, and NSO cells all grow well in these

systems.
• Processes such as fed batch that result in changes in

liquid level do not cause any difficulties to the vessel
operation.

• Magnetically coupled agitation systems are used at
all scales, and the risk of contamination through
mechanical seals on the agitation system is elimi-
nated.

• Factors influencing oxygen transfer and mixing are
well understood, and we have confidence that the
system is robust enough to continue providing high
cell growth for many years.

Recent improvements in fermenter design have
improved oxygen transfer sufficiently for us not to need
oxygen-enriched air to feed our fed batch cultures (33). A
major factor in achieving this improvement was the design
of an improved agitation system that still retained the

advantages of magnetic couplings but enabled us to use a
larger-diameter high-shear impellers than was previously
possible.

Airlift Fermenter. The principle of the airlift fermenter
is elegant and attractive. A column of liquid is made
lighter than the surrounding liquid (by mixing it with
air bubbles), and the difference in density combined with
the transfer of momentum from the inlet gas drives the
circulation of liquid around the fermenter (34,35).

Airlift fermenters were initially developed for use with
animal cells when it was believed that the use of stirred
tanks for culturing animal cells could be difficult because
the shear fields around the vessel impellers would damage
the cells in culture. The design of the fermenter vessel is
mechanically simpler than the stirred tank, but to ensure
consistent agitation there needs to be a constant flow of
air throughout the system. This needs to be balanced to
allow a fixed dissolved oxygen tension to be achieved and
prevent stripping of carbon dioxide in the early stages
of the fermentation. Airlift fermenters work at a fixed
volume, and even small changes in volume can reduce the
efficiency of the liquid circulation in the vessel. Because
the flow of liquid around the fermenter is driven by density
differences and will be affected by the friction between the
liquid and internal components of the vessel, the minimum
operating volume for an airlift vessel is approximately
5 L. Mixing of reagents in an airlift fermenter is a complex
process with four different hydrodynamie zones existing in
these fermenters. A turbulent, well-mixed, disengagement
zone at the top of the vessel allows the air to separate from
the culture medium. The downcomer should be mostly gas
free to give the maximum differential density between the
two sides of the circulation system. The bottom zone is
the area where gas and liquid mix and the flow changes
direction. This is a well-mixed area. A mixture of gas
and liquid flows up the draught tube, and there is little
mixing in this volume. To prevent material being held
in any part of the airlift system the fermenter should be
designed to allow a constant volumetric flow rate through
all parts of the system. Measuring instruments must be
carefully sited and the proportional, integral, derivative
control (PID) loops tuned to allow for the pulsing effect
as slugs of pH control agent circulate around the system.
Lonza uses airlift fermenters for the culture of cells and
production of some commercial products.

Hollow Fiber. Hollow fibers are widely used for the
small-scale production of materials from animal cells,
including cytokines or antibodies (36). When used with a
stable cell line the hollow-fiber system is excellent for the
production of small amounts of antibody over long periods.
The systems are not scaleable, and the consumable costs
increase rapidly if the systems are used for short runs,
as new cartridges need to be used for every run. The cell
concentration in hollow-fiber systems can become high
(>108 cell, 1 mL), and the environment that the cells
are exposed to will vary depending on the position of
the cell in the concentrated cell mass. This means that
the system is not well controlled and the culture is not
homogeneous.



Other Immobilization Methods. Cells can be immobilized
in a range of systems, which will allow them to be
maintained in a state of growth and production. The cells
do not need to be adherent as physical entrapment can be
used. Although these approaches are novel, it is difficult to
see what advantage they may offer in scaleability, product
handling, or process operation for cell lines that constitu-
tively produce high concentrations of immunomodulators.
The ability to achieve total medium exchange by draining
the system and refilling with fresh media may be useful
in situations where a serum-containing growth medium
needs to be replaced with a serum-free production medium
and when high cell densities are required to make a usable
amount of product.

Process Operations. The choice of method used for cell
products is frequently batch or fed batch because of the
relative simplicity of operation and the ability to run these
processes in a standard design of bioreactor. A number
of approaches can be used to modify the operation of the
cultures to enhance productivity and optimize the process.

MODIFY PHYSICAL CONDITIONS

The most common approach to increasing productivity
is to divide the process into more than one stage and
to maximise the different stages for either cell growth
or product formation. Changing the pH temperature and
dissolved oxygen tension have all been shown to affect
growth and productivity. The more complex the process,
the more options exist for modifying the conditions, as
can be seen with the Wellferon process, where a number
of factors affect Wellferon production and the effect
of temperature on the production phase is significant,
with greatly reduced temperatures (28 0C for example)
producing an improvement in titer (37).

Medium Development Improved cell culture media,
which support the growth of higher cell concentrations
and consequently allow the batch to run longer, can be
used to increase the product titer obtained from a culture.

Production Enhancers. The use of sodium butyrate has
been shown to increase protein production from some cell
lines and is an essential part of the Wellferon process
where it is added at high concentrations to restrict
cell growth and enhance interferon production (2,38).
Sodium butyrate action is cell line specific and affects
the methylation of DNA, and the use of low levels of
sodium butyrate (0.075 mM) have been shown to act on
the production of antibody from NSO cells by improving the
stability of antibody production and recovering antibody
production from cell lines that had lost their ability to
make antibody (39). At the molecular level the effects of
sodium butyrate on antibody production can be seen in an
increase of mRNA within the cultured cells.

In some cases the production of interferon can be
increased by manipulating the time and level of exposure
to the Sendai virus (40).

Fed Batch. Fed batch is a classic method for increasing
product concentration and has been demonstrated to
work well. Operation of a fed batch process requires a
concentrated medium formulation that contains all the

essential medium components required for continued cell
growth and protein production. The factors that determine
the success of an animal cell based fed batch process are:

1. Production of a usable medium concentrate. In
animal cell processes the cells in a fed batch culture
require a complex mix of feeds materials, unlike
microbial fed batch processes, where a single carbon
or nitrogen source may be added to enhance biomass
production or product formation. Many cell culture
medium components are sparingly soluble, and the
formulation of feed concentrates is limited by their
solubilities.

2. Osmolality. Osmolality is essential in the design
of such feeds, and nonessential components that
increase osmolality should be removed to limit the
increase in osmolality that occurs as a result of
feeding and will eventually cause cell death.

3. Mixing. Care must be taken to ensure that vessels
are adequately mixed to prevent the differences in
pH and osmolality between feed medium and bulk
culture from damaging the cells.

4. Medium sterilization. The simplest method of using
a feed medium is to develop a medium formula-
tion that is stable and can be filter sterilized several
weeks or months prior to use. Addition to the culture
vessel should then be made through a second filtra-
tion train to protect the integrity of the culture. The
medium used as a feed must be capable of being steri-
lized, and filter sterilization is the favored method
because of the instability of some cell culture medium
components. Some components may be capable of
being heat sterilized, and others may be filter steri-
lized and some may be supplied presterilized. Preci-
pitation of components in the medium will make
filter sterilization impossible even though the pre-
cipitate may redissolve and allow good cell growth.

However, the process may not work well with products
that are naturally produced by the cell and are controlled
by feedback loops. Fed batch and can work in two ways:

• The concentration of product is increased because the
cell concentration per unit volume is increased and
the high cell concentration results in higher titers
of product. More cells make more product for longer
than in conventional batch process.

• Cells are grown to the production scale as quickly as
possible and then the culture is fed with materials.
Such as glucose and amino acids. The materials are
fed as concentrates and may be fed semi continuously
as bolus feeds or fed continuously to control the cell
growth rate. This will be used to increase productivity.

Changing culture methods and culture components may
affect the structure and glycosylation of the product. The
effects of changes need to be tested and assessed to ensure
the product quality is maintained. In the case of a product
like Wellferon the subtype composition of the interferon is
tested for the presence of all the subtypes and to ensure
that extra molecules are not produced. In addition, the



individual subtypes are compared and the proportion of
product that is present as each subtype is tested for
compliance with the standard composition. The quality
and quantity of antibodies is easier to test, as the antibody
is produced from a single gene and the number of different
glycoforms is limited. The protein still needs to conform to
a reference standard that will be used to monitor changes
in the product over time. Simple fed batch can be operated
as in two ways: Grow cell up to the highest concentration
using the addition of medium concentrates as discrete
bolus feeds or on a constantly increasing rate.

Batch and fed batch are not always suitable for making
product, and in these cases perfusion methods may be
used. Perfusion is the constant addition and removal of
material from a culture system and can be performed in
a number of ways depending on the cell culture system.
Perfusion works most effectively with an immobilized cell
system that will not show extensive cell death at high cell
densities but can also be used with suspension cells. The
requirements for a perfusion system are more complex
than for the simple batch and fed batch processes, and
medium needs to be added to and removed from the culture
medium held in the vessel on a continual basis once the
cells have grown to a level at which the perfusion process is
started. In addition, there has to be a method of retaining
most of the cells in the system while allowing the outflow
of spart medium. A consequence of using perfusion is that
the culture vessel may be quite small but the medium hold
and harvest vessels may be many times larger than the
culture vessel. The use of membrane filters has allowed
high-molecular-weight medium components and products
of large molecular weight to be retained within the culture
system while removing spent medium. Perfusion systems
can also be used to make labile molecules because the
constant flow of medium out of a perfusion reactor to a
chilled harvest vessel can enhance the recovery of active
material. In other cases the growth of cells may be slow
and the maintenance of cell viability and productivity is
most effectively achieved using perfusion. The advantages
of perfusion are that it allows a constant removal of
product from the culture vessel and can also feed fresh
growth media into the system. This will result in high
cell densities in the culture vessel while removing toxic
metabolites and potentially inhibitory products. Typical
separation devices used in perfusion systems would be
spin filters and microfiltration devices (41). Apart from
the complexity of some perfusion devices, defining a batch
is the only other issue which needs to be determined. This
promoter is normally set on are basis of the scale of the
unit operations in the downstream processing.

Process Control and Optimization

When we develop a process, we look at two types of
variables, control variables and response variables. A
control variable is a value such as a set point or inoculum
density that can be controlled, and the response variable
is an output from the system that can be measured and
will change as a result of changing a control variable.

Animal cell cultures do not grow quickly and only
achieve low biomasses in culture; so they change
their environment slowly. Therefore, the control agents

and techniques used to maintain control variables are
relatively gentle. We only need weak acids and bases
to control pH; the temperature control of the system
is achieved using very little heating or cooling, and the
agitation and sparging conditions are relatively gentle.

The response of the culture to different control variables
may not be symmetrical. Temperature is one example;
high temperatures may kill cells, while a low temperature
may simply reduce the cell growth rate. The use of
statistically designed experiments can highlight which
control variables are important and also identify the
optimum levels for each factor. Typical values for a fast
growth rate and high viability for animal cell cultures
would be:

• Temperature: 37 0C
• pH 7.2
• Dissolved oxygen tension (DOT): 10-30%
• Viability >90%

The effect of changes in control variables will be judged
in different ways depending on the part of the process that
is being investigated. Optimization of growth conditions
will be judged on cell growth and product titer for cell lines
that continually produce proteins but on cell growth and
titer at induction for inducible systems. Many cell lines
have a wide optimum for DOT. The role of the fermenter
is to enable the cells to do whatever the process requires
(grow and produce material for harvest). Of all the culture
parameters that have been investigated, the supply of
oxygen to the culture is the most critical.

Oxygen Control. Oxygen is sparingly soluble in water
(~6 ppm), and its solubility decreases with increasing
temperature. If a culture vessel does not have enough
oxygen transfer capacity, the cells grown in the vessel will
become anoxic and die. The transfer of oxygen to the cells
is achieved by allowing oxygen to diffuse from a gaseous
phase into the liquid phase. The rate at which the gas is
transferred to the cell culture medium is influenced by the
following factors:

• The driving force — the difference in concentration
between the gas and liquid phases, which is a function
several factors and strongly affected by the metabolic
rate of the cells and cell density

• The partial pressure of oxygen in the supply stream
• The surface area available for mass transfer
• The gas-liquid contact time
• Liquid side resistance to gas transfer

The methods used to achieve gas transfer attack these
issues from different angles:

• Stirred tank reactors with high shear impellers
can reduce bubble size and increase the interfacial
surface area by shearing larger bubbles to create
smaller stable bubbles.

• In smaller vessels the tip speed of the impeller may
never be high enough to cause bubble breakage,



and increased gas flow rates are needed to produce
increases in oxygen transfer rate.

• Bubble columns and airlift reactors rely on contact
time and hydrostatic head to enhance oxygen
transfer. Any system can use oxygen-enriched air
or top pressure to enhance oxygen transfer, but
great care must be taken not to interfere with feed
and pH control inlets, especially if flexible tubing is
used.

• Producing a small bubble using microsparging or
reducing the orifice size in a ring sparger will
not necessarily reduce bubble size because the
surface tension of the medium and the gas flow
rate have a strong effect on bubble size. In many
media small bubbles will coalesce to form large
bubbles, and channeling tends to occur in sintered
spargers.

Mechanical methods of gas dispersion are a safe and well-
tried way of increasing oxygen transfer, and a combination
of increasing agitator speed and higher gas flow rates
is used for microbial systems. The limitation on oxygen
transfer in animal cell culture is not the inability to provide
enough oxygen—the technology is well established—but
the ability to provide the oxygen without damaging cells.
Most small-scale cell cultures that are performed in
fermenters use a short, wide culture vessel to allow for
some gas transfer from the headspace, and the agitation
system usually includes some sort of low-shear impeller.
Animal cells lack a rigid cell wall and are less resistant
to shear stress than bacterial or fungal cells, and because
of the concern about cell damage, there is a tendency to
be conservative when designing cell culture vessels. There
have been a large number of devices that are designed
to reduce the shear rate that animal cells are exposed to
during culture. There has also been considerable debate
about bubble burst and the subsequent cell disruption
that this can cause (42). These concerns are real, but
cells are regularly grown in large culture systems without
significant detectable damage being caused to the cells.
There are indications that the cells used in suspension
culture may be less sensitive to agitation and bubble
burst effects because the development process either
selects shear-resistant cells or cells that adapt to growth
conditions by strengthening their membranes. It must
not be forgotten that cells in their natural environment
are constantly undergoing deformation in one of several
directions, and local shear forces in the cardiovascular
system are significant. The information that we have is
limited to a fairly low number of cell lines, including
Namalwa, CHO, and NSO, and cell type may play a
significant role is shear sensitivity. Animal cell culture can
be performed in a variety of vessels and configurations,
but the simplest method is to use a stirred tank reactor
in either batch or fed batch mode. There has been a
lot of concern in the past about the importance of shear
stress in the culture of animal cells. However, the oxygen
demand of animal cell cultures is much less than that seen
in microbial cultures; therefore, the power input needed
to achieve dissolved oxygen control is relatively low,
with typical values of 11 to 30 W/m3 for 8000-L cultures

compared to 100 times that value for bacterial cultures.
When designing a process it would be safe to assume that
there is not a cell culture that is likely to use more than
12 mg/o2 1011 cells/min (43) which gives a range of target
Kia values ranging from about 1.5 to 15/h. We have found
that for large-scale cultures normal cell densities requiring
/fiaS of 3-4/h can be supplied by a simple Rushton turbine
and point sparger combination (33). In fed batch culture
the use of oxygen-enriched air is sometimes necessary.
We have never resorted to using exotic sparger or impeller
designs to prevent shear damage. Although there are some
scale-related differences, we have confidence that a process
that will work in a 1-L commercial vessel will also work
in an 8000-L vessel with a minimum of development effort
even though the oxygen transfer is dominated by gas
flow rate at the 1-L scale and stirrer speed and gas flow
rate at the larger scale. This vessel design works equally
well with serum-containing and serum- and protein-free
medium.

Contamination was a major concern when the ves-
sels were first conceived and designed in the late 1960s.
Therefore, the agitation system was designed using mag-
netic couplings, which eliminate the need for mechanical
seals around the impeller shafts. The torque transmission
of the system is limited, which places upper limits on the
agitation speed and impeller diameter of the existing sys-
tem but does not present a major problem with our batch
process.

The limits of the system are governed by the cell
concentration in the fermenter and the oxygen utilization
rate of the cells. Namalwa cells can easily achieve cell
densities of 5 x 106 cell/mL in normal culture. Genetically
engineered cell lines will achieve about 2 x 106 cells/mL
in a normal culture. The potential of the culture system to
provide oxygen is much higher than that (33).

PRODUCT CONCENTRATION AND PRODUCT RECOVERY

As a general principle product recovery is easier when
high concentrations of material are present in the harvest.
Mammalian cell cultures do not produce high product
concentrations, but there are many advantages to using
the mammalian approach. Glycosylated, folded, processed
protein can be produced and exported into the cell culture
medium and in many cases will be stable until the
harvest. With animal cell culture most of the product
is secreted into the culture medium and the primary
recovery stage can involve physical separation of the
dilute product form the cells that produce it. Removal
of intact cells by centrifugation or filtration removes a
large proportion of protein RNA and DNA. The production
of high concentrations of product needs to be balanced
against the potential difficulties provided by increased cell
lysis.

PROCESS MONITORING

Production processes may run for several years, and over
that time the biological, physical, or control elements



of the system may change. This is a particular issue
with products that are made on a campaign basis. For
example, the source of medium components may change
or components such as pH probes may be sourced from a
different manufacturer. Long-term data monitoring needs
to be carried out to check that the production system is
working and to highlight any changes in the performance
of the processes. This may involve plotting data and
manually scanning it to look for trends or using techniques
such as control charting to monitor the progress of a whole
production system.

Control charting is suited to processes that run for
long periods. Short campaigns are less suited to this
approach, as 20 to 30 harvests may be needed to give
a good baseline.

Safety Issues

Safety of biotechnology products is assured by the use
of well-characterized, monitored processes and confirmed
by the extensive testing of materials at several stages
of the production process. TSE contamination, virus
contamination, residual DNA, endotoxin levels, and
sterility of the product are all concerns.

Production of Seed Cultures for the Production Vessels

There are two approaches to biotechnology production: one
vial one batch and one vial many batches. Both approaches
are valid, but the one-vial one-batch approach requires a
series of scaleup trains to ensure a regular provision of
cell to the production vessels. The approach that is best
suited to long-term high-throughput cultures is the one-
revival, many-batches approach. It makes more efficient
use of resources and allows a smaller scaleup train to
be operated. One advantage of the one-vial many-batches
approach is the reduction in the number of small-scale
operations that are performed. Activities such as cell
revival and routine tissue culture are more likely to result
in contamination than large-scale operations, where all the
system can be steam sterilized and engineering controls
maintain aseptic conditions.

Scheduling the revivals needed to run 7-10 batches
a week is a complicated process, and the segregation
of a number of cell revivals during scaleup requires a
significant resource commitment. Frequent revivals soon
deplete cell banks.

One revival one batch does not have to involve any more
complexity than the one-vial many-batch approach: Use
bigger vessels and perform fewer production runs. Rather
than harvest 10 vessels a week, a single 100,000-L vessel
could provide exactly the same harvest volume. There are
a number of reasons that large vessels (> 10,000 L) are
only rarely for animal cell culture. The most important
ones are:

• The capital implications of losing large batches and
the lack of experience of running large-scale animal
cell culture processes.

• Downstream processing often involves affinity pro-
cesses, and the gels used in these processes can be
expensive to make.

• If the harvest from a large vessel had to be processed
in one batch or within a short time scale, there would
be significant cost implications for the downstream
processing stages of the process.

OUTER LIMITS VALIDATION

Once a product has been defined and the process is nearly
finalized the outer limits of the process need to be validated
and tested to determine the stability of the process, the
effects of excursions from the control variables on product
quality and quantity. The WCB cell stock needs to be used
for this work. The process involves the changing of control
variables (e.g., pH, dissolved oxygen tension, temperature,
and stirrer speed) and measuring the effects on response
variables (cell concentration, viability, growth rate, glu-
cose utilization, product quantity, and quality). There are
a large number of combinations of factors to be considered,
and a statistical approach to determining the important
interactions will reduce the time and effort needed to
define the outer limits and identify the major factors.

PROCESS VALIDATION AND CONSISTENCY BATCHES

The final stage in the development process is the checking
of the full-scale process and confirmation that all stages
of the process can run consistently. This would typically
consist of demonstrating that the cell revivals, culture, and
purification sections could all run consistently for three
operations (subcultures, production runs, etc.). Acceptance
criteria that are based on the development campaigns and
outer limits validation are used to confirm that the process
is running as expected.

PRODUCT STABILITY

Product stability has implications throughout the produc-
tion process. Stability is essential for high-titer production
and survival of the product through the purification pro-
cess. The lag time between production and final product
release can be several months, and the stability of product
must be assured.

SUMMARY

The technology exists to allow the large-scale production
of immune regulators. The majority of immune regulators
can be made using animal cell culture to provide a pure
product with well-defined characteristics. The culture pro-
cess and the cell line chosen to make product determine
the quality of the product. Processes can be scaled up
and run at large volume using simple suspension cul-
ture processes. The control of cell lines and cloning and
selection of the lines is central to process development
and making a product. The development of serum-free
media helps to control the risk to the process from exter-
nal sources and makes the process more reproducible. The
future of immune regulation may lay in the in situ pro-
duction of immune regulators by gene therapy. This will
allow the targeting of the proteins to cell masses and cell
types where they are needed and hopefully reduce the side;
effects associated with the effects of systemic treatment.
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INTRODUCTION

Gene therapy is the use of a vector to transfer a gene
or group of genes to a cell where the nucleic acids will
have a beneficial effect on the patient either by being
expressed themselves or by affecting the expression of
other genes. Gene therapy is a rapidly expanding field that
will significantly improve the treatment of many disorders
by allowing the insertion of therapeutic genes directly into
cells. The genes may act in a variety of ways, and gene
therapy has the potential for treating tumors, infectious
diseases, and inherited disease. The aim of this article is to:

• Give some background on gene therapy to place vector
production techniques in context

• Outline general strategies for making vectors with
specific examples of equipment and techniques where
appropriate

WHAT IS A GENE THERAPY VECTOR?

A gene therapy vector can be:

• Naked nucleic acid
• Nucleic acid combined with other agents such as

lipids and proteins
• A modified virus containing therapeutic genes

Gene therapy vectors are varied, and a great deal of
effort is invested in designing the right combination of
components. Regardless of the different starting points,
the objective of gene therapies (the expression and action of
therapeutic genes in the patient) There are many common
features of these therapies. These common features are
outlined below.

Vector Core

The core of a gene therapy vector is nucleic acid (DNA
or RNA). This is the active component of the vector and
may be the only component in the case of plasmid DNA.
The construct has to have sufficient information to allow
the expression of the gene in a human cell. This will
include a promoter sequence (e.g., CMV, CEA). Strong,
nonspecific promoters may be used in vectors where there
is no concern about target tissue specificity. Where gene
expression should only occur in a particular tissue or when
tightly controlled gene expression is required, a tissue
specific promoter may be used to limit the site of action of
the gene or a switchable promoter may be used to allow
conditional operation of the gene. A nucleic acid sequence
that allows the target cell to produce an active product is
also required. In many cases a polyadenylation sequence
is also required to help gene expression. Selection markers
are used to help select transformed E. coli in which initial
molecular biology is performed. When vectors are produced
in mammalian cells, a second selection system may be used
to maintain the production of vector.

For safety reasons the vector should not be capable of
replication outside the producer cell system (unless the
vector is conditionally replication competent and can only
reproduce in specific target cells). Vectors are crippled by
removal of a gene sequence(s) essential for independent
replication, which is then supplied in trans by a producer
cell line. The greater the number of genes removed, the
lower the chance of producing a replication-competent
entity. Expression of viral genes in the host cell can lead
to cell damage, and toxic viral proteins may need to be
produced transiently in the production phase using an
induction technique.

The selection for producer cell lines is linked to their
ability to produce the complementary genes necessary for
viral replication. In at least one case the complementary
viral sequence Adenoviral E l genes also supplies the
selection pressure by allowing the host cell to replicate (1).

Vector Packaging

In its most basic form the vector core is a naked plasmid
that can be injected directly into a patient. Viral gene
therapy material is packaged during production in the cell.
At this point it takes on the characteristics of the parental
virus by exhibiting the receptors and antigens that will
give it a tropism for the targets of the parental virus.
Liposomes can be used to coat naked DNA to enhance
absorption and expression of the DNA. There is enormous
potential for the modification of nucleic acid packages
to change the specificity of the package to different cell
types. In addition, it may be possible to bypass immune
responses to viral vectors by using modified surface
antigens. There are three basic approaches to vector



production and delivery, which are production of virus
vectors, DNA plasmids, and facilitated delivery of DNA
plasmid (liposomes, etc.) (2). The majority of clinical trials
are being carried out with viral vectors, and this article
will deal with the production of viral vectors.

WHY USE GENE THERAPY?

There are a number of disorders that cannot be treated
successfully by traditional pharmaceutical products. The
area where gene therapy was first identified as being
useful was the inherited disease area where the potential
to replace defective gene function and repair a disorder at
the molecular level rather than treat the symptoms of the
disease was immensely attractive.

Gene therapy is an exciting area that is full of potential
and utilizes our rapidly advancing knowledge of biology,
the potential uses of gene therapy are varied. In some
disorders cell function is abnormal because of a mutated
gene, and gene therapy can be used to replace the
functional protein by transferring the ability to make
functional protein into target tissue. Many gene therapies
are targeted to specific cells and tissues either by delivery
method, vector choice, vector design (3), or tissue-specific
expression (4); in this way the defective gene function can
be replaced in appropriate tissue. Treatment of disorders
such as cancer can be achieved because highly active or
toxic proteins can be produced in situ by the patient's
own cells, and the effects of gene action can be highly
localized. Products that can be produced in situ include
ribosymes and proteins. Gene therapy is therefore an
attractive approach for the introduction of molecules like
cytokines, which are very active and may be toxic to
producer cell lines (5). As with many new biotechnologies,
the potential of these approaches is huge.

The challenge of the next few years is to try to meet
some of the expectations that have been raised by this
technology. Production of useable quantities of pure,
potent vector is only part of the battle. Gene therapy
agents are only useful if they can be delivered to the correct
target in sufficient quantities to cause a therapeutic effect,
and in the case of tumors this may only need to be a
small proportion of the target tissue (6). For disorders
such as cystic fibrosis that are caused by defective genes,
therapies will only succeed if the vectors can integrate
and give very long-term expression or can be used for
repeated dosing over a period of years. It is also essential
that the disorder is identified at an early stage to prevent
cumulative damage caused by lack of treatment in the first
few months of life.

GENE THERAPY TARGETS

Gene therapy products are being tested for their ability to
treat diseases in the following areas:

1. Metabolic disorders. Metabolic disorders may be
treated by replacement of an essential protein
necessary for the normal operation of the body. These
proteins include Cystic fibrosis transmembrane
regulator (CFTR) and factor VIII. Noncirculating

proteins such as CFTR must be expressed in a
group of target cells to be effective. The target
tissue may not be the normal site of action of the
gene; for instance, the expression of factor VIII in
skeletal muscle may be the best method of achieving
a long-term stable expression and concentration of
the product.

2. Cancer treatment. Several approaches have been
suggested for cancer treatment. Approaches that
do not require the infection of all the tumor cells
are likely to be effective. Therapies that have a dual
effect, for instance, cell death and a raised immune
response to the remaining cells, have the best chance
of success and include the following:

• Replacement of components of the immune system
to regulate the response to tumor cells (7)

• Suicide genes/enzyme prodrug treatment (8,9)

3. Vascular disease (4). Biological bypass therapies are
being investigated to bypass blocked arteries in the
limbs and heart using genes that allow the expression
of vascular endothelial growth factor (VEGF).

4. Arthritis (10). Local modification of inflammatory
responses. Gene therapy cannot be used to modify
the germ cells of patients because of the moral or
ethical issues surrounding the concept of genetically
"improving" humans and, in many countries, specific
legislation that forbids such developments. Many
gene therapy vectors can only be maintained and
expressed transiently, but the distribution of the
vectors within the body has still to be established
and the rate of clearance of vector checked to ensure
that the vector has been completely eliminated form
the patient. There is also a concern that random
integration of DNA into human chromosomes may
cause tumors.

Viral Gene Therapy Vectors

Viral vectors are a popular method of targeting gene
therapies because of the inherent properties of viruses.
Evolution has equipped viruses to invade and exploit
the biochemistry of cells. They have evolved a range of
strategies to allow survival. These range from rapid growth
and production of huge numbers of virus, resulting in the
destruction of the host cell, to long-term maintenance of
the viral genome in the host cell by integration of the
genome into the host DNA, as is seen in the retroviruses.
Viruses also vary in size, hardiness, and carrying capacity
for foreign nucleic acid. It is this range that makes viruses
so useful. In addition, the natural tropism of viruses for
particular tissues can be a great advantage in directing
therapies to target tissues. However, cells respond to viral
invasion by signalling to the immune system, and some
viruses are more easily recognized by the immune system
than others. The residual medium components and cell
debris that are also present in viral harvests can be
immunogens in their own right.

Successful use of viruses for gene therapy will require
strategies to overcome some significant problems. The
most significant of these are the immune response (11,12),



replication-competent virus (RCV) (13), access to the
correct tissue, and the need to grow the virus in animal
cell culture. By selecting the correct production system and
modifying vectors, many of these issues will be overcome.
The ideal gene therapy vector should be stable, easy
to make in large quantities, easy to purify, specific to
target cells, nonimmunogenic, and nontoxic, should allow
the appropriate expression of the therapeutic gene, and
should not produce RCV. Other factors governing the
acceptability of a vector are target disease, target cells,
length of expression, mode of action, stability, immune
response, mode of administration, ease of downstream
processing, required purity, integration of the genome
into target cells, and long-term patient risks.

Commonly Used Viral Gene Therapy Vectors. The two
vectors that account for more research than any others are
retrovirus and adenovirus. The work has been performed
by using variations on the themes of moloney murine
leukaemia virus (MoMULV) and Adenovirus type 5.
These two viruses illustrate the differences between the
production and use of viral vector:

• Retrovirus is a fragile virus that is produced
continuously in producer cell lines and is difficult
to produce in large quantities. Retrovirus is valued
for the potential for integration and expression and
relatively low immunogenicity.

• Adenovirus is produced by seeding cells with virus
and harvesting large quantities of virus after a
relatively short time. The chances of an immune
response to adenoviruses is larger than would occur
with retroviruses.

There is potential for any virus to be used as a gene therapy
vector. The limitations are the size of gene that can be
inserted into the viral package and the degree of safety
that can be built into the system. A further issue is public
perception of the vector. Several groups are interested in
using HIV as a basis for gene therapy vectors because
of the ability of the virus to infect and integrate into
nondividing cells. The consequences of reversion to wild
type or the production of a novel virus are not issues that
can be dismissed and are likely to continually reemerge.

Replication-Competent Virus. The ability of viral vectors
to recombine with other viruses or segments of viral
genome that may be integrated in the producer cell line or
in the patient is a major concern. The issues are:

• Production of novel viruses with wider host specificity
• Production of wild-type virus
• Transfer of the gene therapy gene to the general

population
• Tumor production
• Loss of product efficacy

The production of RCV will be minimized if the
opportunity for recombination between the vector and
other components necessary to make a wild-type virus are
reduced by limiting the overlap between complementary
genetic segments.

The risk of transferring the therapeutic gene to an RCV
is reduced by using a virus that cannot carry more than
its normal size genome. Therefore, when an adenoviral E l
segment is reattached to the rest of the viral genome, the
therapeutic gene that is inserted in the El position cannot
be packaged and used in an RCV.

PRODUCT QUALITY AND SAFETY

The pharmaceutical industry and the biotechnology
industry are both heavily regulated, and a number of
regulatory bodies can significantly affect the success of a
gene therapy product. Safety of the patient, environment,
and process workers must always be considered in the
development and operation of a process. There are also
many patents that may limit the options available for
constructing a new vector. The following points should be
kept in mind:

• It is not worth developing a sophisticated gene
therapy vector and production system if it cannot be
used because it will not be approved by the regulatory
authorities.

• It is also not worth developing a system based around
the intellectual property of another organization
unless the owners agree that the property can be
used.

Other agencies that may have an impact on the
success of a product are agriculture departments, agencies
concerned with the control of genetically modified
organisms, and agencies concerned with general safety.

Drug Regulators

Drug regulators have a duty to ensure that a product
that is licensed for use in their country is fit for use,
and this quite clearly sets the agenda for safety and
quality testing during drug development and production.
Different countries may require different information
about products, and the process for performing clinical
trials and marketing product varies from country to
country. The international committee on harmonization
(ICH) has produced guidelines that should ensure that the
procedures followed in developing processes and making
therapeutic product are acceptable to regulators in most
countries. When developing a gene therapy product keep
the following in mind:

• The primary concern with a pharmaceutical product
is safety, quality, and efficacy. Establish proof
of principle at an early stage and confirm the
mechanism of action of the vector. It is essential
to consider the whole package with a gene therapy
vector, and delivery systems are critical to the success
of the product. "Would you be happy for this product
to be used on yourself or your nearest and dearest
relative?" If not, why would an agency responsible
for protecting the population of a whole country
be willing to allow you to use the product in their
jurisdiction?



• Prepare for the regulatory authority that will deal
with trials and final product release.

• Do not assume that all regulatory bodies have the
same requirements or attitudes towards biotechnol-
ogy products.

• Be aware of the requirements for each market.
• Information gathered at an early stage of the

development cycle will be essential to final licensure
and product release.

As new gene therapy products are introduced, they tend
to be dealt with on a case-by-case basis, and it is advisable
to consult with the regulators at an early stage to ensure
that they are fully aware of what you plan to do. There are
published guidelines that are not only comprehensive but
also very easy to read and informative. Further informa-
tion on testing and quality issues is frequently available
from contract testing houses such as Covance (14) and Ql
Biotech (15). Your process starts with the cell line and
virus developed at what may be an early stage in develop-
ment. It is essential to keep an audit trail (data recorded
in retrievable files) for the production of the producer cell
line and records of medium and testing carried out at
this early stage. The main concern is that the cell line is
free of adventitious agents. Therefore, the serum used in
cell growth should be from an approved source and tested
for the presence of extraneous agents that could contami-
nate the cell line and hence the final product. Exhaustive
records of cell line history, medium sources, and testing
results are essential.

QUALITY

A concern with quality is essential to ensure meaningful
results can be obtained with any gene therapy vector pro-
duction system, and this concern starts in research. The
philosophy with any pharmaceutical product is that qual-
ity starts with the raw materials, the operational facility,
and appropriates trained personnel. This approach is par-
ticularly vital when dealing with biotech products such as
viral vectors, where a low-level contamination in thera-
peutic product could have an effect out of all proportion to
its quantity. Therefore, appropriate levels of testing must
be carried out on raw materials and product.

A production process can be considered to have
three components: raw materials, process equipment and
operating procedures. The other activities in a process
revolve around this core.

Raw Materials Supply and Testing

In this case the raw materials for a process include medium
components and the biological components. The comments
in this section assume that the materials will at some
time be used for clinical purposes but the comments are
equally valid for a non clinical purpose. Cell lines should
produce what they are supposed to, not a contaminating
virus.

Materials which will be used in a good manufacturing
practice (GMP) environment (including cell lines should be
supplied with a clear, well documented audit trail detailing

testing, medium batches and origin of raw materials.
Potential sources of contamination should be identified
and the suppliers audited to ensure that their production
methods and record system meet a standard that will
satisfy the licencing authorities. To confirm the quality of
the raw material appropriate testing should be carried out
to check that the material matches the specification in the
raw materials specification (RMS).

Medium Components

Viral gene therapy processes should be free of extraneous
virus. This includes endogenous retroviruses and RCV,
which may already be present in the culture or virus seed
stock. Cell and virus stocks are tested for the presence of
these contaminants, and they must be confirmed to be free
of contaminants before they are used for production. Cell
culture medium components are a major potential source
of viral contamination, as many of them must be filter
sterilized rather than autoclaved.

By their nature gene therapy products are not
amenable to downstream processing steps that will
remove or inactivate viruses or transmissible spongiform
encephalopathies (TSE). To build quality into the process
an active virus avoidance policy should be pursued. This
will have three components:

Testing strategies
Virus avoidance strategies
Virus barrier/inactivation strategies

Potential sources of virus contamination include
medium components of animal origin, contamination in
storage or during transit, and operator contamination.
Testing for contaminants must therefore take place at
an early stage in the development process. A strategy
of eliminating the source of contamination is always
preferable to testing. A test can determine whether
something (what you are looking for) is detectable or
not. There are two dangers: Very sensitive tests can detect
small quantities of noninfective material; less sensitive
tests may miss a low level of infective material. Because
they can replicate during culture, levels of virus below the
levels of detection can be amplified during cell culture. In
addition, the concern with TSEs limits the sources of any
animal-derived products to approved suppliers.

Wherever possible, the use of animal-derived products
should be avoided to reduce the risk of viral and TSE
infection of the culture. When animal products must
be used, the products should be sourced from suppliers
and countries that are acceptable to the regulatory
authorities. Audit trails for materials and validation data
for virus removal or destruction steps such as filtration
and irradiation are also essential.

Most gene therapy vectors will be injected into patients,
and the use of protein-containing material in the medium
should be as low as possible to reduce the risk of
immune response to foreign proteins. Re to viruses and
other encapsulated viruses take a proportion of the host
cell membrane with them, and any material that has been
absorbed into the cell membrane from the culture medium
will remain in the product.



Serum-Requiring Processes

There are situations where a process requires serum:
There might not be enough time to find alternatives, or
the cell line may refuse to grow without serum. When
faced with this situation using a retroviral producer line,
we used serum at normal concentrations in the growth
phase but then identified the lowest serum concentration
that could be used in the production medium. We found
that if the cells were initially attached and grown in a
medium containing 5% foetal calf serum (FCS) and the
medium was then exchanged for our proprietary serum-
free medium supplemented with 0.5% serum, we could
obtain consistent growth and production of virus in the
Costar Cell Cube (16). The very low protein content of
the medium also helped the downstream processing of the
virus.

Cells and Virus

Where a choice exists the best policy for production of cell
lines and virus is to set up and maintain a cGMP stock
from which vectors destined to make clinical material can
be derived. This approach should be easy with cell lines
that are used to produce virus by infection, and some
companies supply well-defined cell stock from their cGMP
cell banks as part of the licensing agreement. These cells
can then be transfected with naked DNA to produce the
first virus stock for cGMP use. Cell lines that can be
grown in serum-free and preferably protein-free medium
should always be selected if there is a choice in the matter.
Cell lines that reduce the chance of producing replication-
competent virus should be used. Virus production systems
contain an enormous number of cells. A 1-liter culture
containing 106 cells/mL will contain 109 cells. If there is a
1 in 108 chance of RCV production, then it is likely that
10 cells could produce RCV and may cause the loss of a
batch. The testing regimes used will not give results on
RCV quickly enough to cause an early abandonment of
the run or purification process. Assuming the amount of
fermentation harvest required to produce a clinical dose
is in the range of 100 mL to 1 L, it becomes obvious that
the production of RCV is a major issue. Production of
virus for clinical purposes may require the production
of hundreds or thousands of liters of material from cell
culture. There would not be any point in developing such
a process if every batch was ruined by RCV production.
As the volumes and consequent cell densities increase, the
likelihood of RCV production increase and the process risk
increases accordingly.

INTELLECTUAL PROPERTY

A major driver in the gene therapy field is intellectual
property. Many companies are based on patents that allow
then to use subsets of therapies for a limited number of
purposes. This has led to the investigation of a number
of vectors that may not otherwise be considered. To make
a successful gene therapy vector, it may be necessary to
licence technologies from several different companies. It is
therefore essential that the final system is one that will
allow commercial production and therapeutic success.

It is important to review the literature to check the
patent status of therapeutic genes and other components
of expression and delivery systems.

Therapeutic Areas

The major barriers to successful gene therapy are access,
immune responses to both vector-expressed protein and
infected cell, and RCV. Production methods, testing
regimes, vector choice, and quantities of vector required
are all dependent on the target indications for the product.
The nature of the product limits the diseases that can be
treated.

Two major constraints on the application of gene
therapy to diseases are:

• Delivery and targeting
• Production of pure, active vector

These factors ensure that the initial uses of gene therapy
will be for treatments that involve small areas that can
be physically targeted by vector or the target cells must
produce soluble proteins that can act remotely from the
site of production.

Vector Delivery. Why don't we design viral vectors that
are injected into the bloodstream, go to every cell in the
body, and then are switched on in the target cells? This
is because not all cells have equal access to blood vessels
and virus has to reach the target cells by physical means.
If the perfect vector existed, the laws of physics would
limit the access of the vector to the target cells because
diffusion and the size of the virus limit access to some
cells. Systemic delivery of viral vector to every cell in the
body is unlikely with the present state of technology unless
germ cells or very early stage embryos are transformed
with vector. The access of virus to cells in the body is also
limited by the sheer number of cells in an average human
body (~1013), and the physical difficulty of getting to the
cells from the bloodstream. Therapies aimed to access all
the cells in the patient would involve large quantities of
virus and sophisticated delivery system.

Localized Delivery of Vector. Many diseases are
amenable to localized treatment that does not rely on
total transformation of all affected cells. Vector can be
administered locally by injection or perfusion of organs.
The approach used to deliver the vector will be determined
by the target size and distribution and the concentration of
virus in the dose. Local delivery works because of the abil-
ity of biological systems to respond to low levels of product
and because there may be responses associated with the
direct effects of gene therapy. In addition, there are single
organs that are the major cause of death and disability in
systemic diseases. The correction of a genetic fault in this
organ may produce a benefit out of all proportion to the
number of cells infected with vector.

• In cancer treatment the strategies used rely on local
killing effects supported by a more general immune
response.



• In cystic fibrosis many cells are affected, but the
lungs present a well-defined target, and there are
major benefits to be gained from transfecting cells
with the CFTR gene.

• In many cases levels of protein production may
be lower than the natural levels found in most
of the population and still provide a significant
benefit. Conventional treatment of haemophilia
cannot provide a constant level of protection from
damage as factor VIII is given after bleeding has
started. Gene therapy could be used to transfer the
ability to produce factor VIII to skeletal muscle cells.
Therefore, local production of factor VIII in muscle
cells could provide a significant systemic protection
from damage and a huge improvement in quality of
life.

Pure, Active Vector. It is wise to choose viruses that
will not be unduly dangerous if they produce RCV in the
patient. In patients who are immune suppressed such as
cancer patients and arthritis patients the production of
a normally harmless virus in an inappropriate part of
the body could be extremely dangerous. With adenoviral
vectors, for instance, the vectors are produced from a
known human pathogen.

Many gene therapy treatments will require repeat
dosing, and it is essential to avoid actions that will cause
an immune response to the vector or the gene product
made by the vector. The vector should be as pure as
possible with as little inactive virus present as possible to
avoid interference from inactive virus and viral subunits
because the viral attachment process is dependent on the
interaction between virus and cell surface proteins. It is
possible that receptor sites can become saturated with
noninfective material and prevent infection.

The presence of noninfective virus and host cell
components has a much lower effect on production of
an immune response than the infection of cells with
adenovirus (17,18). The production of antibodies to a
vector may also be determined by the site of administration
with sites like the central nervous system (CNS) being less
likely to produce an immune response than other parts of
the body (19).

PROCESS DEVELOPMENT STRATEGY

Introduction

The quantity of virus required to perform initial animal
and clinical studies must be realistically assessed. Vector
production lines can then be developed and tested to
determine if sufficient material can be made and the
scale of development and production operations can be
estimated. A retroviral producer cell line will produce
between 1 and 10 infective viruses per cell on a two-day
harvest cycle (based on a 400 stack cell cube equivalent
in area to 400 x 850 cm2 roller bottles, containing 2 x 105

cells/cm2 and a titer of 1 to 10 x 106 infective units per
ml in a harvest). Perfusion techniques should enable an
increase in specific productivity by reducing the number of
viruses inactivated during the culture process. Vector has

to be recovered from the culture medium as it is secreted
by the cells. This means that the purification process
needs to be capable of recovering virus from a dilute
suspension. Adenoviruses can produce virus titers in the
region of 1 x 104 viruses per cell. However, the recovery of
these viruses is more difficult because they are typically
recovered from a cell lysate, and there is considerable
contamination with host cell protein and nucleic acids.

Interaction and Integration

When developing a production system it is best to use an
integrated approach with an active dialogue between all
areas of the organization. Process development starts in
research and progresses to production. Research decisions
profoundly influence the process through the choice of
vector, producer cell line, and the history of these process
components. Therefore, the choice of vector and producer
cell line should be carefully considered prior to starting a
project. Figure 1 shows that there are a large number
of factors that should be considered when choosing a
production cell line and virus.

Timing and Planning Issues

Once patents have been issued, the clock starts on
pharmaceutical development projects. This is not to say
that the development work has only just begun but that
the time in which the company can recover its investment
and make a profit is limited by its patent protection.
Developing a manufacturing process and testing a product
to ensure that it is safe for use in humans is an expensive
and time-consuming process and must be dealt with in
an efficient and timely manner. Evidence for the efficacy
of the product should be gathered quickly to ensure that
if the product is not viable, the project can be stopped
as soon as possible. Assuming that the product works,
the production process should be developed as soon as
possible. The process must work, be economically viable,
and be acceptable to the regulators in the target countries.
Guidance on the range of requirements for different
products can be found in guidance documents issued by
the regulators. Because the products being produced are
a cocktail of viable virus, nonviable virus, and in some
cases virus-producing cells, a high degree of assurance
and quality needs to be built into the process during the
development phase. There are many reasons to develop
the product as quickly and efficiently as possible:

• Improve patient care
• Does it work?
• Maximize market share
• Recover costs

In some ways biotechnology products are unique. We
know they work and have biological activity in cell-based
systems, but there are a limited number of animal systems
that can be used for testing the product. Elegant molecular
biology will not help if the therapeutic agent cannot be
delivered to the correct site in the correct quantities. Until
dosing regimes are determined in phase II clinical trials
the final scale of production cannot be finalized.



For a GMP-compliant product and process the develop-
ment of a commercially viable process requires a mul-
tiphase development plan to be implemented. Process
development for a gene therapy vector can be summarized
as follows:

1. Determine the type of vector.
2. Identify the vector producer cell combination.
3. Assay development.
4. Modify an existing generic system if it is already

available in house.
5. Develop a new generic system using whatever

materials are available and refine as the final vector
becomes available.

6. Carry out cell and virus banking in parallel,
including selection and stability studies. Use
existing in-house systems for production and
optimization and check that the medium is the most
effective, the system contains the correct construct
and highest titer, and retains activity.

7. When the process is developed and final constructs
are available, optimize and determine the outer
limits of the process and perform process validation
at production scale.

8. Determine scale and titer needed for work in
toxicology, clinical, etc.

9. Develop DSP and assays.
10. Continually review regulations and the relation-

ship of the project to other projects.

VECTOR PRODUCTION

Aims of Vector Production

The aim of vector production is to make sufficiently large
quantities of vector of a quality that enables it to be used
as a therapeutic product. The system should follow these
basic principles:

1. The GMP audit trail starts early in the process, and
quality is as much of an issue in the research phase
of producing the vector as it is in the final production
process.

2. Robust, reproducible and scaleable.
3. Where possible dependence on proprietary equip-

ment for critical process steps should be avoided.
4. Designed for quality.
5. Clean-every step possible should be taken to ensure

that the starting material introduces as few non
essential components into the process as possible.

6. Segregation-Cell lines and virus should be kept in
strictly defined areas to prevent cross contamination
of stock (Fig. 2)

Vector Production Methods

Detailed methodologies of production processes vary
enormously, but the basics are simple and are determined
by the cell type and virus. The basic requirements are
a cell line, a virus vector, and a culture medium with

which to develop the process. Any virus has the potential
to be used as a viral vector, but the basic process of vector
production can follow one of two routes (Fig. 3).

• Some cells are engineered to produce viral vectors.
Lines that constitutively produce vector can be used
in batch, semicontinuous, and continuous production
systems.

• Other vectors depend on a complementing cell
line to allow vector production. The complementing
cell lines are used to allow production of virus,
which is replication incompetent and not produced
continuously in cell lines. This means that two
master and production banks need to be made and
characterized. Cell banks need only be laid down as
small volumes and titers, but viral banks need to be
provided in sufficient quantity to achieve the desired
multiplicity of infection (MOI) without many rounds
of replication. At this stage the virus banks must be
free of RCV if the final product is to be free of RCV.

Assuming that an adenovirus can produce 10,000 new
infective particles per cell, the virus needed to seed a
100-L vessel could be prepared from 0.1 L of culture. This
does not introduce any insurmountable obstacles, but the
strategy for production of virus seed must be addressed
early in the development phase and all issues must be
resolved prior to registration of a product. Low-titer virus-
producing systems may need to be infected with a low
MOI. The virus can then go through at least one round of
replication in the vessel prior to harvest.

Production and Storage of Virus Seed

Producing a virus stock is not a trivial exercise. The
simplest form of virus seed is a frozen suspension of lysed
producer cells containing virus. Although this method is
crude and does not produce a pure virus suspension, it is
an efficient method for seeding culture vessels. Virus seed
must be prepared from a large cell culture, and sufficient
seed must be prepared for the process to be operated at
the final scale and MOI; any additional purification stages
will reduce the quantity of virus that is available for
seeding the vessel. The virus seed must be of sufficiently
high quality for it to be used in a production process, and
testing procedures must be factored into time lines, as
some of the tests will take a long time. Stability of virus in
storage is an important factor. Retrovirus has shown itself
to be temperature sensitive (20-25) and badly affected
by freezing thaw cycles; it is more stable at 4 and — 700C
than at —20 0C, and in our hands and factors that affect the
speed of freezing and thawing the virus stock were shown
to have severe effects on viral titers. The following factors
need to be investigated to verify that the virus seed stock
and the storage conditions are suitable for production use:

• Freezing regimes
• Testing of the virus seed for contamination
• Presence of replication-competent virus
• Storage optimization and validation of storage

facilities



• Stability of virus during repeated rounds of propaga-
tion

• Stability of virus during storage

If a virus seed stock is used during the production of a viral
gene therapy vector, it is essential that the virus stock can
be produced and stored in a manner that enables the virus
to be revived and used to seed the production culture.
The effect of storage volume and revival techniques on
virus recovery will affect the way in which the virus can
be used. If storage at high densities or larger volumes
causes a loss of infectivity, the scale of operation will be
affected, and the process must be designed to allow for
these differences.

Production and Storage of Cell Banks

The first stage in setting up a cell bank is the cloning of
the producer cell line. There are three reasons for using a
clonal cell line:

1. Cloning is carried out because when mixed pop-
ulations of cells are used in culture, the growth
conditions tend to allow one of the clones to pre-
dominate. This is frequently a clone that is growing
faster than the rest of the cell lines because it has
rid itself of the burden of making product. This is
particularly important when the cell line is a consti-
tutive virus producer. We do not want nonproducing
cells in our stock, and therefore the selection of cells
is performed by cloning.

2. There is a substantial amount of data to demonstrate
that the production of clones from a single transfec-
tion experiment can result in cells with a wide range
of productivities and growth characteristics (26,27).
This is an expected consequence of production meth-
ods that rely on integration of DNA at random points
in the chromosome of the host cell.

3. The provision of stored cell lines and virus that
are derived from a single cell or virus and that
are then tested to ensure that there is a single
population present enables us to be confident that
results obtained with cell lines and virus will be
valid and reproducible.

It is important to keep a small stock of all the clones that
are tested until the final qualification of the master cell
bank (MCB) has been performed and the results are known
to be satisfactory. Techniques such as plaque purification,
dilution cloning, and the use of cloning rings can give
high confidence of clonality if performed at the correct
dilution.

Cell banking is performed at an early stage in the
development process to ensure that stocks of material are
maintained and to secure cGMP cell banks to use in the
production process. The process for banking constitutive
producers or noninfected producers is essentially identical.
The cell line is cloned and tested for stability and a cell
bank laid down. The method for laying down a cell bank
will vary depending on the cell growth requirements and
the number of revivals that will be made from the cell bank.

A tissue-culture flat or roller bottle process will probably
be appropriate for scaling up and banking attachment-
dependent cell lines. To achieve an adequate number of
cells for a suspension cell bank a 5-10-L working volume
fermenter may be needed. A cell bank must have sufficient
cells per vial to make revival reliable and robust. A
common mistake is to produce cell banks with low cell
densities and small volumes of material. A minimum
of 1 x 107 cell/mL is ideal for most circumstances. It
allows a 50-100-mL shake flask or spinner culture to
be seeded directly from a 1-mL stock. Alternatively two
175-cm2 tissue culture flasks could be seeded from 1 mL
of stock.

It is essential that the MCB is extensively tested for
contaminants. Unlike other cell culture products, virus
contaminants cannot be removed at later stages, and
the cell banks must be tested for endogenous viruses.
It is essential to revive cells from cell banks to establish
the freezing process has not killed all the cells and to
establish a baseline value against which the maintenance
of viability during storage can be judged. The continued
viability of the cell bank should be checked by reviving
vials on a regular basis (say, once every two years) or
after any uncontrolled event has happened to the cell
storage facility. A controlled revival protocol must be
in place for this excercise to give valid results, because
factors such as speed of thawing, spinning to remove
medium, and temperature of diluents can all have an
effect on cell revival. Revival should be assessed in terms
of the viability of cells immediately after revival and on
the growth performance of the revived cells over several
passages.

Cell banks should be stored at —130 0C or less, and the
storage facility should be validated and monitored with
appropriate alarms in place. The critical cell banks should
be identified and split between locations to ensure that
in case of equipment failure or natural disaster the cell
stocks are not lost. The value of cell banks should not be
underestimated. Without the cell bank there is not any
product!

Subculture Regimes

The culture of cells during the early stages of development
will be in roller bottles, shake flasks, or other small-scale
vessels. Careful attention to cell counting and the effects of
basic culture parameters at this stage will provide a wealth
of useful information for the scaleup process. Unless
the subculture regime is investigated and optimized the
phenomenon of useful/useless growth cycles will be seen.
This phenomenon is common to many nonoptimized cell
culture processes and reflects the carryover of a growth
inhibitory effect from a culture that has previously grown
well, and this may indicate that a portion of the cells in
the culture have committed to apoptosis (see •••) . There
is a potential for this effect to carry over into the virus
infection phase of the process and hence inhibit virus
vector production. For meaningful results to be produced
it is not adequate to work on a fixed subculture regime
of a 1:3 split every 3 days. The actual cell numbers must
dictate the process.



VECTOR PRODUCTION METHODS

A range of cell culture techniques are available for
the culture of producer cell lines and the production of
virus vectors from these cells. The type of cell used will
determine the range of approaches that are available.
The choice of a suspension or attachment-dependent cell
line can have significant implications for scaleup and
downstream processing.

Culture Equipment and Control Variables

The function of culture equipment is to grow cells
and make product. Different equipment will achieve
different degrees of environmental control, and the capital
costs of equipment generally reflect the sophistication of
the control achieved using the equipment. The factors
controlled by the culture equipment are called control
variables, and there are a number of variables that can
be controlled and monitored during cell culture. The most
important control variables are described in the following.

Temperature. If only one parameter is controlled, it
should be temperature. Animal cells grow best at tem-
peratures of 36-37 0C. Cells will tolerate short excursions
outside the temperature optimum. However, high tem-
peratures are fatal to animal cells, and temperature
controllers that allow overshoots of more than a degree
Celsius may either kill or damage the cells in culture. The
response of cells to temperature excursions is asymmetric,
and many cells can survive and grow at reduced tempera-
tures. Some products such as retroviruses are temperature
sensitive, and virus production and recovery are enhanced
by reducing the culture temperature to approximately
32 0C (20-25).

Dissolved Oxygen Tension. We normally assume that
they need a dissolved oxygen tension of between 10 and
80% to stay healthy. Supplying adequate oxygen to cell
cultures is achieved in several ways:

1. Ensure that the air space above the culture is large
enough to prevent the cultures' becoming anaerobic
during culture (tissue culture flasks, roller bottles).

2. Ensure that the culture medium is not too deep. This
prevents local oxygen depletion and CO2 buildup
(tissue culture flasks, roller bottles).

3. Use lids that allow diffusion of air, leave lids loose,
open vessels every day (tissue culture flasks, roller
bottles).

4. Blow air into the vessels (bioreactors).
5. Agitate the vessels (tissue culture flasks on rockers,

roller bottles, shake flask, bioreactors).
6. Aerate medium and then circulate through the

culture device (flat plate devices, fixed beds, fluidized
beds).

The simpler of these methods aim to supply sufficient
air to keep the cultures aerobic during the culture period
but do not aim to control DOT. The more sophisticated
methods will control and monitor the dissolved oxygen
tension in the culture.

High cell densities may require the use of oxygen-
enriched air or pure oxygen. This is an option that is less
safe than increasing the agitation rate or gas flow rate to
achieve oxygen transfer.

pH. pH is important for cell growth and virus stability,
and therefore the control of pH may be essential for optimal
virus quantity. Cell cultures are typically performed at pH
values within the range of 6.8 to 7.4. In an ungassed
tissue culture flask or roller bottle the cells may see the
full range of pH values within the course of one subculture.
The factors that cause pH to change in cell cultures are
the production of lactic acid and CO2 as a result of the
metabolism of glucose and amino acids.

Other factors such as culture medium osmolality should
be followed during the culture because animal cells are
more sensitive to osmotic shock than microbial cells, and
it is important to keep the osmolality within reasonable
ranges when controlling pH. This becomes more of an
issue with high cell densities, where feeds may be used
to sustain cell growth and concentrates are fed into the
medium.

CHOICE OF CULTURE VESSELS

There are many different types of culture device available
to the investigator who wishes to culture cells. Every
manufacturer claims some advantage of their equipment
over the competition. When trying to choose between
different devices consider the following:

• What do you want to do?
• Will it do what you want?
• Is the device going to do what you want for as long as

you want it to?
• Do you have the staff/skills/infrastructure/finances to

use and maintain the equipment?
• Will the process need to be scaleable?
• Can the manufacturer support you and continue

supplying essential components?
• Is the equipment robust and reliable?
• If the material produced in the system is used for

clinical purposes, can the equipment be used for GMP
purposes?

In many cases tissue culture flats, roller bottles, or
shake flasks can be used as cheap and convenient devices
for small-scale production and initial development work.
If in doubt, keep it simple. Scaleup of the processes can
proceed in two directions:

• More sophisticated devices may be used to provide
process control and allow scaleup of the process.

• Increase the number of unit operations — more of the
same (possibly using automation to increase capacity
and reproducibility).

Both methods work well, but the associated risks vary
depending of the type of approach used. There are a large
number of unit operations involved in the routine use of



vessels like tissue culture flasks and roller bottles, but
the use of a roller bottle process will allow a facility to
be flexible and reduce the amount of validation needed to
run a process. This increases the risk of contamination,
but the use of robots can eliminate this risk and increase
productivity and reproducibility. Fermenter systems offer
scope for process control and far fewer unit operations per
run, and when the equipment is sterilizable in situ, the
contamination risk is reduced even further. Fermenters
provide the increased control and reduced unit operations
at a price; they are expensive to buy and maintain,
and an extensive infrastructure is needed to sustain
fermenter use.

Culture Strategy

Once the cell culture parameters are defined, the scaleup
process should be robust and reproducible. With a
retrovirus-producing cell line we could predict that a
scaleup process starting on day 0 would give us enough
cells to seed a 400-stack cell cube by day 21 (16). Once the
cell cube was seeded, we grew the cells for another 3 days
and then entered the production phase.

The aim of scaling up for production is to keep the cells
growing as actively and consistently as possible so that
scaleup is rapid and predictable. This should reduce the
time taken to reach production and reduce the chance of
RCR production. It is essential to subculture while the cells
are in the growth phase and not to waste cells. Once the
production vessel is seeded, use those growth conditions
that get the cells to the appropriate stage for production.
Switch to the production phase and make the material.
The approach is the same for any culture system.

The Effect of Cell Lines on Process Design

Producer cell lines can have a huge effect on process
development and the commercial feasibility of the
production process. It is much easier to scale up
a suspension culture than an attachment-dependent
culture. Unfortunately cell line selection is limited to
a small number of candidates unless a group has the
resources to develop and test their own cell lines.
Production of a patentable producer cell line with useful
characteristics can produce a huge financial return for a
small company willing to exploit the line.

Cell lines should be free of endogenous virus and
capable of continuous growth in culture when transformed
to producer cell lines. The origin of the cells should be well
documented, and in many cases human cell lines may
be the best source of producer cell lines which that are
more likely to produce vector that is not recognized by
neutralizing antibodies.

The choice of viral gene sequence used in producing
a producer cell line is important. Some gene sequences
such as the adenoviral E l sequence produce protein
that reduced the ability of the cells to attach to solid
substrates. Other sequences produce toxic proteins, and
if they are expressed must be expressed as inducible
proteins.

Gene therapy viruses are normally intended to be
replication incompetent. Therefore, a producer cell line

must include the missing sequences that are needed
to allow production of complete vector. The possibility
of recombination between the vector sequence and the
complementing gene sequence from the producer cell line
to produce infective replication-competent virus should be
reduced as much as possible. In the case of retroviruses
the initial first-generation vectors such as PA 317 (26)
supplied the gag pol and env genes in trans. In many
cases RCR production was detected in relatively small
batches of virus. Subsequent work reduced the chance of
RCV production by splitting the gag pol and env genes.
Additionally the producer cell line was changed from
mouse to human (27).

Adenoviral production has only recently been freed
of the persistent low-level RCA contamination by the
production of the PER C6 cell line by Introgene in
Holland (1).

The more disabled a virus is and the more complex
the producer line, the greater the chance that the
productivity of the vector will drop. Other vectors are
even more complicated to make. The adeno associated
(AAV) virus system has several potential advantages
but needs a significant number of adenoviral genes
to be expressed. Either the virus is produced using a
coinfection with adenovirus or it is produced in genetically
modified producer cells that provide all the necessary
gene products. It is then necessary to remove helper
virus from the product. More recently the production of
hybrid virus has been reported (28,29). This is a significant
breakthrough because it opens the way to construction of
viruses tailored to a function rather than modifying an
existing virus.

Virus Choice

The choice of virus determines the rest of the process
because the quantity of virus produced, clinical demand,
and stability in culture will determine the scale of
operation, cell line used, and the type of culture materials
needed. The primary reason for choosing a virus is likely
to be its therapeutic potential, not the ease of production
of the vector. There are many features of different viruses
that will determine the purpose that the virus is used
for. Highly immunogenic viruses may be useful in one-
off treatments but will be of little use for long-term
repeated treatments. Viruses that are maintained for
longer times such as AAV, which integrates at a specific
site in the human genome (30), and retroviruses that
integrate in a more random way may be desirable for
many indications such as genetic diseases. Other factors
that must be considered are the size of the insert that can
be carried, the fidelity with which it can be maintained,
the handling properties of the vector, and the scale of
production required.

Methods of Comparing Production Systems

Everyone compares production systems, which is the most
appropriate, what is a realistic figure for viral titer, etc.
Following a few basic rules makes comparisons easier.

In attachment-dependent systems the values for
virus/harvest virus/cell, virus/cm2, or virus/mL are often



quoted. A change in production method can easily change
titer, and methods that allow reductions in volume of
medium used may result in a consequent increase in titer
per unit volume.

Choice of Production System

Production methodology is determined by a number
of factors. The most important factors are the total
viral titer needed for a piece of work, cell type, and
scale. Some viruses are produced in large numbers and
are stable. Others like the retroviruses are difficult to
handle and lose titer quickly. Potentially, the scaleup
of gene therapy vector production is not an issue of
great concern as long as serum-free suspension systems
are available. Assuming that a typical dose of vector
is 1 x 1010, a culture producing 109 pfu/mL would only
require 100 mL of culture, assuming 10% recovery, to
provide a clinical dose for local administration. This would
involve producing 1 x 105 L of cell culture material to
make a million therapeutic doses. Obviously as the scale
becomes larger, downstream processing becomes a major
issue, especially for the removal of immunogenic material
and cellular DNA.

The choice of cell system used for vector production
is governed by the need to produce a large amount of
replication-incompetent viral vector. Consideration of the
growth and scaleup of the systems are often of secondary
importance to groups developing these cell lines and vector
systems. Finding the combination of continuous cell line
that is free of endogenous viruses and can be used to
produce useful quantities of viral vectors is a considerable
challenge. How important is the titer obtained from a
production system? A retrovirus may be present in the
culture medium at 106 to 107 pfu/mL. An adenovirus
may be produced at 1010 pfu/mL. Consequently 1—10L
of retrovirus will be needed to produce the same starting
material as 1 mL of adenoviral culture. The major issue
is whether it is easier to purify unstable material from a
dilute low-protein background or whether the disruption of
concentrated cells and purification of high concentrations
of more stable virus from the resulting cell slurry is easy
and gives high recoveries. It is also important that the
virus production system is consistent.

PERFUSION SYSTEMS

Perfusion and in-line harvest processes are easy to
perform with attachment-dependent cell lines because
the cells do not require sophisticated equipment to keep
them separate from the harvest stream. This means
that the titers of product can be raised by the simple
expedient of using lower volumes of culture medium for
the production phase than were used for the cell growth
phase. It is also easy to change the medium composition
when transferring to production phase. Attachment-
dependent cultures can be performed using a range of
technologies from tissue culture flasks to microcarrier
cultures. A popular technology is the multistack parallel-
plate-type device such as the cell cube or cell factory.
These devices allow rapid scaleup of processes while

minimizing the capital expenditure required to set up
a large fermenter-based microcarrier system. The cost of
consumable equipment for use in parallel-plate systems
is high and encourages a multiharvest approach. In
addition, the setting up and operation of the parallel-
plate devices require a number of aseptic connections
to be made. We found the use of a manifold containing
a set of single-use connectors greatly improved the
operability of the cell cube system. Continuous production
is most important for the low-titer nonlytic viruses such
as retroviruses. One-off processes such as adenovirus
production will achieve higher titers in a short time
but may be more suited to a small-volume high-cell-
density system.

Continuous production is only feasible using a vector
production system where the viral vector is produced by a
nonlytic process and the producer cell line is producing the
vector continually. A suspension cell line in a chemostat
would be the classic production method for a continuous
system. However, most gene therapy producer cell lines
are attachment dependent. Most of these cells once
confluent will die and slough off their support. By seeding
cultures at low densities, reducing culture temperature,
and feeding with fresh medium, some of these cultures
can produce material for several weeks. If the feeding
is performed by perfusion rather than as batch feeds,
the levels of nutrients in the medium can be maintained
above predetermined levels, which should ensure that the
cells are not nutrient depleted. Continuous harvest of
supernatant from an attachment-dependent cell culture
can increase the yield of viable vector without increasing
the production rate. This will happen if the vector is
unstable at culture temperature and can be stabilized at
harvest.

With a parallel-plate system optimal results can be
achieved by harvesting into a chilled storage area. This
technique works well if the residence time of the harvest
between the culture vessel and the controlled harvest
vessel is short. This can be aided by using a narrow-
bore outlet tube to increase linear velocity and reduce
residence time in the transfer line. To reduce the residence
time of medium through the culture system, reduce the
recirculating volume to a minimum. This also increases
titer per unit volume. Use the biggest surface area possible
for the system. Break the harvest into manageable, well-
defined harvests and process them individually. Results
for viral titers will always lag behind the harvest times
by a matter of days, and the progress of the culture
must be followed by looking at cell culture data. It is
essential to develop an understanding of the relationship
between culture parameters and vector productivity.
Oxygen utilization and other indicators such as nutrient
utilization must always be examined critically for signs of
cell death (16).

The Production of Retroviruses in a Perfusion System

Retroviral producer cell lines are ideal candidates for
continual production systems. Producer cell lines for
retoviruses continually produce vector and release the
vector into the culture medium. Vector is normally
produced at low concentrations, and as has already been



described, the vector is unstable in culture medium at
37 or 32 0C. A limited number of cell lines are available
for virus production, and most of them grow maximally
in attachment culture. Small volumes of material can be
produced in tissue culture flasks, but larger quantities are
made in a controlled fermentation device of some sort. The
choice of culture systems that can be used for these vectors
is discussed below.

Flat-Plate Devices (Cell Factory, Cell Cube)

There are a variety of flat-plate culture devices available
used for the scaleup of attachment-dependent cells. My
own experience is mainly with cell cube systems, but that
does not mean that the cell cube is better than other
similar systems. All these devices need the following:

1. A medium conditioning vessel (fermenter, specialist
device) to control pH, dissolved oxygen tension, and
reservoir temperature. If the reservoir does not have
independent temperature control, the whole device
must be kept in an incubator.

2. The following services: compressed air (dry, oil
free), oxygen-enriched air or oxygen, carbon dioxide,
nitrogen, power, and cooling water.

3. A circulation pump that can pump medium through
the system quickly enough to prevent dissolved
oxygen tension or nutrient concentrations dropping
below critical levels.

4. An incubator to keep the culture medium in the
device at the set temperature.

5. Perfusion will require either two pumps or a single
pump with two heads. The pumping should run
at different rates either by using different internal
diameter tubing on the inlet and outlet of the pumps
or by running the pumps at different speeds.

The cell cube is a parallel-plate device that can be used
to perform a rapid scaleup of attachment-dependent cell
cultures. This device and similar flat-plate devices are
immensely useful for scaling up small-scale cultures with
a minimum of expertise.

Flat-plate devices require relatively little expertise to
set up and run small units but at the largest scale
provides a physical challenge for operators and is not
easily scaleable.

The operation of the cell cube is simple, and the cube
can be operated in a hot room or incubator. Cells are
trypsinized from the seed vessels and attached to one side
of the plates in the cube. Once the cells are attached, the
process is repeated by removing the culture medium and
turning the cube through 180 degrees. A second batch of
freshly trypsinized cells is then seeded onto the second
half of the cube. The attachment period can be determined
by performing experiments with tissue culture flats and
determining the time at which the number of cells attached
to the flasks is stabilizes. It must also be remembered that
the attachment of cells will take place in a static culture
without opportunity for gas transfer. If a high cell density
of a culture that uses oxygen at a high rate is used, it may

be necessary to reduce the attachment phase to prevent
oxygen exhaustion.

The degree of confluency will depend on the viral
vector being used and the process shape. In most cases
the greatest benefit can be obtained by seeding the cell
cube at a low density and rebulking the cell numbers in
this device prior to the production phase. It is important
to start the circulation pump at the maximum rate you
intend to use to prevent the peeling off of cell sheets that
will occur at later stages if the pump speed is gradually
increased to maintain the dissolved oxygen tension in
the cube.

After a suitable attachment period the medium is
removed and fresh medium is circulated from a controlled
reservoir using a peristaltic pump. The input and outlet
condition of the culture medium can be monitored and
used to control the input to the cube. Monitoring the
DOT on the outlet and inlet is very important and we
always targeted a DOT of > 10% on the outlet side of the
system. In theory the oxygen tension at the outlet can be
controlled by changing the liquid flow rate through the
cube or by increasing the oxygen tension in the reservoir.
Because of the requirement to run at the maximum flow
rate, the control is achieved by increasing the DOT in the
reservoir.

The major advantage of such a system is the small
number of operations that need to be performed as
compared to using an equivalent number of roller bottles.
This is an improvement over traditional roller bottle
processes. However, because the control of the medium
is carried out remotely from the cells, the medium
composition and hence the environment in the cube
changes as the medium flows through the system. The
position of the cells within the cube will affect the growth
environment and hence performance of the cells, and
defining the best condition to make virus in these systems
is not as simple as optimizing a well-mixed culture. It
is not easy to sample this device, and determining the
optimum conditions for the cells is difficult.

We found the most efficient way to use this device in a
GMP area was to change the culture medium and harvest
every two days by completely draining the system. The
contents of the system were transferred to a sterile plastic
bag, filtered to remove cell debris, and then processed. The
only parts of the fermentation system that were in contact
with more than one fermentation were the stainless steel
triclamp connectors used to connect the filter housings to
the harvest bag, the exit dissolved oxygen probe holder,
and the cell cube aerator vessel.

Microcarriers and Macrocarriers

More control and monitoring can be achieved using
microcarrier cultures because the producer cells are grown
in a well-mixed suspension culture. There are also a
wide range of options for the operation of microcarrier
cultures that can be run in batch, fed batch, drain and
fill, and perfusion modes. This is because the cells in
the system are attached to larger beads, which can be
settled and separated easily from the culture medium.
There are disadvantages to microcarrier cultures; the
major two disadvantages are the sloughing off of cells that



become confluent (which is common to all attachment-
dependent culture systems) and the difficulty of scalingup
the microcarrier processes to large volumes. In many
cases the microcarrier stage of a production process is
seeded using cells from roller bottles. Using Pharmacia
microcarriers (29) as an example, estimates of the sort of
activities that are needed to perform microcarrier culture
can be achieved.

One liter of a cytodex 2 microcarrier suspension
contains approximately 2.9 x 107 beads. To seed these
beads at 5 cells per bead will require 1.45 x 108 cells.
Actively growing cells from subconfluent roller bottles are
in the best condition to use as a seed, and it would require
approximately one 1700-cm2 roller bottle to seed a liter of
culture.

Microcarriers are small beads that vary in diameter
from approximately 100 jam upwards. They can be
composed of a range of material, with the most commonly
used material being dextran, which is supplied as a
nonsterile dry powder. Most of the microcarrier materials
shrink when dry, and a swelling procedure is performed
to hydrate the beads (this must be done in a vessel large
enough to accommodate the swollen volume of the beads;
1 g of cytodex 2 will swell to 15 mL). The swollen beads are
also sticky, and it is usually necessary to silanize the glass
containers that are used with microcarriers. It is normally
quicker to carry out the initial swelling and rinsie in a
nonsterile environment. PBS is usually used for swelling,
rinsing fines from the beads and heat sterilizing the
beads. Once the microcarriers are rehydrated, they should
be sterilized as soon as possible to prevent the growth
of bacteria and endotoxin production. Microcarriers may
be used up to a concentration of 5 g/L dry weight for
dextran and higher for glass or polystyrene beads. A large
fraction of a rehydrated bead is PBS after swelling and
sterilization. Medium can either be used to rinse the beads
in the culture vessel or the feed medium can be adjusted
to compensate for the volume of PBS retained in the
vessel.

The major issue in developing microcarrier systems is
determining suitable cell seeding regimes. It is critical
to get the attachment phase right. In some cases
the cells can be added to an agitated aerated culture
system and will attach to the microcarriers without any
difficulty. However, if the cells do not attach well in
the simple system, it may be necessary to develop an
initial attachment phase. Factors that may increase the
attachment of cells to the microcarriers are:

1. Reduced culture volumes during the attachment
phase

2. Indirect aeration of the culture medium
3. Agitation speed reduction

There is a risk that the combination of a high
concentration of cells and microcarriers may lead to
clumping caused by the attachment of cells to more than
one bead at a time. It is also important to remember
that the cells will never populate all the microcarriers.
Suppliers of microcarriers give information on the use
of their equipment and the appropriate cell types and

cell densities to use with their product. This information
is extremely valuable and helps in identifying the most
likely candidate for a growth matrix, but in our hands
cloned cell lines vary enormously from one another in
their behavior and the manufacturer's data should only
be considered as an indicator for factors such as seeding
density.

The choice of the correct microcarrier for any process
can be made on the basis of materials of construction,
mechanical properties, and the results of small-scale
culture methods. The size, charge, and densities of
microcarriers will vary depending on the material that
the microcarriers are made from. Careful screening of
microcarriers from different suppliers will identify the
best carrier for each cell line. Carriers that achieve
high cell densities because they are porous may be
appropriate for cell growth, but virus infection and
release may be severely limited. In tests performed
with a PA317-derived cell line we found that the cell
cultures carried out using microcarriers and macrocarriers
that gave high growth as determined by glucose and
glutamine estimation did not necessarily produce the most
virus.

Microcarrier cultures are appropriate for small- to
intermediate-scale processes and allow the exchange
of medium and multiple harvests without the use
of ultrafiltration equipment. Microcarrier systems are
homogeneous, and a sample can be taken at any time
to monitor the state of the cells.

Culture vessel may need to be modified slightly for
larger-scale microcarrier culture. At the simplest level
the microcarriers process can be run at least 100 L
operating volume by using a settling process for rinsing
of the microcarriers and medium exchange. A dip tube
is arranged so that it sits just above the level of the
settled microcarriers and liquid is pumped out through
the tube. A second method uses a mesh to retain the
microcarriers while the liquid is removed from the base
of the vessel. The flow of liquid out of the vessel must
be controlled with both solid and swollen beads. Dextran
and gelatin beads will mash and block the outlet mesh
if the flow rate is too high. Glass and plastic beads
aggregate around the mesh, and cells can be stripped
off the surface of the microcarriers by very high local
liquid flow rates. It is also possible for microcarriers to
fill and block sparge tubes. Spin filters can be used for
the aeration of microcarrier cultures and the removal of
medium and product in perfusion mode. Many systems use
a mesh cage attached to the agitation shaft, but this does
not allow the spinfilter to operate independently of the
agitator. To achieve control of the spin filtration process
an independently controlled filter needs to be used. These
can be fitted into the fermenter vessel or attached via an
external loop.

Hollow-Fiber System

Hollow-fiber systems have been used for the production of
small amounts of antibody (grams/year) and enable long
runs to be set up and operated using stable cell lines.
The high densities of packed cells that can be achieved
in hollow-fiber culture are difficult to quantify and will be



exposed to different levels of nutrient. Access of virus to
cells and release of virus from cells is difficult. They have
been used for the production of gene therapy vectors but
are not scaleable, and the consumable costs for running
the process are high.

SUSPENSION CULTURE

A number of virus-producing cell lines is capable of growth
in suspension culture. Suspension is an excellent means
of culturing cells and offers huge advantages over other
methods. There are not any trypsinization issues, cells are
distributed evenly throughout the vessel, and the control
variables can be easily controlled. The capital investment
in vessels and facilities can be high, but the advantages
include a great reduction in the use of expensive
consumable such as tissue culture plastic, parallel-plate
devices, hollow fibers, and microcarriers. This approach
also reduces the production of solid waste and decreases
the dependence of the process on the continues operation
and existence of product manufacturers. Scaleup and
operation of suspension systems are simple, and the
number of unit operations that cause process risk are
small. Suspension culture has an excellent track record,
animal cell culture is routinely performed at the multi-
thousand-liter scale, and cell densities can be increased
by the use of perfusion and fed batch processes. The
use of serum-free medium makes downstream processing
easier.

Simple stirred tank reactors are well proven as
production vessels for animal cell culture and can vary
in complexity from a magnetic coated magnetic flea
in the bottom of a sterile bottle to a fully monitored
vessel attached to a sophisticated control system. All the
major fermenter manufacturers supply vessels for animal
cell culture. The major differences between the animal
cell culture vessels and microbial vessels are outlined
below.

• Agitation rate: Operates at lower agitation rates
(typically 40 to 200 rpm).

• Dissolved oxygen control: Use gas flow rate rather
than controlling stirrer speed.

• pH control: Use weak acid/base combinations (usually
CO2/sodium carbonate).

• Magnetic couplings are preferred on the agitation
systems used for animal cell cultures.

• Gas flow rates: Much lower than microbial systems
(up to 0.2 wm).

The major process issues with suspension culture are
related to the subculture methods used in these systems.
It is normal to transfer the seed culture as a cell
suspension in the growth medium used for the growth
of the seed cells. If there is a requirement for complete
medium exchange, a specific removal stage needs to be
designed into the process. There may also be a case for the
partial concentration of cells to make virus infection more
efficient. This will require the design of a specific process
step based around a microfiltration.

COMPARISON OF CULTURE METHODS FOR VECTOR
PRODUCTION

It is important to be able to compare the different methods
of making viral vectors (Table 8) in a meaningful way.
The standardization of assay methods between groups,
both within and outside, and organization is essential to
enable meaningful comparisons of productivities and final
titers. The implications of this are much broader than
the comparison of titers in a research context. Agreed
standard methods need to be used to ensure that the
material used in clinical trials can be compared on a level
footing with other vectors and that the reported dosages
are comparable (32).

Monitoring Productivity

Ideally there would be a method for measuring virus
online that would give a measure of the total number
of particles and also give an estimate of viable titers.
Most assays depend on either an infectivity measure
(plaque formation, colony formation, protein expression)
or some measure of viral components (antigen, PCR, UV
absorption). The most commonly quoted values are for
infectivity. In a clinical setting this is the most important
measurement of the product. Titer can vary considerably
depending on the experimental protocol used. The issues
of paramount importance are the reproducibility of an
assay, its transferability, and its robustness. Any assay
must be fit for the purpose, and the application of robust
HPLC assays to give total virus particle measurements is
a growing trend that should help to give rapid feedback
on process performance (33). Methods suitable for use in
monitoring production of virus in culture medium must
be robust and unaffected by medium components. The
concentration of virus may increase as different stages in
the purification process are completed, and at this stage
different methods may be appropriate.

A major concern with titer estimates is that different
investigators using different methods may see large
variations in the titer obtained from the same assays. In
our hands the addition of polybrene to retroviral samples
increases the titer by one factor of 10. The choice of target
cells for the assay system will also have an influence. The
concern with assays is related to the efficacy of the products
in a clinical trial. Measuring the quantity of nonviable
material in a dose may also indicator the likelihood of
reducing the chance of producing an immune response. It
is unrealistic to expect that a fully developed assay is in
place for the start of a project, and one consequence of this
is that the initial development work may have to depend on
a suboptimal assay method and relatively little titer data.
Changing methods may make direct comparison of data
from early stage development meaningless, and looking
at data as a percentage of the highest result or control
result in a run may be the most appropriate method of
comparing runs.

Sample handling and storage is one of the most critical
areas of the assay work. The storage of material at
an inappropriate temperature, failure to clarify sample
prior to storage, repeated freeze thawing, and the use
of inappropriate volumes of sample can all invalidate



the assay results. These issues must be addressed early
on. Historically many viruses have been considered to
produce a large number of inactive particles per infective
unit. This is puzzling. Recent work on virus assay using
adenovirus has shown that the ratio of noninfective
to infective particles is closer to 3:1 than 99:1. The
use of assays such as HPLC for the determination
of total virus particles gives a useful check against
which viable counts are compared. For these reasons
the physical effects of medium depth on the assay plate
should be noted and the volume reduced as far as
possible.

Detection of replication-competent viruses is also a
major task that can require the sacrifice of large amounts
of material, and in this case the more sensitive the assay,
the greater the chance of having a workable process.
Further complications in assay can arise with cells used
to assay retrovirus where the virus may only be taken
up and expressed by actively dividing cells. The test
plates used are frequently not confluent when the virus
is added. In addition, the virus is temperature labile and
the window of opportunity for the cells to see the virus
is small. Multiple infection of target cells will be missed.
Noninfective material can bind to virus binding sites on the
cells, and there is a possibility that interactions between
producer cell components and virus can interfere with the
virus directly (34).

Only by taking all these factors into account and
developing, and preferably validating, an assay can the
results obtained by gene therapy groups be compared
and used to draw meaningful conclusions. It is vitally
important for groups within the same organization,
or different companies who are collaborating, to cross
validate assay results to ensure that the same measures
giving the some or similar answers to all quoted test
samples, are used throughout work at different sites.

The most reliable measure of virus is still an infectivity
assay. However, the main concern of process operators and
investigators is the monitoring of viral levels and action
on the levels at stages during production. These measures
are useful for the control of DSP.

THE EFFECT OF CULTURE O N DOWNSTREAM
PROCESSING

It is easy to argue that the development of high-efficiency
purification systems is unnecessary for gene therapy
vectors because high titers of material can be produced
from relatively small numbers of cells. Personal experience
notes that the estimates of the quantity of material
required for therapeutic purposes can vary by factors
of 10 to 100 and an assumption that laboratory-scale
processes are either scaleable or adequate for commercial
production can lead to severe setbacks in the progress to
market.

Downstream processing of a gene therapy vector may be
limited. In some clinical trials virus-producing cells have
been introduced to the site of tumors rather than purifying
the virus itself. Retroviruses are fragile compared to many
viruses and proteins, and gentle purification methods have
to be chosen to purify these viruses (20-25). Therefore,

the use of pH gradients, or high-molality salt solutions to
elute columns, is not feasible.

Purification may be limited to a simple concentration
and diafiltration step. The consequence of this is that
any large molecules present in the culture medium
(medium components, cell debris, and inactive virus) will
be co-concentrated. Some viruses such as retroviruses
and herpesviruses are encapsulated in a lipoprotein
membrane. Measuring the degree of purity of these viral
vector preparations will be difficult because of the presence
of cellular material in the membrane. Some contaminating
materials may be removed by specific processes (adding
DNAase, for instance).

The simpler the starting material, the easier the
purification, and the development of improved adenoviral
vector producing cell lines is a positive move. Cells
growing in serum-free medium and producing RCV-free
product give a chance of producing clinical-grade material.
Recent advances in adenoviral purification methods are
concentrating on addressing a variety of issues. The use of
anion exchange chromatography to purify adenoviruses is
a large step forward.

Laboratory methods such as cesium chloride gradient
centrifugation are scarcely adequate for a production
process. The release of virus from cells by freeze-thaw
cycling is also not necessarily the best large-scale method
for release. Separating the virus from a lysed cell
suspension is a different task from that of purifying virus
from a culture supernatant and requires either a specific
capture step or a series of less specific purification stages
to remove noninfective material.

The degree of purification will determine the losses
expected across the process. An optimistic assumption
that any purification step will involve 5% losses (as a
result of sample removal for testing, a small loss on the
process) shows that the harvest titer can soon be reduced
by 50%.

More alarmingly, virologists are quite accustomed to
talking about log reductions (90%) in titer for various
purification stages. An apparently exceptionally high
titer can disappear quickly unless efforts on culture
development and DSP are integrated.

MAXIMIZATION

All processes need to be maximized, and the producer of a
gene therapy product has to demonstrate that the process
is both robust and under control. This ensures a consistent
supply of high-quality product. The level of optimization
will depend on the process type and equipment. The
process may depend on a growth phase followed by a
production phase and the optima and equipment used for
these processes may be very different.

With our cell cube retrovirus production process poorly
controlled tissue culture vessels were used for the initial
scaleup; then the cells were transferred to the cell cube for
the final part of the growth phase and the temperature was
dropped and medium changed for the production phase. By
controlling the cell density at subculture, we avoided lags
in the cell growth rate. The drivers for this process were
regulatory, ease of processing, speed to first harvest, and



titer of virus and the development phase was constrained
by a requirement to provide materials quickly.

As the project reaches the phase three stage, outer-
limit validation needs to be performed using systems that
will mimic the final process. At earlier stages a lot of
valuable information can be gathered using statistically
designed experiments to look for the major interactions in
a process. Where the process is complicated and involves
infection and replication of virus in cells the potential
number of interactions is increased. The final stage is
process validation at full scale, and one would expect to
run at least three consistency batches to prove that the
process was under control.

GENERIC PROCESSES

The development of a new product can be speeded up
by developing a generic approach to the technology. The
main advantage to generic processes is apparent when
a single cell line can be defined as a host for all the
vectors that are being used within a group. The basic
culture process and downstream process can be defined
and expertise developed in the area. If the cell type
used varies, the generic development can be performed
on a different culture system but will obviously be less
useful.

SUMMARY

The future for the production of gene therapy vectors
is in the hands of the molecular and cellular biologists
who make and develop cell lines. The basic technology
needed to grow viral vectors is in place and has
been used for many years using other cell lines and
products. The major issues limiting large-scale production
of vectors are:

• Cell line availability. The number of suitable cell
lines is very small, and the developers of such cell
lines quite properly wish to protect their investment
with patents and restrictive licencing agreements.

• Serum dependency. It is not acceptable to use serum-
dependent cell lines.

• Attachment dependency. Attachment dependency
adds a large number of manipulations to the vector
production process.

• Replication-competent virus (RCV). Large-scale unit
operations can only be a realistic option if the
chance of making replication-competent virus is
vanishingly small.

• Targeting of vectors. The use of vectors in the
therapeutic area will depend on developing vectors
that target the correct cells.

• Production of the right vector. Vector development
follows trends and fashions. Retoviruses were in favor
a few years ago, and now adenoviruses are in favor.
In the longer term the coupling of virus types to
disease treatment will result in the need to make a
wide range of vector types.

• Purification. High-quality purification and delivery
systems are essential to the success of viral gene
therapy.
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The genotypic and phenotypic stability of animal cells
in culture are of great interest to cell and molecular
biologists conducting basic biological investigations and
to those in the biopharmaceutical sector engaged in the
applied aspects of cell-culture-based process development.
The genotypic and phenotypic status of animal cells is
under constant assault by both intrinsic and extrinsic
factors that conspire to invoke change in the nature
of animal cell in culture. Since change is one of few
certainties in nature, it is the context in which changes
manifest that define their impact. The cell transformation
process profoundly changes the genotype and phenotype
of animal cells. In the context of a living organism, this
can have significant negative effects while, in another
context, it can enable cells to grow perpetually in vitro to
the benefit of basic biological investigations. The focus of
this chapter will be to review and discuss the mechanisms
by which the genotypes and phenotypes of transformed
animal cells change and, once established, the means by
which genotypes and phenotypes can be stably maintained
in continuous culture.

The starting place for the discussion of animal cell
stability is to review factors that affect genomic stability
of endogenous genes at the molecular level. This discussion
is centered on the incompletely understood mechanisms
and manifestations of genetic and phenotypic instability
associated with oncogenic transformation of cells in
culture. This is by no means a comprehensive review of the
field of cell transformation but rather is focused on several
key aspects of the transformation process that have been
shown to directly impact genetic and phenotypic stability
of animal cells during continuous culture.

Cell transformation is a profound alteration in
the genotypic and phenotypic attributes of animal
cells and represents a critical turning point in the
molecular decision making process that signals continued
proliferation of cells, cellular senescence, or activation of
apoptotic pathways. The balance between the activation of
proto-oncogenes and the inactivation of tumor suppressor
genes is at the center of the transformation process. Just as
important are processes by which the genetic integrity of
animal cells is protected and preserved through the action
of DNA repair systems activated by errors generated
during DNA replication or in response to DNA damage
inflicted by radiation or chemical assaults to cells.

With some understanding of the molecular processes
that preserve the stability of endogenous genes, we
then move on to consider the factors that affect;
the stability of heterologous genes in recombinant;
cells and factors that influence maintenance of stable
phenotypes during continuous culture. These subjects!
are of particular interest to scientists focused on the
development of biological systems that rely upon the stable
expression of heterologous genes in continuously cultured
animal cells. Frequently in these systems, the level ol
foreign protein expression is maximized through gene
amplification strategies that create additional challenges
with respect to genetic stability that arises from the
dispersion of gene integrants throughout the cell genome
Flexibility or adaptability of animal cell phenotypes
within the context of cell biology and biopharmaceutieal
process development offers the opportunity to shape
animal cells to fit a particular experimental system
or cell-culture process paradigm. However, once the
appropriate genotypes and phenotypes are establishec
through cell line adaptation strategies or by direct
genetic manipulation, further change (instability) of those
attributes is not welcome. Herein lies the paradox o
animal cell technologists—practitioners depend and reb
on the pliability of cell genotypes and phenotypes in
developing for instance, large-scale cell culture processed
to produce recombinant proteins, yet once established!
strive to make those attributes stable to provide assuranc«
of process and recombinant product consistency.

For the cell and molecular biologists set upon the tasl
of developing cell-culture-based manufacturing processes
the possible linkage between genetic (and phenotypic
stability and recombinant product quality has historically
been the subject of discussion and investigation. Th
consequence of genotypic and phenotypic instability 01
recombinant protein quality is discussed by way c
specific examples derived from experience in cell-line an<
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cell-culture process development at Genetics Institute.
These case studies provide a basis for arguments against
a linkage between cell stability and recombinant protein
quality and exemplify the nature of the challenges
that are faced in developing robust cell-culture-based
processes used in the manufacture of biotherapeutic
proteins. Finally, approaches taken at Genetics Institute
to characterize genotypes of recombinant cell lines for
evaluating the genetic stability of recombinant cell lines
and cell culture processes are discussed.

FACTORS THAT AFFECT GENETIC STABILITY OF
ENDOGENOUS GENES

Oncogenic Transformation, Aneuploidy, and Genetic
Stability

Genetic instability, manifested as various chromosomal
aberrations such as aneuploidy, gene amplification,
translocation, deletions and point mutations, is frequently
observed during oncogenic transformation of cells. The
cause and effect relationship between genetic instability
and cell transformation has been a subject of much
discussion, particularly with respect to the role of
aneuploidy in these processes. Aneuploidy (an abnormal
complement of chromosomes) is a massive genetic
abnormality observed in nearly all of the many thousands
of solid human cancers examined. This fundamental
observation has led to the "aneuploidy-genetic instability"
hypothesis which holds that the degree of aneuploidy is
proportional to the degree of genetic instability associated
with oncogenic transformation.

The aneuploidy-genetic instability hypothesis gained
support over the years through the tight association
between aneuploidy, genetic instability, and carcinogen-
esis. Recently, investigations using clones of chemically
and spontaneously transformed Chinese hamster embryo
cells indicated that clones were 50—100% aneuploid. Fur-
thermore, colonies of transformed cells were highly hetero-
geneous with respect to chromosomal number, suggesting
that aneuploidy can perpetually destabilize the karyotypes
of these cells (1). Likewise, it was found that karyotypic
instability was proportional to the degree of aneuploidy in
cultures of continuously passaged clonal Chinese hamster
embryo transformants (2). Furthermore, the quasidiploid
karyotype of wild-type and a variety of mutant Chinese
hamster ovary (CHO) cells were shown to be relatively
stable after being cultured for extended periods of time.
In contrast, quasitetraploid cells, derived spontaneously
or by Sendai virus-induced fusion, were more prone to
losses and gains in whole chromosomes, rearrangements
of chromosomes, and the appearance of new and distinc-
tive chromosomes (3). A model has emerged from these
observations in which the loss of genes (or sets of genes
in chromosomes) involved in mitosis perpetuates unequal
segregation of chromosomes in subsequent cell divisions.
Clearly, under such a model, stable maintenance of a geno-
type that contains an abnormal number of chromosomes
would be improbable.

The notion that aneuploidy is a cause of genetic
instability was challenged by data suggesting that an
abnormal number of chromosomes in a cell, in and of

itself, could not account for the high level of chromosomal
instability found in aneuploid colorectal cancer cells (4).
The authors proposed that dominant genetic defects
in chromosomal segregation result in chromosomal
instability, which drives aneuploidy. The basis for this
assertion came from experiments in which the genetic
stability of cells was not disturbed by the introduction of a
single extra chromosome or by gross aneuploidy created by
cell fusion techniques. Similarly, using gene amplification
as an index for genetic instability, results from another
study indicated that the propensity of methotrexate-
resistant CHO cells to amplify endogenous dihydrofolate
reductase genes was comparable in quasidiploid and
quasitetraploid subclones (5). However, it was noted that
genetic instability of aneuploid cells created spontaneously
or by cell fusions was more pronounced when the resultant
chromosomal number was nonmodal (4). Although a cause
and effect relationship between aneuploidy and genetic
instability has not been firmly established, it seems clear
that once an aneuploid karyotype has been established in
transformed animal cells, maintaining a stable karyotype
in successive culture passages becomes more difficult.

Molecular Regulation of Genetic Stablity

Tumor Suppressor Genes and Proto-Oncogenes. A hypo-
thesis opposing the aneuploid-genetic instability hypoth-
esis, termed the "somatic gene mutation" hypothesis,
holds that activation of proto-oncogenes and inactiva-
tion of tumor suppressor genes trigger transformation
and genetic instability. Under the somatic gene mutation
hypothesis, animal cell transformation is the result of a
multistage process starting with the activation of cellu-
lar proto-oncogenes and inactivation of tumor suppressor
genes. These and other events arise from (or lead to) an
enhanced state of genetic instability in which the genotypic
(and phenotypic) diversity among clones increases. Most
notably, this diversification manifests itself in changes in
cell morphology and karyology among clones in a trans-
formed cell population. The molecular mechanisms that
underlie the genotypic and phenotypic instabilities associ-
ated with cell transformation are incompletely understood.
However, some key molecules have been identified and
their roles in regulating and maintaining genetic stability
have become clearer. The following discussions focus on
these key molecular factors and the mechanisms by which
they influence the stability of cell genomes.

The p53 Tumor Suppressor Gene. Genetic alterations
that involve inactivation of tumor suppressor genes
are among the most thoroughly documented changes
associated with animal cell transformation. In particular,
mutation in the p53 tumor suppressor gene is frequently
observed in human cancers.

The p53 tumor suppressor gene has been associated
with critical cellular events involved in cell immortaliza-
tion, growth arrest at the Gl/S boundary in the cell cycle
(i.e., cellular senescence), and activation of cell death by
apoptosis (6,7). In these capacities, p53 has been consid-
ered a central factor of a genomic protection system in
which, it has been hypothesized, accumulation of excess
somatic mutations is prevented by growth arrest (presum-
ably to facilitate DNA repair) or by the prevention of the



further propagation of such DNA defects via apoptotic cell
death. Because of the pivotal role of p53 in protecting
cells and tissues from the generation and proliferation of
genetic defects, it has been called the "guardian of the
genome" (8).

Consistent with its role in maintaining genomic sta-
bility, the loss of p53 tumor suppressor functions results
in genetic instability manifested by changes in chromo-
somal ploidy(9-14) and gene amplifications and dele-
tions (12,13,15,16). Furthermore, in contrast to normal
mouse fibroblast cells, mouse fibroblast cells that lack p53
protein display abnormal centrosomal amplification that
causes unequal segregation of chromosomes (17).

The role of the p53 tumor suppressor function in genetic
stability may have its basis in its proposed role in DNA
repair. The human p53 protein contains both specific
and non-specific DNA-binding domains that are hot spots
for mutations that inactivate p53 function (6). Wild-type
p53 protein can bind to damaged DNA and it has been
shown that it plays a role in nucleotide excision repair
in response to ionizing radiation (18-22) and bridge-
breakage fusion of DNA (23), which has been implicated
in gene amplification processes.

The Retinoblastoma Tumor Suppressor Gene. The possi-
ble role of tumor suppressor genes in genomic stability was
also exemplified in studies involving the retinoblastoma
tumor suppressor gene (pRb). Like p53, pRb is central
in regulating cell-cycle progression and can act alone or
in concert with p53 to arrest cell growth in response to
DNA damage induced by gamma or UV irradiation or
treatment with chemotherapeutic drugs (24,25). Linkage
between pRb - and p53-mediated arrest pathways appears
to come about via inhibition of pRb phosphorylation by
cyclin-dependent kinases. Hypophosphorylated pRb pro-
motes a growth-suppressive state via E2F transcription-
factor-mediated repression of genes required for cell cycle
progression (26). Similar to the model proposed for p53,
pRb-mediated growth arrest and activation of DNA repair
systems prevent replication of damaged DNA.

Proto-Oncogenes and Genomic Instability. The proto-
oncogene c-myc is a key regulator of both cell growth
and apoptosis and has been associated with cell immor-
talization and transformation (27). Gene amplification, a
marker for genetic instability in mammalian cells, is often
associated with c-m/yc-mediated transformation. Targets
of c-m/yc-induced gene amplification include dihydrofo-
late reductase (28,29). Amplification of the dihydrofolate
reductase gene may be associated with ongoing gene rear-
rangements and further genomic instabilities that lead to
neoplastic transformation (30). Furthermore, it has been
shown that c-myc has a direct role in activating telom-
erase by inducing the catalytic subunit, telomerase reverse
transcriptase (31). As discussed in a section later in this
chapter, it has been shown that telomerase is critical in
maintaining genomic stability.

Likewise, expression of the human H-ras oncogene in
mammalian cells results in cell transformation and DHFR
gene amplification within a single cell cycle (32-34). H-
ras tranformation is also associated with loss of contact
inhibition of growth and the ability to form colonies in
soft agar. Furthermore coexpression of the Ras-related

tumor suppressor gene, Rapl, suppressed H-ras-induced
amplification of the DHFR gene (35). Coexpression of the
Rapl gene also caused H-ras-transformed cells to revert
to a flat morphology and reestablished contact inhibition
of growth and loss of the capacity to grow in soft agar.
These studies demonstrated the profound influence of
proto-oncogenes on cell phenotypes and genotypes.

Phenotypic Change Due to DNA Methylation and Gene
Silencing. Enzymatic methylation of the C-5 position of
cytosine residues in DNA motifs termed CpG islands may
lead to inactivation of genes in a heritable fashion (36).
Hypermethylation of promoter sequences may lead to
silencing of genes by inhibiting DNA transcription as a
result of interference with transcription factor binding.
Several tumor-suppressor genes contain CpG islands in
their promoters and show evidence of methylation-based
gene silencing. In addition, the majority of colorectal carci-
nomas with microsatellite DNA instability have hyperme-
thylation of the promoter CpG island of the DNA mismatch
repair gene MLHl (37). Hypermethylation-induced atten-
uation of the DNA mismatch-repair system may, in turn,
render the genome susceptible to additional genetic hits
that lead to further genomic instability and oncogenic
transformation. However, whether hypermethylation of
DNA sequences is a cause or consequence of gene inacti-
vation is highly disputed.

Poly(ADP-Ribose) Polymerase. Interruptions of DNA
strands brought about by DNA-damaging agents (e.g., y
irradiation, alkylating reagents) elicit a rapid response
that involves the mobilization of several DNA repair
systems. Components of these DNA repair systems have
been implicated in DNA gap repair and religation, DNA
integration and recombination efficiency, and genomic
stability. One such rapid response to DNA damage
involves attachment of poly(ADP-ribose) polymerase
(PARP) to DNA strand breaks (38,39). PARP is found
in abundance tightly associated with chromatin in the
nuclear compartment of eukaryotic cells. The PARP1

protein contains three functional domains: a DNA-binding;
domain, an automodification domain, and a catalytic:
domain. The DNA-binding domain rapidly binds to DNA
strand breaks which in turn stimulates the catalytic
domain. Using NAD as substrate, the catalytic domain)
carries out extensive ADP-ribosylation of PARP in the
automodification site, as well as in a variety of nuclear
target proteins, including topoisomerase and histones.
PARP and other ADP-ribosylated proteins are recycled
to their active state by the action of poly(ADP-riboseI
glycohydrolase.

ADP-ribosylated PARP has a reduced affinity for DNA
because of electrostatic repulsion, and the complex falls of!
the DNA strand and allows other DNA repair enzymes tc
dock and carry out DNA repair. Therefore, PARP functions
as a "molecular nick sensor" in eukaryotes and, by way oi
direct interaction with nicked DNA, protects the site froir
the action of nucleases and other DNA-binding proteins;
Furthermore PARP may be acting to home in othei
proteins at the damaged site, such as XRCCl, DNA ligase
III, DNA polymerase /?, p53 and DNA-dependent proteir
kinase and, in so doing, primes damaged DNA for repair.



The temporary protection of nicked DNA by PARP
and the rapidity of the response have been considered
indicative of the critical role of PARP in maintaining
DNA integrity. Several lines of investigation have
implicated its role in genomic stability (40-42) gene
amplification (43), efficient retroviral infection (44), DNA
transfection (45,46), and DNA base excision repair (47).
Compelling evidence of the critical role of PARP in
maintaining genomic stability comes from work done with
PARP {—/—) knockouts. Mice that lack the gene that
encodes PARP display no phenotypic abnormalities but
are sensitive to y irradiation and treatment with genotoxic
agents like iV-methyl-iV-nitrosourea (48-50). In addition,
primary cultures of PARP (—/—) cells are more prone to
sister chromatid exchange that indicates a higher rate of
rejoining of chromosomal breaks (41,43,48,49). Cells from
PARP (—/—) animals also tend to display an increased
number of micronuclei (a marker for genomic stability)
after y irradiation or treatment with mitomycin C (41,48)
and exhibit a larger number of chromatid breaks and
chromatid exchanges (49).

The potential interplay between PARP and other DNA-
binding proteins like p53 and DNA-dependent protein
kinase (discussed in the section following) has also been
a subject of investigation. Agarwall et al. (49) observed a
twofold lower basal level of p53 in PARP (—/—) cells and
diminished induction of p53 in response to DNA damage
that combine to reduce the induced level of p53 protein
by four- to fivefold compared to normal cells. However,
a decrease in the induction of p53 activity in PARP-
deficient cells was not noted in these cells. In contrast,
splenocytes from PARP knock-out mice exhibit normal
or even elevated p53 (50). These results indicated that
p53 protein induction may be regulated by a combination
of PARP-dependent and-independent pathways. Finally,
using PARP-specific antibody, it was shown that PARP
and p53 coimmunoprecipitate in HeLa cell extracts after
induction of apoptosis (51). This suggests that PARP and
p53 may directly interact under these conditions.

DNA-Dependent Protein Kinase. It is thought that DNA-
dependent protein kinase (DNA-PK) is critical in T-
cell receptor V(D)J recombination in lymphoid cells and
DNA double-strand break repair (52). The recombination
process involves site-specific cleavage by recombination
activating gene (RAG)I and RAG2, that generates
double-strand breaks that are specifically joined and
repaired. DNA-PK binds to DNA double-strand breaks
leading to activation of the protein kinase catalytic
subunit. Phosphorylation of DNA-binding proteins such
as transcription factors SpI, c-Jun, and p53 takes place
along with autophosphorylation of DNA-PK subunits.
Localized phosphorylation of transcription factors may
arrest transcription in the vicinity of the double-strand
break that allows docking and assembly of DNA repair
machinery.

Cells derived from animals that bear the spontaneous
severe combined immunodeficiency (SCID) mutation lack
DNA-PK activity and are defective in V(D)J recombination
and DNA repair (53-55). The role of DNA-PK in DNA
recombination and repair has been definitively confirmed

in murine DNA-PK null knockouts (56,57) and in a variety
of murine and CHO cell mutants that lack DNA-PK
activity (58-62).

Both DNA-PK and PARP are nuclear proteins that
bind to DNA at strand breaks and may, in fact,
compete for binding to DNA strand breaks induced by
genotoxic agents or by normal recombination. These
similarities have led some to suggest that PARP and
DNA-PK can substitute for one another under different
physiological circumstances (38). Because PARP mutant
cells have elevated levels of spontaneous sister chromatid
exchange, indicative of a higher rate of rejoining of
chromosomal breaks, some have hypothesized that a PARP
deficiency might permit processing and ligation of V(D)J
recombination intermediates. Indeed, Morrison et al. (63)
tested this hypothesis directly by creating SCID/PARP
(—/—) double knock-out mice. These mice have a reduced
survival rate, and double knock-out survivors appear
to have regained, to a limited extent, the ability to
carry out V(D)J recombination. These results suggest
that PARP deficiency partially rescues animals from
the SCID phenotype and may play a direct role in
the V(D)J recombination process. In this context, PARP
appears to be acting as an "antirecombinogenic molecule"
suggesting that PARP and DNA-dependent protein kinase
act cooperatively to minimize genomic damage caused
by DNA strand breaks. These observations confirm the
critical roles of both PARP and DNA-PK in maintaining
genomic stability.

Telomeres and Telomerase. Cultures of primary human
and other mammalian cells undergo a limited number of
cell divisions, cease to divide thereafter, and often go on
to die. This phenomenon, termed replicative senescence,
has been a model for cellular aging (64). As cells age, the
specialized nucleoprotein structures located at the ends
of chromosome, called telomeres, become progressively
shorter. Telomeres protect chromosomes from DNA
degradation, end-to-end fusions, rearrangements, and
chromosomal loss.

Telomeres are composed of tandem (TTAGGG)n

nucleotide repeats bound to a unique family of telomere-
binding proteins, including telomerase, which maintains
telomeric length by synthesizing telomeric repeats (65,66).
Telomerase is an enzyme that consists of an RNA-protein
complex containing a reverse transcriptase component
and an RNA template. The small proportion of cells
that become immortalized and emerge from a growth cri-
sis associated with cellular senescence were correlated
with the presence of telomerase activity whereas precrisis
cells were not (67,68). Therefore, continued maintenance
of telomeres by the action of telomerase is considered a
critical event responsible for preventing cellular senes-
cence and for continued growth of transformed cells.
Indeed, direct demonstration of the role of telomerase
activity in overcoming senescence was obtained by over-
expressing telomerase in cells (68-70) and the observa-
tion that immortal HeLa cells can be forced to crisis
when telomerase activity is inhibited by expression of
the antisense transcript to the RNA component of telom-
erase (71).



A critical role of telomerase function in maintaining
genomic stability was observed in mice in which the
gene that encodes the telomerase RNA component was
knocked out (72). As these telomerase-deficient mice
aged, an increased frequency of chromosomal fusions
and a twofold increase in aneuploidy were observed. A
model emerged from these studies in which chromosomal
aberrations associated with crisis may be brought about by
shortening telomeric structures into subtelomeric regions
that lead to the formation of dicentric chromosomes via
end-to-end fusion (73). In addition, the observed genomic
instability was coincident with an increased frequency
of spontaneous cancer in aged animals. All of these
observations were correlated with shortening of telomeric
length.

Activation of telomerase and cell immortalization
has been associated with inactivation of p53 and pRb
(73,74,75), and the telomerase gene is a direct target for
activation by c-myc (76). The potential interplay between
p53 and telomerase functions was also suggested by the
observation that inhibition of telomerase activity triggered
cell death (77).

GENOTYPIC AND PHENOTYPIC STABILITY OF
RECOMBINANT CELL LINES

Stable Integration of Heterologous Genes in Animal Cell
Genomes

Animal cells have been used as hosts for expressing a
wide variety of heterologous proteins. Introduction of
foreign DNA into animal cells by using any one of a
number of transfection techniques (e.g., electroporation,
lipofection and calcium phosphate coprecipitation) leads
to transient expression of genes for up to several days.
Stable expression of heterologous genes, however, is
associated with integration into the host-cell genome.
The mechanism by which foreign DNA integrates into
the genome of host cells is not fully understood.
Presumably, the integration process involves the normal
DNA excision-repair systems, DNA ligase, and possibly
eukaryotic analogs of prokaryotic integrase activities (78,
79). Consistent with this model are observations in which
perturbations of the eukaryotic DNAreplicative and repair
systems have been shown to affect the frequency of
cell transformation, indicating that integration of foreign
DNA (via heterologous recombination) may arise from
normal DNA replication and/or double-strand break repair
mechanisms (80), including PARP (81).

Isolation of transfected cells that have stably integrated
and express heterologous genes can be achieved by coex-
pressing selectable (and often amplifiable) marker genes
that confer resistance to cytotoxic agents on recipient
cells. The use of the selectable and amplifiable marker
genes dihydrofolate reductase (DHFR) and glutamine
synthetase (GS) has been extensively studied (82). In
the former, coexpression of DHFR and another gene of
interest renders recipient cells resistant to the cytotoxic
Mate analog, methotrexate (MTX). Further selection of
drug-resistant transfected cell populations with increased
concentrations of MTX results in coamplifying DHFR and
the gene of interest. Drug-resistant cells cultured in the

absence of the selective agent are vulnerable to the loss of
amplified genes, whereas it has been shown that extended
cultivation of cells under selective pressure increases the
stability of amplified genes (83,84).

Once integrated, the genomic localization of amplified
genes, it has been shown, influences their stability.
Unstable amplified genes tend to be found in acentric
double minute chromosomes that do not segregate properly
during mitosis and are rapidly lost with each cell
division. In contrast, stably amplified genes are usually
found integrated into the chromosome associated with
homogeneously staining regions that replicate in the
early part of the S phase (85-87). Furthermore, amplified
plasmid DNA was found associated at or near the ends
of chromosomes or on unstable dicentric chromosomes.
These observations suggested that integration and/or
amplification of DNA may disrupt telomeres and facilitate
formation of unstable dicentric chromosomes. Instability
of amplified genes in the absence of selective pressure
may also be related to the tendency of integrated genes
to be arranged in a "head-to-tail" mode, that increases
the frequency of homologous recombination between the
integrated plasmids (87).

The distribution of amplified genes in a recombinant;
CHO cell line was elucidated using flourescent in situ
hybridization (88,89). In highly amplified cells cultured!
under selective pressure, integrated amplification units
were widely dispersed throughout the genome. Upon
removing drug selection, subpopulations of recombinant
CHO cells displayed genotypic instability marked by the
loss of amplified genes in multiple and heterogeneous
integrations dispersed throughout the genome. Continued
cultivation of unstable cell lines under nonselective
conditions resulted in the appearance of a dominant
integration, termed the "master integration," which
remained stable for up to 100 days in the absence oi
selective pressure.

Other examples of genomic positional effects come
from work done to optimize expression of heterologous
genes in cultured cells and transgenic animals. In one
example of positional effects, Wurm et al. (90) showed
that incorporation of retroviral sequences, endogenous
to CHO cells, within expression plasmids significantly
improved the efficiency with which high-expressing
clones were obtained. The authors speculated thai
homologous recombination of the retroviral sequences
in the expression plasmid with endogenous sequences
in the CHO genome targeted the integration of foreigr
DNA into transcriptionally active regions of the CHC
genome. In another example, the targeted insertion of e
hypoxanthine phosphoribosyl transferase (HPRT) markei
gene at different loci in embryonic stem cells resultec
in heterogeneity in expressing stability phenotypes (91)
Interestingly, loci displaying expression instability were
associated with hypermethylation of the promoter whici
could be corrected by inserting a different promoter tha
contains a CpG island.

Phenotypic Heterogeneity and Population Dynamics

Recombinant CHO cells, in which amplified coexpressioi
of DHFR and a heterologous gene of interest has beei



achieved, generally display good correlation between gene
copy number, RNA transcription levels, and heterologous
protein expression (92-94). Although this relationship is
generally true, there are examples in which divergence in
these parameters has been noted. Gene silencing by hyper-
methylation may play a role in creating phenotypic diver-
gences within cell populations. However, phenotypic diver-
gences can come about through alternate mechanisms as
well. For example, it has been shown that expression lev-
els of recombinant hepatitis B surface antigen in CHO
cells became uncoupled from gene copy number because
of decreased secretion efficiencies and increased intracel-
lular degradation of recombinant protein (92). In another
study, population analysis of recombinant CHO cells after
extended culture in the presence of methotrexate indi-
cated an increase in heterogeneity among subclones with
respect to their cellular productivity phenotypes. In con-
trast, the recombinant CHO cell population became more
homogeneous with respect to expression of DHFR (95).
These results indicate that coexpression of DHFR and het-
erologous proteins can diverge post-transcriptionally at
the level of protein translation, post-translational modifi-
cations, or protein secretion.

Instability of amplified genes in recombinant CHO
cell populations may result from phenotypic changes
caused by the amplification process itself or by the
large increase in heterologous gene copy number in the
host-cell genome. Results from several investigations
have suggested that increased gene copy number may
impose a metabolic burden on recombinant cells that
manifests in a decrease in cellular growth rates (92,96).
The model emerging from these observations would be one
in which the population is overcome by faster growing, low-
producing subpopulations. This model also has precedent
in populations of hybridoma cells in which increased
monoclonal antibody secretion rates can be associated
with decreased growth rates (97,98) and expression
instability associated with the appearance of fast-
growing, nonproducing subpopulations (99,100). However,
other investigations point to a mechanism of population
instability in which no increase in nonproducers was
noted, but rather a general decline in heterologous protein
secretion rates was observed (95,101). Furthermore, the
growth rates of clones isolated from a population of
recombinant CHO cells went unchanged despite a decrease
in cellular productivity after extended culture in the
absence of selective pressure (94).

In general, a positive correlation between cell growth
rates and cellular productivity of heterologous proteins
has been observed in triphasic batch cultures that
experience an initial lag phase followed by a logarithmic
growth phase and a plateau phase in which cell growth
ceases (102-105). However, it has been shown that
an increase in cellular productivity was obtained in
growth-arrested recombinant CHO cells (106-108) and
hybridoma cells (97). The promoter/enhancer systems
used to drive expression of heterologous genes (109) and
possibly the chromosomal location/environment into which
the genes are integrated, are likely to play roles in
the degree to which cellular growth rates and cellular
productivity phenotypes are coupled.

Genetic and Epigenetic Manipulation of Cell Phenotypes

Cell phenotypes can, and have been, altered, by genetic
modifications in which, for example, cells can be made
resistant to cytotoxic drugs by introducing the appropriate
drug-resistance marker genes. Furthermore, fundamental
phenotypic attributes of animal cells such as the prolif-
erative requirement for attachment strata (anchorage-
dependency) and dependence on serum or exogenous
growth factors, can be genetically manipulated. Renner
et al. (110) showed that the anchorage-dependence of Chi-
nese hamster ovary cells was eliminated by expression of
cyclin E. Similarly, a loss in the anchorage-dependency of
fibroblasts was associated with overexpression of cyclin
A (111). In another series of experiments, the robust
growth of hybridoma and CHO cells under a variety of
culture stresses was enhanced by overexpression of anti-
apoptotic genes such as bcl-2 (112).

Cellular phenotypes can also be shaped in response to
environmental conditions imposed upon them during cell
culture. Examples of this phenomenon come from success-
ful laboratory attempts to alter a variety of phenotypes
through strategies that involve cell line adaptation. Much
of the impetus for intentionally reshaping cellular pheno-
types comes from the desire to eliminate the serum- and
anchorage-dependency of animal cells used in producing
protein biopharmaceuticals (113).

Without the use of adaptation procedures, the growth
of CHO and BHK cells tends to be both anchorage-
dependent and serum-dependent. In addition, once a
serum-free suspension-adapted lineage is established,
the volumetric productivity of the cell culture process
can be optimized by adaptation strategies that lead to
significant improvements in the final cell densities of
cultures (113). Although the mechanism by which animal
cells adapt to high cell-density conditions is unclear, one
means is by developing tolerance to growth-inhibiting
substances released by the cells, such as lactic acid and
ammonia (114-118).

The adaptation to serum-free suspension or high cell-
density conditions is generally performed using cell lin-
eages that have already been engineered to express the
desired protein biotherapeutic through recombinant tech-
nologies or methods based on cell fusion (102,119-124).
However, reports have been made of CHO (125-127),
murine myeloma (128,129), and Namalwa (130) cell lin-
eages that were adapted to growth in serum-free suspen-
sion culture before serving as host cells. This approach
greatly reduces or eliminates the need for further adapta-
tion once expression of the desired protein is achieved in
these preadapted mammalian-cell host lineages.

The transition to high cell-density, serum-free suspen-
sion culture can lead to changes in the growth performance
phenotypes of cells and the structural characteristics of
secreted proteins. Some decline in growth performance
(i.e., decreased growth rate or cell viability) following
serum withdrawal and/or removal of cell attachment sub-
strata was reported (126,131). This response to changes
in culture conditions is potentially due to a perturbation
of events associated with cell-cycle progression and entry
into the S phase (132). In the most severe case, recovery
from such perturbations may be prevented by activating



apoptotic pathways (133,134). Furthermore, significant
differences in the carbohydrate structures of secreted
proteins were documented (135-140). Finally, cell pop-
ulations that undergo a "growth crisis" (i.e., a significant
decline in growth rate and cell viability) during the adap-
tation process may be vulnerable to outgrowth of nonrepre-
sentative or undesirable subpopulations of cells that may
not have optimum performance characteristics (126,141).

Cell growth and expression phenotypes can also be sig-
nificantly influenced by cell-culture parameters such as
temperature, medium pH, and dissolved oxygen levels.
For instance, lowering the temperature of cell cultures
can decrease cell growth rates, increase protein expres-
sion rates, and alter nutrient metabolism (106,142). These
results suggest that culture temperature is a variable
with the potential for improving the performance of cell-
culture processes, such as fed-batch and perfusion-based
processes, in which static growth and prolongation of rela-
tively high protein-expression rates are desired outcomes.

In addition to the effects of temperature, cell pheno-
types can be reshaped by the action of agents that alter
gene expression patterns. The most widely studied of
these agents is sodium butyrate. Butyrate inhibits cell
growth and alters gene expression of butyrate-responsive
elements (positively or negatively) by increasing acety-
lation of nucleosomal histone proteins via inhibition of
histone deacetylase (143). Sodium butyrate administra-
tion alone or in combination with a temperature shift
has been shown to improve the expression of recombinant
proteins (143,144).

CONSEQUENCES OF GENETIC INSTABILITY ON
RECOMBINANT PROTEIN QUALITY

The genetic stability of recombinant cell lines and its
impact on the quality and consistency of protein biophar-
maceuticals continues to be a topic of great interest to
process scientists and regulatory agencies. Many different
technologies have been used in constructing expression
vectors and expression systems, as well as manufactur-
ing processes. The genetic stability of recombinant cells,
defined within the limits of a particular cell-culture manu-
facturing process, has historically been a surrogate marker
for biopharmaceutical protein consistency. However, the
link between genetic stability and recombinant protein
quality and consistency has not been absolutely estab-
lished or may be of reduced importance in view of improved
analytical methods for protein product characterization.

Two key phenotypic markers thought to be relevant to
protein synthesis have been emphasized when assessing
the stability of recombinant cell lines and cell-culture
processes: specific growth rate (hours"1) and cellular
productivity (units of product produced per cell per unit
time). To date, where possible, cell lines have generally
been selected and manufacturing processes designed so
that the product was made during a period when growth
rate and cellular productivity are essentially constant.
This approach can be restrictive at times, adds significant
time and resources to the development process (e.g., when
a number of candidate cell lines need to be evaluated to
select a stable production cell line), or disallows flexibility

in a manufacturing process (e.g., when a process has
to be limited in duration to ensure that the product is
made during a period of stable growth rate and cellular
productivity).

The challenges of establishing the stable performance
of cell-culture processes used in manufacturing recombi-
nant biotherapeutic proteins are complex because of the
variations inherent in biological systems and the metrics
used to monitor their performance. An example of this can
be seen when one examines cellular productivity data from
a recombinant CHO (rCHO)-cell-based process developed
and used by Genetics Institute to manufacture recombi-
nant human antihemophiliac factor (rAHF, Recombinate).
rAHF is a highly complex glycoprotein used therapeuti-
cally in treating hemophilia A (145). Efficient expression
of rAHF by CHO cells is greatly facilitated by coexpressing
von Willebrand factor (vWF) which binds to and stabilizes
the rAHF molecule. In constructing the rCHO cell line
used in the commercial production of rAHF, amplified
coexpression of rAHF and vWF was driven by sepa-
rate selectable/amplifiable markers: DHFR and adenosine
deaminase, respectively (82). Therefore, complete evalua-
tion of the expression phenotype of rAHF-producing rCHO
cells required evaluating both rAHF and vWF cellular
productivities. Based on this analysis, a rCHO cell line
was identified and used to develop a rAHF commercial
manufacturing process.

A conventional two-tiered cell banking system was
used in which a Master Cell Bank (MCB) and Working
Cell Bank (WCB) were prepared. The batch-refeed cell-
culture process developed and used in the large-scale
manufacturing of rAHF starts when cells are inoculated
into a production bioreactor (2500 L) after expansion from
the frozen WCB. After inoculation, WCB cells are grown
for three days (which constitutes a single batch), by
which time they have reached maximum cell density (just
before the onset of the stationary phase). At this point,,
approximately 80% of the cell suspension is removed from
the bioreactor for cell separation and purification and is
replaced with an equivalent volume of fresh medium. The
remaining 20% of the cell suspension acts as the inoculum
for the next cycle. This process continues up to a maximum
number of batches which is established for an individual
cell line based on cell-culture performance characteristics
and product characterization. Throughout this process,
cells are cultured in the absence of selective pressure.

The perspective that genetic stability served as a
surrogate marker for recombinant protein quality and
consistency led to establishing operational limits for the
rAHF cell-culture process within which rAHF expression
was relatively stable. To establish process limits, the
rAHF cell-culture process was operated at full scale fox
an extended period in which the number of cumulative
population doublings (CPD) allowed for the WCB cell
population was extended to more than 120. The rAHF
and vWF cellular productivity data were acquired and
analyzed for trends. Figure Ia shows the rAHF and vWE
cellular productivity data obtained during the operation
of the extended process. Upon extended culture of the
WCB cell line to greater than 70 CPD, both rAHF and
vWF productivity gradually declined. Southern blot anc



Northern blot analysis of in-process samples indicated
that qualitative changes in the genes or RNA transcripts
that encode either protein could not be detected (data
not shown). The results also indicated that a significant
change in rAHF gene copy number or RNA transcript
level was not observed over the course of the extended cell
culture (approximately 127 CPD from the WCB). However,
a reduction in vWF gene copy number and transcript
level was observed after 110 CPD of continuous culture
(data not shown). Consistent with the physiological role of
vWF in stabilizing rAHF protein and because a detectable
change in rAHF gene copy number or transcript level
was not found, we interpreted these results to mean
that the decline in rAHF productivity was driven by
vWF expression instability after 70 CPD of continuous
culture. With this information in hand, the duration of
the cell-culture process was restricted to 65 CPD to ensure
consistent process performance.

To validate the consistency of the manufacturing
process operationally restricted to 65 CPD, two additional
production runs were performed to establish a database for

process consistency. The results obtained from the process
consistency runs indicated that the cellular productivity
phenotype of WCB cells was relatively stable when
operationally restricted to 65 CPD (Fig. Ib). However,
when cellular productivity data obtained from commercial
production runs carried out from 1989 through 1995 are
plotted, a slight negative trend (representing a decline of
approximately 30%) was observed in the data (Fig. Ic).
Therefore, the phenotypic stability of the production cell
line and cell-culture process may be difficult to evaluate
fully in the absence of a suitably large performance
database. Thorough biochemical characterization of the
rAHF produced during this period indicated that a
detectable qualitative change in the product did not occur,
challenging the notion that cellular productivity is an
appropriate surrogate marker for recombinant protein
quality.

To further investigate whether a correlation exists
between changes in the cellular productivity (and growth
rate) phenotypes of rCHO cells and recombinant product
quality, a series of studies was performed at both bench

Cummulative Population Doublings

Figure 1. Performance of the rAHF cell-culture manufacturing process. The rAHF cell-culture
process was operated, as described in the text, for an extended period of time or for periods
restricted to 65 total CPD. Expression of rAHF (closed circles) and vWF protein (panel A,
open circles) in conditioned medium was determined by using an activity assay and by ELISA,
respectively, and the cellular productivities were calculated.
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Figure 2. Relative cellular productivity of a rCHO cell line in
a 2500-L batch-refeed process. Reprinted from Ref. 146 with
permission.

and production scale, and the effect of variations in
both phenotypic markers on product characteristics, with
emphasis on N-linked glycan, were examined. The focus
on protein glycosylation was based on an expectation
that this complex, energy-requiring post-translational
modification might well be influenced by changes in
global phenotypic markers such as growth rate and
cellular productivity. In all cases, a host/expression vector
system was employed which uses CHO cells genetically
engineered to contain multiple genomic copies of the
product gene by using DHFR as the selectable/amplifiable
marker.

In one such study, a rCHO cell line that produced a
thrombolytic protein was cultured using a generic serum-
free, suspension-culture-based, batch-refeed cell-culture
process. Figure 2 shows the cellular productivity of a
rCHO cell line as a function of generations from the WCB
in a 2500-L batch-refeed process. Cellular productivity
dropped by approximately 50% from the beginning to the
end of the process. It was of interest to establish whether
the progressive drop in cellular productivity caused a
progressive change in the product profile. Accordingly,
product derived from sequential batches was characterized
by using a number of biochemical and biophysical
analyses, including peptide mapping and specific activity
(potency) determination. A significant change in product
characteristics was not evident from batch to batch. This
qualitative similarity is illustrated in Figure 3, which
shows that high pH anion-exchange chromatographic
(HPAEC) carbohydrate fingerprints (147,148) of complex
type, N-linked glycan released from product produced
from batches early (26 generations) and late in the
process (76 generations) are indistinguishable. This case
again illustrates that a substantial change in cellular
productivity can take place within a population of
continuously cultured cells without causing detectable
changes in product characteristics.

Another study involved a large-scale production process
employing a rCHO cell line that produced a glycosylated
lymphokine. Figure 4 shows a profile of cell growth during
a serum-free, suspension-culture-based, batch-refeed pro-
cess similar to that described before. Population doubling
time (inversely proportional to growth rate), calculated as
an average over each three-day growth period, increased
from an initial value of approximately 22 h in the first
batch to approximately 32 h in batch 3 (B3) and then
declined in batches 4, 5, and 6. The improved growth rate
resulted in significantly higher cell densities in batches 5

Days in Culture

Figure 4. Population doubling time (t<j) and cell density of six
batches of a large-scale rCHO production process. Reprinted from
Ref. 146 with permission.

and 6. Subsequent product characterization revealed that
the observed fluctuations in growth rate and maximum
cell density did not cause any detectable change in the
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Figure 3. HPAEC carbohydrate fingerprint analysis of N-linked
glycans. HPAEC carbohydrate fingerprints analysis was per-
formed on complex type, N-linked glycans released from product
produced from batches at the beginning (26 generations) and
toward the end (76 generations) of a 2500-L batch-refeed process.
Reprinted from Ref. 146 with permission.
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product (characterization included peptide mapping and
specific activity determination, among others). Consistent
with this conclusion, HPAEC-carbohydrate fingerprints of
complex type, N-linked glycan from batches 2 to 6 were
indistinguishable (Fig. 5). This study illustrates that sub-
stantial changes in growth rate can take place under the
production conditions described without causing signifi-
cant changes in product characteristics.

The final study involved a large-scale production pro-
cess employing a rCHO cell line that produced a glycosy-
lated cytokine in a serum-free, suspension-culture-based,
batch-refeed system similar to that described before.
Figure 6 shows the growth rate and cellular productivity
(in arbitrary units) of the production cell line as a function
of generations from the WCB. The growth rate increased
as a function of generations from the WCB from approx-
imately 0.025 h"1 (28 hour doubling time) at around 20
generations to approximately 0.033 h"1 (21 hour doubling
time) at around 70 generations. In the same time frame,
the cellular productivity declined by approximately 40%.
It was of interest to establish whether this coordinate
change in growth rate and cellular productivity caused
any change in the product profile.

Subsequent product characterization, which included
peptide mapping and specific activity determination,
showed that the observed concurrent increase in growth
rate and decline in cellular productivity had no effect
on the product profile from batch to batch. HPAEC-
carbohydrate fingerprint analysis was carried out in
this case on the high-mannose glycan released from
product that was purified at five different points in
the production process. Figure 7 shows that glycan

Minutes

Figure 7. HPAEC carbohydrate fingerprint analysis of
high-mannose glycan. HPAEC carbohydrate fingerprint analysis
was performed on samples released from product produced at
five different points in a large-scale rCHO production process.
Reprinted from Ref. 146 with permission.

fingerprints were comparable from generation 28 to
66. This case study illustrates that significant changes
can take place simultaneously in growth rate and

Minutes

Figure 5. HPAEC carbohydrate fingerprint analysis of complex
type, N-linked glycans. HPAEC carbohydrate fingerprint analysis
was performed on samples obtained from five consecutive batches
of a large-scale rCHO production process in which significant
batch-to-batch changes in growth rate were observed. Reprinted
from Ref. 146 with permission.

mV

mV

Generations from WCB

Figure 6. Characteristics of a large-scale rCHO production
process in which changes in growth rate and cellular productivity
were observed. Growth rate and relative productivity are
indicated as a function of increasing generations. Reprinted from
Ref. 146 with permission.
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cellular productivity without causing significant changes
in product characteristics. The results from these studies
clearly demonstrate that significant changes in growth
rate and cellular productivity, under the conditions
described, do not necessarily predict changes in product
quality. Similar observations (with respect to cellular
productivity) were made by others working with rCHO
production systems (149).

These studies, at both small scale and manufacturing
scale, illustrate a key principle pertaining to the
development, implementation, and long-term success
of a cell-culture-based biopharmaceutical manufacturing
process. Manufacturers should not assume that absolute
consistency of process performance is necessary to ensure
that qualitatively consistent product is produced. In
particular, for biopharmaceutical products whose active
substance can be characterized in great detail using
modern analytical methods, it is possible to determine
with a high degree of confidence that variations in
process parameters such as growth rate and cellular
productivity do not lead to significant variations in
the quality of the active substance produced. Therefore
the emerging paradigm for "well-characterized" (150) or
specified biotechnology products (151) is one that makes
it possible for a manufacturer to rely on analytical
characterization of an active substance to determine
which measures of process performance are important
for ensuring consistent product quality.

GENOTYPIC CHARACTERIZATION AND VALIDATION OF
GENETIC STABILITY

Genotypic instability has the potential to impact the qual-
ity of heterologous proteins expressed by a recombinant
cell line. Obviously, changes in the DNA sequence via
point mutations (which can occur spontaneously at a fre-
quency of >10~6), deletions, or gene rearrangements can
alter the structure of the gene product. Accordingly, exten-
sive genotypic characterization of recombinant cell lines
needs to be carried out as part of a package that provides
assurance of recombinant protein quality. A general prac-
tice for characterizing the expression construct is outlined
here. Emphasis is placed on characterizing the MCB cells
and the transcripts derived from them, so that a compre-
hensive understanding of the structure of integrated and
amplified genes is established at the starting point of the
manufacturing process. Once the manufacturing process
has been established, end-of-production (EOP) cells taken
from a representative run are analyzed in a manner sim-
ilar to the MCB, to ensure that significant changes in the
product genes or closely flanking sequences do not occur
during the production process.

Gross Structural Evaluation of Genes and Transcripts

The evaluation of the expression construct includes an
analysis of the integrity of the RNA transcripts that
encode the protein(s) representing the active substance.
This analysis employs standard molecular techniques
(such as Northern blot hybridization) to establish that the
predicted transcript(s) is produced by the production cell

line and that significant qualitative changes in transcript
structure do not occur over the course of production.

Similarly, the copy number of the expression construct
is evaluated by using standard techniques. This analysis
is undertaken not because the exact number of integrated
and amplified copies is considered critical (it requires a
very substantial effort to credibly obtain even a reasonably
precise estimate of gene copy number). Rather, this
estimate is useful as part of the general description of
the way the cell line was established and how suitable
expression levels were achieved. What is much more
relevant to establish is that the correct coding sequence
of the product has been incorporated into the host-cell
genome and is maintained during culture to the end of
production. Methods which can be employed to provide
this assurance are illustrated here with several examples.

The gross structural integrity of integrated and
amplified genes is evaluated by digesting genomic DNA
at restriction sites that immediately flank the coding
regions, followed by Southern blot analysis to establish the
presence of the appropriately sized fragment in genomic
DNA (usually compared directly to expression plasmid
digested with the same restriction enzymes). Detection of
fragments other than those predicted indicate the presence
of rearranged or aberrant copies of these genes. By loading
various amounts of control (expression plasmid) DNA in
adjacent lanes, it is possible to estimate the sensitivity
of this method for detecting variant sequences. In our
experience, if aberrant fragments are electrophoretically
distinguishable, they are detectable at a level of 1-5% of
the intact genes.

The second level of characterization is directed toward
a more detailed understanding of the initial expression
plasmid integrants that are represented in the amplified
DNA of the cell line. In particular, we seek to determine if
one or more plasmid molecule is integrated into host CHO
cell DNA (often in tandem at a single chromosomal site).
This question is approached by using genomic Southern
blot analysis, taking advantage of the known restriction
map of the expression plasmid to permit identifying
restriction fragments in which one site is contributed by
host-cell genomic DNA flanking the expression plasmid.
Such chimeric fragments are generally distinct in size for
each of the original integrations. Thus, the number of
distinct fragments identified can be used to determine the
number of unique sites of integration and potentially, the
number of plasmid molecules that were integrated upon
transfection and before amplification. This information
is valuable in planning a rational DNA cloning and
sequencing strategy (discussed in more detail following).

Our approach to integration unit characterization
is illustrated by considering the example of a rCHO
cell line that produces recombinant human interleukin-
12 (IL-12), a novel immunomodulator (152). The IL-12
molecule is a heterodimer of molecular weight 75 kDa,
consisting of 35-kDa (p35) and 40-kDa (p40) subunits. IL-
12-producing rCHO cells were generated by introducing
p35 and p40 cDNAs into independent DHFR expression
plasmids and subsequently amplifying DHFR/IL-12 genes
with increasing levels of methotrexate. The approach by
which we characterized the integration units of both p35



and p40 genes is illustrated in Figure 8, which depicts the
integrated linearized expression plasmids for both genes
flanked by host-cell genomic DNA.

DNA derived from the MCB was digested with
restriction enzymes for which recognition sites are present
in the expression plasmid on only one side of the gene of
interest. This is illustrated for the p40 gene in Figure 8
(right-hand panel), where a single BgI II site is present
within the p40 expression plasmid, just 5' of the p40
cDNA (indicated by the dotted arrow below the expression
plasmid). The next downstream BgI II recognition site
cannot come from this same expression plasmid, but
instead must derive from DNA that flanks the integrated
plasmid. Therefore, visualization of a single p40-positive
BgI II fragment on genomic Southern analysis argues that
the 3' DNA segment that flanks all copies of the integrated
p40 plasmid is the same (i.e., contains a BgI II site at the
same position relative to the 3' end of the integrated
plasmid). This suggests that a single p40 expression
plasmid integrated into the host-cell genome (with a BgI
II site just downstream) and that the configuration of the
gene and local flanking DNA was maintained upon gene
amplification. In contrast, the presence of two fragments
in the p35 (Sph I-digested) Southern blot (Fig. 8, left-
hand panel) argues that at least two distinct copies of the
p35 plasmid (with Sph I sites at unique distances from
the 3' ends of the integrated plasmids) were integrated
and amplified in the cell line. In each case, the results
shown are representative of a number of experiments
using different restriction enzymes which, taken together,
allow conclusions to be drawn regarding the number of
initial plasmid integrations that are represented in the
amplified DNA of the cell line.

The insertion sites described before should not be con-
fused with chromosomal sites that contain multiple copies
of amplified genes, observed on cytogenetic analysis and
designated as homogeneously staining regions (84—86),
or smaller chromosomally amplified sequences detected
by fluorescent in situ hybridization (88). The insertion
sites described before are likely to reflect integrations
which took place on transfection of the cells. As discussed
previously, subsequent gene amplification and extended

serial propagation of the cell line under methotrexate
selection is normally accompanied by translocation of the
original plasmid inserts and flanking DNA to different
sites in the genome. The average size of such amplicons
(including flanking host-cell DNA) has been observed to
be on the order of 1 megabase, significantly larger than
the fragments evaluated by the Southern blot method.
Nevertheless, the value of establishing the number of
original sites of integration for a particular gene is that
this information directs our strategy in the next step in
the genotypic characterization process, gene cloning, and
DNA sequence analysis.

Sequence Analysis of Genes and Transcripts Encoding the
Product

In the IL-12 p40 gene, cloning and DNA sequence
were analyed on genomic DNA prepared from the MCB.
Subsequent DNA sequence analysis of the cloned p40 gene
was used to establish that the sequence completely agreed
with that present in the expression plasmid. This indicated
that the initial plasmid integrant represented in all the
amplified copies of the p40 gene contained a completely
intact coding region at the DNA sequence level. However,
because we detected two independent plasmid integrants
represented in the amplified p35 genes, it was necessary to
carry out an additional investigation to demonstrate that
both copies integrated with complete fidelity. Accordingly,
the two Sph I fragments shown in Figure 8 (p35 plasmid)
were isolated, cloned, and sequenced. DNA sequences
from both fragments completely agreed with the p35
coding sequence in the original expression plasmid. Thus
the DNA sequencing approach described allowed us to
conclude that both p40 and p35 expression plasmids were
integrated into the CHO genome with complete fidelity.
However, this DNA sequencing strategy does not allow
us to ascertain the fidelity of all, or even the majority of
multicopy amplified genes or the RNA transcripts derived
from these originally integrated plasmid molecules. For
this reason, a complementary approach needs to be applied
to address the bulk population of transcripts present in
the cell line.

Recent regulatory guidance (153) has called for DNA
sequencing approaches such as DNA sequence analysis
of bulk cDNA derived from reverse transcriptase poly-
merase chain reaction (RT-PCR) treatment of total RNA.
Althought it does not set a required sensitivity limit for
such methods, the guidance document requested that
the sensitivity of methods employed to detect variant
sequences be estimated. Accordingly, DNA sequencing
was performed on cDNA clones derived from product genes
expressed in a rCHO MCB and end-of-production (EOP)
cells (see also Genetic Stability discussion following).
Emphasis in these experiments was placed on establishing
limits of detection of aberrant sequences.

Total RNA was isolated from the MCB or EOP
cells, reverse transcribed into cDNA, and the entire
coding region of the recombinant protein was amplified
by high-fidelity PCR. The expression plasmid used in
constructing the MCB lineage was subjected to the same
PCR procedure as a control. Pairs of PCR primers were
designed to permit amplification of the coding region

Figure 8. Evaluation of plasmid integration units in a recom-
binant human IL-12 cell line. The position and orientation of
the p35 and p45 cDNA inserts are indicated by dotted arrows.
Genomic Southern blots are shown from a representative digest
for both p35 and p40. Reprinted from Ref. 146 with permission.
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in four overlapping fragments. Only fragments of the
predicted size were observed upon agarose gel analysis of
the RT-PCR products, and these were indistinguishable
from the expression plasmid control PCR fragments,
further confirming the integrity of the coding region of
expressed genes in MCB cells.

The products of each PCR reaction were cloned
and sequenced. Similarly, PCR-products from expression
plasmids that encode denned structure-function mutants
of the product gene were cloned. The cloned mutant
PCR-products were used to evaluate the ability of the
DNA sequencing methodology to detect sequence variants
by spiking the wild-type DNA preparations with known
quantities of the mutant DNA preparations. The DNA
sequencing of these samples indicated that mutations
could be quantitatively detected to a level of about 20%
(Table 1).

Population sequencing provides a convenient and
sensitive method for evaluating the protein coding
sequence in a large and statistically significant number of
independently derived cDNA clones. The results confirm
that the predominant sequence at each position is correct,
but the method cannot demonstrate that the actual
sequence of any one clone is correct in its entirety. For
this reason, these data are complemented by sequencing
individual product genes cloned from MCB genomic DNA,
as described before. In conjunction with Northern and
Southern blot data (not shown), the sequencing results
confirm that expression plasmids with the expected
product coding sequence are stably maintained in the
genome of these cells during inoculum buildup and full-
scale production.

Genetic Stability

The purpose of analyzing the expression construct is to
establish that the correct coding sequence for the product

has been incorporated into the host cell and is maintained
over the course of production. Our approach, which is
consistent with current regulatory guidance (150), is to
comprehensively analyze the expression construct at least
once at the end of production. The analysis of EOP cells
covers all of the major characteristics of the expression
construct that are also analyzed in MCB cells: gross
structural integrity of genes and transcripts that encode
the product, gene organization and copy number, and DNA
sequencing. For this analysis, EOP cells at the "limit of
in vitro age used for production" are characterized, so
that the data can be used to establish that no significant
change occurs in the product-encoding genes during
production. Over the course of several years of commercial
production at Genetics Institute, analysis of EOP cells
has not revealed any detectable genetic instability in
rCHO cells.
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INTRODUCTION

The cytoskeleton is a complex, three-dimensional network
of protein filaments distributed throughout the cytoplasm
of the cell. It is a dynamic structure that not only provides
shape to the cell but also undergoes a remodeling process
to achieve the changes in cell shape that accompany cell
growth and motility. As an intracellular framework, the
cytoskeleton serves to anchor cell components in place and
also facilitates their transport from one location to another
within the cell at various times. Cytoskeletal behavior is
a fundamental aspect of cellular systems and represents a
major point of control in manipulating cells and tissues.

This article first describes general aspects of the
cytoskeleton, including the three filament systems that
serve as the major structural elements of the cytoskeleton,
their spatial organization within the cell, and some of the
characteristic dynamic behavior that they contribute to the
cytoskeleton. The remainder of the article then addresses
each of the cytoskeletal filament systems in greater detail,
focusing on basic aspects of relevance to cell shape and
movement.

THE CYTOSKELETON

Major Structural Components

The cytoskeleton is composed of filamentous proteins con-
nected and coordinated by additional protein molecules.
The protein filaments are viewed as the primary compo-
nents of the cytoskeleton with the other proteins playing
an accessory role. There are three main types of fila-
ments in the cytoskeleton: microtubules, actin filaments
(also called microfilaments), and intermediate filaments.
Although these three populations of filaments are inte-
grated both physically and functionally within the cell,
their diverse characteristics enable them to serve different
functions within the cytoskeleton, and each is associated
with a different aspect of cell structure or movement (1).
Microtubules form a structural framework that helps to
define the shape of the cell and to organize intracellular
organelles, which attach to and often move along individ-
ual microtubules. Actin filaments can vary considerably in
length depending on the cell type and even the site within
the cell (2); they associate into a variety of subcellular
structures, including highly aligned bundles and random
meshworks of varying density, and play a major role in the
motility characteristics of cells (3). Intermediate filaments
are viewed as mechanical elements that contribute to the
structural integrity of the cell. All three filament systems
are dynamic and undergo remodeling behavior that helps
to guide cell movement and changes in cell shape.

Organization

The cytoskeleton can be organized conceptually into three
spatial domains: (1) the cell interior, (2) the cortex, and (3)
the plasma membrane. These domains differ with respect
to both occurrence and organization of the three long
filament systems of the cytoskeleton (4). Microtubules
and intermediate filaments predominate in the interior
of the cell. In many cells, both types of filaments project
radially from near the center of the cell to the cortex.
Microtubules serve to anchor various membrane-bound
organelles and intracellular structures, including the
endoplasmic reticulum, mitochondria, and Golgi complex,
in place within the inner cytoplasm. The major role of
intermediate filaments in the interior of the cell appears
to be to impart mechanical strength to the cell. Actin
filaments are observed in the inner region of cells that
are attached to extracellular surfaces. They are organized
into bundled structures called stress fibers and project to
sites where the plasma membrane is attached to other
cells or structures. These sites, called focal contacts, and
stress fibers tend to disassemble as cells detach from
a surface and begin to move. They can be visualized
using microscopy and immunofluorescence techniques and
provide a useful indication of the effects of culture surfaces
on cell attachment and motility through their effects on
the actin cytoskeleton.

The cortex of the cell lies immediately under the plasma
membrane. Actin filaments occur at higher density than
in the cell interior and in a cross-linked network; other
microfilament structures such as bundles may be present
as well. Intermediate filaments are observed in the cortex;



microtubules are not a typical constituent of the cortex in
animal cells but may interact with it.

The cytoskeleton at the plasma membrane forms
specialized structures that help the cell interact with
the extracellular environment. Intermediate filaments
are a major component of cytoskeletal structures that
form where cells are anchored to other cells or surfaces,
presumably reinforcing the junction and participating in
the transmission of forces. Microfilament bundles form
the core of fine projections at the cell surface, including
microvilli and filopodia, that help to increase the contact
between a cell and its environment.

Dynamic Behavior

Dynamic changes occur in the cytoskeleton during
development, cell division, cell motility, and disease.
Changes during development involve the growth and
rearrangement of cytoskeletal elements, as well as
changes in composition. Cell division is characterized by a
series of events dominated by changes in the microtubule
system. The actin cytoskeleton also undergoes significant
reorganization, while the participation of intermediate
filaments varies for different cell types (4). Cell motility
encompasses a wide range of behaviors that involve
the cytoskeletal filament systems to different degrees.
Muscle contraction has been studied and can be explained
largely in terms of force generation by actin-myosin
dynamics. Both actin force generation and assembly
dynamics play an important role in nonmuscle cell
motility. Microtubule dynamics can also be important.
An example is neuronal growth cone motility, in which
microtubule dynamic instability appears to provide a
mechanism for the migrating growth cone to either
stabilize or quickly alter its course, depending on feedback
from the external environment (5,6). The interaction
between microtubules and actin is likely to be important
in this and other examples of cell locomotion, although few
specific details are known. Another form of cell motility
involves the transport of organelles along microtubules
within the cell.

A number of diseases and disorders result from
genetic abnormalities in the cytoskeleton, typically a
defect in one of the filament systems or its accessory
proteins. These disorders, or similar ones that can be
produced in the laboratory by genetic manipulation of
specific cytoskeletal components, provide a useful means
of studying the cytoskeleton (7,8). A complex example
occurs in the case of cancer, in which multiple cytoskeletal
changes are observed. Key among these is an increase
in uniformity of the actin cytoskeleton, changes in
intermediate filaments, and loss of cell-cell contacts
in which these filaments participate. Studies of the
cytoskeleton provide a means of investigating this and

Figure 1. Microtubule structure. Microtubules are composed of
ajS-tubulin heterodimers in a crystalline lattice structure. Each
solid/open pair of balls in the diagram represents a single dimer.
Microtubules have a 25 nm outer diameter, a 17 nm inner
diameter, and can be many micrometers long. Growth occurs
faster at the plus end than the minus end.

other diseases and may ultimately help in understanding
and treating them.

MICROTUBULES

Structure

Microtubules axe self-assembled protein filaments in
eukaryotic cells that serve to organize the cytoplasm and
mediate molecular motor-based transport. They can be of
variable diameter, but are typically of about 17 nm inner
diameter and 25 nm outer diameter (9). Microtubules can
extend over the entire length of the cell, in some cases
exceeding 100 um in length (10). The tubes are quite rigid
with a Young's modulus of ~109 Pa, a value comparable
to plexiglas (11). Paradoxically, microtubules are often
curved in living cells, occasionally to a radius of curvature
of <500 nm, implying that relatively strong forces are
exerted on microtubules (12).

The protein that constitutes microtubules is an
ap heterodimer called tubulin. Dimeric tubulin has a
molecular weight of 100 kD, and its structure has recently
been determined at 3.7-angstrom resolution (13). Tubulin
is highly conserved across species and has a homolog in
bacteria called FtsZ, a protein that mediates contractile
ring formation (14), suggesting that it is an ancient protein
little changed, by evolution. Tubulin dimers stack head-
to-tail and side-to-side to form microtubules as depicted in
Figure 1. The head-to-tail stacks are called protofilaments,
of which there are typically 13 that together form a
tube. The lateral contacts between protofilaments are
slightly pitched so that there is a helical pitch to the
lattice that is typically left-handed with a 1.5-dimer pitch
per revolution (15). The nonintegral pitch gives rise to>
a discontinuous seam in the microtubule lattice where
a-subunits are adjacent to /?-subunits, instead of the
usual a-a and fi-/3 lateral associations. Of particular
importance is the asymmetry of the lattice, which
gives rise to polarity, with one end of the microtubule*
designated as "plus" (functionally fast growing) and the:
other "minus" (functionally slow growing). Intracellular
protein motors are able to recognize the polarity and
move specifically toward either one end or the other.,
Cells exploit this recognition by having their microtubule
minus ends generally point toward the cell center andl
their microtubule plus ends generally point toward the
cell periphery.

Function

The force generation associated with motor pro-
tein/microtubule interaction gives rise to many of the
functional characteristics of microtubules. There are two
broad classes into which microtubule motors fall: kinesins



and dyneins. Both kinesins and dyneins use adenosine
triphosphate (ATP) hydrolysis to power their persistent
movement along the exterior of the microtubule lattice.
Detailed studies of kinesin reveal that it advances in
discrete steps of 8 nm and hydrolyzes one ATP per
step (16,17). An important difference between kinesins
and dyneins is that kinesins (generally) move toward
plus ends while dyneins move toward minus ends. This
functional distinction allows cells selectively to transport
motor-associated material toward either the plus or the
minus ends of microtubules, depending on whether the
motor is plus end-directed or minus end-directed.

The functional implications of microtubule motor-based
transport are myriad. The kinesinbased plus end-directed
transport allows neurons effectively to transport material
from the cell body, where the biosynthetic machinery
is located, to the ends of long cellular extensions called
axons. Because of the uniform plus end-distal polarity of
microtubules in axons, membrane-bound vesicles can be
transported over meter distances. Microtubules also work
with minus end motors to facilitate transport processes.
Two primary examples are the beating of flagella and cilia,
which are the result of dynein motor activity inducing
microtubule bending. The intracellular localization of the
endoplasmic reticulum (ER) and the Golgi apparatus
are determined by their coupling to microtubules via
motor proteins (18). The ER associates with plus end-
directed motors, which induce ER extension toward the
cell periphery, while the Golgi associates with minus end-
directed motors, which induce Golgi retraction toward the
cell center. Perhaps the most critically important function
of microtubules and their motors is to mediate the proper
segregation of chromosomes during mitosis. Here both
plus and minus end-directed motors coordinate to achieve
the highly accurate and rapid partitioning of the replicated
genome (19).

Organization and Dynamics

Nucleation. Microtubules lengthen as a result of a/3-
tubulin self-assembly. For the most part self-assembly is
initiated by a structure located near the nucleus called
the centrosome, which is about 1 \im in diameter. The
characteristic organization of microtubules, where the
plus end is directed toward the cell periphery, is believed
to be primarily the result of centrosomal microtubule
nucleation, which is polarity specific. While minus ends
are embedded in the centrosome, plus ends extend away
from the centrosome toward the cell periphery. This
organization of polarity dictates much of the overall
microtubule organization in the cell. However, recent
results have shown that microtubules can form the
typical plus-end-distal organization in the absence of a
centrosome (20) and can form by spontaneous nucleation
in the cytoplasm (21). In addition, new microtubules
can be generated by either releasing microtubules from
the centrosome or by breaking microtubules in the
periphery (12,22,23).

Self-Assembly by "Dynamic Instability". One of the most
unusual features of microtubules is their self-assembly.
Most self-assembled structures undergo stochastic subunit

addition and loss events, with growth supported by
addition being favored over loss. Microtubules, on the other
hand, undergo persistent growth, but then abruptly switch
to a persistent shortening phase, a phenomenon called
catastrophe. Shortening microtubules can then abruptly
switch back to the growth phase, a phenomenon called
rescue. Individual microtubules switch stochastically
between growth and shortening phases, even at steady
state. This switching, called dynamic instability, allows
for more rapid turnover of the microtubule mass in
vivo than would be possible by simple equilibrium dimer
addition and loss (24,25). In addition, dynamic instability
is apparently necessary for nerve growth, because if it
is suppressed, then neurons stop growing, even though
microtubules are still present in the neurons (26).

Like actin filaments, microtubule assembly requires
a nucleotide triphosphate, which for microtubules is
guanosine triphosphate (GTP). Once a tubulin dimer is
incorporated into the microtubule lattice, one of its two
associated GTPs is hydrolyzed to guanosine diphosphate
(GDP) and inorganic phosphate (27). The hydrolysis
provides free energy to drive microtubule assembly and
in addition may give rise to dynamic instability. It is
widely believed that the presence of GTP tubulins at
the microtubule tip confers stability on the lattice and
that when this GTP "cap" is lost through hydrolysis
and/or stochastic dimer dissociation, it exposes the labile
core of GDP tubulins in the microtubule (28,29). In this
model the exposed GDP-tubulin lattice will persistently
disassemble until recapped by stochastic association of
GTP tubulins (30,31).

Nonideal Assembly Behavior. Although microtubules
often exhibit dynamic instability both in purified sys-
tems and in living cells, their behavior often deviates
from the idealized random switching between phases
of constant growth and shortening that characterizes
dynamic instability. One way in which they deviate is that
their switching is not random, but rather becomes more
likely as they persist in their current state (32-34). This
history-dependent switching can significantly alter the
steady-state length distribution of microtubules and put
constraints on the type of exploratory dynamics that micro-
tubules can exhibit (5). For example, history-dependent
switching will tend to reduce the relative frequency of
brief and long growth phases relative to intermediate
duration growth phases, potentially making microtubules
more efficient in locating intracellular targets such as
chromosomes during mitosis. In some cases it is difficult
to identify dynamic instability behavior altogether, and
in these cases the assembly is better characterized by a
random walk (21,35).

Microtubule Breaking. Microtubules must be able to
undergo massive reorganization in a relatively brief time.
For example, when animal cells divide, they transit
from having an array of long, stable microtubules to
having short, dynamic microtubules over a time period of
~10 min, which requires a rate of reorganization faster
than could likely be achieved by dynamic instability
alone (36). One potential mechanism by which the



microtubule array could be broken down more rapidly
is by the action of a microtubule severing enzyme,
such as katanin, a 140-kD heterodimeric ATPase (37).
The severing action of katanin could also facilitate the
maintenance of the plus ends pointing toward the cell
periphery. When microtubules become highly curved, their
plus ends tend to point back toward the center of the cell,
which in turn disrupts the polarity information "encoded"
in the normal microtubule organization. Severing these
highly curved microtubules can serve selectively to
eliminate these disoriented microtubules and maintain
polarity (12).

Microtubule-Associated Proteins. Microtubules interact
with many molecules in the cell, a number of which have
been discussed above: kinesins, dyneins, and katanin.
These proteins are part of a group of proteins that
associate with microtubules and are called, appropriately,
microtubule-associated proteins (MAPs). In addition to the
motor activities of kinesin and dynein and the severing
activity of katanin, MAPs can exhibit other activities.
Some MAPs modulate microtubule assembly dynamics.
For example, microtubule-associated protein 2 (MAP2), a
protein that localizes to neuronal dendrites (information
receiving processes), and tau, a protein that localizes to
neuronal axons (information transmitting processes), both
serve to promote microtubule assembly by suppressing
catastrophe, promoting rescue, and increasing growth
rates (38). MAP4 is expressed more ubiquitously among
various cell types, and serves to link cyclins, cell cycle
regulating proteins, to microtubules (39). Another MAP,
XKCMl, tends to destabilize microtubules by promoting
catastrophe (40), while yet another, XMAP215, increases
both the microtubule growth and shortening rates and
suppresses rescue (41). Undoubtedly more MAPs will
be identified in the coming years and their functional
significance clarified.

Importance in Biotechnology

Understanding the fundamental structure, function,
organization, and dynamics of microtubules will be useful
in a number of areas of technical interest. First, the
requirement of microtubule assembly and dynamics for
nerve growth can serve as a potential means of controlling
and directing nerve growth and regeneration. Specifically,
the application of drugs, such as vinblastine, that suppress
microtubule dynamics may serve as a useful means of
stopping undesired nerve growth in a tissue-engineered
living neural network. Second, the requirement of
microtubule assembly, disassembly, and reorganization
during cell division serves as a potential target for cancer
treatment. In this light it is significant that some of the
more effective anticancer drugs, such as vinblastine and
taxol, are also drugs that disrupt the normal chemical and
mechanical properties of microtubules (42-44). Finally,
microtubules may be mediators of mechanochemical
signal transduction (12,45). Understanding how this
transduction occurs may give us a more rational approach
to controlling mechanochemical responses of engineered
tissue to fluid shear stresses and material mechanical
properties.

Figure 2. Actin filament structure. Actin filaments consist of two
linear chains of G actin wound around each other into a double
helix. They have a 7 to 9 nm diameter and range from 10 to 1000
subunits long.

ACTIN FILAMENTS

Structure

Actin filaments, or microfilaments, are linear polymers
of actin molecules that assemble into a double helix
with a 71-nm turn length and a 7 to 9 nm diameter
(Fig. 2). The basic structural unit, the actin molecule,
is a globular protein referred to as G actin. Subunits of G
actin assemble into linear chains, and pairs of these chains
associate to form the two strands of the double helix. Actin
filament length ranges in order of magnitude from 10 to
1000 molecules, depending on the cell type and cellular
structure in which the filaments occur (4).

The actin molecule exists in different forms that vary
slightly in their amino acid sequences and properties (46).
However, most characteristics of actin are highly con-
served between the different forms. Actins are typically
374-376 amino acids long, with a molecular weight of
about 42,000, and they contain binding sites for a num-
ber of other molecules and ions that participate in actin
assembly and dynamics.

Organization

Different types of actin structures can exist within the
same cell (3,47), and their relative balance influences
the shape of the cell. The organization of actin within
the nerve growth cone illustrates the coordination of
several different types of structures. Microfilaments
lie underneath the plasma membrane of the growth
cone, forming a cross-linked array of polymer located
primarily at the periphery of the growth cone, where
protrusive structures such as lamellipodia and filopodia
form. Lamellipodia are broad, veil-like extensions of
the growth cone edge, while filopodia are thin spiky
protrusions. Both structures continually remodel by
extending and retracting; filopodial dynamics tend to
be faster than lamellipodial dynamics. The organization
of actin filaments in lamellipodia and filopodia differs.
Lamellipodia contain two populations of actin filaments:
bundles 40-100 nm in width that radiate from the leading
edge, and a second population of shorter, branching
filaments that fill the volume between the dorsal and
ventral membrane surfaces of the growth cone (48; Fig. 3).
The filaments form a relatively loose network linked
together through cross-linking proteins. The orientation
of the longer filaments is primarily with the faster-
growing plus ends facing the periphery while the minus
ends point toward the central region of the growth cone.
This is thought to be of significance in the outward,
or forward, movement of the growth cone. There are,
however, filaments in the opposite orientation or which
run parallel to the leading edge. The shorter filaments
are more randomly oriented and thought to contribute



Ventral surface

Figure 3. Organization of actin filaments in the nerve growth
cone lamellipodium. The longer filaments are oriented with their
plus end mostly facing the membrane and are thought to play
the major role in lamellipodial advance. The ventral surface of
the lamellipodium contacts the extracellular surface on which the
growth cone is migrating.

less than the longer filaments to lamellipodial extension.
Parallel bundles of closely spaced microfilaments underly
the filopodia, with the vast majority of filaments oriented
such that they have the same polarity, the plus ends
pointing away from the central region.

Assembly Dynamics

Actin filament assembly is a reversible polymerization
reaction that requires ATP. The ATP hydrolyzes shortly
following polymerization, an event that appears to pro-
mote depolymerization (49). As with microtubules, nucle-
oside triphosphate hydrolysis is believed to provide a
necessary energy source for maintaining the polymer-
ization-depolymerization cycle integral to the dynamic
reorganization of actin cytoskeletal components.

Filaments of actin have a defined polarity with
respect to polymerization rates, with the faster growing
plus end polymerizing at about ten times the rate
of the slower-growing minus end. This polarity can
be visualized by reacting microfilaments with myosin
segments. The orientation of the myosin segments along
the microfilament produces a characteristic "arrowhead"
pattern when the filaments are viewed by electron
microscopy. The heads of the arrows point toward the
minus, or pointed, end of the filament while the tails point
toward the plus, or barbed, end.

The difference in polymerization rates is due in part to
a difference in conformation at the two ends. In addition,
because hydrolysis occurs slightly after subunit addition
to the filament, the newest subunits in the filament
are bound to ATP while older subunits are bound to
ADP, increasing the polymerization rate at the plus end
relative to that at the minus end. This reduces the critical
concentration of monomer required for growth at the plus
end relative to that at the minus end, so that it becomes
possible to find windows of monomer concentration in
which the plus end polymerizes while the minus end
depolymerizes (50). These conditions give rise to a dynamic
behavior called treadmilling, in which the simultaneous
addition of subunits at the plus end and loss at the
minus end gradually moves subunits through the filament
from front to back without changing the filament length.
Treadmilling may play an important role in lamellipodial
protrusion by motile cells (50-52).

The structure and assembly dynamics of the actin
network in the cytoskeleton can be modified by a num-
ber of proteins that occur naturally within the cell
and bind to actin. Some of these actin-binding proteins
(ABPs) alter the actin monomer-polymer equilibrium.
Others provide structural links between actin filaments
and other cytoskeletal components or the plasma mem-
branes (53-55). ABPs affect the monomer-polymer equi-
librium in three possible ways: (1) by binding to monomer
and preventing its assembly into filaments, (2) by cap-
ping assembled filaments and preventing further growth,
and (3) by severing assembled filaments. Structural links
between actin filaments can serve either to cross-link
filaments into a network, or to form parallel arrays of
actin filaments such as those forming the core of filopodia,
microvilli, and other similar cellular extensions.

Actin assembly dynamics can also be altered by
drugs that bind to actin (49). Two such drugs have
been used extensively in studying actin dynamics within
the cell. Both are fungal products that affect the
actin monomer-polymer equilibrium. Cytochalasins are
destabilizing compounds that bind to the plus end of
microfilaments, capping it against further polymerization
and promoting disassembly. Phalloidins, on the other
hand, bind along the length of microfilaments and stabilize
them against disassembly. Both drugs exist in forms that
are quite specific for actin and have consequently been very
useful in studying cell motility. Cytochalasin can be used to
reduce or eliminate actin filaments from locomoting cells,
sometimes in a dose-dependent manner (56), and thus
is used to examine the effects of the actin cytoskeleton
on the process. Phalloidins have been most useful for
staining actin filaments to examine their distribution in
the cell.

Actin-Based Motility

In addition to ABPs, which modify the structure and
assembly dynamics of the actin cytoskeleton, motor
proteins exist that move actin filaments within the
cell (57). The motor proteins associated with actin belong
to the myosin family, a set of molecules that bind ATP
and undergo an ordered series of three conformational
changes corresponding to the following cycle of events: (1)
ATP binding, (2) ATP hydrolysis to ADP, and (3) ADP
release. During this sequence, the myosin head repeatedly
attaches to, pulls, and releases from the same actin
filament, resulting in an irreversible translocation of the
actin filament with respect to the myosin molecule. This
myosin-powered mechanism of actin movement is referred
to as the sliding filament model (1).

The sliding filament model is believed to contribute
to actin-based motility in a wide variety of cell types,
including skeletal and cardiac muscle, smooth muscle, and
a number of motile nonmuscle cells. A second way in which
actin contributes to cell movement is through the assembly
and disassembly of actin filaments. A complete description
of various models of actin-based motility, which include
muscle contraction, cell division, cell development, and cell
migration, is beyond the scope of this article. Thus we will
focus on the example of cell migration, which incorporates
both microfilament sliding and growth.

Leading edge

Dorsal surface



A general model of cell migration consists of three basic
processes: protrusion, attachment, and traction (58,59).
The underlying cellular mechanisms responsible for these
components are thought to be the same or similar for
various types of cells (59). Protrusion of lamellipodia and
filopodia at the leading front is believed to occur by
actin polymerization, with myosin or myosinlike motors
also playing a role. The actin cytoskeleton of the cell is
connected to the substrate via transmembrane receptors.
Inside the cell these receptors are attached to linker
proteins such as talin, a-actinin, and vinculin, which
in turn are attached to the actin cytoskeleton. The
protein-protein interactions are continually made and
broken as the cell advances. The rear of the cell moves
forward during traction.

A simple model of cell migration based on actin
polymerization has been proposed for fish epidermal
keratocytes (60). The keratocyte was modeled as a
semicircular or ellipsoidal cell that extended in the front
and retracted at the rear, both occuring orthogonally
to the cell edge. Actin movement was observed using
fluorescently labeled actin at the leading edge of cells in
vitro. Fluorescent actin from the front of the cell moved
in a circumferential manner to the rear, suggesting an
association between actin motion and cellular movement
through similarity.

A more complex model is needed to describe neuronal
growth cone migration (61; Fig. 4). The exact mechanism
of growth cone lamellipodial and filopodial movement
due to actin is not known, but it is believed to be
determined by three processes: (1) actin polymerization
at the membrance, (2) depolymerization in the growth
cone center, and (3) retrograde flow of actin (62). Actin
polymerization at the leading front of the growth
cone occurs continually during growth and extension
of the neurite and is balanced by polymerization and
depolymerization at the rear. A steady movement of actin
from the front to more distal regions is also commonly
observed. This constant flow of polymer is modulated by
protein receptor links with the substrate. Lin and co-
workers have shown that for bag cell neurons, myosin
motors move actin filaments away from the leading front
membrane and hence are responsible for retrograde flow,
while receptors on the growth cone bind actin filaments to
the membrane (63). It is the longer, bundled filaments of
the lamellar region that are involved in these membrane
associations (48). Because the actin filaments are bound,
retrograde flow is diminished, thus creating a net advance

Figure 4. Key features in model of growth cone lamellipodial
advance, based on actin dynamics in neuronal growth cones and
other cell types.

of actin toward the membrane of the growth cone.
This net advance of actin leads to protrusions in the
membrane and thus the formation of both lamellipodia
and filopodia.

INTERMEDIATE FILAMENTS

Structure

Intermediate filaments, with a diameter of 8 to 12
nm, are thicker than actin filaments and thinner than
microtubules. Like actin filaments and microtubules,
intermediate filaments are linear protein polymers that
contribute to the structure of the cell. However, there are
numerous contrasts between intermediate filaments and
the other two major filament systems of the cytoskeleton:
Intermediate filaments lack polarity and exhibit a much
more heterogeneous subunit composition, as well as
greater mechanical strength, flexibility, and stability than
either microfilaments of microtubules.

Nearly 50 different proteins have been identified as
subunits of intermediate filaments. These proteins can be
grouped into six major types based on similarities in their
amino acid sequences (see Table 1; 1,4,64). As a rough rule
of thumb, proteins of a given type exhibit greater than 50%
sequence homology and those of different types less than
50%. However, the similarity within each major type is
often much greater than 50%, and the similarity between
different types is often much less than 50% (65). These
six protein types assemble into five different classes of
filaments. Keratin protein types I and II do not exist
independently of one another in assembled filaments,

Table 1. Intermediate Filament Protein Types

Membrane associated proteins

Motor G actin

Actin Filament

Protein

Keratin

Vimentinlike proteins
Vimentin
Desmin
Glial fibrillary acid

protein (GFAP)
Peripherin

Neurofilament

Lamin

Nestin

Type

I and II

III
III
III

III

IV

V

VI

MW (RD)

40-70

57
55
50

57

60-130

60-70

240

Cellular occurrence

Epithelia

Mesenchymal cells
Muscle
Glial cells

Peripheral neurons

Neurons

All eukaryotic cells

Neuronal stem cells



but rather always combine in equal numbers within a
filament.

Different intermediate filament proteins vary in their
amino acid sequence but have a common secondary
structure consisting of a rodlike central region that
terminates in globular domains at either end. The central
domain is approximately 300 amino acid residues (50
nm) long, with some variation according to type, and
exhibits an a-helical structure. The a-helical structure is
discontinuous, occurring within four separate segments
connected by nonhelical linker segments that increase the
flexibility of the central domain. The globular head (amino
terminal) and tail (carboxy terminal) exhibit much more
variability, ranging in approximate length from 10 to 1500
amino acid residues (66).

The coil motif is repeated at several structural levels
to arrive at the final filament structure. First, the central
rod domains of two protein molecules align in a parallel
fashion and wind around one another to form a coiled-
coil dimer. Two dimers then align head-to-tail, and
may coil around one another, to form a tetramer (4).
Protofilaments may be formed by linking tetramers end-
to-end, with these protofilaments packing together into a
helical structure to yield the completed filament (65). The
final filament consists of approximately 8 tetramers, or 32
protein molecules in cross-section (Fig. 5). The resulting
nonpolar, "twisted rope" filament structure is stronger,
more flexible, and more stable than are the polar chains
of globular proteins comprising actin and microtubule
filaments.

Assembly Dynamics

Assembly of intermediate filaments also appears to be
less complex than actin or microtubule assembly, with
out a requirement for an energy source or for auxiliary
proteins. Intermolecular associations between the protein
molecules, especially near the ends of the central rod
domain, are believed to be important. Many details about
the assembly process remain to be elucidated.

Intermediate filaments are quite stable in vitro, requir-
ing nonphysiological ionic conditions to promote disas-
sembly. In addition, the in vivo monomer pool appears
to be small. These observations supported the view, until
recently, that intermediate filaments contributed little to
the dynamic nature of the cytoskeleton. However, the kind
of extensive reorganization of the cytoskeleton known to
occur during the cell cycle, differentiation, or cell repair
argued for a more active system of filaments. A number of
studies now suggest that a dynamic equilibrium between
soluble pools of subunits and assembled intermediate
filaments is important in maintaining the intermediate
filament network (67). It is likely that phosphorylation
plays a significant role in regulating intermediate filament
assembly. Phorphorylation, which promotes intermediate
filament disassembly, accompanies filament disassembly
during mitosis and provides a possible mechanism for
countering the inherent stability of intermediate filaments
noted in vitro (68).

Intermediate Filament Associated Proteins

As with microtubules and actin filaments, intermediate
filaments are linked to the cytoskeletal network through
a set of associated proteins, in this case, intermediate
filament associated proteins (IFAPs). IFAPs serve several
functions. They may cap intermediate filaments to prevent
further growth, cross-link intermediate filaments, or link
them to other cytoskeletal structures. A number of IFAPs
that have been identified are listed in Table 2 (1,4,69,70).
Some specific roles of IFAPs have been identified at
least tentatively. For example, filaggrin bundles keratin

Figure 5. Intermediate filament structure. Intermediate fila-
ments are typically composed of 8 nonpolar tetramers of inter-
mediate filament protein polypeptides. The diagram here does
not show the helical structure believed to be formed when the
tetramers are assembled into the final filament form.

Table 2. Intermediate Filament Associated Proteins

IFAP

Filaggrin

Plakin family
Desmoplakin

Plectin

BPAG

Envoplakin

Epinemin

Paranemin

Synemin

MW
(RD)

26-64

210-285

300

230

210

44.5

280

230

IF
associations

Keratin

Keratin,
Vimentin
Vimentin
Keratin
Neurofilaments
Keratin
Neurofilaments
Keratin

Vimentin

Desmin
Vimentin

Desmin
Vimentin

Other cytoskeletal
associations

Actin,
microtubules

Actin

Cellular
associations

Epidermal

Epithelial

Mesodermally
derived cells

Epidermal
Neuronal
Keratinocytes
Muscle
Myocytes

Muscle
Erythrocytes



filaments in epidermal cells (65); plakins localize to
intermediate filament attachment sites at the plasma
membrane (71); paranemin and synemin appear to serve
as cross-linkers of intermediate filaments. Future work
will be required to better understand the ways in which
IFAPs contribute to cytoskeletal behavior.

Function

Intermediate filaments have been assigned several func-
tions within the cell. The most basic of these is to provide
mechanical integrity to the cell. This applies to both
the nuclear lamins, which form a meshwork surrounding
the nucleus, and the cytoplasmic intermediate filaments.
More specialized roles may include the determination of
axonal caliber by neurofilaments, support of DNA repli-
cation by nuclear lamins, and provision of attachment
sites for cytoplasmic molecules and structures (65,72).
Intermediate filaments appear to be nonessential ele-
ments of the cytoskeleton in some cases, though their
deletion in other cases leads to cell and tissue abnormal-
ities. Much of what we know about intermediate filament
function has been developed through studying diseases
caused by intermediate filament defects (8). The most
commonly observed abnormalities are skin and hair dis-
orders caused by keratin defects (66). In addition, neural
dysfunctions have been linked to mutations or altered
expression patterns in neurofilaments (66,73,74). Vari-
ous other links between intermediate filament defects
and disease have been reported anecdotally. Interme-
diate filaments are the least understood of the major
filament systems of the cytoskeleton, but current research
suggests an interesting story that is in the process of
unfolding.
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INTRODUCTION

Cells are membrane-bounded aqueous compartments
that interact cooperatively with one another and their
environment. Cells in tissues interact and communicate
with other cells and the surrounding matrix through
specialized sites of cell-cell or cell-matrix contact. The
molecular factors that mediate these interactions have
been the focus of considerable study; therefore, many of
the mechanisms of contact formation and the functional
consequences of contact are understood. In this article
we summarize these findings by reviewing the physical
forces governing cell adhesion, the structure and function
of specialized cell-cell and cell-matrix contacts, and the
molecules involved in cell adhesion. Many biotechnological
processes involve culture of tissue-derived cells that have
been dispersed and suspended; therefore, understanding
(and sometimes replacing) the normal structure and
function of cell contacts is essential.

PHYSICAL FORCES DURING CELL BINDING AND
AGGREGATION

Organs, the principal functional unit of higher organisms,
are composed of tissues, which consist of collections of
cells distributed throughout a three-dimensional assem-
bly of biopolymers called the extracellular matrix. The
external surface of the cell carries a carbohydrate-rich coat
called the glycocalyx (Fig. 1) (1); ionizable groups within
the glycocalyx, such as sialic acid (iV-acetyl neuraminate),
contribute a net negative charge to the cell surface. Many
of the carbohydrates that form the glycocalyx are bound
to membrane-associated proteins. Each of these com-
ponents— phospholipid bilayer, carbohydrate-rich coat,
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INTRODUCTION

Cells are membrane-bounded aqueous compartments
that interact cooperatively with one another and their
environment. Cells in tissues interact and communicate
with other cells and the surrounding matrix through
specialized sites of cell-cell or cell-matrix contact. The
molecular factors that mediate these interactions have
been the focus of considerable study; therefore, many of
the mechanisms of contact formation and the functional
consequences of contact are understood. In this article
we summarize these findings by reviewing the physical
forces governing cell adhesion, the structure and function
of specialized cell-cell and cell-matrix contacts, and the
molecules involved in cell adhesion. Many biotechnological
processes involve culture of tissue-derived cells that have
been dispersed and suspended; therefore, understanding
(and sometimes replacing) the normal structure and
function of cell contacts is essential.

PHYSICAL FORCES DURING CELL BINDING AND
AGGREGATION

Organs, the principal functional unit of higher organisms,
are composed of tissues, which consist of collections of
cells distributed throughout a three-dimensional assem-
bly of biopolymers called the extracellular matrix. The
external surface of the cell carries a carbohydrate-rich coat
called the glycocalyx (Fig. 1) (1); ionizable groups within
the glycocalyx, such as sialic acid (iV-acetyl neuraminate),
contribute a net negative charge to the cell surface. Many
of the carbohydrates that form the glycocalyx are bound
to membrane-associated proteins. Each of these com-
ponents— phospholipid bilayer, carbohydrate-rich coat,

Previous Page



Figure 1. Schematic of a simplified animal cell [adapted from
Panel 1-1 and Figure 6-40 of Ref. I]. The cell is surrounded by
a glycocalyx that consists of carbohydrates on transmembrane
and absorbed proteins. Transmembrane proteins can interact
with elements of the filamentous cytoskeleton, providing a
mechanism for transmitting extracellular information to the
nucleus.

membrane-associated protein—has distinct physicochem-
ical characteristics and is abundant. Plasma membranes
contain ~50% protein, ~45% lipid, and ~5% carbohy-
drate by weight. Therefore, each component influences cell
interactions with the external environment in important
ways.

Cells near a surface experience electrostatic, steric
stabilization, and van der Waals forces (2). Electrostatic
forces may be either attractive or repulsive, depending
on the charge associated with the surface. When the
opposing surface is on another cell, the electrostatic
forces tend to be repulsive because the glycocalyx of each
cell carries a net negative charge. Steric stabilization
forces result from the osmotic imbalance developed in
the gap between cell and surface. To close the gap,
water must be forced out of this region; therefore, cell-
surface macromolecules in the shrinking gap become
concentrated, resulting in an osmotic imbalance that
pulls water into the gap and generates a repulsive
force. This repulsive force can become large as the gap
region becomes small. Cell-surface molecules also become
compressed during close approach, contributing further to
the repulsive steric stabilization force. Charge interactions
between polarizable but uncharged molecules produce van
der Waals forces, which are attractive. These forces are
important at separation distances on the order of 100 to
300 A , the separation distance that is usually associated
with cell-cell and cell-surface adhesion. But van der
Waals forces are not sufficiently strong to allow stable
multicellular assemblies to form; they are weak enough to

be overwhelmed by the mechanical forces present in most
biological systems.

The most stable and versatile mechanism for cell
adhesion involves the specific association of cell surface
glycoproteins, called receptors, and complementary
molecules in the extracellular space, called ligands (3).
Ligands may exist freely in the extracellular space, they
may be associated with the extracellular matrix, or they
may be attached to the surface of another cell (Fig. 2).
Cell-cell adhesion can occur by homophilic binding of
identical receptors on different cells, by heterophilic bind-
ing of a receptor to a ligand expressed on a different cell's
surface, or by association of two receptors with an inter-
mediate linker. Cell-matrix adhesion usually occurs by
heterophilic binding of a receptor to a ligand attached to
an insoluble element of the extracellular matrix.

Receptors bind specifically to ligands by mechanisms
that are similar to antibody-antigen or enzyme-substrate
binding, but the affinity of a single cell adhesion
receptor and ligand combination is usually much lower
than the affinity associated with receptors for hormones
or enzyme-substrate pairs (Table 1) (4-10). A typical
integrin receptor for extracellular matrix, for example,
has an affinity of ~10~6 M, whereas the receptor for
epidermal growth factor has an affinity of ~7 x 10~10 M
(when affinity is represented by the dissociation constant,,
Kv, higher affinity corresponds to a lower number). The
total strength of specific cell adhesion depends on the

Lipid bilayer

iiiiiiiiliiil

Transmembrane
protein

Glycocalyx
Adsorbed
glycoprotein

iflSiillii!

Figure 2. Cell-cell and cell-matrix binding [adapted fron
Figure 14-64 of Ref. I]. Cell-cell binding can occur by th
association of identical receptors (homophilic binding), by th
association of complementary receptors (heterophilic binding), a
through the cooperation of a multifunctional molecule dissolve
in the extracellular space. Cell-matrix binding involves th
association of a cell surface molecule with a complementary ligan
on the matrix.
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Binding
mediated by
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linker

Homophilic
binding

Heterophilic
binding



Notes: K& is the dissociation constant. Phosphacan and neurocan are
proteoglycans.
Abbreviations: N.A., not available; R, arginine; G, glycine; D, aspartic acid;
S, serine; Har, homoarginine.

strength and number of individual receptor-ligand bonds
formed. Because cell-surface glycoprotein is abundant and
accounts for ~50% of the membrane mass, a single cell
can display distinct receptors that recognize thousands
of different ligands; in addition, there may be thousands
of copies of the receptor for any particular ligand. For
example, each fibroblast has ~500,000 receptors for the
extracellular matrix protein fibronectin. The combined
effect of many receptor—ligand interactions produces a
strong adhesive force, sufficient to permit stable cell-cell
and cell-matrix adhesion.

CELLJUNCTIONS

Binding of cell-surface receptors to complementary ligands
is a principal mechanism for initial association of cells
with other cells and with matrices. This mechanism of
biological recognition is particularly important during
development of the embryo; cells proliferate, migrate, and
use specific binding signals to localize in the developing
organism. In the adult organism, stability of the cell-cell
or cell-matrix assembly is enhanced by the formation of
specialized contact regions called cell junctions. Through
these junctions, cells in tissue are linked to one another
and to their surrounding extracellular matrix.

Three types of junctions are found in tissues: tight cell
junctions, anchoring cell junctions and communicating cell
junctions. This overview focuses on junctions that function
to create mechanically stable tissues from individual
cells: tight cell junctions and anchoring cell junctions.
Communicating cell junctions, such as gap junctions,
provide a mechanism for regulated exchange of molecules
between adjacent cells. In gap junctions in the liver,
aqueous channels are created by a coordinated assembly of
12 transmembrane proteins called connexins: six connexin
molecules are contributed by each cell. The channel

permits the passage of small molecules (molecular weight
< 1,200) from the cytoplasm of one cell to the other (11).

Tight Junctions

Epithelial cells are sealed together via tight junctions
into a continuous sheet that forms the barrier surface of
all mucosal tissues, such as the intestinal, reproductive,
and respiratory tracts. The tight junction is composed
primarily of interconnected transmembrane proteins,
contributed equally by both cell partners, which proceed
continuously across the space between adjacent cells
(Fig. 3) In this arrangement, tight junctions act as
barriers to the passage of small molecules in the
extracellular space. Because the permeability of tight
junctions decreases logrithmically with protein density
in the junction, tissues can have junctional complexes
of different structure that permit molecules of a specific
size or charge to diffuse; some tight junctions are so
dense that they are essentially impermeable. Within the
plasma membrane, tight junctions also act as physical
barriers which confine transmembrane proteins involved
in carrier-mediated transport to specific regions of the cell
(e.g., the apical and basolateral surfaces; Fig. 3). In this
way, tight junctions facilitate the transfer of water-soluble
molecules, such as proteins or glucose, from the lumen of
the gut into the blood and even permit transport against
a concentration gradient.

Table 1. Binding Affinity for Cell-Adhesion Receptors

Ligand

Integrins
Fibrinogen

RGDS

cHarGD

Cadherin
Cadherin

/S-Catenin

Ig-family
Phosphacan

Neurocan

Selectins
GIyCAM-I

sLex

sLex

Receptor

allbj83
Fibroblast cell
surface

crflb£3

Cadherin
a-Catenin

N-CAM/Ng-CAM
N-CAM/Ng-CAM

L-Selectin (CD62L)
E-Selectin (CD62E)
P-Selectin (CD62P)

(nM)

>7,000,000
600,000

10

N.A.
100

0.1
1

108,000
720,000

7,800,000

Reference

(4)
(5)

(6)

(7)

(8)
(8)

(9)
Reported in (10)
Reported in (10)

Figure 3. Tight junctions form a barrier to the movement of
molecules in the space between adjacent cells. The junction
is formed by arrays of interlocking protein particles that are
contributed by both of the neighboring cells. The junction prevents
the diffusion of water-soluble molecules in the extracellular
space, as well as membrane proteins. The presence of tight
junctions creates segregated domains in each cell, and glucose
active transport proteins (arrows) are confined in the apical
domain and glucose-facilitated transport channels confined in the
basolateral domain. Tight junctions enable transport of glucose
up a concentration gradient by segregating functional transport
proteins in the membrane and prohibiting the back diffusion of
glucose through the gaps between cells.
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Anchoring Junctions

Cells are mechanically attached to another cell or
an extracellular matrix protein over discrete regions
called anchoring junctions. Anchoring junctions serve
as mechanical links between cells, as well as points of
intersection of cell scaffolding proteins (i.e., cytoskeletal
filaments) and the plasma membrane. Each junction
contains intracellular attachment proteins, which form
the physical connection between the cytoskeleton and
the membrane, and transmembrane linker proteins,
which tether the external face of the membrane to a
complementary protein on an adjacent cell or matrix
(Fig. 4). Cellular attachment occurs when the extracellular
domain of the transmembrane linker protein associates

with an extracellular matrix molecule or with the
extracellular domain of a transmembrane linker protein
on another cell. Adheren junctions, desmosomes, and
hemidesmosomes are distinct types of anchoring junctions
that differ in function, as well as in composition of the
junctional complex (Fig. 4 and Table 2).

Adherens Junctions. Adherens junctions connect actin
filaments, which are intracellular contractile cytoskeletal
elements, in one cell either to an extracellular matrix
molecule or to the extracellular domain of a transmem-
brane linker protein on another cell. In cell-cell adhesion,
the transmembrane linker proteins are cadherins. In
cell-matrix adhesion, the transmembrane linker proteins
are members of a family of cell-surface matrix receptors
called integrins.

Adherens junctions occur in several forms in mam-
malian tissue. Epithelial sheets have continuous beltlike
junctions, or adhesion belts, which occur just below the
tight junction between adjacent cells. Adhesion belts,
formed from contractile actin filaments, generate folding
movements in sheets of cells during tissue morphogen-
esis. In other cells, focal contacts, which are punctate
attachment sites, occur on the surface of cells that are
associated with extracellular matrix. Focal contacts form
in specialized regions of the plasma membrane that coin-
cide with the termination sites of actin filament bundles.
The contacts function as mechanical anchors, but they can
also translate signals from the extracellular matrix to the
cytoskeleton. This signaling capability is an essential ele-
ment in regulating cell functions, such as survival, growth,
morphology, movement, and differentiation.

Desmosomes. Desmosomes provide an indirect link
from the intermediate filaments of one cell to those
of another. Intermediate filaments are assemblies of
fibrous protein (e.g., vimentin, keratin, or desmin) that
form a ropelike intracellular network; these filaments
are responsible for much of the structural framework of
the cell. The extracellular domain of cadherin receptors
form the link from one cell to another. The physiological
importance of desmosomes is observed in patients
with pemphigus, a serious skin disease that involves

Extracellular matrix

Figure 4. Schematic diagram of cells containing a variety
of anchoring junctions. Adherens junctions connect actin
filaments (dashed line) to form a contractile adhesion belt.
Desmosomes provide a linkage of intermediate filament bundles
between cells. Hemidesmosomes connect intermediate filament
termination with extracellular matrix. Anchoring junctions are
also characterized by the protein receptor, represented here as
cadherins (F-shaped) and integrins (Y-shaped).

Table 2. Summary of Characteristics of Anchoring Junctions

Junction type

Adherens

Desmosomes

Hemidesmosomes

Focal contact

Transmembrane
protein

Cadherin

Cadherin

«6^4 Integrin

Integrin

Extracellular
ligand

Cadherin

Cadherin

ECM protein

ECM protein

Intracellular linkage
(accessory proteins)

Actin filaments
(catenins)

Intermediate
filaments
(desmoplakin,
plakoglobin)

Intermediate
filaments

Actin filaments
(a-actinin, talin,
vinculin)

Figure 12

Figure 4

Figure 4

Figure 12

Source: Adapted from Ref. 1.
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a destruction of desmosomes between epithelial cells.
Patients develop scattered bullae, or blisters, that rupture
easily leaving denuded areas of skin and creating, in the
worst cases, risk of severe infection and life-threatening
fluid loss.

Hemidesmosomes. Hemidesmosomes connect the basal
surface of epithelial cells and intermediate filaments in
the cytoplasm to an underlying thin sheet of extracellular
matrix called the basal lamina. Therefore, basal lamina,
separates the epithelium from connective tissue. The
transmembrane linker proteins that mediate this type
of adhesion are integrins.

CELL ADHESION RECEPTORS

When the net interaction potential between a cell and a
surface is attractive, the two can approach one another and
become stably associated. This initial association usually
involves the formation of specific receptor-ligand bonds
(Fig. 2). Further maturation of cell-cell or cell-matrix
contact involves receptor-ligand bonds that accumulate
in specialized junctional complexes, as shown in Figure 4.
Over the past several decades, a variety of receptor-ligand
systems for cell-cell and cell-matrix binding have been
identified and characterized (Fig. 5).

Integrins

The integrin family of cell-surface molecules is involved
in cell adhesion and cell motility. Integrin-mediated
cell adhesion is usually associated with cell-matrix

interactions, but certain integrins (particularly those on
white blood cells) also play an essential role in cell-cell
adhesion. All integrins are heterodimeric membrane
proteins that consist of noncovalently associated a- and fi-
subunits; different homologs of the subunits are identified
by a numerical suffix («i,a2, a3 , . . . , /?i, fc,. • •)• Each
member of the integrin family can be characterized by the
combination of subunits involved: for example, aif$\ binds
to collagen and laminin, «5^1 binds to fibronectin, and
the P2-integrins bind to ligands on cell surfaces. Integrin
binding is Ca2+-dependent.

In cell-matrix binding, the extracellular domain of
the integrin receptor binds to an extracellular matrix
protein, and the cytoplasmic integrin domain binds
to the protein cytoskeleton (Fig. 4). Therefore, integrin
receptors provide a critical mechanical connection between
the extracellular and intracellular environment. Certain
aspects of integrin binding are conserved among a variety
of extracellular matrix (ECM) proteins. For example,
several matrix proteins (fibronectin, collagen, vitronectin,
thrombospondin, tenascin, laminin, and entactin) contain
the three amino acid sequence Arg-Gly-Asp (RGD), which
is critical for cell binding. Integrin-ECM binding can
be reduced and sometimes eliminated by addition of
dissolved RGD peptides, which compete for the integrin
receptor site and, hence, encourage dissociation of the
integrin-matrix bond. In addition, cells will adhere to
immobilized peptides containing the RGD sequence.
RGD is not the only sequence involved in integrin
interaction with matrix proteins; collagens contain many
RGD sequences, but soluble RGD does not alter cell
binding to collagen. In addition, different integrins bind

Figure 5. Schematic structure of protein cell receptors involved in adhesion.
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selectively to different proteins at RGD-containing sites,
suggesting that binding is also influenced by polypeptide
domains adjacent to the RGD domain, but specific to each
protein.

Cell-adhesion domains are often associated with the
termination points for filaments of the cytoskeleton
(Fig. 4). In the case of integrin-mediated cell adhesion, the
association point is an integrated assembly of cytoplas-
mic proteins, such as vinculin and talin (Fig. 6) (12,13).
The composition of the analogous protein assembly in
hemidesmosomes, which connects the integrin-ECM com-
plex to intermediate filaments, is unknown. However, «6^4?
the /3-subunit of the integrin involved in hemidesmosomes,
has an unusually long cytoplasmic tail, which may interact
directly with intermediate filament proteins or facilitate
assembly of accessory proteins. For more details on the
role of the cytoskeleton in the maintenance of cell shape
and motility.

Cadherins

Cadherin receptors are ~700 residue transmembrane pro-
teins that mediate cell-cell adhesion through homophilic
binding. Binding of cadherins is Ca2+-dependent and
ubiquitous. Cadherins can be identified in almost all
vertebrate cells and account for the Ca2+ dependence of

solid tissue form. In the absence of extracellular Ca2+,
cadherins are subject to rapid proteolysis and, there-
fore, loss of function. The best characterized cadherins
are E-cadherin (found predominantly on epithelial cells),
P-cadherin (found on cells of the placenta and skin) and
N-cadherin (found on nerve, lens, and heart cells). These
molecules have common structural features, including
five extracellular repeats (CAD domains), Ca2+ binding
regions, a membrane-spanning region, and a cytoplasmic
domain (Fig. 5). Each of the CAD domains has struc-
tural similarity, although not sequence homology, with
the immunoglobulin folds. Each CAD domain contains an
HAV (His-Ala-Val) motif that is important for binding; the
specificity of each cadherin is determined by the residues
flanking this HAV region.

The affinity of cadherin-cadherin binding is not
known, but available evidence suggests that the affinity
of individual bonds is low. In adherens junctions,
the cytoplasmic tail of cadherins interact with the
actin cytoskeleton through the proteins a-catenin and
/0-catenin, which form a coordinated assembly. The
interaction of the cytoplasmic catenin complex with
cadherin enhances cadherin-cadherin affinity. Other
proteins, such as desmoplakin and plakoglobulin, are
associated with cadherin-intermediate filament contact
in desmosomes (14).

Figure 6. Association of cytoplasmic proteins
(tensin, talin, vinculin, a-actinin, and F-actin) and
extracellular proteins with the cytoplasmic and
extracellular domains of a transmembrane integrin
receptor. The inset shows a hypothetical model for
signal transduction based on focal adhesion kinase
(FAK). The model includes tyrosine kinases (Src and
Csk), adapter proteins (Grb2 and Crk), and guanine
nucleotide exchange factors (SOS and C3G). Binding
occurs through SH2 (Src homology 2) domains, which
bind to proteins that contain a phosphotyrosine
(small circles), and SH2 (Src homology 3) domains,
which bind to proteins that contain a proline-rich
peptide motif (smal rectangles). The diagram was
adapted from a variety of sources (2,5,17,18). Extracellular matrix
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Ig-like Receptors

Members of the immunoglobulinlike (Ig-like) family of
cell-surface receptors mediate cell-cell adhesion via a
Ca2+-independent process. The most well-studied of these
receptors are cell-adhesion molecules in the nervous
system (e.g., neural cell-adhesion molecule, N-CAM, and
Ll). All members of this family have structural similarities
to immunoglobulins (Fig. 5); in addition, N-CAM has
structural similarities to extracellular matrix molecules,
such as fibronectin. N-CAM functions in cell adhesion and
neurite outgrowth predominantly by homophilic binding.

Both cadherins and Ig-like receptors are present on the
surfaces of cells during development and probably provide
signals for cell assembly into organized structures. How-
ever, cell adhesion mediated by cadherins is much stronger
than that mediated by Ig-like proteins; overexpression of
cadherins, but not Ig-like receptors, leads to abnormalities
in embryonic development. These observations suggest
that the Ig-like proteins provide fine control over cellular
attachments, which are dominated by cadherins.

Selectins

The selectins contain a carbohydrate-binding lectin
domain (Fig. 5) and are transiently expressed during the
inflammatory response. These cell-adhesion receptors are
usually expressed on the surface of endothelial cells, where
the lectin domain recognizes specific oligosaccharides
expressed on the surface of neutrophils. Neutrophils
bind to endothelial cells at the site of inflammation and
roll along the blood vessel surface until other adhesion
mechanisms initiate vessel wall transmigration into and
participation in the local inflammatory response.

EXTRACELLULAR MATRIX

The extracellular space contains a three-dimensional
array of protein fibers and filaments (Fig. 7) (15), which
are embedded in a hydrated gel of glycosaminoglycans
(GAGs). Extracellular proteins and polysaccharides are
secreted locally by cells and assemble to form a scaffold
that supports cell attachment, spreading, proliferation,
migration, and differentiation. Cells influence the chem-
istry of the matrix by secreting protein and polysaccharide
elements, but they also modify the physical characteristics
of the matrix by releasing modifying enzymes or by apply-
ing physical forces. This section reviews the properties of
the molecular constituents of the extracellular matrix.

Glycosaminoglycans and Proteoglycans

GAGs are high molecular weight polysaccharides, which
are usually highly sulfated and, therefore, negatively
charged. Each GAG is a poly(disacharide), with sugar
residues A and B (Table 3), repeated in a regular pattern,
-(-A-B-)n- (Fig. 8). Most GAGs also contain other sugar
components, such as D-xylose, which create additional
complexity in the linear chemical structure. GAGs are
unbranched, relatively inflexible, and highly soluble in
water; they adopt random coil conformations that occupy
large volumes in aqueous media. Because individual

Figure 7. (Top) Electron micrograph of the extracellular matrix
of ear cartilage showing collagen fibers and elastin (E) fibers.
Arrowhead indicates point of attachment to collagen filaments in
the plane below the section. Bar = 0.2 \im. From Ref. 15. (Left)
Scanning electron micrograph of a reconstituted collagen gel
(0.4 mg/mL collagen) formed from type I collagen extracted from
rat tail tendons. Bar = 1 |xm. (Right) Identical to image on left,
but with 40 jog/mL of heparin added during reconstitution. Notice
that the presence of heparin causes assembly of the collagen fibers
into larger structures. Bar = 1 |im.

chains are extended and interact with each other to form
additional structure, GAGs form hydrated gels at low
GAG concentration. Counterions in the aqueous phase
that surrounds the GAG chain, principally Na+, create
osmotic forces that pull water into the gel. Because of this
property, tissues that are high in GAG content, such as
cartilage, have high resistance to compressive stress.

Hyaluronic acid is an abundant polysaccharide that is
unusual among the GAGs because it is unsulfated, not
covalently attached to protein, and free of other sugar
groups. Hyaluronic acid is present during embryogenesis
and is frequently associated with tissues undergoing
repair. In both of these situations, the presence of
hyaluronic acid facilitates cell migration through the
extracellular matrix, perhaps by modulating the level of
hydration in the tissue.

Except for hyaluronic acid, GAGs are covalently
attached to a protein; this macromolecular complex is
called a proteoglycan (Table 4). Proteoglycans can have
extremely high sugar contents, up to 95% by weight.



Figure 8. (Top) Chemical structure of
repeated disaccharide of the GAG der-
matan sulfate (protons are not indi-
cated in this schematic diagram). (Bottom)
Schematic diagram of the aggrecan proteo-
glycan complex showing the relationship
between the core (thick lines) and linker
proteins (spheres), GAGs (straight thin
lines), and hyaluronic acid core.

Table 3. Characteristics of Glycosaminoglycans (GAGs)

Segment of aggregan
Core protein

Linker protein

GAGs

Hyaluronic acid core

Source: Adapted from Ref. 1.

GAG

Hyaluronic
acid

Chondroitin
sulfate

Dermatan
sulfate

Heparan
sulfate

Heparin

Keratan
sulfate

M.K.
(kDa)

4 to 8,000

5 to 50

15 to 40

5 to 12

6 to 25

4 to 19

Sugar A

D-Glucuronic acid

D-Glucuronic acid

D-Glucuronic
acid or L-
iduronic acid
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iV-Acetyl-D-
glucosamine

iV-Acetyl-D-
galactosamine

iV-acetyl-D-
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iV-acetyl-D-
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iV-acetyl-D-
glucosamine

iV-acetyl-D-
glucosamine

Sulfates

+

+

+

+

+

Links to
protein

+

+

+

+

+

Other
sugars

+

+

+

+

+

Tissue
distribution

Connective tissues,
skin, vitreous
body, cartilage,
synovial fluid

Cartilage, cornea,
bone, skin,
arteries

Skin, blood vessels,
heart

Lung, arteries, cell
surfaces, basal
laminae

Lung, liver, skin,
mast cells

Cartilage, cornea,
intervertebral disc
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CH2
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Source: Adapted from Ref. 1.

The diversity of the core protein structure is compounded
by the potential for linkage to combinations of GAGs
of different chain length, making proteoglycans a highly
heterogeneous group of molecules. Proteoglycans often
have an additional level of structural organization in
tissues: for example, the individual proteoglycans in
aggrecan are arranged systematically around a hyaluronic
acid core (Fig. 8). This structural versatility translates into
a variety of functions in tissues: proteoglycans serve as
reservoirs of biological activity by binding growth factors;
as size- and charge-selective filters in the glomerulus; and
as mediators of adhesion on cell membranes.

Proteins

Proteins in the extracellular space are either of the
structural type (e.g., collagen, elastin) or the adhesive
type (e.g., laminin and fibronectin).

Collagen. Collagen, the most abundant protein in
the extracellular space, is secreted by chondrocytes,
fibroblasts, and other cell types. Several chemically
distinct forms of collagen have been identified, each
of which contains the same basic macromolecular unit:
an alpha helical chain formed by the interaction of
three polypeptides (Fig. 9). These polypeptide chains
are 1000 amino acids long and are specific to each
type of collagen. The most common forms of collagen
within the extracellular space are collagens type I,
II, III, and IV. Following secretion into the ECM,
molecules of collagen types I, II, and III organize into
larger fibrils 10 to 300 nm in diameter (Fig. 9). These
fibrils are stabilized by cross-links which connect lysine
residues within or between adjacent collagen molecules.
In some tissues, these fibrils become further organized,
and form larger collagen fibers several micrometers in
diameter. Fibrillar collagens interact with cells through
integrin receptors on cell surfaces. Cell differentiation and
migration during development are influenced by fibrillar
collagens.

In contrast to the fibrillar collagens, collagen type IV
forms a meshlike lattice that constitutes a major part of the
mature basal lamina, the thin mat separating epithelial
sheets from other tissues. Collagen type IV interacts

with cells indirectly by binding to laminin, another major
component of the basal lamina.

Fibronectin. Fibronectin is a dimeric glycoprotein com-
posed of similar subunits, each of which contains 2500
amino acids (Fig. 10). The two similar polypeptide chains
are linked by disulfide bonds at the carboxyl termini and
folded into a number of globular domains. The biologi-
cal activities of certain polypeptide domains within the
fibronectin macromolecule have been defined by observing
the properties of fibronectin fragments. Fibronectin binds
to collagen and heparin; this binding contributes to the
organization of the extracellular matrix. Integrin recep-
tors on cell surfaces bind to a fibronectin domain that
contains the tripeptide sequence RGD. It appears that
complete cellular adhesion also requires the participation
of another region on fibronectin, the "synergy" region on
the amino terminus side of the RGD-containing region. A
second cell-binding region on fibronectin, the IIICS region,
contains sequences that permit the adhesion of specific cell
types. Usually fibroblasts do not adhere to the IIICS region
but other cells (e.g., neural cells and lymphocytes) do. Cel-
lular interactions with fibronectin affect cell morphology,
migration, and differentiation.

Laminin. Laminin is a large cross-shaped protein
composed of three polypeptide subunits: A, Bl, and B2.
In the long arm of laminin, the three subunits form
a coiled-coil a-helical domain (Fig. 10). Homologs of the
laminin subunits have been identified including merosin
(containing the A-chain variant, Am), K-laminin (Ak),
and homologs of the Bl- and B2-chains. The existence
of homologous forms of laminin, which have different
distributions within the adult and embryo, suggests that
these laminin isoforms may also have different functions.

Laminin contains binding sites for cell attachment and
binding sites that promote neurite outgrowth. Regions
that promote cell attachment, heparin binding, and
neurite outgrowth have been identified and involve the
specific peptide sequences RGD, YIGSR, IKVAV on the
A-chain. Several integrin receptors («6^1, «3/̂ i) have
been implicated in cell interactions with laminin, but
the IKVAV region appears to interact with non-integrin
receptors.

Table 4. Characteristics of Proteoglycans

Proteoglycan

Aggregan

Decorin

Syndecan-1

MW of core
protein
(kDa)

210

40

32

Type of GAG

Chondroitin sulfate
Keratan sulfate

Chondroitin sulfate
Dermatan sulfate

Chondroitin sulfate
Heparan sulfate

Number of GAGs

-130

1

1-3

Tissue
distribution

Cartilage

Connective tissues

Fibroblast and
epithelial cell
surfaces



Elastin. Elastin is a hydrophobic, nonglycosylated
protein composed of 830 amino acids. After secretion
into the ECM, extended elastin molecules form cross-
linked fibers and sheets which can stretch and relax upon
deformation (Fig. 7). Elastin is abundant in tissues that
undergo repeated stretching, such as blood vessels.

Tenascin. Tenascin, a multiunit glycoprotein of 1.9 x
106 daltons, has both cell-adhesive and antiadhesive
properties. It is present in embryonic tissues, but is
confined primarily to the nervous system in adults, and
may be involved in modulating cell migration during
embryogenesis. Tenascin is composed of six polypeptide
chains, some containing the RGD sequence, which are
disulfide-linked to produce a windmill-shaped complex.

Vitronectin. The intact form of vitronectin, a 75,000
dalton monomer, is proteolytically converted into 65,000

and 10,000 dalton fragments. These molecules are present
in the blood (0.2 to 0.4 g/L) and in certain tissues,
usually associated with fibronectin. Vitronectin contains
the RGD tripeptide sequence and can promote the
attachment of many cell types, presumably through
integrin receptors other than the common fibronectin
binding integrin.

Thrombospondin. Thrombospondin is a trimer that
consists of three identical 140,000 dalton subunits and
is presumed important in control of cell growth. The cell-
adhesion activity of thrombospondin is associated with a
heparin-binding domain and an RGD sequence. Certain
regions can also interact with collagen, laminin, and
fibronectin.

Entactin. Entactin (nidogen) is a protein of 150,000
daltons that is found in basement membranes, where

Figure 9. Schematic structure of collagen fibers. Procollagen molecules are produced by cells
and secreted. The collagen triple helix is produced by enzymatic cleavage in the extracellular
environment. Collagen molecules assemble into fibrils and fibers by an orderly arrangement that
is stabilized by cross-linking between individual molecules.
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it is strongly associated with laminin. Almost all
laminin preparations contain entactin, which is associated
stoichiometrically with the laminin central cell-binding
region. Entactin contains the RGD sequence and a region
that permits self-association.

The composition and structure of the extracellular
matrix in a particular tissue is related to its function.
In general, the extracellular matrix of connective tissue
consists of collagen and/or elastin fibers coursing through a

GAG-rich ground substance, in which mesenchymal cells,
such as fibroblasts, migrate. Protein fibers give the tissue
tensile strength (collagen) and elasticity (elastin), and the
GAG gel resists compression; mesenchymal cells secrete
protein and carbohydrates, facilitate organization of the
matrix structure, and infiltrate into damaged tissue to
initiate wound healing. Epithelial tissues are typically
organized around basal laminae; these thin gel layers are
rich in collagen IV and laminin. When present on one face

Figure 10. Schematic structure of the major adhesive proteins, fibronectin (top) and laminin (bottom).
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of a cell monolayer, a basal lamina can induce cell polarity.
For example, columnar epithelial cells in the intestine
rest on a basal lamina that induces differentiation of
the cell surface into basal and apical domains. The
development and maintenance of polarity is essential for
intestinal tissue function, as described more completely
following.

Extracellular matrix interactions with cells are criti-
cally important in the developing organism. The extra-
cellular matrix composition varies with time and location
during embryogenesis (Fig. 11) (16). Changes in composi-
tion are produced by protein secretion from embryonic
cells. Cell-derived matrix cues provide guides for cell
migration and assembly into specialized tissues. When
these cues are missing, for example, when fibronectin-rich
segments of tissue are removed or transplanted during
development, mesodermal cells cannot migrate properly
during the early stages of gastrulation. Similar exper-
iments (in the case of fibronectin, for example, using
microinjection of antifibronectin antibodies, adhesion-
blocking RGD-peptides, or embryos with the fibronectin
gene eliminated) have defined the critical importance of
matrix composition in cell migration, cell differentiation,
and normal progression through almost every stage of
animal development.

CELL ADHESION AND INTRACELLULAR SIGNALLING

The previous sections catalogued properties of cell-
adhesion receptors and extracellular matrix proteins and
presented a simplified description of cell interactions with
their surrounding environment. Nonspecific forces bring
cells near a surface; receptor-ligand interactions add
strength and specificity to binding; stabilization is often
produced by the development of specialized junctional
complexes (Fig. 12). Specific cell binding is accomplished
with transmembrane receptors: cell—cell binding is
typically mediated by cadherins, and cell-matrix binding
is mediated by integrins.

Receptor extracellular domains are continuous with
cytoplasmic domains, which are often linked to the
filamentous cytoskeleton. In this way, binding at the cell
surface is united with intracellular signal transduction
and metabolic pathways. For example, focal contacts have
an important function as anchors for cells (Fig. 12), but
focal contacts also relay signals from the extracellular
matrix into the cytoplasm. The focal contact region is rich
in a variety of proteins that have enzymatic activity, such
as focal adhesion kinase (FAK) and Src, the tyrosine kinase
that is encoded by the src gene (Fig. 6). These kinases
phophorylate other proteins, including components of the

Figure 11. Highly schematic diagram of the distri-
bution of collagen (types I and IV), fibronectin, and
laminin during the early stages of mouse development.
Collagen IV is the first protein to appear during devel-
opment; fibronectin on the inner blastocoel surface
is critical for migration of mesodermal cells during
gastrulation; collagen I does not appear until after
implantation (adapted from 1. Ref. 16).
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cytoskeleton; phosphorylation modulates binding activity,
providing sites for association of additional proteins and
localizing powerful enzymatic activities to the adhesion
site.

Considerable experimental evidence supports the fol-
lowing model for integrin-mediated signal transduc-
tion (12) (Fig. 6 inset): integrin-ECM binding promotes
FAK autophosphorylation of the Tyr residue at position
397, which stimulates Src binding. Once bound, Src cat-
alyzes additional phosphorylation (at the Tyr residue 925),
creating a binding site for the Src homology 2 (SH2)
domain of Grb2, which presents proline-rich polypeptide
motifs that facilitate SOS binding (through the Src homol-
ogy 3(SH3) domains). This regulated cascade of kinase
activity produces an assembly of activated proteins at
the focal adhesion site (Fig. 6); these proteins mediate
cell shape and cell migration by modulating local assem-
bly of the cytoskeleton, as well as the binding affinity of
the integrin extracellular domains. In addition, important
intracellular signal transduction proteins, such as Ras
and Rho, are activated. Ras and Rho are members of the
GTPase superfamily: Ras activates proteins that control
cell growth and differentiation, whereas Rho influences
actin stress fiber assembly. Although many elements of
the overall process are poorly understood now, it is clear
that integrin binding has consequences beyond adhesion:

Figure 12. Summary of cell junctions and nonjunc-
tional adhesion.

binding of integrins to ECM can influence cell processes
as vital and complex as growth and movement. Simi-
lar mechanisms are also present in cadherin-mediated
adhesion complexes.

BIOTECHNOLOGICAL SIGNIFICANCE OF CELLULAR
ADHESION

Adhesive interactions among cells and extracellular
matrix molecules are intimately associated with the molec-
ular machinery that controls cell viability, movement, dif-
ferentiation, and growth. Because cell-cell or cell-matrix
contact can influence the function of cultured cells, cell
adhesion is of considerable consequence in biotechnology.
In this final section, we provide an overview of several
approaches for exploiting our understanding of the molec-
ular mechanisms of cell binding and adhesion.

Cell Adhesion to Surfaces

The growth and function of most tissue-derived cells
requires adhesion, attachment, and spreading on a solid
substrate. The nature of the substrate influences cellular
function (17). Cell attachment, migration, and growth
on polymer surfaces is mediated by proteins that are
precoated onto the surface, adsorbed from the culture
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medium, or secreted by the growing cells. Because it
is difficult to control adsorption or secretion during cell
culture, the polymer surfaces are often pretreated with
purified protein solutions. In this way, investigators hope
that subsequent cell behavior on the surface will mimic
some aspects of cell behavior in vivo.

Surfaces can be made attractive to cells by modi-
fying their physical properties; electrostatic forces are
frequently used to encourage cell association with a
surface. For example, after a surface is coated with poly-L-
lysine, it has a positive charge resulting from the primary
amine groups on lysine; many cells will adhere non-
specifically to such a surface because the cell surface is
negatively charged. Commercially available tissue culture
plasticware is often subjected to surface treatments that
create a favorable surface charge (18).

Specific receptor-ligand binding interactions are also
used to encourage cell adhesion to synthetic surfaces (19).
For example, the cell-binding domain of fibronectin
contains the tripeptide RGD. Cells attach to surfaces
containing adsorbed oligopeptides with the RGD sequence
or covalently coupled synthetic peptides. In addition, cell
adhesion can be reduced by adding soluble, synthetic
peptides containing the RGD sequence to a culture
medium. The addition of cell-binding peptides to a
polymer can induce cell adhesion to otherwise nonadhesive
or weakly adhesive surfaces. Cell spreading and focal
contact formation are also modulated by the addition
of peptide. Because cells contain cell-adhesion receptors
that recognize only certain ECM molecules, using an
appropriate cell-binding sequence can lead to cell-selective
surfaces as well, where the population of the cells that
adheres to the polymer is determined by the peptide.

Cell-Cell Adhesion and Aggregation

Cell aggregates are important tools in the study of tissue
development and permit correlation of cell-cell interac-
tions with cell differentiation, viability and migration,
as well as subsequent tissue formation. The aggregate
morphology permits reestablishment of cell-cell contacts
normally present in tissues; therefore, cell function and
survival are frequently enhanced in aggregate culture.
Because of this, cell aggregates may be useful in biotech-
nology to enhance the function of cell-based hybrid artifi-
cial organs or reconstituted tissue transplants. To employ
cell aggregates in this manner, techniques for controlling
the formation of aggregates from specific cells of interest
must be developed.

Aggregates are usually formed by incubating cells in
suspension, using gentle rotational stirring to disperse
the cells. Although this simple method is suitable for
aggregating many cells, serum or serum proteins must
be added to promote cell aggregation in many cases,
making it difficult to characterize the aggregation process
and to control the size and composition of the aggregate.
Specialized techniques can be used to produce aggregates
in certain cases, principally by controlling cell detachment
from a solid substratum. For example, stationary culture
of hepatocytes above a nonadherent surface or attached
to a temperature-sensitive polymer substrate have been
used to form aggregates.

As previously mentioned, nonadhesive substrata can
be made adhesive by adsorption or chemical conjugation
of synthetic peptides containing RGD and YIGSR. These
hybrid surfaces can serve as cell-selective templates for
cell culture and may someday lead to novel strategies
for tissue regeneration. These same synthetic cell-binding
peptides can be engineered to enhance the formation of
cell aggregates in suspension by coupling the peptides
to water-soluble, inert polymers, such as poly(ethylene
glycol).

Cell-Virus Adhesion and Gene Transfer

Viruses are small, obligate cellular parasites. For many
classes of viruses, infection is initiated when a surface
protein on the virus binds to a normal cell protein,
which serves as a viral protein receptor, on the host-
cell plasma membrane (Table 5). Then, the virus uses the
cell's normal receptor-mediated endocytosis mechanisms
to enter the cell. A possible result of entry of the viral
genome into a cell is the production of large quantities
of viral progeny, which may infect more cells. Therefore,
interventions that enhance viral entry can enhance viral
productivity, and interventions that inhibit viral entry
can block infection. In some cases, soluble proteins that
mimic either the viral ligand or the cell receptor have
been tested as agents to block propagation of infection.
This approach can work: soluble CD4 proteins inhibit HIV

Table 5. Cell-Surface Receptors for Viruses

Notes: In some cases, evidence for the identity of the receptor is not
conclusive (indicated by ?). Information is compiled from a variety of
sources including B.N. Fields and D.M. Knipe, eds., Fundamental Virology,
2nd ed., Raven Press, New York, 1991.

Virus

Human
immunodeficiency
virus

Influenza virus
Reovirus
Rotavirus

Herpes simplex
virus

Epstein-Ban* virus

Rabies virus

Human rhinovirus
(major group)

Human rhinovirus
(minor group)

Reovirus
Vaccinia virus
Human parvovirus
Influenza virus
Measles virus
Rotavirus

Host

T lymphocytes

Epithelial cells

B lymphocytes

Erythrocyte

Erythrocyte
Erythrocyte

Receptor

CD4 protein

Sialic acid containing
glycoproteins or
glycolipids

Heparan sulfate
proteoglycan (?)

Fibroblast growth
factor receptor
protein

C3b receptor protein

Acetylcholine receptor
(?)

Intercellular adhesion
molecule-1 (ICAM-I)

Low-density lipo-
protein receptor
protein

Glycophorin A
EGF receptor (?)
B19P antigen
MN antigen
CD46 protein (?)
Three-sugar

ganglioside



infection of cells in culture and in animals (20), although
the concentrations of soluble protein required for blockade
are quite high, making this a difficult approach for disease
prevention.

Finding methods for enhancing the efficiency of gene
expression in cultured cells is of considerable interest.
This is often accomplished by selecting host-virus systems
which already possess natural receptor-ligand pairs that
accommodate viral entry. Bacteriophages are used as
vectors to incorporate foreign DNA into microorganisms,
and retroviruses are used to pass genes into human
cells. Certain virus-host systems have been optimized
to produce heterologous proteins. For example, cells
from the fall armyworm (Spodoptera frugiperda) and a
baculovirus (Autographa californica nuclear polyhedrosis
virus) are widely used now in biotechnology. This
system has high protein expression levels and is safer
than mammalian-retrovirus systems. Synthetic systems
are also being used with considerable success. For
example, DNA plasmids will enter cells, particularly
if the plasmid is complexed with cationic lipids (21).
The lipids impart a positive charge on the complex,
which facilitates fusion with the negatively charged cell
surface.
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Cells have evolved that organize biological responses to
numerous but specific environmental stimuli. This allows
cells within multicellular organisms to communicate and
coordinate physiological functions. The recognition and
conveyance of signals at the cell surface are achieved
by a variety of plasma membrane receptors. Almost all
cells have developed several related but distinct receptor
mechanisms to identify these extracellular signals and
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infection of cells in culture and in animals (20), although
the concentrations of soluble protein required for blockade
are quite high, making this a difficult approach for disease
prevention.

Finding methods for enhancing the efficiency of gene
expression in cultured cells is of considerable interest.
This is often accomplished by selecting host-virus systems
which already possess natural receptor-ligand pairs that
accommodate viral entry. Bacteriophages are used as
vectors to incorporate foreign DNA into microorganisms,
and retroviruses are used to pass genes into human
cells. Certain virus-host systems have been optimized
to produce heterologous proteins. For example, cells
from the fall armyworm (Spodoptera frugiperda) and a
baculovirus (Autographa californica nuclear polyhedrosis
virus) are widely used now in biotechnology. This
system has high protein expression levels and is safer
than mammalian-retrovirus systems. Synthetic systems
are also being used with considerable success. For
example, DNA plasmids will enter cells, particularly
if the plasmid is complexed with cationic lipids (21).
The lipids impart a positive charge on the complex,
which facilitates fusion with the negatively charged cell
surface.
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INTRODUCTION

Cells have evolved that organize biological responses to
numerous but specific environmental stimuli. This allows
cells within multicellular organisms to communicate and
coordinate physiological functions. The recognition and
conveyance of signals at the cell surface are achieved
by a variety of plasma membrane receptors. Almost all
cells have developed several related but distinct receptor
mechanisms to identify these extracellular signals and
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transduce the information to points of signal reception
within the cell, such as the nucleus. In the majority
of cases, extracellular molecules, or ligands, associate
with specific receptors located on the cell surface.
The formation of ligandrreceptor complexes stimulates
intracellular signaling pathways, including the activation
of cytosolic proteins and the release of metabolic second
messengers, thereby provoking intracellular responses
such as the induction of gene expression and changes in
cell shape. Lipid-soluble signals, such as steroid hormones,
pass through the plasma membrane and are recognized by
specific receptors within intracellular compartments. This
article will focus on several types of cell-surface receptors
for protein ligands, while steroid hormone receptors are
described elsewhere in this volume.

STRUCTURE OF CELL-SURFACE RECEPTORS

The organization of nearly all cell-surface receptors
is similar in overall structure and function. All are
transmembrane proteins having an ectodomain that
functions as a ligand recognition site and a cytoplasmic
domain that mediates the initiation of signal transduction
pathways. However, evolution has devised variations
of this general model to facilitate the requirements of
individual ligands and cells. Based on relative structural
topology, transmembrane receptors can be described as
one of three types: (2) growth factor tyrosine kinase
receptors, (2) cytokine receptors, or (3) heptahelical
G-protein coupled receptors. The structural organization
of these receptor groups is discussed individually in the
following sections.

Growth Factor Tyrosine Kinase Receptors

In general, growth factor tyrosine kinase receptors have
a relatively simple organization consisting of a single
hydrophobic transmembrane domain that separates an
extracellular ligand-binding domain and a cytoplasmic
tyrosine kinase catalytic domain. However, there are vari-
ations on this basic organization, a few of which are shown
in Figure l(a). The examples depicted are the epider-
mal growth factor (EGF) receptor, the insulin/insulin-like
growth factor (IGF) receptor, and the glial-derived neu-
rotrophic factor (GNDF) receptor. These three examples
are presented to illustrate the manner in which nature has
produced structurally varied tyrosine kinase receptors to
recognize different extracellular signals, but yet transduce
this primary signal by the common mechanism of tyrosine
kinase activation.

As shown in Figure l(a), the EGF receptor has the
most straightforward organization, consisting of a sin-
gle polypeptide chain that contains a ligand-binding
ectodomain, a transmembrane domain, and a tyrosine
kinase cytoplasmic domain (1). The structure of the
insulin/IGF receptor is functionally similar, but repre-
sents a dimeric receptor, consisting of two a and two P
chains linked by disulfide bonds. Each /? subunit has a
transmembrane domain and a tyrosine kinase domain
that is activated following ligand binding to the a sub-
units (2). A single precursor protein encodes the a and /?

subunits, which are formed by post-translational cleavage.
The GNDF receptor consists of two proteins, encoded by
separate genes, that together form a functional receptor.
One receptor component, GDNFR-a, is an extracellular
protein tethered to the outer surface of the plasma mem-
brane by a glycosyl-phosphatidylinositol (GPI) anchor and
is responsible for primary ligand recognition. GNDFR-a
lacks transmembrane and cytoplasmic sequences and is
not, therefore, expected to transduce intracellular signals
on its own. Signal transduction is mediated by a second
component, Ret, a single transmembrane protein con-
taining an ectodomain and a cytoplasmic tyrosine kinase
domain. Ligand binding to the GNDFR-a subunit provokes
association with Ret and transduction of intracellular sig-
nals by activation of the Ret tyrosine kinase (3).

The ectodomains of receptor tyrosine kinases are often
characterized by several copies of protein motifs that
enhance protein stability and may also be important
in the process of proteimprotein recognition for ligand
binding (1). Examples are the two cysteine-rich regions
in the EGF receptor or five immunoglobulin-like domains
in the platelet-derived growth factor (PDGF) receptor.
Without exception, these receptors are complex proteins
as the ectodomains are highly glycosylated. For example,
the EGF receptor ectodomain is N-glycosylated at twelve
sites, which contributes significantly to receptor molecular
mass, particularly as observed on an SDS gel. However,
the role of carbohydrate in the process of ligand binding
or other receptor functions is not clear.

For the most part, the transmembrane domains have
an essential but passive role in receptor function and do
not contribute significantly to the signaling specificity of
tyrosine kinase receptors. Numerous experiments with
chimeric receptors (i.e., fusion proteins containing the
extracellular domain of one receptor and the cytoplasmic
domain from another receptor) show that heterologous
ligand binding will activate the cytoplasmic tyrosine
kinase regardless of the origin of the transmembrane
domain (4). This does not, however, imply that the
transmembrane domains are biologically inert. The basal
tyrosine kinase activity of ErbB-2, a member of the EGF
receptor family, is enhanced when a single valine residue
within the transmembrane domain is changed to glutamic
acid. This amino acid substitution leads to constitutive
dimerization of ErbB-2 and activation of its tyrosine
kinase, resulting in an oncogenic form of the receptor (5).

The cytoplasmic region of growth factor receptors and,
in particular, the tyrosine kinase domain is essential
for transducing the first messenger information of ligand
binding into intracellular biochemical information, termed
second messengers. Within the kinase domain is a highly
conserved consensus sequence, GlyXGlyXXGlyX(i5-29)
Lys, found in all protein kinases (6). This sequence
motif functions as part of the binding site for ATP, the
phosphate donor for the formation of phosphotyrosine on
substrate proteins. Several studies show that replacement
of the lysine residue within this sequence abolishes or
greatly attenuates receptor kinase activity in vivo and in
vitro (4).

The carboxy terminal of the kinase domain is a region
of 200-300 residues containing several tyrosine residues



that function as sites for receptor autophosphorylation.
Autophosphorylation occurs not only at multiple tyrosine
residues in the carboxy terminal region, but in some
instances also occurs at tyrosine residues within the
kinase domain itself and the juxtamembrane region. In
the EGF receptor, all five autophosphorylation sites are
located within the carboxy-terminal domain, while the
insulin receptor has eight autophosphorylation sites found
throughout the cytoplasmic domain of each P chain (4). The

autophosphorylation sites provide important recognition
information for downstream signal transduction molecules
and in some cases have a role in tyrosine kinase activation
(see the following).

Cytokine Receptors

Members of the superfamily of cytokine receptors are
usually classified as Type I or Type II based on structural

Figure 1. Structure of cell-surface receptors. Diagrammatic representation of the basic structural
topology of (a) growth factor tyrosine kinase receptors, (b) cytokine receptors, and (c) heptahelical
G protein-coupled receptors.
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distinctions (7). Type I receptors, also referred to as
hematopoietin receptors, include receptors for most of
the interleukins (ILs), such as IL-6, as well as proteins
that mainly function outside the immune system, such as
growth hormone [GH; Fig. l(b)]. An example of a Type II
cytokine receptor is the receptor for interferon gamma
[IFN-y; Figure Kb)].

All Type I cytokine receptors have an extracellular
domain with a WSXWS (TrpSer x TrpSer) sequence motif
close to the plasma membrane and a conserved pattern
of cysteine residues near the amino terminus. Also, the
extracellular domains contain two fibronectin type III
modules connected by a hinge region, which contains
the WSXWS motif and functions as a ligand interaction
site. Mutagenesis studies show that mutations within the
hinge region, including residues in the WSXWS motif,
attenuate the ligand binding capacity of the receptor (8).
Unlike Type I receptors, Type II cytokine receptors do not
contain the conserved WSXWS motif in their extracellular
domain, but do possess conserved cysteine residues within
this region [Fig. Kb)].

Ligands that interact with cytokine receptors produce a
wide range of biological effects on various tissues and cells,
often in a seemingly redundant manner. For example,
cytokines such as IL-6, IL-2, IL-4, IL-5, and IFN-y all
initiate antibody production in B cells. The functional
pleiotropy and redundancy of cytokines are explained,
in part, because a common receptor subunit is shared by
several different ligands. Therefore, cytokine receptors
usually consist of two polypeptide chains, one that
provides a ligand-specific binding site and a second that
mediates signal transduction (7, and references therein).
For example, IL-6 is first recognized by IL-6Ra, and
subsequently associates with gpl30 to form a signaling
competent complex of IL-6:IL-6Rc*: gpl30 [Fig. Kb)].
Other cytokines whose receptors associate with gpl30
include IL-Il, leukemia inhibitory factor, oncostatin,
cardiotropin, and ciliary neurotropic factor. Similarly, the
IFN-y receptor also consists of a and /3 chains, where
association of two receptors is provoked by ligand binding
to the IFN-yRa molecules. The growth hormone, prolactin
(PRL), and erythropoietin (Epo) receptors, however, do
not share a common receptor subunit with other cytokine
receptors, but instead homodimerize [Fig. Kb)].

Unlike growth factor tyrosine kinase receptors, the
cytoplasmic domains of cytokine receptors do not contain
protein kinase catalytic motifs. To transmit downstream
signals, therefore, cytokine receptors require association
with an additional protein(s) to constitute high-affinity,
signal-transduction-competent receptors. This auxiliary
protein, usually a protein tyrosine kinase, is recruited
to the plasma membrane from the cytosol to mediate
intracellular signaling (9, and references therein). This
topic will be discussed in detail later in this article.

Heptahelical G Protein Coupled Receptors

Heptahelical G protein coupled receptors present a unique
membrane topology compared to receptors previously
discussed. As the name implies, each of these receptors
is composed of a single polypeptide chain with seven
transmembrane domains. Site-directed mutagenesis has

shown that amino acid residues within some of these
transmembrane domains are necessary for ligand binding,
particularly for small ligands. For example, the binding
site for neurotransmitters, such as acetylcholine and
nor adrenaline, is located in the upper two-thirds of
the transmembrane domains, on the extracellular side
of the membrane [Fig. l(c)]. In these cases, residues in
all helices, except helix I, contribute to ligand binding,
with strong involvement of residues in helices III, V, VI,
VII and smaller influences from residues in helices II
and IV (10). There is less information on the binding site
for large ligands, such as glycoproteins and neuropeptides.
However, it is known that glycoprotein hormone receptors,
for example, the chorionic gonadotropin receptor, have
an extended extracellular region at the amino terminus.
This ectodomain can, by itself, bind ligand with high
affinity, suggesting that in these cases residues in the
transmembrane domain are not necessary to form the
ligand binding site (11).

Ligand occupancy induces conformational changes in
the cytoplasmic domain of heptahelical receptors that
bring about association with cytosolic heterotrimeric
G proteins. These G proteins consist of an a subunit that
binds the guanine nucleotides GDP and GTP, plus a f$ and
a y subunit. The P and y subunits are tightly associated
and are usually referred to as a Py complex.

RECEPTOR ACTIVATION

While the ligand recognition and binding strategies
of cell-surface receptors are apparent, the means by
which the intracellular domains are activated is less
clear. The complicating feature is the transmembrane
nature of the receptors, which restricts, topologically
and energetically, the transmission of ligand-induced
conformational changes from the ectodomain to the cyto-
plasmic domain of the molecule. Activation of receptor
cytoplasmic domain functions is thought to be achieved
by a mixture of mechanisms, including dimerization,
kinase activation, autophosphorylation, and conforma-
tional changes. Growth factor tyrosine kinase receptors
and cytokine receptors share receptor dimerization, tyro-
sine kinase activation, and autophosphorylation as initi-
ating events. In the case of heptahelical receptors, ligand
binding is postulated to stimulate conformational changes
in the cytoplasmic domains facilitating interaction with
heterotrimeric G proteins. This portion of the review will
focus on mechanisms that activate cell-surface receptors
following ligand binding.

Activation of Tyrosine Kinase and Cytokine Receptors

During or following ligand binding, receptor dimerization
is considered a general initiating mechanism for the
activation of most growth factor and cytokine receptors.
The immediate consequence of receptor dimerization is
tyrosine kinase activation (12), involving receptors with
an intrinsic tyrosine kinase (for example, EGF and insulin
receptors) as well as receptors in which the tyrosine
kinase is extrinsic or physically separate from the ligand
binding molecule. Certain cytokine family receptors (Epo,,



interferons, or GH, for example) associate with tyrosine
kinases to form receptor-.kinase complexes. In these cases,
cytoplasmic tyrosine kinase molecules, termed Janus
kinases (JAKs), are either noncovalently preassociated
with the cytoplasmic region or become associated following
ligand binding and dimerization (13). The number of
different JAKs is small relative to the number of different
cytokine binding molecules. Hence, different cytokine
receptors may activate the same JAKs.

There are at least three means by which ligand
binding produces receptor dimerization. First, ligands
may stimulate dimerization as a consequence of their
dimeric nature. For example, growth factors such as
PDGF, colony stimulating factor-1, and stem cell factor,
exist as covalent dimers with each monomer containing
a receptor-binding site. One ligand molecule, therefore,
forms a receptor dimer by simultaneously interacting
with two receptors. Other ligands, such as EGF, are
monomeric, and receptor dimerization is thought to be
mediated by a ligand-dependent conformational change
in the receptor extracellular domain. This promotes the
association of two occupied receptors to stabilize a dimeric
configuration (12). A third dimerization mechanism is best
illustrated by growth hormone, which has two asymmetric
receptor binding sites within the monomeric ligand and
thereby functions similar to a dimeric ligand with regard
to receptor interaction and dimerization (14). An exception
to ligand-induced receptor dimerization exists for the
insulin/IGF receptors. Since these receptors pre-exist as
covalent dimers, ligand binding activates the receptors by
the modulation of dimer conformation in a manner that
remains unclear.

Dimerization is thought to facilitate tyrosine kinase
activation, by the apposition or juxtapositioning of
two kinase domains that are then able to engage
in cross- or trans-phosphorylation. Hence, two closely
positioned kinase molecules phosphorylate each other
in an intermolecular process, which is nevertheless
referred to as autophosphorylation. High-resolution three-
dimensional structures of tyrosine kinase domains,
produced by x-ray diffraction studies, reveal that many
of these enzymes have an "activation loop" with a
tyrosine side chain in close proximity to the kinase
activation site (4). This suggests a mechanism to explain
how autophosphorylation may activate a tyrosine kinase;
that is phosphorylation of the tyrosine side chain
in this activation loop alters its relationship to the
active site such that substrate access at the active
site is enhanced. This model has been best developed
from structural studies of the insulin receptor tyrosine
kinase domain. Also, in some cases kinetic studies have
indicated that autophosphorylation, which is actually
trans-phosphorylation, increases tyrosine kinase catalytic
activity.

The fact that certain growth factors are bivalent in
terms of receptor binding permits certain predictions about
how ligand concentration relates to biological activity.
Growth hormone has two different sites (site 1 and site
2), each of which recognizes the same binding epitope on
a receptor monomer. In this case, recognition of receptors
by growth hormone is of higher affinity at site 1 than site

2. Dimers are formed by ligand site 1 recognition of one
receptor and subsequently site 2 interaction with a second
receptor molecule (15).

The preceding binding mechanism means that the
concentration curve of growth hormone for a biological
response should be bell-shaped such that at high ligand
concentrations the response is diminished. In fact, this
is seen both in experimental and clinical situations. At
high hormone concentrations all receptors are occupied by
growth hormone through site 1, and there are, therefore,
no free receptors to interact with site 2 on the ligand to
form a receptor dimer. An important point to understand
is that sites 1 and 2 on the ligand bind to the same
receptor epitopes. This information has been used to create
antagonists of growth hormone by mutagenesis of site 2
such that it is incapable of receptor recognition. This ligand
mutant, therefore, binds one receptor molecule through
site 1 but is unable to form receptor dimers (14,15). At high
concentrations, this altered growth hormone saturates
receptor molecules and prevents low levels of endogenous
growth hormone from forming dimers.

Another example of the biological significance of dimer-
ization is exemplified by mutations in the Ret component
of the GNDF receptor [Fig. Ka)]. The extracellular domain
of Ret has four cysteine residues that normally form two
intramolecular disulfide bonds. A point mutation that
changes one cysteine to another amino acid leaves an
unpaired cysteine residue in the Ret ectodomain. As a
consequence, an intermolecular disulfide bond is formed
between unpaired cysteine residues on two separate recep-
tor molecules (16). This results in the formation of a
covalent Ret dimer and constitutive activation of the Ret
tyrosine kinase domains. In humans, this type of mutation
produces an oncogene that gives rise to the malignancy
Multiple Endocrine Neoplasia 2A (MEN2A).

In certain cases a receptor may heterodimerize with
another receptor kinase as well as homodimerize. For
example, within the EGF receptor family of ErbB receptor
tyrosine kinases heterodimeric complexes between ErbB-
2 and the EGF receptor (ErbB-1) are induced by
EGF concurrently with the formation of EGF receptor
homodimers (12). The proportion of EGF-dependent homo-
and heterodimers will depend mostly on the relative
concentrations of the two receptor species. Since no
ligand has been identified that directly binds to ErbB-
2, this molecule is generally thought of as a co-receptor.
Heregulin, a growth factor that binds directly to ErbB-
3 and ErbB-4 in this receptor family, also induces
heterodimeric complexes of ErbB-2:ErbB-3, ErbB-2:ErbB-
4, and ErbB-3:ErbB-4 as well as homodimers of ErbB-4.
Receptor heterodimerization expands the possibilities of
receptor-ligand interactions and extends the potential
diversity of downstream signals.

While autophosphorylation may occur in heterodimers
as well as homodimers, both receptors in the dimer
must be active to induce a significant level of kinase
activation and biological responses. Cells expressing both
kinase-inactive EGF receptor mutants and wild-type EGF
receptors form dimers of wild-type receptors, dimers of
mutant receptors, and dimers containing one wild-type
and one mutant receptor. However, only the wild-type



homodimer, and not a heterodimer composed of a wild-
type and a mutant receptor, displays autophosphorylation
and biological activity, indicating that both receptors in
the dimer must be functional for activation to occur (17).

Kinase-inactive receptor mutants can also function as
dominant-negative molecules when overexpressed relative
to the wild-type receptor. Under these circumstances,
the only dimers formed are composed of either two
mutant receptors or one mutant and one wild-type
receptor. Due to overexpression of the mutant receptor,
it becomes statistically unlikely that two wild-type
receptors will dimerize. These dominant-negative mutants
represent an active experimental approach to interrupt
endogenous ligand-induced receptor activation and to
prevent biological responses to the ligand. Kinase-inactive
mutants of the EGF receptor, for example, have been
produced by point mutations in the kinase active site or by
deletion of the entire cytoplasmic domain (4). The latter
mutant is additionally instructive because it dimerizes
with itself and wild-type receptors, indicating that only
the ectodomain and transmembrane domain are necessary
for the dimerization process. It seems likely that the
transmembrane domain has a passive role in this process
and that dimerization is driven by conformational changes
in the ectodomain following ligand binding.

An important family of growth factor receptor kinases
is the one that mediates the activity of the transforming
growth factor beta (TGF-/?) family of ligands. These growth
factors are especially important in processes such as cell
growth inhibition and embryonic development. The two
TGF-/? receptors (Type I and Type II) are both single trans-
membrane proteins with a ligand-binding ectodomain and
an intracellular domain that encodes a serine/threonine
kinase, instead of a tyrosine kinase. Ligand binding
promotes the heterodimerization of Type I and Type II
molecules. The Type I receptor is a constitutively active
kinase, but only phosphorylates the Type II receptor in the
context of a ligand-induced dimer (18). Transphosphory-
lation of the Type II receptor activates its kinase activity
and leads to signal transduction and biological responses.

Although the intracellular domains of cytokine recep-
tors lack intrinsic kinase activity, the overall mechanism of
activation appears to be similar to that of tyrosine kinase
receptors. Ligand binding induces dimerization of cytokine
receptors that initiates the association of cytoplasmic tyro-
sine kinase JAK molecules with the receptor intracellular
domains (9). Interestingly, dimerization of cytokine recep-
tor components is required, but may not be sufficient,
for the initiation of signaling processes in all cases. For
example, as previously outlined, the ligand-bound IL-6
receptor heterodimerizes with gpl30 [Fig. l(b)]. Studies
also indicate that ligand-induced dimerization of cytokine
receptors, such as IL-6R:gpl30, recruits JAK tyrosine
kinases from the cytoplasm to the receptor complex. Exam-
ination of sequences in the cytoplasmic portion of cytokine
receptors has revealed a conserved proline-rich sequence
of eight residues that may mediate JAK association (19).
Mutations within these proline residues in the cytoplas-
mic region of gpl30 do not affect association with IL-6R,
but do attenuate JAK binding and intracellular signaling.
Hence, both dimerization and the separate process of JAK

association are essential for receptor activation. Although
it is known that the intracellular region of cytokine recep-
tors is critical for JAK association, it is not yet known if
this proline-rich motif is the only critical JAK interacting
site within the cytoplasmic domain.

There are four known members of the JAK family:
JAKl, JAK2, JAK3, and Tyk2. The binding of JAKs to
the intracellular domains of cytokine receptor complexes
places these molecules in close proximity, thus facilitating
transphosphorylation and activation of tyrosine kinase
activity, similar to that for growth factor tyrosine kinase
receptors. The activated JAKs subsequently tyrosine
phosphorylate specific sites in the cytoplasmic domain
of the cytokine receptors, creating docking sites for other
proteins to interact with the receptors.

Activation of Heptahelical Receptors

Heptahelical receptors are probably more ancient than
the growth factor receptor/cytokine receptors previously
described. Yeast, for example, display heptahelical recep-
tors for mating factors, but do not have tyrosine kinase-
coupled receptors. While the exact activation mechanism
is unclear, the cytoplasmic domains of heptahelical recep-
tors, following ligand binding, adopt an altered con-
formation, which results in enhanced interaction with
signal-transducing heterotrimeric G proteins. As shown
in Fig. l(c), the intracellular domain of a heptahelical
receptor contains three loops and a free carboxy-terminal
polypeptide. Ligand-dependent activation of G proteins
requires their association with these receptor cytoplas-
mic regions, the third cytoplasmic loop usually being the
most critical (10).

To transduce a signal from the heterotrimeric
G proteins to a downstream molecule, or effector, G protein
subunits cycle between a GTP-bound and a GDP-bound
state. G proteins contain a, /?, and y subunits with the a
subunit binding GDP or GTP (20). When GDP is bound,
the a subunit is associated with the /3y subunits to form
an inactive heterotrimer that can only weakly associate
with heptahelical receptors. Following ligand binding and
conformation changes in the receptor cytoplasmic domain,
the a subunit is altered such that its conformation has a
low affinity for GDP. Because the concentration of GTP in
cells is much higher than that of GDP, the GDP is replaced
with GTP. Binding of GTP to the a subunit produces disso-
ciation of the a subunit from the receptor and from the py
subunits. The p and y subunits, however, remain tightly
associated. Hence, this "activation" step produces two new
components — the GTP-bound a subunit and the free py
complex. While the former is a well-recognized activator
of downstream signaling components, it has more recently
become appreciated that Py complexes also have a signal-
transducing role (21).

The activated state of a G protein lasts until GTP on
the a subunit is hydrolyzed to GDP by interacting with
GTPase-activating proteins or GAPs. A large family of
GAPs specific for Ga proteins has recently been discovered
and termed regulators of G protein signaling, or RGS
proteins. RGS proteins were first identified as molecules
that negatively regulate G protein signaling due to their
function in accelerating GTP hydrolysis (22). GAPs, such



as the RGS proteins, can be viewed as enzymes that
bind substrate and facilitate its conversion to a specific
product. X-ray crystallography and mutational studies
have shown that RGS proteins act as GAPs by binding
to the Ga protein and stabilizing the molecule in a lower-
energy conformation, resulting in an acceleration of GTP
hydrolysis. Once GTP is cleaved to GDP, the a and fiy
subunits reassociate, as an inactive ternary complex (20).
Although the Py subunit complex does not bind GTP, its
active lifetime depends on the concentration of GDP-bound
a subunits, and therefore the rate of GTP hydrolysis by
RGS: a subunit complexes.

SECOND MESSENGERS AND EFFECTORS

Activation of cell-surface receptors by ligand binding,
receptor dimerization, autophosphorylation, and confor-
mational change initiates the transmission of intracellular
signals to allow for the flow of information from the cell sur-
face to points of signal reception, such as the nucleus and
cytoskeleton. This cellular process involves the biochemi-
cal modulation of an array of cellular proteins by a variety
of mechanisms, including proteinrprotein association, gua-
nine nucleotide binding, post-translational modification,
and topological relocalization within the cell. In particu-
lar, protein:protein interactions are an important feature
of receptor proximal signaling.

The following sections outline mechanisms of signal
transduction in selected well-characterized pathways that
illustrate the molecular mechanisms described previously.
Downstream pathways activated by growth factor and
cytokine receptors will be described first, followed by the
signaling effectors stimulated by heptahelical G protein-
coupled receptors. Although a condensed view of each
separate pathway will be presented, current data show
that communication or "cross-talk" does occur between
these pathways.

PROTEINrPROTEIN INTERACTING DOMAINS

Before describing the mechanics of individual pathways,
it is worthwhile to outline the biochemical means by
which specific proteinrprotein interactions are promoted
in these pathways. Activated growth factor receptors con-
tain cytoplasmic domains that are tyrosine phosphorylated
(see preceding discussions). These phosphorylation sites
function as high-affinity binding sites for intracellular pro-
teins that contain specialized domains that have evolved
specifically to recognize protein sequences containing a
phosphotyrosine residue. These domains of approximately
100 residues are termed src homology 2 (SH2) domains or,
in a few cases, phosphotyrosine binding (PTB) domains,
which are structurally distinct from SH2 domains but
serve the same function (23).

Specificity in the association of different molecules with
SH2 and/or PTB domains and tyrosine phosphorylated
receptors is derived from two complementary structural
considerations. First, these domains recognize not just
any phosphotyrosine, but also other residues surrounding
the phosphotyrosine. Second, each SH2/PTB domain

contains both conserved and unique sequence features
that allow, respectively, phosphotyrosine binding and
specific recognition of adjacent residues. The subtle
differences in sequence information surrounding each
phosphotyrosine residue plus the unique structural
subtleties of each SH2/PTB domain provide the essential
specificity characteristic of a signaling system.

Frequently, phosphotyrosine-binding molecules have
an additional determinant of protein:protein interaction
termed an SH3 domain that mediates recognition and
physical association with specific proline-rich sequences in
other proteins (23). Also, some signaling proteins contain
a specialized domain termed a pleckstrin homology (PH)
domain that binds phospholipids, particularly phospho-
inositide polyphosphates. PH domain-containing proteins
bind these phospholipids with moderate affinity and are
thought to function as signal-dependent membrane adap-
tors. The individual pathways to be discussed illustrate
how these protein:protein association mechanisms provide
critical specificity to signal transduction mechanisms.

Ras/MAP Kinase Cascade

The most understood signal transduction pathway acti-
vated by receptor tyrosine kinases is the Ras/MAP kinase
cascade (Fig. 2). This pathway relays, by direct interac-
tions within a series of proteins, transmission of a signal
from the plasma membrane to the nucleus, leading to the
initiation of gene transcription.

The initial phase of this pathway involves mechanisms
that translate receptor activation into the activation of
Ras, a guanine nucleotide binding protein. The first
intracellular event in this process is the SH2/PTB domain-
mediated association of adaptor proteins, which have
no catalytic function, with activated phosphotyrosine
containing receptors. Adaptor proteins utilize multiple

Figure 2. Ras/MAP kinase signaling cascade. © represents
phosphotyrosine.
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protein association domains to associate with activated
kinase receptors and simultaneously with other proteins.
For example, Grb2, an important adaptor in Ras
activation, is composed of one SH2 domain that interacts
with receptors and two SH3 domains that recognize
proline-rich sequences in SOS, a Ras GTP/GDP exchange,
and activation factor (24). A second mechanism to
modulate SOS involves the adaptor protein She, which
contains an SH2 domain at its carboxy terminus, a
PTB domain at the amino terminus, and a major site
of tyrosine phosphorylation in its central region. She
associates with activated growth factor receptors through
its PTB domain and becomes tyrosine phosphorylated
(25). Subsequently, the Grb2:SOS complex associates
with tyrosine-phosphorylated She, by means of the Grb2
SH2 domain. In sum, Grb2 mediates the formation of
two ternary complexes: an activated receptor:Grb2:SOS
complex and a phosphorylated Shc:Grb2:SOS complex.
The latter could actually be a quaternary complex, since
She through its PTB domain is known to associate with
activated receptors.

The functionally important component of these com-
plexes is SOS (an acronym for Son of Sevenless), a Ras
guanine nucleotide exchange factor originally identified
in Drosophila. SOS stimulates the replacement of GDP
by GTP on Ras, converting Ras to its active GTP-bound
state (26). Similar to trimeric G proteins previously dis-
cussed, monomeric G proteins, such as Ras, possess an
intrinsic GTPase activity that converts the active GTP-
bound molecule to an inactive GDP-bound state. Ras, a
major component of the Ras/MAP kinase cascade, is con-
stitutively localized at the cytoplasmic face of the plasma
membrane. In contrast, SOS exists as a cytoplasmic pro-
tein. Therefore, activation of Ras can be facilitated by the
relocalization of SOS to the cytoplasmic face of the plasma
membrane. This is accomplished through Grb2:receptor
and/or Grb2:Shc complexes with SOS.

The importance of Ras activation in mitogenic signaling
is illustrated by the fact that approximately 30% of
human cancers contain a mutated constitutively active
form of Ras, which is capable of acting as an oncogene
in experimental and, perhaps, clinical situations. GTP-
Ras inactivation is facilitated by association with a
molecule termed RasGAP which accelerates the GTPase
activity of Ras, producing GDP-Ras. Activating Ras
mutations, of the type frequently found in tumors, most
often decrease the capacity of GTP-Ras to interact with
RasGAP, which decreases conversion to the inactive
form (27). This illustrates the importance not only of
activating mechanisms, but also inactivating steps in
signal transduction pathways.

In the Ras/MAP kinase signaling pathway, GTP-Ras
acts as a switch to initiate the activation of a series of
serine/threonine protein kinases. While several molecules
have been identified that associate preferentially with
GTP-Ras, the most understood and significant is the
serine/theorine kinase known as Raf. Experimental data
have shown that Raf interacts with GTP-Ras but not GDP-
Ras (28). While this interaction leads to Raf activation,
however, the mechanism by which Raf is actually activated
remains unclear. Since Ras is membrane localized and

Raf is cytosolic, one consequence of their interaction is the
relocalization of Raf to the plasma membrane. Therefore,
to activate Raf, a key event may involve the GTP-Ras-
dependent recruitment of Raf to the plasma membrane.
Experimentally it is possible to mutate Raf so that it is
constitutively localized at the plasma membrane. When
this form of Raf is expressed in cells, it is constitutively
activated and independent of Ras function, suggesting
that Ras does serve to recruit Raf to the plasma
membrane, with subsequent events at the membrane
actually activating Raf (28). It is worthwhile noting that
an activated form of Raf has been identified as an oncogene
in retroviral-induced animal tumors.

Raf activation leads to the stimulation of a second
protein kinase termed MEK (MAP/ERK kinase). Raf
directly phosphorylates MEK on two serine residues, and
both phosphorylations are required for full activation
of MEK (29). MEK is an unusual kinase since, once
activated, it may phosphorylate downstream molecules
on both serine/threonine and tyrosine residues. Hence, it
is a rare example of a dual- or mixed-specificity protein
kinase.

The only known downstream target for activated MEK
is mitogen-activated protein (MAP) kinase (also known
as ERK), a serine/threonine kinase (Fig. 2). MAP kinase
must be phosphorylated on both a threonine and a
tyrosine residue to be activated, and once activated,
dephosphorylation of either the phosphothreonine or
phosphotyrosine residue will inactivate the enzyme (30).
MAP kinase has several intracellular substrates, the most
significant of which are transcription factors involved
in growth factor-dependent gene expression. Key to
this activity is the fact that activated MAP kinase is
translocated into the nucleus, where it phosphorylates
specific transcription factors, altering their DNA binding
capacity and thus contributing to the expression of genes
responsible for cellular proliferation.

STAT Pathway

In contrast to the multistep MAP kinase pathway, the
STAT pathway employs a more direct mechanism to
change gene expression. STAT is an acronym for signal
transducers and activators of transcription, and there are
currently seven STAT proteins identified in mammals.

STATs are activated by tyrosine kinases through a
mechanism that relies on SH2 domains and tyrosine
phosphorylation. After ligand binding, cytokine:receptor
complexes are phosphorylated by associated JAKs, pro-
ducing an association site(s) for the SH2 domain in
a STAT molecule(s) (31). Similarly, activated growth
factor receptors may associate with STATs by an SH-
2-dependent recognition of receptor autophosphorylation
sites, but without the involvement of JAKs (Fig. 3). Speci-
ficity in STAT activation is achieved by the specificity
of STAT:receptor interactions, which are dependent on
STAT SH2 domain recognition of a particular receptor
phosphotyrosine-containing sequence. For example, the
IFN-y receptor, which normally activates STATl, will acti-
vate STAT2 if the SH2 domain of STAT2 is exchanged for
that of STATl (19).



Following their association with activated receptors,
STATs are tyrosine phosphorylated, dissociate from the
receptors, and form stable cytoplasmic dimers. These
dimers may be either homo- or heterodimeric, adding to
the diversity of STAT signaling. Dimerization of STATs
reutilizes the SH2 function, such that in the dimer
each SH2 domain recognizes the phosphotyrosine residue
on the other molecule. Hence, within each dimer two
SH2-phosphotyrosine associations are formed, produc-
ing added stability to the complex. Unphosphorylated
STATs have a high affinity for receptor docking sites,
but when tyrosine phosphorylated they bind with a much
higher affinity to another STAT molecule (31). After tyro-
sine phosphorylation and dimerization, STAT complexes
rapidly translocate to the nucleus and bind to target DNA
sequences in the promoter regions of specific genes. The
mechanism of translocation, however, is unclear.

Comparing the MAP kinase and STAT pathways,
it is clear that cells have evolved two topologically
distinct mechanisms to transduce information from the
cell surface to the nucleus. In the former instance, it is
the translocation of a protein kinase into the nucleus
that promotes gene expression, while STATs, which are
transcription factors, are held in the cytoplasm until
phosphorylated and then translocated to the nucleus to
affect mRNA transcription of specific genes.

Phosphatidylinositide Signaling

The signal transduction pathways outlined thus far
describe the transmission of intracellular signals by
mechanisms that depend entirely on protein:protein
interactions leading to covalent modifications or altered
nucleotide binding. However, activated receptors also

stimulate the production of small molecule second
messengers by activating phospholipases and lipid
kinases that, respectively, hydrolyze or phosphorylate spe-
cific phospholipids. Phosphatidylinositol 4,5-bisphosphate
(PIP2), a minor phospholipid constituent of the plasma
membrane, is the immediate precursor for the generation
of three metabolite second messengers. The two signaling
pathways by which PIP2 gives rise to these messengers
are discussed in the following and depicted in Figure 4.

Activated cell-surface receptors stimulate the activity
of a phosphoinositide-specific phospholipase C (PLC) to
catalyze the hydrolysis of PIP2. Two PLC isoforms have
been extensively studied and found to be regulated by
separate receptor types. PLC-y isoforms are activated by
receptor and nonreceptor tyrosine kinases, while PLC-/*
isoforms are activated by heptahelical heterotrimeric
G protein-coupled receptors. Both PLC-/? and PLC-y have
conserved X and Y domains that are present in all PLC
isoforms and that together form the catalytic site for PIP2

hydrolysis. Mutations in either the X or Y domain yield
a drastic decrease in enzyme activity, demonstrating that
each of these domains is essential for enzyme activity (32).
PLC-/J will be discussed in a later section.

PLC-y, but not PLC-^, contains two SH2 domains and
one SH3 domain, which are not essential for enzyme
activity. Association between PLC-y and tyrosine kinase
receptors, such as the EGF receptor, is mediated by the
SH2 domains of PLC-y and phosphorylation sites at the
carboxy terminus of the activated receptor. Following
receptor association, PLC-y is tyrosine phosphorylated
to produce an activated form of the enzyme, which then
catalyzes cycles of PIP2 hydrolysis. The association step
is essential for subsequent tyrosine phosphorylation, and
both association and phosphorylation may have functional

Figure 3. STAT signal transduction cascade. Schematic outline of the STAT signal transduction
cascade induced by both activated cytokine and growth factor receptors. © represents
phosphotyrosine.
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Figure 4. Phophatidylinositol signaling. Outline of phos-
phatidylinositol signaling mediated by (a) PIP2 hydrolysis and
(b) PIP2 phosphorylation. Q represents phosphotyrosine.

roles in maximizing the activity of PLC-y. The role of the
SH3 domain in PLC-y function is not known.

The hydrolysis of plasma membrane PIP2 by PLC-
Y generates the lipophilic molecule diacylglycerol (DAG)
and the hydrophilic molecule inositol 1,4,5-trisphosphate
(IP3) as metabolite second messengers [Fig. 4(a)]. DAG
activates the serine/threonine-specific protein kinase C
(PKC), while IP3 interacts with specific receptors on
the surface of the lumen of the endoplasmic reticulum
to promote the release of calcium, stored within the
endoplasmic reticulum, into the cytoplasm as free Ca2+.
This rise in intracellular free-calcium concentration, on the
order of 10-50-fold, promotes the activation of a number of
Ca2+-dependent molecules, including protein kinases and
phosphatases. Also, high levels of cytoplasmic free Ca2+

passively raise the levels of Ca2+ in the nucleus, where the
expression of several genes is reported to require this ion.
DAG activates PKC isoforms by increasing the enzyme's
affinity for Ca2+ and phospholipids, thus reducing the
concentration OfCa2+ needed to stimulate the enzyme (33).
Activated PKC in turn phosphorylates and modulates the
activity and/or function of several intracellular proteins.
Hence, the hydrolysis of PIP2 ultimately leads to the
modulation of pleiotropic targets and does not constitute
a specialized linear pathway such as those previously
discussed. Both IP3 and DAG are metabolically labile and
once formed can be rapidly transformed into biologically
inactive products.

In addition to hydrolysis by PLC-/, PIP2 is also a
precursor for the formation of phosphatidylinositol 3,4,5-
trisphosphate (PIP3), which is produced by a lipid kinase
known as phosphatidylinositol (PI) 3-kinase [Fig. 4(b)].
This kinase catalyzes the addition of a phosphate group
to the 3'-hydroxyl group of the inositol ring of PIP2 (34).
PI 3-kinase consists of two subunits; an 85-kDa adaptor
protein (p85), which is a regulatory subunit, and a
catalytic 110-kDa subunit (pi 10). The pi 10 subunit is
inactive in the absence of the p85 subunit, which contains
several domains known to be involved in protein—protein
interactions, including an SH3 domain and two SH2
domains. The pi 10 catalytic subunit, which contains a
proline-rich region, associates with the SH3 domain of
the p85 subunit. Association of the p85 SH2 domains
with activated cell-surface receptors translocates the
cytosolic PI 3-kinase to the cytoplasmic face of the plasma
membrane and therefore close to its lipid substrate.
The association of p85 with phosphorylated receptor
also induces a conformational change that contributes
to activation of the pi 10 catalytic subunit (35).

The formation of PIP3 stimulates the activation of
several downstream serine/threonine kinases, including
certain isoforms of the previously mentioned PKC
[Fig. 4(b)]. Unrelated to this effect on PKC, PIP3

activates a series of protein kinases beginning with 3-
phosphoinositide-dependent protein kinase (PDK), which
has a PH domain that enables interaction with PIP3
(36). Activated PDK then phosphorylates and activates
two other serine/threonine kinases. One is the proto-
oncogene Akt, also known as protein kinase B (PKB),
which also contains a PH domain. Activation of Akt
most likely involves specific phosphorylation by PDK
as well as PH-mediated PIP3 binding (37). Recently,
Akt has been shown to phosphorylate BAD, a protein
involved in apoptosis, the process of cell death (38,39).
Phosphorylation of BAD induces its dissociation from BcI-
XL, a cell survival factor, allowing BCI-XL to resume its
normal function of suppressing cell death. A second target
of PDK is the protein kinase p70s6k, which is responsible
for phosphorylating the S6 protein component of the 4OS
ribosomal subunit (34). However, the manner in which
phosphorylation of this ribosomal protein may influence
ribosome function is not clear. In contrast to PIP2,
PIP3 is not hydrolyzed by phospholipases. Inactivation
of PIP3 is accomplished by lipid phosphatases, which
dephosphorylate this second messenger,

Heterotrimeric G Protein Signaling

The signaling pathways outlined previously emphasize
protein-protein interactions to elicit long-term biological
responses, occurring in minutes to hours, related to the
control of cell growth. In contrast, the responses regulated
by heterotrimeric G protein-coupled heptahelical recep-
tors are rapid and transient responses, such as neurotrans-
mitter release and muscle contraction, which take place
in seconds or less. To transmit rapid signals, G protein-
coupled receptors activate rapidly diffusible metabolic
second messengers.

Signaling via G proteins is transient as well as rapid
since the GTPase activity of Ga subunits converts the
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active GTP-bound protein to its inactive GDP-bound
state, facilitating reassociation of Ga and Py subunits
(as discussed in the section on activation of heptaheli-
cal receptors). The association of various G proteins with
different heptahelical receptors is determined by the a sub-
unit. For example, the Ga8 subunit normally interacts with
/J-adrenergic receptors, while the Gcty*, subunit interacts
with muscarinic cholinergic 1 (ml) receptors and the Gaq

subunit with m2 receptors (11). G protein subunits modu-
late the functions of effector molecules, including adenylyl
cyclase, phospholipase, and ion channels, which together
control the intracellular concentration of second messen-
ger molecules (Fig. 5). Effectors can be regulated by a
GTP-Ga subunit, the Gfiy complex, or both. Depending on
the effector, the G-protein subunits may stimulate and/or
inhibit effector function. Also, different activated a sub-
units may compete with each other to modulate the some
effector function. Examples of individual effector molecules
regulated by G proteins will be discussed in the following.

Several different mammalian G protein a subunits have
been described and can be divided into four subfamilies
based on sequence homologies and functional association
with different downstream effector proteins. The Ga8

subfamily stimulates the activity of adenylyl cyclase
and opens Ca2+ channels, while the G«i/0 subfamily
increases cGMP phosphodiesterase activity, inhibits
adenylyl cyclase activity, and closes Ca2+ channels. The
Gaq subfamily stimulates PLC-^ activity, while the Ga 12
subfamily does not have a known target effector (40). In
addition to the Ga subfamilies, several isoforms of the P
and Y subunits have also been identified. However, the
function of these different isoforms is only beginning to be
elucidated. Therefore, P and y subunits will be referred to
in a generic manner.

Activation of heterotrimeric G proteins, not unlike the
Ras G protein previously discussed, requires localization
at the cytoplasmic face of the plasma membrane. Similar to
many other proteins involved in receptor proximal steps of

Figure 5. Heterotrimeric G protein signaling. Diagrammatic summary of heterotrimeric G protein
signaling, illustrating downstream effectors and second messengers.
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signaling pathways, heterotrimeric G proteins are post-
translationally modified to facilitate direct interaction
with receptors and effectors at the plasma membrane.
The carboxy terminus of most Gy subunits is modified
by prenylation, an unsaturated fatty acid addition, that
directs membrane localization. This modification is not
required for interaction between the P and y subunits,
but is necessary for association of Py complexes with the
plasma membrane and for high-affinity interactions with
a subunits. Ga subunits, such as Qf0 and ai, are modified
by the addition of myristate, a saturated fatty acid, while
GrQf8 and Gaq are modified by the addition of palmitate
(41). No lipid modifications have been identified on P
subunits. Therefore, both potential signaling components,
a subunits and Py complexes, are topologically positioned
at the plasma membrane to interact rapidly with receptors
and effectors.

Adenylyl Cyclase. Adenylyl cyclase is a transmembrane
enzyme that catalyzes the conversion of ATP to the second
messenger cyclic adenosine monophosphate (cAMP) and
is one of the most understood examples of an effector
molecule regulated by G protein subunits. At least eight
mammalian adenylyl cyclase isoforms have been cloned,
and all isoforms are stimulated by the GTP-bound Ga8.
However, GTP-activated Ga^0 subunits inhibit certain
adenylyl cyclase isoforms. The effects of py subunits
on adenylyl cyclases differ slightly with each isoform,
though inhibition of the enzyme is the most predominant
effect.

Stimulation of adenylyl cyclase catalyzes the formation
of cAMP and rapidly activates cAMP-dependent protein
kinase (PKA). The inactive holoenzyme of PKA is a
heterotetramer containing two regulatory (R) and two
catalytic (C) subunits. Activation of PKA involves cAMP
binding with high affinity to each of the R subunits, which
promotes dissociation of the R and C subunits. When
dissociated from the R subunit, the C subunit is active
and able to phosphorylate cytoplasmic substrates (Fig. 5).
In addition, the free C subunit is able to translocate
to the nucleus and phosphorylate proteins important
for the regulation of gene transcription, such as the
cAMP response element binding protein known as CREB.
Therefore, the R subunit not only serves as an inhibitor of
catalytic activity, but also serves as a cytoplasmic anchor
for the C subunit.

Phospholipase C. As described, receptor tyrosine
kinases provoke formation of the second messengers IP3
and DAG through phosphorylation-dependent activation
of PLC-y isoforms. Heptahelical receptors also stimulate
the formation of IP3 and DAG, but do so by communicating
through heterotrimeric G proteins with PLC-/* isoforms.
PLC-P can be independently activated either by Ga or
by Py subunits. Deletion mutagenesis results suggest that
the GTP-bound Gai subunit binds to the carboxyl-terminal
region of PLC-/J, while the Py complex interacts with the
amino-terminal region. Activation of PLC-/? by G protein
subunits, like stimulation of PLC-y by receptor kinases,
leads to hydrolysis of PIP2, and the generation of DAG and

IP3 with the respective activation of PKC and mobilization
of intracellular free Ca2+.

Ion Channels. Plasma membrane Ca2+ and K+ channels
are also known effectors whose functions are modulated
by G protein subunits. Different G protein subunits com-
municate with ion channels in different, even opposite,
manners. For example, high-voltage-activated and slowly
inactivating Ca2+ channels can be inhibited by hepta-
helical receptors acting through Ga0 subtypes, whereas
high-voltage-activated and persistent-current Ca2+ chan-
nels are stimulated by receptors acting via Ga8 subtypes.
Using patch clamp techniques, it has been shown that
the frequency with which the K+ channels are opened is
greatly enhanced by either purified Ga or GPy. Ga acti-
vates K+ channels at a much lower concentration than GPy
(^ 10 pM compared to ~10 nM). However, GPy activates
95% of patches, whereas Ga only activates about 30% of
patches (21). These data suggest that the G protein sub-
units regulate ion channels in different manners, thereby
resulting in divergent biological responses. However, it is
currently unclear whether G proteins directly or indirectly
interact with plasma membrane ion channels.

SUMMARY AND PROSPECTUS

This article has summarized the mechanisms by which
extracellular signals are biochemically transduced within
cells through different types of cell-surface receptors
including growth factor, cytokine, and heptahelical
G protein-coupled receptors. In addition, the structural
aspects of several major receptor types, as well as
prominent signaling pathways associated with these
receptor families, have been described. While a great deal
is known in these areas, significant issues remain to be
clarified within this research field. One major problem
is the issue of specificity. For example, EGF and nerve
growth factor produce mutually exclusive responses (cell
proliferation and differentiation, respectively) on the same
target cells. However, the post-receptor signaling elements
seem to be the same. This raises the question of how
activation of the same signaling molecules is interpreted
at points of signal reception within the cell so as to generate
different responses.

Another critical issue of signal transduction pathways
that has not been fully addressed in this article are the
mechanisms that inactive or reverse individual steps in
the signaling process to down-regulate these pathways.
For example, what regulates the specificity of protein
phosphatases and how are ligandrreceptor complexes!
desensitized by endocytosis? In addition, the complexity
of signaling cascades that connect cell-surface receptors to
the nucleus is just beginning to be appreciated. Available
data demonstrate that communication between signaling
pathways exists, that is, stimulation of the MAP kinase
pathway by the activation of G protein-coupled receptors.,
However, present and future research needs to define
the functional and biological responses mediated by these
interrelated pathways.
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INTRODUCTION

Neoplastic transformation of animal cells from a benign
to a malignant state involves the perturbation of multiple
genetic growth controls. Cells maintained in tissue culture
can undergo neoplastic transformation in a variety of
ways. Transformation can result from an infection with an
oncogenic RNA retrovirus or DNA virus, from transfection
(chemically mediated uptake) of DNA encoding oncogenes,
or from the inactivation of tumor suppressor genes or
their protein products. Chemical carcinogens can also
contribute to malignant transformation through their
ability to mutate cancer-related genes (1).

Although the mechanisms that contribute to the
transformed phenotype are many, two major types of
pathways have been identified: (1) abnormal expression of
growth promoting oncogenes and (2) inactivation of growth
inhibitory genes, termed tumor suppressor genes. The
ultimate result of the combined expression of oncogenes
and/or the loss of tumor suppressor gene expression
or protein function is that transformed cells exhibit a
variety of abnormal genetic, physical, and physiological
characteristics. First, transformed cells exhibit abnormal
chromosomal characteristics including changes in absolute
chromosome number (aneuploidy) and loss and/or gain
of chromosomal material from individual chromosomes.
Chromosome number and morphology can be assessed in
a karyotype analysis (Experiment 1.1). The total DNA
content of a population of transformed cells can be
measured by flow cytometry, a method that also provides
information about the percentages of cells in the various
phases of the cell cycle by virtue of their DNA content
(Experiment 2.1). A second quantifiable abnormality of
the chromosomes in transformed cells is that they often
exhibit a change in the normal rate of shortening of
telomeres, which are repetitive sequences at the ends
of chromosomes. Differences in telomeric length and the
activity of telomerase, an enzyme that maintains telomere
length, can be compared between normal and transformed
cells (Experiment 3.1).

In addition to altered chromosome characteristics,
transformed cells cultured in vitro exhibit a number
of characteristic growth changes. Most of the changes
described in this article pertain to adherent fibroblasts
and epithelial cells. These cells are those most commonly
assayed in studies of malignant transformation since they
have the most dramatic changes in physical characteristics
following transformation. First, adherent cells grown
in tissue culture conditions exhibit a loss of contact
inhibition, meaning that they continue to proliferate
despite cell-to-cell contact. The overgrowth of transformed
cells results in the formation of dense heaps or foci of cells
that grow on top of a confluent monolayer of underlying
cells (2). A focus assay (Experiment 4.1) can be used to
count the number of colonies of transformed cells, and the
relative foci number can be used to compare the degree
of transformation between two experimental conditions.
Second, transformed cells, in contrast to the parental
cell line from which they were derived, frequently do
not require a solid (plastic or glass) matrix to grow on
because they can exhibit "anchorage-independent" growth

and thus can proliferate even when plated in a semi
solid medium (3). This phenotype can be assayed by
growing cells in either low-concentration methocellulose
or agarose (Experiment 4.2). Third, unlike "primary"
cells that are harvested directly from an animal and
exhibit a limited number of cell divisions in culture
before undergoing senescence (4), transformed cells have
the potential to continue dividing indefinitely. However,
not all immortalized cells are transformed, and many
cell lines exist that are capable of indefinite division
but do not have transformed characteristics. Under
adverse environmental conditions (for example, growth
factor deprivation or ultraviolet radiation), transformed
cells can stop their continuous cell cycling and undergo
programmed cell death or apoptosis (5). In fact, many
oncogene products are able to contribute to either a
transformed phenotype or to an apoptotic one depending
on both the intracellular environment (for example,
whether or not complementing transforming oncogenes
are expressed in the same cell) and the extracellular
conditions (for example, the availability of growth factors).
Finally, transformed cells are able to form solid tumors
in vivo in either syngeneic animals that cannot mount
an immunologic rejection of the tumor or in congenitally
immunocompromised animals (for example, nude mice
that are athymic) (6).

Biochemical changes common to malignant tumors also
frequently accompany cellular transformation. Increased
aerobic glycolysis by tumors was first observed by Warburg
over half a century ago (7). The transport of glucose
into cells, the glycolytic activity of transformed cells,
and the ultimate production of lactic acid can all be
measured in tumor cells (8). While the details of the
molecular pathways linking many of the known oncogenic
events common to tumor cells with the physiological
and biochemical changes in metabolic pathways are not
known, biochemical characteristics of malignant cells
provide a framework within which to analyze transformed
cells. Characterization of the cellular and biochemical
changes accompanying neoplastic transformation has
led to the development of several assays that measure
these hallmarks of transformation in a quantitative and
reproducible way. In this article, the major mechanisms
contributing to cellular transformation will be reviewed.
The experimental techniques that may be used to quantify
the changes associated with the transformed phenotypet
will then be described.

MECHANISMS OF CELLULAR TRANSFORMATION

Retroviruses

Retroviruses are small RNA viruses that encode their
genetic information in RNA; following host cell infection,
the viral RNA serves as a template for DNA synthesis
and subsequently virally encoded proteins are produced.
Retroviruses are a common cause of cancer in some
animal species and can contribute to the transformation oi
mammalian cells in tissue culture (9). Following infection
of the target cell, reverse transcriptase, a retroviral
enzyme packaged in the viral capsid, is released and



catalyzes the production of the first DNA copy of a
viral RNA strand. Following reverse transcription of
viral RNA into DNA, a virus-encoded integrase catalyzes
the integration of the linear double-stranded retroviral
DNA into the animal cell genome. This newly introduced
genetic material contributes to carcinogenesis in one of
two ways: Either the viral DNA causes the transcription
and expression of a host cell gene that is potentially
transforming (10), or the viral gene itself may encode
an oncogenic protein (11). Oncogenes identified through
their presence in transforming retroviruses include growth
factor receptors (e.g., the EGF receptor), protein kinases
(e.g., raf) and GTP-binding proteins (e.g., K-ras).

Engineered Expression of Oncogenes

Using recombinant DNA technology, retroviruses can
also be engineered to express a desired transforming
oncogene by insertion of a designated cDNA (encoding
a gene of interest) into a retroviral-based DNA vector.
Retroviral vectors and complementary "packaging" cell
lines have been developed to facilitate the efficient
introduction of foreign DNA into tissue culture cell lines.
The retroviral vector is transiently transfected into a
retroviral "packaging" cell line. Several extremely high-
efficiency viral packaging cell lines have been developed
that can be used to make high-titer retroviral stocks easily
and rapidly (12). High-titer retroviruses, released into the
media in which the packaging cell lines are propagated,
can then be used to infect mammalian cells in order to
make stable pools or clones of cells expressing a specific
gene of interest. If the retroviral vector is engineered
to express an antibiotic resistance gene in addition to
the oncogenic gene of interest, transformed cells can be
selected for by subjecting cells to antibiotic selection.
Only cells surviving the exposure to antibiotic carry the
gene of interest. Alternatively, the retroviral vector can
be engineered to co-express green fluorescent protein
(GFP), and green cells can be selected by fluorescence-
activated cell sorting (FACS analysis) in order to
isolate subpopulations of cells expressing the desired
retroviral genes. Through this approach, complementary
combinations of oncogenes can be expressed (for example,
v-Myc and Ras) efficiently in cells and the characteristic
changes of transformation evaluated.

Foreign DNA encoding transforming oncogenes can also
be introduced into mammalian cells by chemically medi-
ated transfection. Calcium phosphate—DNA precipitates
and commercially available liposome-mediated transfec-
tion methods have been developed to facilitate introduction
of recombinant DNA plasmids into mammalian cells.
Cells expressing the ectopic DNA plasmids can then be
selected by either antibiotic exposure or coexpression of
a fluorescent marker. In this way, populations of cells
expressing different oncogenes can be studied for trans-
formation phenotypes using the assays described in this
article.

Small DNA Tumor Viruses

Small DNA tumor viruses are also capable of transforming
mammalian cells. The oncogenic adenoviruses, the Simian

Virus 40 (SV40), and the human papilloma viruses
(HPV) are examples of small DNA tumor viruses capable
of transforming rodent embryo fibroblasts and selected
other mammalian cells. These tumor viruses infect
cells and subsequently use the host cell's machinery
to produce viral proteins capable of eliciting cellular
transformation (13). Expression of transforming proteins
can alter the proliferative pathways of their host cells
in multiple ways. The most common mechanism used
by small DNA tumor virus is the production, soon after
infection, of transforming proteins that bind to endogenous
cellular proteins critical for growth control and either
inactivate them through sequestration or target them for
degradation. Many of these growth inhibitory proteins
have been identified genetically as tumor suppressor
proteins, meaning their loss (or inactivation by viral
proteins) is associated with the development of cancer.
For example, following infection, the adenovirus early
genome encodes two major viral proteins products, ElA
and ElB (early region IA and IB proteins). ElA is able
to bind to and inactivate the p300/Creb binding protein
(CBP) -associated factor, a transcriptional coactivator
that connects the basal transcriptional machinery to
various DNA-binding transcriptional factors. ElA can also
bind to and inactivate the retinoblastoma (Rb) tumor
suppressor protein, an important cell cycle regulated
protein (14). Rb is encoded by a tumor suppressor
gene that undergoes homozygous deletion in human
retinoblastoma tumors and is altered in approximately
40% of other human tumors (15). Binding of ElA to
the Rb protein in turn prevents Rb from associating
with the E2F family of transcription factors (16). By
preventing Rb from inactivating the E2F transcription
factors, ElA (and, as will be seen, other Rb binding viral
transforming proteins) is able to promote inappropriate
cell proliferation.

The adenovirus uses yet an additional strategy to
promote cell transformation of infected cells. The ElB 55K
protein product of the adenovirus ElB gene can bind to and
functionally inactivate the important tumor suppressor
protein, p53. Mutation or loss of the p53 gene is one of the
most commonly occurring events in human tumors (17).
The p53 protein is thought to be a critical regulator of
the transition from the Gl stage of the cell cycle to S
phase; disruption of p53 function can lead to inappropriate
progression through the cell cycle (18). Thus sequestration
and inactivation of p53 by the adenovirus ElB 55K
protein further deregulates the normal checkpoint growth
controls of the host cell cycle, contributing to uncontrolled
proliferation and to transformation.

SV40 is another small DNA tumor virus capable of
transforming rodent embryo fibroblasts in cell culture (19).
SV40, originally discovered as a cytopathic contaminant in
African green monkey epithelial cells that were being used
to passage attenuated polio virus, encodes several viral
proteins. The first twenty hours following SV40 infection
is dedicated to production of three alternatively spliced
mRNA products encoding large, small, and tiny tumor (T)
antigens (20). In cell culture, only SV40 large T antigen
is required for transformation, although small t antigen
increases the efficiency of transformation (21). The role



of tiny t remains undefined. Analogous to the adenoviral
ElA and ElB protein functions, the single SV40 large
T antigen also binds the Rb family of tumor suppressor
proteins (pRb, plO7, and pl30), as well as p53 and p300
(22-24).

The human papilloma virus strains 16 and 18 are
known etiological agents in human cervical cancer. HPV
encodes two known transforming proteins designated E6
and E7; these proteins are functionally equivalent to the
SV40 large T antigen and the adenovirus ElA and ElB
proteins. The E7 gene product binds to and inactivates
the Rb family members while the HPV E6 protein targets
p53 for degradation, contributing to the transformation of
epithelial cells. The DNA of high-risk HPV strains 16 and
18 is frequently (if not always) integrated into the genome
of cancer cells; it is normally episomal in premalignant
lesions (25).

Thus several small DNA tumor viruses use com-
mon mechanisms to inactivate growth regulatory pro-
teins and promote transformation. The individual trans-
forming proteins of DNA tumor viruses can also be
introduced by chemical transfection of cells or by retro-
viral or viral infection. These protein products, once
expressed in rodent embryonic fibroblasts and some
mammalian epithelial cells, have the ability to trans-
form them by the criteria outlined in Table 1. Recom-
binant DNA technology has allowed the production of
deletion and point mutations of these virally encoded
genes; the resulting structure-function analyses have
repeatedly revealed the crucial role of tumor suppressor

Table 1. Characteristics and Assays of Cellular Transfor-
mation

inactivation in DNA tumor virus-mediated transforma-
tion. Cell culture assays described in this article have
played a valuable role in characterizing the transformed
phenotype following expression of DNA tumor virus trans-
forming proteins. Furthermore, organ-specific expression
of DNA tumor virus transforming proteins in trans-
genic animals has revealed fascinating differences in the
consequences of inactivation of tumor suppressor pro-
teins (26). Analysis of tumor development in transgenic
mice has allowed investigators to study the multistep
process of transformation in a controlled in vivo set-
ting (27,28).

CHARACTERISTICS OF TRANSFORMED CELLS

Chromosome Characteristics

Karyotypes. Every species has a characteristic chromo-
some number, size, and shape which comprise the normal
karyotype for that species. However, transformed cells
commonly exhibit karyotypic abnormalities that result
from a gross change in chromosome content such as the
loss, addition or rearrangement of chromosomal mate-
rial (Fig. 1). The first consistent chromosomal abnormal-
ity was discovered nearly 40 years ago when Nowell
and Hungerford detected a small karyotypic marker,
the Philadelphia chromosome, in patients with chronic
myeloid leukemia (29). Since then, more than 22,000
neoplasms with corresponding karyotypes have been cata-
logued (30). Although this is a large number of karyotypes,
the majority of chromosomal information is on hemato-
logic abnormalities, and more common tumors such as
uterine, cervix, breast, lung, and other epithelial can-
cers are less represented. Many cell lines commonly

Figure 1. Karyotypic analysis with trypsin-Giemsa banding
technique. A characteristic human karyotype of metaphase
tumor cells from a patient with acute myeloid leukemia.
Karyotypic analysis and trypsin-Giemsa banding reveals a
balanced translocation between chromosomes 8 and 21. The
t(8;21) interrupts two genes, AMLl on chromosome 21, and ETO
on chromosome 8, joining them to form a new gene product.
This new product is likely to deregulate the normal growth and
differentiation of hematopoietic precursor cells, contributing to
malignancy. (Courtesy of Dr. Michelle Le Beau, University of
Chicago.)
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used in in vitro tissue culture experimentation have
also been karyotyped. Some of these cell lines as well
as their karyotypic information are catalogued and are
available from a centralized tissue culture bank main-
tained by the American Type and Tissue Culture bank
(ATCC) in Maryland and are available for purchase. The
ATCC is an excellent and reliable source of transformed
cell lines and provides technical assistance on growth
conditions.

Chromosomes are characterized according to their
size (for example, in humans, #1 is the longest, #22
the shortest), the location of the centromere (separat-
ing the chromosome into two arms, a short and long
arm), and the banding pattern on each arm (Fig. 1). Com-
prehensive cytogenetic studies in experimental tumors,
including more than 200 primary sarcomas induced by
the Rous sarcoma virus in various species of animals,
supported the conclusion that non-random as well as
random cytogenetic changes occur during the process
of transformation (31). However, a whole new level of
precision in chromosome description was achieved when
the technique of chromosome banding (32) was devel-
oped. This allowed for the identification and catalogu-
ing of specific regions of individual chromosomes that
undergo gross mutations in transformed cells. Several
chemicals have been used to stain bands including the
fluorescent quinicrine dihydrochloride (Q-banding) and
the Giemsa colorimetric dyes (G-banding) (see Experi-
ment 1.1).

Structural abnormalities of chromosomes in trans-
formed cells include a loss of chromosomal material, a
gain of chromosomal material, or relocation without gain
or loss of genetic material (33). Transformed cell lines,
pools of individually transformed clonal cell populations,
and in vivo-derived tumors do not represent a homo-
geneous population, since subclones may develop with
serial passage in tissue culture or with subsequent pop-
ulation doublings in vivo. Thus the chromosomal number
may vary among individual cells in a transformed pop-
ulation. The modal number refers to the most common
chromosome number in the cell population; this number
may be diploid (normal number of chromosomes) or near
diploid. It is hypodiploid if it is less than the standard
number of chromosomes for a given species and hyper-
diploid when it is more than normal. The absolute number
of chromosomes in individual cells can be counted and
described in the karyotype analysis. The amount of DNA
in a population of cells can be obtained using flow cytome-
try analysis. Unlike a karyotypic analysis, flow cytometry
gives no information on actual chromosomal structure, but
it quantifies the percentage of cells in the various cell cycle
subsets (34).

In addition to the relatively new banding techniques, a
molecular biology-based technique termed fluorescent in
situ hybridization (FISH) has been developed that allows
hybridization with a specific chromosomal sequence (35).
This technique can be used on both dividing and interphase
cells and can give specific information about the number
of copies of specific genes as well as their locations. It is,
therefore, an adjunct to the initial chromosomal evaluation
by banding.

Chromosome Analysis (36,37)

Experiment 1.1: Karyotype Analysis. Purpose: To identify
chromosome number and morphology

Materials
• Colcemid solution (5 ug/ml)
• 0.075 M KCl
• Trypsin-EDTA
• 3:1 Methanol-acetone
• Giemsa solution diluted 1:50
• Mounting solution (see the following)

Methods
Harvesting of cells.

1. The day before the experiment seed cells at
106 cells/100 mm dish.

2. Add 0.1 ml of colcemid solution (5 jxg/ml in dH2O)
to each 100 mm dish. Incubate at 37 0C for 90 min
to2h.

3. Prepare hypotonic solution of 0.075 M KCl at 37 0C.
4. After incubation, remove medium to a 15-ml conical

centrifuge tube. Trypsinize cells from the dish and
combine with medium from that dish.

5. Spin down cells at 1000 rpm for 5 min. Aspirate
supernatant, leaving a small residual.

6. Gently resuspend the pellet by tapping the tube,
and slowly pipette the hypotonic KCl solution into
the tube to a total volume of 8 ml.

7. Incubate in a 37 0C waterbath for 15-20 min.
8. Spin down cells at 1000 rpm for 5 min. Aspirate

supernatant, as previously.
9. Gently resuspend the pellet by tapping the tube.

Slowly, with agitation, add freshly prepared fixative
solution (3:1, methanol:acetone) to a total volume
of 4 ml. Allow to stand at room temperature for
15 min or longer.

10. Spin down cells at 1000 rpm for 5 min. Aspirate
supernatant.

11. Resuspend pellet in fresh methanol:acetate to a
total volume of 3 ml. Allow to stand for 5 min.

12. Spin down cells at 1000 rpm for 5 min. Aspirate
supernatant.

13. Add approximately 0.5 ml of fresh fixative, more or
less depending upon the size of the cell pellet. This
will be used for the slide preparation. The solution
can be stored at 4 0C for some time.

Preparation of Slides.
1. Dip a 3" x 1" microscope slide into dH2O. Remove

and shake off excess dH2O.
2. Holding the slide at approximately 300C from the

horizontal, drop 3 drops of the cell suspension from
about 6 in. The liquid should run lengthwise across
the slide surface.

3. Blow on the slide several times. Stand the slides
upright and allow to air dry.



4. Examine under phase-contrast microscope for the
presence of metaphase chromosomes. Additional
staining (see the following) is usually needed.

Experiment 1.2: Giemsa Staining. Purpose: To induce
G-bands on unbanded chromosomes for more detailed
analysis.

Materials
• Giemsa stain solution (1:50 in dH2O)
• Mounting solution
• Add 500 jil of 20 mg/ml p-phenylenediamine (1,4-

phenylenediamine) in 10X PBS to 8.5 ml of glycerol.
• Stir until p-phenylenediamine has dissolved.
• pH to 8.0 with 0.2 M sodium bicarbonate (1.68 g/ml).

Check pH with pH paper.
• Store wrapped in aluminum foil at —20 0C

Procedure
1. Place slides in Coplin jar.
2. Stain with Giemsa, diluted 1:50 with dH2O, for

5 min.
3. Wash in several changes of dH2O.
4. Add several drops of mounting solution and affix a

cover slip.
5. Score for chromosome number using light micro-

scopy.

Experiment 1.3: Quinicrine Banding Technique (38). Pur-
pose: Fluorescent banding detail of chromosomes.

Materials
• Quinicrine-HCl 20 mg/ml in IX PBS
• Mac Ilvane's citrate-phosphate buffer, pH 5.4, pre-

pared from 84 mis of disodium phosphate solution
(200 mM) and 66 mis of citric acid solution (100 mM)

Methods
1. Soak slides in methanol for 5 min. Remove and

allow to dry.
2. Stain with quinicrine-HCl 1 (Sigma) at 20 mg/ml

for 5 min.
3. Wash with dH2O.
4. Soak in Mac Ilvaine's citrate-phosphate buffer for

20 sec (longer may destain the slides).
5. Wash with dH2O.
6. Mount in a 1:5 dilution of Mac Ilvaine's buffer in

dH2O. Full-strength buffer will destain the slide,
while a higher dilution causes the chromosome to
swell.

7. To destain, wash slides by dipping into two Coplin
jars containing Mac Ilvane's buffer, pH 5.4.

8. Place several drops of buffer on the slide and mount
with a cover slip. Remove excess buffer by holding
slide with edge touching absorbant paper.

9. Observe under fluorescent microscope.

10. Remove coverslip under gently running distilled
and deionized H2O. Slides can be stored in the dark
for up to 2 weeks in 95% ethanol.

Experiment 1.4: Trypsin-Giesma Banding Technique
(39). Purpose: More detailed banding technique.

Materials
• Hank's balanced salt solution (HBSS)
• Trypsin (0.05%)/EDTA (0.02%), pH 7.0 diluted in

HBSS
• Prepare Gurr buffer, by dissolving one Gurr buffer

tablet in 1 L dH2O, pH = 6.8

Protocol
1. Rinse slides in Hank's BSS for 1-1/2 min.
2. Incubate slides in trypsin-EDTA solution at room

temperature. Time varies from 2 to 5 min; so
experiment with test slides for optimal results.

3. Stop trypsinization in medium +10% serum for
15 sec.

4. Rinse in Hank's BSS for 1 min.
5. Stain in Giemsa solution for 3-1/2 to 5 min. Time in

stain varies accordingly with time in trypsin.
6. Rinse in Gurr buffer for 30 sec.
7. Dry slides. Mount with mounting solution.
8. Observe and record chromosomes under light

microscope.
9. Results are enhanced by storing prepared slides

for 2 days at room temperature prior to trypsin
treatment.

Flow Cytometric Analysis of Cell Populations to Determine
DNA Content

A flow cytometer is an extremely valuable machine
that can be used to measure a variety of phenotypic
characteristics of cells, including total DNA content (40).
Because transformed cells are often aneuploid, the
degree of aneuploidy can be determined with flow
cytometry (Fig. 2). Propidium iodide, a DNA and RNA avid
fluorescent dye, can be used to stain cellular DNA following
trypsinization of adherent cells. The flow cytometer
aspirates a thin stream of stained cells and allows only one
cell at a time to pass in front of a laser. The scattered light
gives information on the size of the cell and the intensity
of the staining. A histogram of fluorescent intensity versus
cell numbers is then plotted. Thus cells in Go and Gi have
a normal (diploid DNA) content, cells in S phase have
between a 2n and An complement of DNA, and cells in
G2 have a 4n DNA content prior to cell division. Thus the
percentage of cells in each phase of the cell cycle can be
plotted (Fig. 2).

Flow cytometric analysis also allows the detection of
cells that are aneuploid, since cells with more than 4n
DNA content can be plotted as well. In addition, the
percentage of the aneuploid population that is in S phase
can also be determined. Flow cytometers can also be used
with an attached cell sorter (fluorescence-activated cell



DNA CONTENT (Fluorescence intensity)

Figure 2. Histogram of normal and aneuploid cells by flow
cytometry. Untransformed cycling cells have between a 2n and An
complement of chromosomes, depending on which phase of the cell
cycle the cells are in. The content of DNA can be estimated by flow
cytometric measurement of the fluorescence intensity emitted by
individual cells stained with propidium iodide, (a) Characteristic
histogram of cells with a normal 2n DNA content as measured by
flow cytometry. The percentage of cells in each phase of the cell
cycle can be calculated, (b) DNA histogram of two populations of
cells, a diploid cell population (2n) and an aneuploid (tetraploid or
An) population. Transformed cell lines can contain heterogeneous
subpopulations of aneuploid cells.

sorting, FACS), in which specific cell subpopulations can
be selected (sorted) for further study.

Experiment 2.1: Flow Cytometric Analysis of DNA
Content. Purpose: To measure the DNA content of a po-
pulation of cells in order to determine the distribution of
cells in the cell cycle and the ploidy of the population.

Materials
• Trypsin-EDTA
• Cell culture media with trypsin inhibitors or 10%

serum added
« PBS IX
• 100%Ethanol

Methods
1. Harvest cells by trypsinization and disperse to the

single cell state by dilution with a trypsin inhibitor
or serum-containing media.

2. Spin down cells in a 15-ml tube at 800 RPM in a
clinical centrifuge.

3. Rinse cells once in media with a trypsin inhibitor
or serum in order to inactivate trypsin.

4. Rinse cells in PBS x 2 and resuspend in 300 ul PBS.

5. Add 700 ul cold ethanol dropwise while vortexing
gently.

6. Fixed cells can be stored at —20 0C until analysis.
7. Pellet cells at low speed in a microcentrifuge,

resuspend in 1 ml PBS, and pellet again.
8. Resuspend cells in 1 ml PBS containing 10 ug/ml

propidium iodide and 100 ug/ml DNAse-free RNAse
A.

9. Incubate at 37 0C for 30 min.
10. Resuspend cells well by gentle micropipetting with

a 1000 ul pipette tip.
11. Determine DNA content and cell cycle profiles using

a flow cytometer.
12. Analyze DNA content using a DNA content pro-

gram (for example, Lysis II, Beckton-Dickinson).

Telomeres

Telomeres are the physical ends of chromosomes. They
consist of DNA sequences that are highly conserved and
differ greatly from the ends of nonchromosomal DNAs (41).
The repeated TTAGGG DNA sequences are synthesized
by an RNA-dependent DNA polymerase called telom-
erase (42). Due to the gaps in the primers that are used
to begin DNA polymerization prior to each cell division,
telomere length diminishes over the course of a somatic
cell's lifespan, becoming progressively shorter (43). Telom-
eric length in cultured mammalian cells can be measured
by digesting genomic DNAs at points outside, but not
within, the telomeric TTAGGG repeats present in the
telomeres. The resulting fragments are separated by elec-
trophoresis and hybridized to a 32P-labeled TTAGGG probe
that detects terminal restriction fragments and includes
the terminal repeats and the subtelomeric regions. These
fragments appear as a smear of different-sized fragments
because of the interchromosomal variations. Analysis of
these chromosome terminal restriction fragments (TRFs)
provides the composite lengths of all telomeres in a cell
population. The general size predominance of the frag-
ments varies from immortal cells (which show no loss of
telomeres with subsequent cell divisions) in comparison to
the successive shortening of telomeres in dividing normal
cells (44).

Comparing the composite length of telomeres in cell
populations by gel electrophoresis patterns is a somewhat
difficult assay which has largely given way to an assay
designed to measure differences in telomerase activity
between cell populations. Telomerase activity is usually
repressed in somatic tissues, although self-renewing tis-
sues are an exception (45). In contrast to primary cells,
both immortalized cells and tumor cells often exhibit
enhanced telomerase activity and a consequent relative
lack of telomere shortening with successive cell divisions
compared with normal senescing cells (44). In the telom-
eric repeat amplification protocol (TRAP) assay, cells are
lysed and the detergent extracts evaluated for telom-
erase activity. Telomerase in the extracts synthesizes
telomeric repeats onto a nontelomeric oligonucleotide.
Such telomerase products are specifically amplified by
a thermal cycling reaction incorporating a downstream
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primer and an upstream primer (see Experiment 3.1) and
using a - 32PdCTP- and a - 32PdGTP-labeled nucleotides.
Telomerase activity is measured as positive or negative
based on the presence or absence of radioactive ampli-
fied product. Telomerase activity has been shown to be
reproducibly elevated in tumor cells, where immortalized
cells are likely to be present to maintain the tumor's
growth.

Experiment 3.1: Measurement of Telomerase Activ-
ity (46). Purpose: To measure comparative telomerase
activity in the Iysates of distinct cell populations.

Materials: Buffer #1
• 10 mM HEPES-KOH (pH 7.5)
• 1.5 mM MgCl2

• 1OmM KCl
• ImMEGTA
• 100 mM Dithiothreitol

Methods
1. Wash cells of interest once in PBS.
2. Pellet at 10,000 g for 1 min at 4 0C.
3. Resuspend in Buffer #1.
4. Pellet.
5. Resuspend 1 x 106 cells in 20 JLLI of ice-cold lysis

buffer.
6. Incubate the suspension for 30 min on ice and then

centrifuge for 30 min in a microultracentrifuge at
100,000 ga t 40C.

7. Remove the supernatant, quick freeze on dry ice,
and store at -700C.

8. Place 0.1 ^g of CX primer [5 ' - (CCCTTA) 3CCCTAA-
31 in the bottom of a PCR tube and seal with molten
wax. Allow to solidify.

9. Place at 40C.
10. Place 50 |il of TRAP reaction at the top of the wax.

Trap reaction:

• 20 mM Tris-HCl (pH 8.3)
• 1.5 mM MgCl2

• 63 mM KCl
• 0.005% Tween-20
• ImMEGTA
• 50 JLIM Deoxynucleotide triphosphates
• 0.1 |jg of TS oligonucleotide
• 1 jig of T4g 32 protein (Boerringer-Mannheim)
• Bovine serum albumin at final concentration of

0.1 mg/ml
• 2U of Taq polymerase
• 2 ^l of CHAPS cell extract
• 0.4 ^l OfQf-32PdCTP

11. Incubate for 10 min at 23 0C to allow extension of
oligonucleotide TS by telomerase.

12. Transfer to thermal cycle for 27 rounds at 94 °C for
30 sec, 50 °C for 30 sec and 72 for 1.5 min.

13. The CX primer is liberated when the barrier melts.
14. Analyze reaction by electrophoresis in 0.5X Tris

borate EDTA on 15% polyacrylamide nondenatur-
ing gels.

Physical Characteristics of Transformed Cells

Loss of Contact Inhibition. Transformed cells exhibit
a number of physical properties that distinguish them
from their normal counterparts. As mentioned previously,
transformed cells lose the normal density dependent
inhibition of cell growth; in other words, transformed cells
continue to divide although they have reached a confluent
monolayer. This results in the formation of heaps of cells
that can be seen as dense colonies or foci. In addition, some
human tumor cells can form colonies on confluent layers of
normal cells (47). The counting of visible colonies allow one
to quantitate the degree of transformation by the number
of dense colonies formed per plate, starting with a constant
number of cells for each dish (sometimes referred to as the
plating efficiency) (48). Thus, loss of contact inhibition can
be measured in an assay called a colony forming (focus)
assay which is simply a measurement of the frequency or
degree of loss of contact inhibition of a particular group of
cells (Experiment 4.1).

Experiment 4 .1: Focus Assay (Cell Overgrowth
Assay). Purpose: To quantify the number of contact-
uninhibited colonies arising in a population of transformed
cells.

1. Trypsinize a flask of cells and plate 5 x 105 cells on
each of three 10-cm dishes in media supplemented
with calf serum. Smaller dishes (e.g., 6 cm) may also
be used.

2. Maintain the cultures in the incubator for 4 weeks,
changing the media every 3-4 days. To change the
medium aspirate off the medium, being careful not
to disturb the cell layer with the tip of the pipette or
the stream of new media. Add 10 ml of fresh medium
gently with a wide-bore pipette, holding the tip of
the pipette against the inner surface of the side of
the dish and slowly let the medium run down the
side of the dish.

3. Examine the dishes with the naked eye and under
low-power magnification for piles of cells at 2, 3,
and 4 weeks, respectively. Foci are areas where
transformed cells pile up on top of each other rather
than growth arresting at confluence. Thus foci are
generally seen as dense, heavily stained areas built
up upon the monolayer.

4. Alternatively the dishes can be stained with 1%
Giemsa stain (see the following) in ethanol and
counted or photographed.

Staining Dishes with Giemsa Stain
1. Aspirate off the medium, rinse cells twice with PBS,

and add 1-2 ml of Giemsa stain (1% weight/volume
in 100% ethanol).

2. Rotate to cover the dish surface.



3. Allow stain to sit for about 30 sec and then pour off.
4. Wash in a sink under a gentle stream of water.
5. Set tilted plates on paper towels to air-dry.

Anchorage-Independent Growth in Semisolid Media. The
loss of the requirement for attachment to the tissue culture
substratum is a frequently noted in vitro characteristic
of malignant transformation. This fundamental change
of cellular growth requirements, termed anchorage-
independent growth, applies to transformed epithelial
cells and fibroblasts only, since hematopoietic cells
do not normally need a substratum to grow on. For
many years, it has been known that transformed
cells lose cell surface expression of fibronectin (49,50).
Subsequently, a large family of cell adhesion molecules
(CAMs) has been identified that exhibit deregulated
expression in transformed cell types (51). More recently,
anchorage-dependent growth has been demonstrated to
be mediated by activation of integrin-dependent cell
signaling pathways (52). Thus anchorage-independent
growth appears to result from cellular mutations affecting
the physical relationship between a transformed cell and
its extracellular environment. Anchorage-independent
growth can be assessed in the laboratory by growing cells
in a semisolid medium combining tissue culture media
with soft agarose at an elevated temperature and then
allowing the medium to solidify at a lower temperature.
The soft agarose conditions support the growth of colonies
of dividing transformed cells while untransformed cells
are unable to proliferate (see Fig. 3). Although anchorage-
independent growth was once thought to correlate
directly with the ability of transformed cells to grow
in nude mice (53), the correlation is not perfect. For
example, reintroduction of the wild-type Von Hippel
Landau (VHL) tumor suppressor protein into a renal
cell carcinoma cell line lacking a wild-type VHL protein
has no demonstrable effect on anchorage-independent
growth but inhibits these cells' ability to form tumors
in nude mice (54). Second, some untransformed adherent
cells can form colonies in suspension (55). Third, not all
human tumors can form anchorage-independent colonies
despite their clearly malignant phenotype in vivo (56).
Differences in the nature of the semisolid support
may also be important in determining the ability of
cells to grow in suspension (for example, agar versus
agarose) (57). Despite these limitations, soft agarose
colony formation remains a useful assay for assaying in
vitro transformation by selected oncogenes and tumor
viruses.

Experiment 4.2: Soft Agarose Assay. Purpose: To mea-
sure the ability of transformed cells to form anchorage-
independent colonies of proliferating cells.

Materials
• Mix a 1.4% NuSieve Agarose (FMC Biochemicals)

solution in dH2O. On the day of the experiment,
autoclave to sterilize. Remove from autoclave, swirl
gently and place agarose in 50 0C water bath.

• Prepare 2X DMEM with 2X additives (antibiotics and
serum should be double concentrated).

Figure 3. Anchorage-independent growth assay. A soft agarose
assay can be used to quantify anchorage-independent growth
by transformed cells. RatIa cells (a rat embryonic fibroblast
cell line) can be transformed by overexpression of c-Myc alone.
(a) A soft agarose containing tissue culture plate seeded with
c-Myc-overexpressing cells and allowed to incubate for 3 weeks.
On the right, an identical plate was seeded with the parent Ratla
cells and shows no evidence of colony formation, (b) Magnification
of a single transformed colony shows the symmetrically spherical
growth pattern common to transformed cells grown in semisolid
media.

Protocol
1. Mix 1.4% autoclaved Sea-Kern agarose with an

equal volume of prewarmed 37 0C 2X DMEM/FCS
to make 0.7% agarose/lX DMEM solution. Use
immediately.

2. Place 5 ml of this mixture in each 60-mm plate.
Work quickly so that mixture does not harden.

3. Allow to solidify at 4 0C.
4. Trypsinize enough cells to plate 1 x 104 cells/plate

in a single cell suspension.
5. Count cells and resuspend single cells in desired

media to allow 1 x 104 cells/ml. Keep warm at 37 0C.
6. Combine resuspended cells with an equivalent

amount (2 ml/plate) of 0.7% agar/DMEM to make
a 0.35% cell/agarose solution and quickly aliquot
4 ml of this mixture per dish into dishes filled with
0.7% agarose base. This will give 2 x 104 cells/plate.

7. Incubate at 37 0C. Do not move dishes for one day
to allow top layer of agarose to semisolidify.

8. Feed each plate gently with 2 ml of 1 x DMEM/FCS
twice weekly to prevent plates from drying out.

9. After 3 weeks of growth, remove plates from
incubator and place on overhead projector to project
colonies onto screen. Colonies will appear as dark
shadows on the screen.



10. Count colonies on screen using predetermined size
parameters to classify colony size (for example,
small, <2 mm; medium, 2-5 mm; and large,
>5 mm).

11. Determine average number of anchorage-indepen-
dent colonies per plate and compare experimental
groups.

12. Individual colonies can be plucked with a sterile
Pasteur pipette and released into media without
agar. Cells will eventually adhere to plastic dish
and can be propagated as clonal cell lines.

Growth Factor Requirements

Transformed cells have a reduced requirement for growth-
factor-dependent proliferation compared with untrans-
formed cells (58). This is likely due to the fact that
transformed cells have constitutive activation of cell sig-
naling pathways from growth factor receptors, either due
to mutations in the pathway components or the expression
of transforming proteins that activate these components.
Thus lower concentrations of growth factors are needed to
retain cell viability and proliferation in transformed cells
compared with normal cells (59). This reduced require-
ment for growth factors can be quantified in an experiment
in which varying numbers of cells are grown at limit-
ing growth factor concentrations, and then cell numbers
are counted periodically to measure proliferation. Cell
lines can be grown in defined medium supplemented with
increasing concentrations of growth factors. The cell den-
sities and doubling times can then be measured for a
defined period of time. This procedure is described in
Experiment 4.3.

Experiment 4.3: Determination of Doubling Time and
Saturation Density Using Adherent Cell Cultures. Purpose:
To measure growth characteristics of transformed cells.

1. Trypsinize and count cells from a subconfluent
culture. Bring cells to a concentration of 104 cells/ml
in tissue culture medium.

2. Place 2 ml (2 x 104 cells) of the preceding cell
suspension into each of approximately 10-16 small
(35-mm) tissue culture dishes.

3. Each day, trypsinize (see procedure to follow) and
count the cells in duplicate dishes, using either
a Coulter Counter or hemacytometer. Record the
counts and the volume of the cell suspension counted
(this will be 1 ml if the trypsinization procedure to
follow is followed). Calculate the total cell number
in the dish as follows: cell number (per dish) = cell
count (cells/ml) x volume (ml) of cell suspension.

4. On the third day of the experiment, feed the
remaining dishes by removing the medium and
placing fresh medium onto the cell monolayer.

5. Terminate the experiment when daily cell counts
begin to decrease.

6. Plot the data on semilog graph paper with time
(days) on the x axis and total cell number on the y
axis (the y axis is on a log scale).

7. Calculate doubling time from the linear portion of
the curve as follows:

where Ni is the cell number at the beginning of the
linear portion of the curve; AT2 the cell number at the
end of the linear portion of the curve; and t the time
interval between the two observations (Ni and AT2).

8. Calculate saturation density from the peak of the
curve, as follows: saturation density = (number of
cells at the peak of curve)/8.04 cm2 where: 8.04 cm2

is the area of a 35-mm tissue culture dish. Note that
this area may differ slightly with different brands of
dishes.

To Trypsinize Cells for Determination of Cell
Count by Coulter Counter

• Wash cell monolayer twice with 0.5 ml trypsin/EDTA.
• Add 0.5 ml trypsin/EDTA and allow cells to detach

(check under microscope). Detachment can be facili-
tated by placing cells at 37 0C for a few minutes, by
tapping the plate, or by flushing the monolayer by
pipetting up and down.

• Stop the action of the trypsin by adding 0.5 ml of
serum-containing medium (final volume =1.0 ml).

• Triturate (i.e., pipette up and down) carefully but
well using a 1-ml pipette. Isoton from the counting
vial (step f) can be added to facilitate triturating.

• Place a drop of the cell suspension on a slide, and
check under a microscope to make sure that a single
cell suspension has been achieved.

• Transfer the entire cell suspension to counting vial
containing 9.0 ml Isoton (1:10 dilution). Count using
a Coulter Counter.

Formation of Tumors in Nude Mice

The growth of transformed cells in immunologically
compromised mice allows an in vivo assay for cell
transformation and invasiveness into surrounding stroma
and is an important aspect of cellular transformation (60).
The genetically athymic "nude" mouse (61) is commonly
used to assay transformation in vivo (Fig. 4). Formation
of tumors in nude mice does not always correlate perfectly
with other in vitro assays of transformation (54), but it
still represents a valuable assay for comparing the effect
of various treatments or ectopically expressed genes on
different cell lines.

Experiment 4.4: Tumor Formation in Nude Mice. Purpose:
To compare the ability of cells to grow (malignant poten-
tial) as independent tumors in immunocompromised mice.

1. Grow subconfluent cultures in optimal conditions to
achieve exponential cell growth.

2. Trypsinize cells and keep on ice until injection.



Figure 4. Transformed cell line growth in nude mice. A nude
mouse is seen 4 weeks following subcutaneous injection with
1 x 106 PC-3 (a human prostate carcinoma) cells in each flank.
Large subcutaneous tumors appear as shown. (Courtesy of
Dr. Shutsung Liao, University of Chicago.)

3. Dilute in PBS or media without FCS to a
concentration of 3 x 106/ml. Inject female nude mice
(4-6 wk old) subcutaneously with 0.2 ml of the cell
suspension. Control mice should receive PBS or
media alone.

4. After 4 weeks, sacrifice mice and measure size of
subcutaneous tumor masses in three dimensions.

5. Alternatively, tumors can be excised and weighed
for comparison.

Glucose Uptake, Transport, and Metabolism in Trans-
formed Cells. Increased uptake and consumption of glu-
cose is known as a characteristic feature of transformed
cells (62). The increased uptake of glucose may be related
to quantitative as well as qualitative changes of four
glucose transporter proteins (Glut 1-4) (63). It is still
unknown exactly how the altered expression of glucose
transporters (known as Glut proteins) is linked to the pro-
cess of transformation (64). The level of glucose uptake of
transformed cells can be assayed by measuring the uptake
of a radiolabeled glucose analogue 2-deoxy-D-[13H] glu-
cose in the media of actively growing transformed cells.
The radioactivity incorporated can be measured by lysing
the cells and measuring the tritiated glucose by liquid
scintillation spectroscopy (see Experiment 5.1).

Glucose and glutamine serve as major energy sources
for most in vitro cultivated cell lines (65). Increased
channeling of glucose from glycolysis into the pentose
phosphate pathway has been reported for transformed
cells. In addition, transformed cells are able to produce
lactic acid aerobically, while normal cells produce most
lactic acid anaerobically (66). The ability of transformed
cells to undergo aerobic glycolysis was recognized almost
seven decades ago by Warburg, although the molecular
mechanism has remained elusive. One clue to the
mechanism of aerobic glycolysis is that many tumor
cells overproduce the lactate dehydrogenase A gene
and produce concomitant high levels of this protein.
This may be the result of relative hypoxia, since LDH
is a hypoxia-induced gene (67). Lactic acid production
can be assayed for various cell lines and compared.
Transformed cells often produce significantly more lactate
than normal cells.

Experiment 5.1: Measurement of Glucose Transport by
Cells. Purpose: To measure the rate of glucose uptake in
transformed versus normal cells.

Materials
• Serum-free media
• PBS with 0.2% bovine serum albumin (BSA)
• 2—3H deoxy-D-glucose (2-DOG) (Amersham)
• 1 \iM porcine insulin (Hoeehst) if stimulation experi-

ments done

Protocol
1. Trypsinize stock plates to be tested for glucose

uptake.
2. Plate 105 cells in 24-well dishes for 24 h.
3. Preincubate with serum-free medium for 2 h and

wash with PBS (0.2% bovine serum albumin).
4. Add 1 JiCi -3H deoxy-D-glucose in PBS +1% BSA.
5. Allow 2-DOG uptake for 10, 20, and 30 min.
6. Wash cells with PBS at various time points to

remove DOG.
7. Solubilize the cells with 0.2% SDS in PBS at 10, 20,

30 min.
8. Count radioactivity of an aliquot of lysate in a

/3-scintillation counter.
9. Determine protein content per sample using a BCA

protein assay (Pierce).
10. Determine DOG transport by calculating mMoles of

DOG per jig of protein assayed. Plot DOG transport
versus time.

11. To asses the integrity of insulin-responsive uptake
in transformed cells, stimulate with 1 JIM insulin x
30 min and repeat preceding procedure.

Experiment 5.2: Assay for Lactate Production. Purpose:
To measure the amount of lactate produced by transformed
cells.

1. Wash cells to remove serum and incubate overnight
in serum-free medium.

2. Replace with sodium phosphate containing buffer
supplemented with 20 mM glucose.

3. After 1 h incubation measure lactate levels by
quantifying lactate-dependent reduction of nicotine
adenine dinucleotide in the presence of lactate
dehydrogenase and quantifying by measurement of
OD at 339 nm.

6. Trypsinize monolayer, count cells, and normalize
lactate determinations to cell number (mmol of
lactate/105 cells/h).
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Viral vaccine development began approximately fifty years
ago with virus propagation in stationary cell culture. It
was the ability to grow human virus outside a living host
that led to the development of viral vaccines. This article
describes design considerations for an inactivated viral
vaccine bulk manufacturing facility. Many of the design
features described in the text may also be applicable to
manufacturing other biological products. The drawings
are published by the courtesy of Dr. C. Vandecasserie,
SmithKline Beecham Biologicals, Rixensart, Belgium. The
authors thank Mrs. Doris L. Conrad and Dr. Michael
Korcyznski for their constructive comments. They were
beneficial in preparing of this article.

The design of the manufacturing areas and the HVAC
system is based on the concepts and technical data
described in the section "General Points for Facility
Design" and the section "Design of HVAC System param-
eters." The facility design could fit the requirements of
various production processes involving cell culture, viral
replication and viral inactivation, for instance, hepatitis
A or noninfectious polio vaccines. The facility can accept
a multistrain manufacturing strategy, as described later.
The facility contains all of the equipment and support

services necessary for cell culture, viral culture, purifica-
tion, and inactivation of the vaccine. In the design of an
industrial-scale facility for cell culture, viral replication,
purification, and inactivation operations, engineering,
manufacturing, maintenance, validation, quality control,
and quality assurance disciplines are joined to establish
a satisfactory production and control system. Due to the
different perspectives and priorities of vendors, contrac-
tors, design engineers and users, some of the operational,
safety, and quality requirements may be overlooked.

In addition, both facility and equipment designs should
meet operator expectations and GMP requirements. The
system features must aid the operator in achieving
training, operational reproducibility, safety, product
quality, and maintenance requirements.

This chapter attempts to provide the reader with a
global view of design considerations. Emphasis is put on
HVAC parameters and operational flows which satisfy
cGMPs (1,2), regulatory (3,4), and biosafety requirements
(5). The design considerations are illustrated by using an
example of an inactivated viral bulk manufacturing facility
that combines three major biotechnological challenges: cell
culture, aseptic operations, and biosafety level 3 associated
with handling pathogenic viruses.

GENERAL POINTS FOR FACILITY DESIGN

Points to Consider

Primary manufacturing of biotechnological products gen-
erally involves operations starting from cell culture,
including biological expression of the product, extraction,
and purification. A recombinant cell culture or viral repli-
cation system usually includes one or more viral clearance
steps to ensure that product safety requirements are met.

In addition, a final sterile filtration step is usually
included in the manufacture of the biological product to
obtain a sterile product. The sterile filtration step may or
may not be part of the primary manufacturing operations
depending on the type of product, its final use, and the
organization of the whole manufacturing process.

To comply with GMPs, each manufacturing area is
designed keeping in mind the following biopharmaceutical
facility features:

• separate access for personnel and raw materials
• separate exit for bulk product
• dedicated HVAC units
• dedicated water systems
• need for containment, decontamination, and waste

handling
• dedicated multiuse or multistrain manufacturing

strategy

Cell cultures are lengthy and highly susceptible to
contamination. Viral replication offers an additional
challenge, especially when a live pathogenic virus is
handled. Segregation of areas, dedicated HVAC units,
material decontamination, and effluent treatment systems
represent additional engineering requirements that must
comply with the various applicable codes.
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The codes for Good Manufacturing Practices applicable
to the manufacture of biological products are specific:

• CFR 21 Parts 600 "Biological Products" (United
States).

• Annexe 2 of European Union, code of Good Manufac-
turing Practice for Medicinal Products:
Manufacture of Biological Medicinal Products for
Human Use.

If a multiuse or multiproduct manufacturing strategy
is developed, then the design features will incorporate the
principles described in the codes mentioned. The section
"Dedicated, Multiuse or Multistrain Manufacturing Strat-
egy ?" describes how the manufacturing strategy impacts
the design of the facility.

Sterile filtration involves all requirements associated
with drug aseptic operations. Guidelines and regulatory
requirements for Good Manufacturing Practices applicable
to the manufacture of sterile drug products are also
specific (see references at end of chapter). Facility design
philosophy should attain primary containment in the
production vessels and transfer piping by using closed

systems. This maintains containment and protects the
environment, personnel, and product. The piping slopes,
welds, joints and seal materials used throughout the
system are designed to eliminate leakage and maintain
overpressure to assure sterility of the system. Sanitary
valves need to be welded.

Secondary containment is achieved by maintaining the
rooms, where live pathogenic viruses are handled, under
negative pressure. Refer to the section "Design Features
and Safety Precautions for Personnel Working in BL-2 and
BL-3 Areas."

Sterility of cell culture or aseptic operations performed
in open systems should be accomplished by using laminar
air flow (Class 100) by personnel appropriately dressed
and trained in aseptic operations and techniques.

The authors of this article propose a room class
description (Table 1) that complies with EU GMP Annex 1
"Manufacture of Sterile Medicinal Products (January
1997)" and U.S. FDA Guidelines for Drug Aseptic
Processing and U.S. Federal Standard 209E (6).

Figure 1 illustrates the personal, materials, and
product flow concepts used to design the inactivated viral
vaccine bulk manufacturing facility. Figure 2 provides a
view of the layout of this facility.

Notes: aAreas are classified under static and dynamic conditions. Static condition: the room classification is determined at rest with all equipment in
operation but no personnel inside the area. Dynamic condition: the room classification is determined while equipment is in operation and personnel
perform production operations.
6The authors propose a class 1000 for a room kept under negative pressure. Acceptance of this concept will depend on the risk analysis that the
designer of a new biotechnology facility performs during the conceptual study phase.
cNot applicable.

Table 1. A Guide to Classify a Series of Processing Rooms Commonly Found in a Biopharmaceutical, Cell-Culture,
Production Facility0

Production Area Classification
EU

Class

A

B

B

C

D

Unclassified

US
Class

100

10000

10000

100000

100000

Unclassified

Static

100

100

10006

10000

100000

100000

Dynamic

100

10000

10000

100 000

100000

NAC

Type of Operation

Aseptic operation during which sterile
product is exposed to the environment

Aseptic area surrounding a class 100 A.
Room pressure is positive versus
adjacent rooms of lower cleanliness
level

Aseptic area surrounding a class 100 A.
Room absolute pressure is negative due
to the handling of pathogenic
microorganisms. The room is used for
aseptic bulk cell culture and for viral
replication.

Fermentation/Extraction, nonsterile
media preparation, purification of
antigens, capping of filled containers,
storage of clean and sterilized Materials

Materials wrapping room equipped with a
laminar flow hood Any room used for
sterilization of equipment and
materials

Materials Washing Room, nonsterile
corridor, office, in-process control
laboratory, visual inspection room,
storage of materials, Product, and
equipment

Microbial Requirements
per (m3)

<1

<10

<18

<85

<85

NAC

per (10ft3)

<0.3

<3

<5

<25

<25

NAC
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Room Class Descriptions. In a pharmaceutical envi-
ronment, room air pressures and directional air flows
are designed and balanced to create a positive pressure
cascade from more controlled or critical areas to less con-
trolled areas (7,8)- Rooms are classified according to their
level of cleanliness (6-8).

In a biopharmaceutical environment where live
pathogenic organisms are manipulated, HVAC systems
should be segregated for production areas according to
biosafety (5) and cGMP (3,4) requirements. HVAC sys-
tems should be segregated to prevent recirculation of air
between these designated production areas (9). Airlocks
are widely used to meet biosafety requirements and to
maintain an aseptic environment. Rooms might be kept at
negative pressure with respect to adjacent rooms. Exhaust
air is HEPA filtered.

Personnel Flow

Personnel should access the facility through one general
entrance. The facility should be designed so that rest
rooms, ladies' and gentlemen's changing rooms, and
administrative offices are located outside of the Production
core. Entrance to the facility should be secured and limited
to authorized personnel. This is usually achieved by an
electronic lock requiring a coded badge entry. Personnel
enter the production core through access to changing
rooms. Three changing rooms will meet requirements for
female personnel, male personnel, and visitors. Entrance
to changing rooms should also include electronic locks
requiring coded badge entry.

Before entering the production core, production per-
sonnel should remove their city garments and put on
production garments. Personnel can then access various

process rooms including aseptic production rooms. Person-
nel should move between areas of a biofacility according
to detailed procedure established in compliance with bio-
logical regulatory requirements (10,11). Before entering
aseptic rooms, production operators enter the gowning
room (Personnel AirLock) where they remove their pro-
duction garments and put on sterile gown, sterile boots,
sterile hood, sterile gloves, and a mask or helmet (10).

Figure 2 illustrates the personnel flow in the viral
vaccine bulk manufacturing facility. Personnel enter the
building on level 1 (ground floor) where three changing
rooms are available. Personnel access level 2 using a
staircase or an elevator.

Design Features and Safety Precautions for Personnel
Working in BL2 and BL3 Areas

Four biosafety levels (BL) are recommended for activities
involving infectious microorganisms. The main features
of the levels BL2 and BL3 are summarized in Table 2.
This information is directly extracted directly from the
publications of the U.S. Centers for Disease Control and
Prevention (CDC) and the U.S. National Institutes of
Health (NIH).

The features that were employed to meet the BL-3
requirements for the live virus manipulation areas of the
inactivated virus vaccine facility are described as follows:

1. Primary barriers

• The access to live virus manipulation areas
is limited to personnel involved in production
operations and supervision. Each entry into BL-
3 area is recorded on a checklist. The use of an
electronic controlled access system for each live

Table 2. Summary of Recommended Criteria for Biosafety Levels 2 and 3

Biosafety
Level

2

3

Agents

Associated with human
disease hazard comes from
autoinoculation, ingestion,
mucous membrane
exposure

Indigenous or exotic agents
with potential for aerosol
transmission; disease may
have serious or lethal
consequences.

Practices

Standard microbiological
practices plus
• biohazard warning

signs.
• "sharps" precautions.
• biosafety manual

defining any needed
waste decontamination
or medical surveillance
policies

BL-2 practice plus
• controlled access.
• physical
• decontamination of all

waste
• decontamination of lab

clothing before
laundering

• baseline serum

Safety Equipment
(Primary Barriers)

Primary barriers involving
Class 1 physical
containment devices used
for all manipulations of
agents that cause splashes
or aerosols of infectious
materials; personnel
protection equipment
involving protective lab
clothing, gloves,
respiratory protection as
needed

Similar to BL-2

Facilities
(Secondary
Barriers)

Open bench top sink
required plus autoclave
available

BL-2 plus
• Physical separation

from access
corridors

• self-closing double
door access

• exhausted air not
recirculated

• negative airflow into
laboratory
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TO AUTHORIZED PERS

Figure 3. Flow of personnel. Personnel enter the building on the level 1 (ground floor) where
three changing rooms are available (Female, male and staff/visitors). The entrances to changing
rooms are equipped with electronic locks requiring coded badge entry. Personnel access level 2
using a staircase or an elevator. Before entering aseptic rooms (Sterile Media Preparation, Cell
Culture, Virus Culture, Purification, Inactivation, Final Filtration, Sterile Material Storage, and
Sterile Media Storage), production operators enter the gowning room (Personnel Air Lock 1) where
they remove their blue production garments and put on a color-coded sterile gown, sterile boots,
sterile gloves, and a mask.
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virus manipulation area was not selected during
the detail design phase because it was decided to
equip the entrances to the facility and the changing
rooms with electronic locks requiring coded badge
entry. The facility manager controls access to
the areas and restricts access to persons whose
presence is required for production purposes.

• Liquid wastes are decontaminated through dedi-
cated effluent decontamination stations.

• Solid materials are decontaminated through
double-door autoclaves installed in each live virus
manipulation area. The autoclaves are designed to
maintain the steam condensates within the auto-
clave chamber during the decontamination cycle.

• Personnel are gowned with overalls, boots, masks,
and hoods which are decontaminated through
autoclaves.

• Personnel exposure to live virus is reduced through
the use of BL-3 Laminar Air Flow Bench (Cabinet),
Closed system (Mobile or fixed tanks), and specific
training in the procedures related to the operations.

• Personnel are vaccinated against the live virus
manipulated in the facility.

• Floor and works surfaces are sanitized each day
using a sodium hypochlorite solution.

2. Secondary barriers (Facility)

• Segregation of air handling units: each live virus
manipulation area is equipped with a dedicated
air-handling unit.

• Exhausted air is not recirculated. Air supply and
return are HEPA filtered.

• Air pressure differentials: the room pressures are
negative at 30 Pa or —0.12 inch of water versus
atmospheric pressure. Air locks have positive air
pressure or are designed as decontamination air
locks (see section on "Material Flow").

• Each air locks is equipped with a self-closing
double-door access.

• Personnel air locks consist of three physically
separate compartments (See section on "Design
of HVAC System Parameters")
Personnel air lock, first part: personnel remove
production garment. Air pressure is positive
(+30 Pa, or +0.12 inch of water).
Personnel air lock, second part: this is equipped
with a safety shower. Air pressure is negative
(+30Pa, or+0.12 inch).
Personnel air lock, third part: personnel put
overalls under laminar air flow. Air pressure is
negative (—15 Pa or —0.6 inch).

• Sealed windows and sealed penetrations.
• HEPA filters are tested every twelve months.

Materials Flow

All raw materials and components should be sampled,
tested, and released by the Quality Control Unit prior to

entering the production facility. QA/QC released materials
should be transferred to Production using a dedicated
Material Cardboard Lock. External packaging protection
like cardboard and plastic films should be removed in the
Air Lock. Cardboard and wood should not be introduced
in the Production Core to minimize the risk of microbial,
rodent, and insect ingress into the facility. The Production
Core should include provisions for raw materials storage
at controlled room temperature of 2 to 8 0C or at adequate
freezing temperatures. Exit of used raw materials from
the Production Core might be achieved using the same Air
Lock providing that a time-based segregation procedure is
strictly followed by production operators.

Materials that are used in sterile conditions should be
prepared and sterilized using validated equipment and
procedures. The Code of Federal Regulations 21 CFR
600.11 (12) describes specific requirements for material
sterilization procedures used in the manufacture of
biological product: "The effectiveness of the sterilization
procedure shall be no less than that achieved by
an attained temperature of 121.5 0C maintained for
20 minutes by saturated steam." That requirement is
higher than the usual rule of 15 minutes at 121.5 0C
expected for sterile drug products.

To maintain the sterile status of wrapped materials,
the production unit should be designed with a dedicated
sterile material storage room. Sterilized equipment and
materials should then be taken from the sterile material
storage room to the appropriate manufacturing area via
a clean corridor and the corresponding Material Air Lock,
so-called "Air Lock In."

After use, soiled equipment and material should
be appropriately removed from the processing rooms
via corresponding Air Locks, so-called "Air Lock Out."
Decontamination, if required, should take place in
decontamination autoclaves or decontamination material
Air Locks. Decontamination Air Locks are used to
decontaminate the external surfaces of mobile vessels
when they are removed from a live virus manipulation
area. After use, the mobile vessel is decontaminated-in-
place (DIP) using clean steam. The mobile vessel is then
transferred into the decontamination Air Locks in which a
fumigation cycle is applied. Fumigation can be carried out
using a per acetic acid or hydrogen peroxide generator.

Within the Production Core, materials should follow a
unidirectional flow. Figure 4 illustrates the following flow
of equipment, materials, and waste in the viral vaccine
bulk manufacturing facility.

• Sterilized equipment and materials are taken from
sterile material storage room 216 to the appropriate
manufacturing area via corridor 228, and the
corresponding Material Air Lock.

• The fixed vessels used for non sterile media
preparation are cleaned-in-place per the appropriate
procedure.

• After use, soiled equipment and material are appro-
priately removed and decontaminated from the pro-
cessing rooms via corresponding fumigation Material
Air Locks or decontamination autoclave, corridor 229,
and are transferred to Washing Room 214.



Figure 4. Flow of equipment, materials, and waste.
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• Materials are washed following appropriate cleaning
procedures. Cleaned equipment and materials are
then transferred into Materials Preparation Room
215 via Material Air Lock 214A.

• As appropriate, materials and equipment are
wrapped, assembled, and sterilized by autoclave, dry
heat oven, or in a fumigation air lock (215A) after
which they are stored until use in room 216.

• Waste and single-use materials that are decontami-
nated are discarded via corridor 229, waste exit 229A,
Waste/Access Maintenance 224, Material Store 218,
corridor 276 and removed from the Production Core
using lift 274.

Product Flow

When considering the design of a facility, care should be
taken to address the following concerns about product
flow:

• dedicated storage equipment for Working Cell Bank
and Working Seed.

• Unidirectional product flow from Media and Buffer
preparation up to product exit.

• Segregation between areas where live organisms
are handled and areas where no live organism is
manipulated.

• Dedicated product storage room and product exit.

Dedicated Storage Equipment for Working Cell Bank and
Working Seed. Master and Working Cell Banks and/or
Seed should be stored in two separate buildings to
minimize the risk of loss due to potential disaster.
Within each building, care should be taken to store the
biological material to prevent any cross-contamination or
damage (13). The 21 CFR 600.11 standard states that
cold or freezer rooms shall be maintained at temperatures
within applicable ranges and shall be free of extraneous
material that might affect the safety of the product.
An accurate inventory log of the Master and Working
Cell Banks and Seed must be maintained at each
storage site.

The following practices are frequently observed in
industry to prevent cross-contamination and mix-ups:

• Dedicated freezer or nitrogen tank for each type of
micro organism strain.

• Dedicated freezer or nitrogen tank for bank and seed
lot awaiting QA/QC release (Quarantine).

• Spare freezer ready to use in case of mechanical
problems on the main storage units.

• Chemical sanitization of freezer internal chamber
after each shutdown and maintenance intervention.

• Limited access to storage units.
• Log book to record entries in and removal from each

storage unit.

Media and Buffer Flow. Media and buffers used for cell-
culture operations are critical components. Right from

the start of their preparation in sampling, weighing, and
powder dissolution, strict procedures should be followed
to minimize the risk of contamination. Mycoplasma,
adventitious viruses, and some bacteria strains may be
difficult to detect in cell cultures. Mycoplasma and viruses
may not be retained on 0.2-jim sterile filter membranes.
Therefore, the design of media and buffers preparation
rooms should address the following concerns:

• Limited access to authorized personnel.
• Two-stage media preparation suite: nonsterile media

and sterile media preparation areas.
• Specific gowning practices for nonsterile media

preparation similar to those followed for aseptic
operations.

• After sterile filtration, validated procedures and
container/closure integrity systems should be used
to protect media and buffers during storage, transfer
to, and distribution into the processing rooms.

• Equipment design: media residues accumulate in
badly drained or inaccessible locations. Residues
dry out and become baked on in decontamination,
cleaning, and sterilization procedures. Therefore,
design of equipment should include provision for
good draining of all equipment parts. Vessels should
be made of stainless steel (316L) and should be
vented using 0.2-|Lim air filters. Other materials,
single-use irradiated plastic bags, for instance, can
be successfully used providing that compatibility
between materials and the cell or virus culture has
been validated. Single-use sterile plastic bags can
be used to store media and buffer. That reduces the
need for stainless steel mobile vessels and the need
for cleaning capacity associated with CIP stations
(clean-in-place). All valves installed on equipment
must meet sanitary design requirements. Stationary
tanks are cleaned and sterilized using CIP/SIP
stations.

• Process design: media and buffers are usually
sterilized through 0.2-p.m liquid sterile filters. The
manufacturer will assess the needs for stationary
and mobile tanks. The decision to use installed tanks
instead of mobile vessels will be based on the volume
of media, buffer, or product transferred between the
various processing units. The higher the volume of
one specific medium, the higher will be the need for a
stationary tank. However, the complexity of CIP/SIP
stations for big vessels and multiple transfer piping
need to be evaluated against the benefit of using a
fixed vessel. Containers of media and buffers that
are partially used in areas where live organisms are
manipulated should never be transferred back to the
central storage room (14).

Product Flow. Within the Production Core, product
flow should be unidirectional. Areas where cells are
cultured should be segregated from other processing areas.
Areas where live viruses are manipulated should also be
segregated from other processing rooms. Figure 5 provides
a view of the live virus manipulation areas.
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Note: aNA = Not Applicable.

Water Systems

Many of the industry questions about producing water for
pharmaceutical purposes were clarified by the publication
of the USP Workshop on Microbiology and Pharmaceutical
Water in April 1997 (15). The USP publication, Monograph
<1231> "Water for Pharmaceutical Purposes," provides
guidance for compliance with the current Good Manu-
facturing Practice (cGMP) regulations for drug products
codified under Title 21 of the Code of Federal Regulations
(CFR), Food and Drugs, Chapter 1, Parts 210 and 211 (21
CFR 211). Bearing in mind that cell cultures are highly
susceptible to contamination, especially viral contamina-
tion, Water for Injection should be used at all process
stages, including media/buffer preparation. Table 3 pro-
vides a summary of water systems commonly found in
biotechnology facilities dedicated to cell culture.

Dedicated Multiuse or Multistrain Manufacturing Strategy?

Multiuse Facility. If a multiuse manufacturing strategy
is developed, the facility will be designed for successive
production of different strains of live organisms. Detailed
and validated changeover procedures should then be
followed to prepare the next product campaign. Depending
on the type of organism handled during the previous
campaign, the changeover procedures should address the
following concerns:

• Removal of Working Seeds.
• Decontamination of all materials and equipment.
• Room cleaning and sanitization.
• Room fumigation (If environmental safety codes

permit) using paraformaldehyde, peracetic acid or
other validated fumigation method. Room fumigation
using paraformaldehyde involves the sublimation
of paraformaldehyde over a period of ±6 hours.
HVAC unit is shut down during the fumigation.
This phase is followed by a neutralization step
involving the sublimation of ammonium carbonate.
Cleaning the surfaces before room fumigation is
recommended. The efficiency of this method is
increased when the temperature and the relative
humidity of the air are increased up to 25 ± 0C
80% RH, for instance. The reader should note that

fogging with formaldehyde is no longer permitted
in the United State America. Other alternatives
are available that involve peracetic acid, hydrogen
Peroxide, or glutaraldehyde. Whatever the method,
the efficiency of fogging against the microorganism
should be validated both in laboratory experiments
and production condition.

• Air and surface sampling to test for the absence of
previously handled organisms.

• Room cleaning and sanitization.
• Equipment cleaning and sterilization or sanitization.
• Introduction of new organism strains.

Multistrain Facility. If a multistrain manufacturing
strategy is developed, then the design of the facility
should allow producing different strains concurrently
in the different manufacturing areas within the limits
defined by regulatory requirements (11,14). In addition
to detailed and validated changeover procedures, the
principles allowing concomitant presence of different
strains in different manufacturing areas are

• Separate air handling units (HVAC): each room,
together with its respective air locks, should be
serviced by at least one HVAC which prevents air
recirculation between rooms where different strains
are handled (14).

• Dedicated air locks for personnel and material.
• Dedicated system for material decontamination and

effluent treatment.
• Dedicated personnel: movement of personnel within

the Production Core should be restricted to ensure
segregation between the different areas (6,7).

• Validated cleaning procedures, especially for mul-
tiuse equipment.

Facility Finishes

Areas in a facility for bio production should be designed
with smooth, readily cleanable surfaces (floors, walls,
ceilings). Lighting fixtures, windows, doors and control
panels should be flush, minimizing the potential for dust
buildup.

Table 3. Water Systems: Sources and uses of Water

Water
Quality

Iron-free
water

Purified
water

Water for
injection

Use

Production of chilling water

In-feed water for clean steam
and water for injection
production Rinsing of
materials and equipment
before washing

Cleaning; last rinse water;
water for media/buffer
preparation.

Source

Municipal drinking water or
treated well water

Municipal drinking water or
treated well water that
complies with regulations 40
CFR 141 (National Primary
Drinking Water Regulatory)

Purified water

Microbial
Limits

NAa

Less than 10 000
CFU per 100 mL

Less than 10 CFU
per 100 mL



DESIGN OF HVAC SYSTEM PARAMETERS

Introduction

In any biotechnological production facility, the HVAC
system is crucial to good operations. The system must
be capable of providing a uniform flow of conditioned air
at sufficient velocity and pressure to meet both biosafety
and GMP requirements. Requirements for maintaining
room cleanliness have become more strict. Therefore, a
series of operating parameter must be carefully fixed
when designing modern facilities. The authors do not
claim that the proposed description is the only way to
comply with cGMPs and Biosafety Level requirements.
The document is a translation of their experience in
design, validation, and registration of biotechnology
facilities.

Four major factors determine the operating parameters
of the process rooms. The airflow is the first aspect
to consider. Sufficient airflow to provide at least 20
to 40 air changes per hour is required to meet Class
100000 or 10000 requirements. The specification of
90-feet-per-minute air velocity for class 100 can be
achieved only by using a vertical unidirectional flow
hood or cleanroom. A vertical unidirectional flow Class
100 clean room requires 20 times more airflow than a
Class 10 000 clean room of the same size. Energy costs
just to operate the blowers to provide the airflow make
up an important part of clean room cost. The authors
recommend the installation of laminar air flow hoods
for cost and technical reasons associated with BL-2/BL-
3 requirements. Secondly, heating and cooling capacities
are required to maintain air temperature and relative
humidity within a specified range: 18 to 22 0C and 30 to 50
RH% for Class 100 and 10000, for instance. These values
have been found satisfactory for controling microorganism
growth with reasonable worker comfort. To maintain the
values of temperature and relative humidity within the
specified range, the engineers should take into account
the variations of external ambient conditions, the number
of persons, and the heat and moisture that the process
may generate. The internal design of the room is the third
major factor that determines the capacity to maintain the
cleanliness of a production area. An adequate positioning
of the air delivery inlets and the air exhaust outlets versus
the positioning of the process equipment and personnel
within the area will directly impact the capacity to meet
the classification requirements. This capacity is measured
by the decontamination time which represents the time
required to recover the room class after contamination
with a chemical aerosol. The test involves the use of
nonviable particle counting devices which are placed at
specific locations selected as representative of the clean
room area (6). And last, differential pressures and air
locks adjacent to manufacturing areas play a major role
in protecting the cleanliness of the room and ensuring the
containment of the live microorganisms within the area.
Air locks are helpful in separating adjacent areas. They
should be designed with sufficient airflow velocity and
self-closing doors to make a real barrier; the interlocking
system will maintain a minimum time between the closing

and the opening of the two doors of the air lock. This system
will ensure the efficacy of the so-called, "air shower."
Differential pressures between adjacent manufacturing
areas will be chosen to compensate for the variability
of the air pressure and to ensure a unidirectional
airflow.

Basic Description of Production Areas and their Operating
Functions

1. Class 100 and 10000 (EU class A and B) kept at
positive air pressure

• Scope: Filtration of inactivated product, filling,
formulation, sterile storage if included in a
neutral aseptic production room, cellular culture,
and nonpathogenic virus replication if aseptic
processing, purification if required by the process,
aseptic media preparation. The room is equipped
with a Class 100 (EU class A) laminar airflow hood.

• Access via:
- Personnel Air Lock three doors: two parts
- Materials Air Lock In
- Materials Air Lock Out with fumigation for live

organism handling areas.

2. Class 10000 (EU class B) kept at negative air
pressure

• Scope: Culture of pathogenic virus and inactivation
of pathogenic virus if aseptic operations, purifi-
cation if requested by the process. The room is
equipped with a class 100 (EU class A) laminar
airflow hood.

• Access via:
- Personnel Air Lock four doors: two parts
- Materials Air Lock In
- Materials Air Lock Out with fumigation.

3. Class 100000 (EU class C) kept at positive air
pressure

• Bioreactor culture and purification of non-
pathogenic products, capping, clean materials stor-
age, media preparation.

• Access via Air Lock two doors: one part if access
from a nonclassified production room.

• Direct access if access from a 100 000 (EU class D)
production room.

• The access to media preparation production rooms
proceeds via an Air Lock if the facility is designed
for cell culture and viral replication.

4. Class 100 000 (EU class C) kept at negative air
pressure

• Scope: Bioreactor culture and purification of
pathogenic products. If the production room isi
classified BL3,



Access via:
- Personnel Air Lock four doors: three parts
- Materials Air Lock In
- Materials Air Lock Out with fumigation.
If the production room is classified BL2,
Access via:
- Air Lock two doors: one part

5. Class 100000 (EU class D)

• Scope: Materials preparation with laminar flow,
washing room, products storage, materials storage,
corridor close to the production rooms.

6. Specific consideration
Whatever the classification of a room, it can often be
maintained at a low temperature but not exclusively
between 2 0C to 8 0C to meet process requirements.
In this case, the relative humidity needs to be kept
lower than 90% to avoid condensation.

HVAC Characteristics

The characteristics of HVAC systems are described on
the basis of dynamic room class and Biosecurity level
(U.S. Standards). The following HVAC characteristics are
described for each type of production area:

• Pressure.
• Air changes.
• Decontamination time (= time required to recover

the room class after contamination by a chemical
aerosol).

• Partial recycling of the air.

• Temperature.
• Relative humidity.
• Efficacy of air delivery filter (final filters).
• Efficacy of air exhaust filter (final filters).
• Location of air delivery inlets outlets.
• Location of air exhaust outlets.
• Fumigation.
• HVAC group in standby for the critical cold rooms.

Pressure Changes

The principle is a pressure decrease by steps of 15 Pa
±5 Pa (= 0.06 inch of water ±0.02).

HVAC Technical Data

Class 100 and 10000 (EU Class A and B) Kept at Positive
Air Pressure.

Layout

Sterile storage

Material Air
Lock In

Class 100

Production
Room

Personnel

Air Lock 1

Personnel

Air Lock 2

Material Air

Lock Out

Corridor

Operating parameters for Class 10 000 (EU Class B) area kept at positive air pressure:

Pressure (Pa)
Min. changes (AC/h)
Decontamination time (min)
Partial air recycling
Temperature (0C)
Relative humidity (%)
Air delivery filter (% DOP

retention)
Air exhaust filter
Location of delivery inlets
Location of exhaust outlets

Fumigation

Production
Room

+45
40
15

Yes
18-22
30-50
99,995

99,995
Ceiling

Bottom of
wall
Yes

Materials
Air Lock

In

a

200
3

100%
NA
NA

99,995

G 85
Ceiling

Bottom of
wall
Yes

Materials
Air Lock

Out

b

200
3
C

d

d

99,995

G 85
Ceiling

Bottom of
wall
Yes

Personnel
Air Lock

1

+30
20
12

yes
18-22
40-60
99,995

G 85
Ceiling
Ceiling

No

Personnel
Air Lock

2

600
1

100%
18-22
40-60
99,995

G 85
Ceiling

Bottom of
wall
Yes

Notes: "Between sterile storage and production room by balancing.
bBetween production room and corridor by balancing.
cDelivery and haust separated for the fumigation cycle.
rfThe parameter must be controlled during the fumigation cycle.
eBetween PAL 1 and production room by balancing.



Class 100 (EU Class B) Kept at Negative Air Pressure.

• Layout

Operating parameters for Class 100 000 (EU Class C) area
kept at positive air pressure:

Sterile storage

Materials
in

Production Room

Personnel

Air Lock 1

Personnel

Air Lock 2

Personnel

Air Lock 3

Materials

Air Lock

Corridor

Class 100 000 (EU Class C) Area Kept at Positive Air
Pressure.

Layout

Production Room

Air lock

Operating parameters for Class 10 000 (EU Class B) area kept at negative air pressure

Pressure (Pa)
Min. changes (r/h)
Decontamination time (min)
Partial air recycling
Temperature (0C)
Relative humidity (%)
Air delivery filter (% DOP

retention)
Air exhaust filter
Location of delivery inlets outlets
Location of exhaust outlets

Fumigation

Production
Room

-30
40
15
No

18-22
30-50
99,995

99,995
Ceiling

Bottom of
wall
Yes

Materials
Air Lock

In

a

200
3

100%
NA
NA

99,995

G 85
Ceiling

Bottom of
wall
Yes

Materials
Air Lock

Out

b

200
3
C

d

d

99,995

G 85
Ceiling

Bottom of
wall
Yes

Personnel
Air Lock Y

+30
20
12

Yes
18-22
40-60
99,995

G 85
Ceiling
Ceiling

No

Personnel
Air Lock 2e

-30
20
12
No

18-22
40-60
99,995

99,995
Ceiling
Ceiling

Yes

Personnel
Air Lock 3e

- 1 5
600

1
No

18-22
40-60
99,995

99,995
Ceiling

Bottom of
wall
Yes

Notes: aBetween sterile storage and production room by balancing.
b Between production room and corridor by balancing.
cDelivery and exhaust separated for the fumigation cycle.
rfThe parameter must be controlled during the fumigation cycle.
eThe authors have proposed and implemented an original approach with respect to the differential pressures of the Personnel Aii

Locks. The set points are fixed so that the differential pressures ensure two opposite directional air flows at two different locations: PAI
1 and PAL 3. Such design provides a double-barrier protection system working on two separate air handling units. The following schems
illustrates the concept:

Air pressure
Corridor

PALI

PAL2
PAL 3 Production

Room

Pressure (Pa)
Min. changes (r/h)
Decontamination time

(min)
Partial air recycling
Temperature (0C)
Relative humidity (%)
Air delivery (% DOP

retention)
Air exhaust filter
Location of delivery

inlets
Location of exhaust

Fumigation

Production
Room

+30
20
12

yes
18-22
40-60
99,995

G 85
Ceiling

Bottom of
wall

Occasional

Air Locka

b

20
3

yes
18-22

NA
95

G 85
Ceiling

Bottom of
wall

Occasional

Notes: aAn Air Lock is justified if the corridor is not classified
(100000) or if the room is a production room for media
preparation for cell culture and viral production.
b Between production room and corridor.



Class 100000 (EU Class C) Area Kept at Negative Air
Pressure (Biosafety Level 3).

Operating parameters for Class 100 000 (EU Class C) area kept at negative air pressure

Class 100 000 — Pathogenic BL2 (EU Class C) Kept at
Negative Air Pressure.

Production Room

Personnel
Air Lock 1

Personnel
Air Lock 2

Personnel
Air Lock 3

Materials
Air Lock Out

Production
Room

Air lock

Pressure (Pa)
Min. changes (r/h)
Decontamination time (min)
Partial air recycling
Temperature (0C)
Relative humidity (%)
Air delivery filter (% DOP)
Air exhaust filter
Location of delivery inlets
Location of exhaust outlets
Fumigation

Production
Room

-30
20
12
No

18-22
40-60
99,995
99,995
Ceiling

Bottom of wall
Yes

MAL
Out

a

200
3
b

C

C

99,995
G 85

Ceiling
Bottom of wall

Yes

PALI

+30
20
12

Yes
18-22
40-60
99,995
G 85

Ceiling
Bottom of wall

No

PAL 2

-30
20
12
No

18-22
40-60
99,995
99,995
Ceiling

Bottom of wall
Yes

PAL 3

-15
600

1
No

18-22
40-60
99,995
99,995
Ceiling

Bottom of wall
Yes

Notes: aBetween production room and corridor by balancing.
^Delivery and haust separated for fumigation cycle.
cControl requested during the fumigation cycle.

Operating parameters for Class 100 000 (EU Class C) area
kept at negative air pressure:

Air delivery filter (% DOP)
Air exhaust filter
Location of delivery inlets
Location of exhaust outlets
Fumigation

95
G 85

Ceiling
Ceiling

Occasional

Pressure (Pa)
Min. changes (r/h)
Decontamination time (min)
Partial air recycling
Temperature (0C)
Relative humidity (%)
Air delivery filter (% DOP)
Air exhaust filter
Location of delivery inlets
Location of exhaust outlets
Fumigation

Production
Room

-15
20
12
No

18-22
40-60
99,995
99,995
Ceiling

Bottom of wall
Yes

Air Locka

-30
20
3

No
18-22

NA
99,995
99,995
Ceiling
Ceiling

Yes

Note: aAir lock on independent HVAC group.

HVAC Systems of the Viral Vaccine Bulk Manufacturing
Facility

The production unit is serviced by twelve HVAC units as
depicted in Figure 6. Each system has fresh air intake and
all rooms classified as 10,000 or better are equipped with
low wall air returns. Exhaust air is HEPA filtered.

• In production areas exposed to virus (Virus Culture
area, Purification area, Inactivation area and Labo-
ratory 221 previously described:
=> HVAC systems are segregated, and there is no

recirculation of air between these designated
production areas.

=» These areas are kept at negative pressure with
respect to adjacent areas.

• In production areas with no live virus,
=>> Room pressure and directional air flows are

designed and balanced to create a positive
pressure cascade from more controlled, or critical
areas, to less controlled areas; see Figure 7 for
pressure differentials and airflows.

Class 100000 (EU Class D).

Pressure (Pa)
Min. changes (r/h)
Decontamination time (min)
Partial air recycling
Temperature (0C)
Relative humidity (%)

Production Room

Steps of 15 Pa
20
3

Yes
18-22
40-60

Layout:Layout:



Figure 6. HVAC systems.
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Figure 7. Room classification (dynamic conditions), pressure differentials, and Airflows.
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INTRODUCTION

Cell death can occur by two morphologically dissimilar
pathways, necrosis and apoptosis. Necrotic cell death
is characterized by cell swelling and loss of membrane
integrity. These occur early and are followed by the
release of lysosomal enzymes and disintegration of the
nucleus. In many cases, necrotic cell death is induced
by exogenous insults or poisons. It can occur as a
response to wounding or tissue injury, hypoxia or ischemia,
hyperthermia, or acute exposure to toxic chemicals, such
as carbon tetrachloride (1). Necrosis generally appears in
tissues within the whole animal, as a synchronous process
involving multiple contiguous cells. In addition, necrosis
produces an inflammatory response, presumably due to
leakage of cytoplasmic proteins. Because of these latter
two features, necrosis is readily apparent, often striking,
upon histologic examination.

About a quarter of a century ago, Kerr et al. outlined
the characteristics of a type of cell death, termed apoptosis,
that differed morphologically from necrosis (2). In contrast
to the swelling and membrane lysis seen in necrotic cells,
apoptotic cells exhibit cell shrinkage and nuclear conden-
sation. This can occur without loss of membrane integrity
or evidence of lysosomal damage. Ultimately, the nucleus
may become blebbed and break into fragments, and these
nuclear fragments may break off from the cell to form
membrane-bound "apoptotic bodies." In animal tissues in
vivo, apoptotic cells and the apoptotic bodies they shed are
engulfed by macrophages or neighboring cells. Because the

plasma membrane of the apoptosing cell is not lysed
during this process, cytoplasmic contents are not released
and apoptosis is not accompanied by an inflammatory
response. In cells in tissue culture, however, apoptosis
may be followed by eventual membrane lysis or "secondary
necrosis." Because apoptosis occurs rapidly and because
the products are rapidly engulfed without producing
an immune response, apoptosis may not be striking
upon histologic examination. In fact, apoptosis in vivo is
frequently observed in scattered individual cells, and thus
even tissues that have a relatively high apoptotic rate may
exhibit only a minority of apoptosing cells at any time.

Apoptotic cell death is involved in a host of physiological
as well as pathological processes (2,3). Physiological apop-
tosis is an important determinant of tissue homeostasis.
An example of this is seen in the colonic crypts, where cell
division and death are tightly regulated to maintain nor-
mal architecture. Specifically, cells in the base of the crypts
can undergo division, cells progressing outward toward the
tips of the villi are undergoing differentiation, and cells
at the surface eventually undergo apoptotic cell death and
are sloughed into the lumen (4). Therefore, alterations that
affect apoptosis can disrupt homeostasis and have patho-
logical effects. On one hand, alterations that interfere with
the ability of cells to undergo apoptosis can lead to disor-
ders involving cell accumulation (e.g., hyperplasia or neo-
plasia) (5). In fact, it has been postulated that the relative
number of apoptotic cells in tumors is a prognostic indica-
tor in breast cancer (6). On the other hand, alterations that
increase the propensity of cells to undergo apoptosis can
lead to disorders of cell loss, such as the loss of CD4+ cells
in patients who have AIDS (7). Apoptosis can be induced
by pharmacological as well as physiological stimuli;
for example, numerous cancer chemotherapeutic agents
induce apoptosis (8). Accordingly, it is suggested that sup-
pression of apoptosis plays a role in the multidrug resis-
tance phenotype in many human malignancies (5). The
role of apoptosis in disease pathogenesis, as well as treat-
ment, suggests that studies aimed at elucidating the mech-
anisms involved in this process may lead to the identifica-
tion of new prognostic indicators in cancer, as well as novel
therapeutic drug targets. Overall, the fact that a variety
of diverse stimuli, acting on multiple targets, induce a
similar sequence of events that culminates in cell death
suggests the existence of a final common pathway that
regulates cell viability. Because this pathway is involved
in many critical physiological, pathogenic, and pharmaco-
logical phenomena, the ability to recognize and quantify
apoptotic cells is becoming increasingly important.

A wide variety of assays are available to detect
apoptotic cells. Some of these rely on identifying the
characteristic morphological changes, such as chromatin
condensation and nuclear fragmentation. Others were
developed following the identification of biochemical
events that occur during apoptosis, such as the appearance
of fragmented DNA (a "DNA ladder") or the cleavage of
specific proteins that occurs during the effector phase
of apoptosis (e.g., the cleavage of caspase substrates).
Because apoptosis was originally defined on the basis of
morphology, the morphological assays are considered the
"gold standard" for detecting apoptosis. However, there are
limitations to such assays. First, they depend assessment



by visual inspection. Biochemical assays are less subjective
but are usually performed on broken cell preparations
and thus cannot be directly equated to a fraction of the
cell population that is undergoing apoptosis. Assays that
avoid some of these problems, such as flow cytometric
assays that yield objective data and can be quantitated
on a per cell basis, are being developed. In the following
sections, the assays for apoptosis have been grouped into
three broad categories, morphological assays, biochemical
assays, and flow cytometric assays. The various assays
vary tremendously in their technical difficulty. Some
are simple, and others require sophisticated technical
expertise, as well as specialized equipment. The assays
also vary in their ability to provide qualitative versus
quantitative information, as well as in their sensitivity to
detect apoptotic cells. Although objective data are obtained
from many of the assays, in some cases a subjective
judgment enters into determining whether cells are
apoptotic. Finally, some of the assays are highly specific
for detecting apoptosis, whereas others may also detect
necrotic cells. These assays have been widely tested in a
variety of systems, where it has been observed that certain
assays are more readily applicable to specific apoptotic cell
systems and others are better suited to other systems. In
most cases, it is advisable to use multiple assays for each
system because the complementary strengths of several
assays can compensate for their individual shortcomings.

MORPHOLOGICAL ASSAYS OF APOPTOSIS

Staining for Nuclear Morphology using Fluorescent
DNA-Binding Dyes

Apoptosis was initially defined by morphological criteria.
Therefore, morphological assays, such as those described
below, incontrovertibly test whether cell death is pro-
ceeding through an apoptotic process. Fluorescent DNA-
binding dyes, such as acridine orange, 4',6-diamidino-
2-phenylindole (DAPI), Hoechst 33342, and ethidium
bromide stain the cell nucleus and allow visual assess-
ment of nuclear morphology. The first three of these,
acridine orange, DAPI, and Hoechst 33342, are membrane-
permeable dyes and can freely enter the cell (i.e., in the
absence of loss of membrane integrity and the absence
of cell permeabilization). Therefore, these dyes stain the
nuclei of all cells, including apoptosing cells that have
not lost plasma membrane integrity. Ethidium bromide
does not cross intact cell membranes. Therefore in the
absence of cell permeabilization, ethidium bromide does
not stain viable cells or cells in the early stages of apop-
tosis but does stain late apoptotic or necrotic cells (i.e.,
cells that have lost membrane integrity). In this respect,
ethidium bromide staining of cells is an indicator of mem-
brane permeability, much like trypan blue. These dyes are
used in the various methods described later. The first of
these methods employs two dyes simultaneously, acridine
orange and ethidium bromide, whereas the other methods
employ a single dye. Detailed protocols for these methods
are in Appendix I.

The acridine orange/ethidium bromide method is
carried out by adding these two dyes directly to an unfixed
suspension of cells. The principle that underlies the use of
these two dyes is as follows (9). Acridine orange is taken up

by all cells, whereas ethidium bromide can only be taken
up by cells that have lost plasma membrane integrity.
Thus, cells that retain membrane integrity take up only
acridine orange, which causes green nuclear staining.
Cells that have lost membrane integrity additionally take
up ethidium bromide which causes the nuclei to stain
orange/red instead of green. It is the color of the nuclear
staining (green or orange/red) that is important in this
assay. Cytoplasmic staining can occur because the dyes
bind to RNA, as well as DNA. However, cytoplasmic
staining is not taken into account in the scoring. Based on
this principle, scoring is carried out by viewing the stained
cells using an ultraviolet fluorescence microscope. Cells are
categorized as viable cells (Category I), cells undergoing
apoptosis (Category II), and dead cells (Category III), as
follows. Cells that exhibit orange/red nuclear staining have
lost membrane integrity and are scored as Category III.
Cells that exhibit green nuclear staining have not lost
membrane integrity. Among these, one can distinguish
viable nonapoptotic cells (Category I) from apoptotic cells
(Category II) based on the fact that the former exhibit a
normal, lacy pattern of nuclear staining whereas the latter
exhibit dense/condensed nuclei and may exhibit nuclear
fragmentation or blebbing.

As mentioned earlier, the later stages of apoptosis
in tissue culture frequently involve plasma membrane
lysis or "secondary necrosis" (10,11). One drawback of the
acridine orange/ethidium bromide method is that cells that
have undergone initial apoptosis followed by "secondary
necrosis" cannot be distinguished from cells undergoing
primary necrosis. A time study using this method may
be informative, because primary apoptosis followed by
secondary necrosis may appear in this sequence (12).

Additional methods for assessing nuclear morphology
involve using other fluorescent DNA-binding dyes, such
as DAPI or Hoechst 33342. With either of these dyes,
the condensing/fragmenting nuclei in cells undergoing
apoptosis are unmistakable (Fig. 1). Because these dyeg
enter all cells, cells that have lost membrane integrity
(e.g., during secondary necrosis) cannot be distinguished
from those that have not.

An advantage of these staining methods is that they
allow scoring individual cells for apoptosis on the basis of
the original definition of this process. These methods can
be used quantitatively, although a disadvantage is that
quantitation is subjective to some extent. One reason for
this is that cells in the earliest stages of apoptosis may
not exhibit fully condensed nuclei and the observer must
judge where to draw the line in scoring such cells. A related
point is that different cell types or cells exposed to different
apoptosis-inducing agents may differ morphologically. For
example, apoptotic cells can show simply condensation of
DNA to the periphery of the nucleus, highly condensed
nuclei, or different degrees of nuclear fragmentation (see.
for example, Ref. 10). These differences may be due to»
variations in the extent of DNA digestion or to secondary
effects of the inducing agent, such as inhibition of lamin
degradation required for nuclear fragmentation. Another
disadvantage of these staining methods, particularly later
in the cell death process, is that secondary necrosis
resulting from apoptosis is not objectively distinguishable
from primary necrosis.



Figure 1. Analysis of apoptotic nuclear morphology using a flu-
orescent DNA-binding dye. Viable murine FDC-Pl hematopoietic
progenitor cells (a) are compared to FDC-Pl cells induced to
undergo apoptosis by incubation with 1.5 ^M A23187 (b) or
20 (ig/mL etoposide (c). All cells were stained with DAPI using the
protocol described in Appendix I. Cells in (b) and (c) exhibit the
dense, highly fluorescent, fragmenting nuclei that typify apoptotic
cells.

BIOCHEMICAL MARKERS OF APOPTOSIS

DNA Fragmentation

The first biochemical hallmark of apoptosis discov-
ered was the "DNA ladder", which is seen upon
agarose gel electrophoresis of DNA from apoptotic cells.
The oligonucleosomal-sized DNA fragments observed
result from apoptosis-induced activation of endogenous
endonuclease(s), which cleave genomic DNA in the linker
regions between nucleosomes (13).

Early methods for assessing genomic DNA laddering
used intricate procedures to purify fragmented DNA
from intact DNA. However, using a modification of a

plasmid DNA isolation technique, now it is possible to
carry out the assay without special DNA purification
techniques (14). The modification has been described in
Ref. 8 and is detailed in Appendix II. Briefly, 106 cells are
added directly to the wells of a 2% agarose gel where they
are lysed and digested with ribonuclease A (RNase A)
and proteinase K. The proteinase K and sodium dodecyl
sulfate (SDS) are within the gel matrix, and the RNase A
is in the sample loading buffer. Upon electrophoresis, high
molecular weight DNA (>20 kb) remains at or near the
top of the gel. Shorter, endonuclease-digested fragments
are resolved in the gel. The presence of a series of
fragments with sizes representing multiples of 180 base
pairs (one interoligonucleosome length) is consistent with
the endonuclease digestion that typifies apoptosis (Fig. 2).
DNA broken at random intervals, such as in necrosis,
yields a continuous smear running the length of the gel.
Large format gels (20 x 34 cm) yield optimal resolution
of the apoptosis-associated DNA fragments. However,
smaller format gels can also be used to obtain results
in a shorter time (e.g., 3 to 5 hours). In either case, this
DNA fragmentation assay qualitatively assesses apoptosis
and can be used as a screen for apoptotic cells.

Although the above method provides a simple means
of screening for apoptosis, the assay has several draw-
backs or limitations. Specifically, the absence of DNA
fragmentation is not diagnostic for the absence of apop-
tosis because some cells that have distinct apoptotic
morphology do not exhibit internucleosomal DNA frag-
mentation. In some cases, short internucleosomal DNA
fragments appear late, preceded by the appearance of large
molecular weight fragments detectable using pulse-field

Hours exposure to
apoptosis-inducing
agent:

Figure 2. Analysis of apoptotic DNA fragmentation. Chinese
hamster ovary (CHO) cells were incubated with the apopto-
sis-inducing agent staurosporine (800 nM) for up to 6 hours
and then analyzed for DNA fragmentation using the protocol
in Appendix II. DNA was visualized by ethidium bromide stain-
ing. Oligonucleosomal length DNA fragments are indicated on
the right of the gel.
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gel electrophoresis (15). Therefore, in the absence of a
DNA ladder, it is useful to screen for these larger frag-
ments or other markers of apoptosis. Another limitation
of the DNA fragmentation assay is that it is qualitative
rather than quantitative. In addition, the limit of detec-
tion has not been well defined. Thus, as compared to the
other methods discussed later, relatively large numbers
of cells are required. However, in one system, DNA frag-
mentation was detected with as few as 1.5 x 105 apoptotic
cells, representing 15% of the population (16). Overall, if
cell number is not a limiting factor, the rapidity and ease
of the DNA fragmentation assay make it a good choice as
an apoptotic marker for initial or screening experiments.

Proteolytic Cleavage of Apoptosis-Related Proteins

A rapidly advancing area in apoptosis research is the cas-
cade of proteases that are the "effectors" of the apoptotic
program. The first protease identified in this regard was
CED3, a protease required for apoptosis in the nematode
Caenorhabditis elegans (17). It was realized that CED3
is homologous to the human interleukin 1/3 converting
enzyme (ICE), which led to the characterization of a large
family or proteases now known as cysteine-aspartate pro-
teases or caspases. A variety of caspases are activated dur-
ing apoptosis (18), resulting in the cleavage of a variety of
specific intracellular substrate proteins. The first protein
found to be specifically cleaved during apoptotic cell death
was the nuclear protein, poly-ADP-ribose polymerase
(PARP) (19,20). During apoptosis, caspase 3 cleaves PARP
from the full length of 116 to 85 kDa. Caspase 3 itself is
activated by proteolytic cleavage by another member of the
caspase family. Studies on the timing of protease activa-
tion, as it relates to other events in apoptosis, have consis-
tently shown that the cleavage of PARP and caspase 3 coin-
cides with the appearance of DNA fragmentation and other
markers of apoptosis (21). Cleavage of PARP consistently
correlates with other markers of apoptosis, such as intra-
cellular acidification (21). It has been shown that PARP
degradation occurs during necrotic cell death. However,
the size of the fragments differs from those observed dur-
ing apoptosis (22). Thus, generation of the 85 kDa PARP
cleavage fragment is essentially diagnostic for apoptosis.

The protocol for assaying the proteolytic cleavage of
PARP is detailed in Appendix III. It involves Western
blotting using an antibody that detects both full length
PARP (116 kDa) and its cleavage product (85 kDa). Non-
apoptotic cells contain only full length PARP, whereas
apoptotic cells also contain the cleaved product. Increased
proteolytic cleavage is observed with increasing concentra-
tions of apoptosis-inducing agents and increasing length
of exposure.

An advantage of the PARP cleavage assay is that, unlike
the DNA fragmentation assay, quantitation is possible.
Thus, the proportions of the cleaved versus the intact
protein can be estimated. Unfortunately, this information
cannot be used to calculate the percentage of apoptotic cells
because low levels of cleavage in a substantial fraction of
cells cannot be distinguished from complete cleavage in a
minor fraction of cells. The limits of detection of the two
assays may be in the same approximate range, although
little data is yet available.

Percoll Gradient Fractionation of Apoptotic Cells

As discussed before, cell shrinkage is one of the earliest
detectable changes in apoptotic cells. This occurs before
a loss in membrane integrity and probably involves the
selective loss of salt and cellular water. Cell shrinkage
results in an increase in buoyant density, that is, an
increase in cell mass per volume (relative to the same
volume of water). Based on the increase in buoyant
density, apoptotic cells can be separated from viable
cells by centrifugation through an appropriate density
gradient. Apoptotic and viable cells can also be separated
from necrotic cells, which swell and therefore decrease
in density. Separation of dying cells based on density
yields better results than alternative methods involving
fractionation by size alone because fractionation by size
fails to distinguish between early volume reduction
and subsequent cell fragmentation. The latter process
results in small blebs or apoptotic bodies, as well as
debris, which sediment at very low density in density
gradients.

Density ranges of interest in terms of cell death
include values from 1.00 to 1.15 g/cc. Adenocarcinoma
cells normally maintain densities of approximately 1.06
g/cc, whereas lymphocytes have densities of approximately
1.075 g/cc (23) and erythroleukemia cells have densities of
1.09 g/cc. This density is in the range of that of Percoll
(Pharmacia), a colloidal suspension of silica that has been
treated to reduce association with cells. Percoll has an
osmolality and viscosity appropriate for cells and has the
additional benefit of forming a continuous gradient of
appropriate shape upon centrifugation.

Cells to be separated by this method are suspended in a
dilution of isotonic Percoll and subjected to centrifugation
(protocol in Appendix IV). The optimal Percoll density
must be determined empirically. A reasonable starting
point is to use Percoll diluted to the approximate density of
the cells to be separated. Varying centrifugation times can
also be tested to optimize separation. It is preferable to use
a single cell suspension, although small aggregates usually
do not affect the separation. The cells are maintained
under physiological conditions, allowing normal cell
volume regulatory processes to operate. Therefore, the
cells sediment to the position in the developing density
gradient that is equivalent to the buoyant density of the
cell (isopycnic sedimentation).

One caveat about this method is that the apoptotic
cells must remain in the shrunken state throughout the
period of centrifugation for the procedure to work. For
colon cancer cells dying from treatment with butyrate,
apoptotic cells in the highest density fractions maintain
this density with a half-life of one hour. After this time,
the cells are recovered from progressively lower density
fractions (24,25). Therefore, fractions that have "normal"
density can be variably contaminated with cells which
had previously shrunken. The presence of such apoptotic
cells in the viable cell fraction can be minimized by
discarding all nonadherent cells approximately 1 to 2 h
before fractionation or performing the fractionation twice.
A related caveat is that the time required for centrifugal
fractionation can prove limiting (as in examining early
apoptosis on a minute scale). In this case, the fractionation



can be shortened to 10 to 15 minutes by using preformed
Percoll gradients.

This method has proven highly adaptable for answering
numerous questions relating to cell death mechanisms.
Because these procedures can be performed under sterile,
physiological conditions, the cells can be maintained
in culture after fractionation. Percoll preparations lack
much of the toxicity associated with earlier preparations
of colloidal silica (thought to result from binding to
cell membranes and internalization). However, certain
cell types (monocytes and macrophages) can suffer from
inhibition of normal functions due to internalization
of the silica. For these cell types, step or continuous
gradients of a density media (e.g., Metrizamide) may
be more appropriate, where the step gradient can be
prepared by gentle layering of multiple 5 to 20 mm
steps, starting with a layer that exceeds the density
of the highest anticipated cell density. Even with these
caveats (and associated methodological modifications),
density gradient fractionation is one of the best methods
for either microscale (10 to 10,000 cells) or milligram to
gram harvests for biochemical analysis.

FLOW CYTOMETRIC ANALYSIS OF CELL DEATH

Apoptosis is a rapid process and, in vivo, apoptotic cells
are rapidly engulfed, as mentioned before. Therefore,
at any given time, the percentage of apoptotic cells
within the population may be small. Thus, in assays
of morphology, it may be necessary to score large
numbers of cells to accurately estimate the fraction that
is undergoing apoptosis. Biochemical assays similarly
require a substantial number of cells. Flow cytometric
techniques are very useful in this regard in that large
numbers of individual cells can be assayed rapidly,
allowing apoptosis to be quantitated accurately even in
a minute fraction of the population. The high sensitivity
of flow cytometry is also particularly useful for defining
the onset of apoptosis, for example, in studies designed
to understand the mechanisms that trigger this process.
Flow cytometric assays have been developed to detect
apoptotic cells on the basis of various properties, including
DNA fragmentation, altered membrane permeability,
decreased intracellular pH, decreased cell size, and altered
phospholipid composition of the extracellular membrane.

Detection of Cells with Subdiploid DNA Content

When apoptotic cells are fixed with ethanol and stained
with the DNA binding dye propidium iodide (PI), cellular
DNA content is reduced compared to that of viable cells.
Because PI is fluorescent, this decrease in DNA content
can be assayed by flow cytometry. The reduction in
DNA content in ethanol-fixed, Pi-stained cells depends
on ethanol fixation, which causes cell permeabilization
and allows oligonucleosomal fragments to leak out of the
cell. The Pi-stained apoptotic cells appear as a population
with a subdiploid DNA content, that is, a population with
a DNA content lower than that of viable cells in the Gl
phase of the cell cycle.

Assessment of cells with sub-Gl DNA content is carried
out by using standard methods for flow cytometric analysis

DNA content of EtOH-fixed, Pl-stained cells

Figure 3. Demonstration of the sub-Gl DNA content of apoptotic
cells stained with propidium iodide (PI) after ethanol fixation.
CHO cells were incubated in the absence (left panel) or presence
(right panel) of the apoptosis-inducing agent staurosporine
(800 nM) for 6 hours. DNA content was determined after fixation
with ethanol and staining with PI as described in Appendix V.
Viable cells (left panel) show the typical cell cycle profile for
logarithmic growth. Essentially all cells are in the Gl, S, and
G2 phases of the cell cycle and very few cells have a sub-Gl
DNA content. In contrast, many of the cells exposed to the
apoptosis-inducing agent (right panel) show a sub-Gl DNA
content.

of cell cycle distribution (protocol in Appendix V). Upon
ethanol fixation, most cells can be stored for at least several
days before incubation with PI and RNase. The RNase is
used to destroy endogenous RNA because PI can bind both
DNA and RNA. With this assay, the relative fluorescence
due to PI is proportional to the cellular DNA content.
Viable exponentially growing cell populations exhibit two
characteristic peaks representing Gl and G2 DNA content;
cells that have a DNA content intermediate between these
two peaks are in the S phase (Fig. 3). Apoptotic cells
appear as cells that have sub-Gl DNA content. In some
situations, a clear sub-Gl peak is observed, but in other
cases as shown in Figure 3, this population may be very
heterogeneous in size. It should be recalled that apoptotic
cells frequently fragment. Hence this sub-Gl population
will include these fragments. Accordingly, the method is
not good as a quantitative assay because one viable cell
may yield more than one sub-Gl particle.

An advantage of this assay is that it represents a
simple, rapid means of screening for dying cells. Thus, one
can assay large numbers of samples and large numbers
of cells per sample. A drawback is that this assay detects
all cells that have sub-Gl DNA content. Thus, necrotic
cells cannot be readily distinguished from apoptotic cells
because they may also have reduced DNA content. In
addition, it has been postulated that this method is most
sensitive for detecting cells that die in the Gl phase of
the cell cycle because cells that die in the S or G2 phases
must lose more DNA than cells in Gl to appear in the
sub-Gl population (26). For these reasons, it is advisable
to use this method in conjunction with at least one
additional measure of apoptosis. The sub-Gl population
frequently appears within the same time frame as DNA
fragmentation (16,27); thus, this assay can be used for
rapid initial screening of a variety of times to select an
appropriate window for additional tests.
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Detection of Cells that Contain DNA Strand Breaks

The previous assay that employs propidium iodide is
somewhat nonspecific in that it is based solely on the loss
of DNA from dying cells. A more specific flow cytometric
method, the Terminal dUTP Nick End Labeling (TUNEL)
assay, is based on the presence of fragmented DNA (i.e.,
double-stranded DNA breaks) in apoptotic cells (28,29).

The TUNEL assay is based on the following principles:
The oligonucleosomal DNA fragments in apoptotic cells
contain a 3'-hydroxyl group (and 5'-phosphate) that arise
from the cleavage of the phosphoribosyl backbone of
the DNA helix. These breaks can be detected on the
basis of the ability of the terminal deoxynucleotidyl
transferase (TdT) enzyme to add nucleotides to free
3'-hydroxyl groups in genomic DNA. Thus, in the
TUNEL assay, cells are incubated with this enzyme
along with biotinylated nucleotide triphosphate substrates
(protocol in Appendix VI). Incorporation of the biotinylated
nucleotides at the 37-hydroxyl break sites is detected by
staining with fluorescein isothiocyanate (FITC)-labeled
avidin (note that alternative staining protocols may be
used). The number of apoptotic cells is estimated by
quantitating the number of cells that exhibit increased
fluorescence compared to a viable control cell population.

Advantages of the TUNEL assay are that it is objective
and quantitative. In addition, this assay is more sensitive
than the PI staining assay for sub-Gl DNA content (29).
The increased sensitivity is thought to be due to the fact
that the assay detects DNA breaks that occur early in
apoptosis, before the loss of a large amount of cellular
DNA or the loss of membrane integrity. It should be noted
that apoptotic cells do not show decreased DNA content in
the TUNEL assay because fixation is with formaldehyde
rather than ethanol. Thus, another advantage of this
assay is that the cells can be simultaneously assayed
for cell cycle distribution (by costaining with PI) to assess
the cycle phase of the cells undergoing apoptosis. One of
the drawbacks to this assay is that the ability to detect
apoptotic cells depends on the activity of an exogenously
added enzyme in an in situ reaction. Thus, this assay may
be more prone to technical difficulties than the previously
discussed DNA content or biochemical assays. It has been
reported that strand breaks formed by the immediate
action of topoisomerase inhibitors may lead to increased
staining in the TUNEL assay, even though the cells have
not undergone apoptosis (28). Here, the high sensitivity
of the TUNEL assay and its ability to detect early events
could lead to false positive results. As with many of these
assays, therefore, it is advisable to confirm the results of
the TUNEL assay by using alternative assays.

Detection of Apoptotic Cells based on lntracellular pH and
Membrane Permeability

Many different types of cells that undergo apoptosis
in response to both physiological and pharmacological
insults demonstrate the common property of intracellular
acidification (16,21,27,30,31). This decrease in pH can
be detected by flow cytometry using the pH-sensitive
intracellular dye, carboxy-SNARF-lAM. However, the
change in pH is small, generally on the order of only 0.5

to 0.8 pH units. Therefore, staining with the pH-sensitive
dye alone may not achieve complete separation from the
viable population although it demonstrates a shift in the
apoptotic cell population.

Accelerated uptake of the fluorescent dye, Hoechst
33342 is another property exhibited by many apoptotic
cells (32-35). Therefore, when cells are incubated for short
periods (1 to 5 min) with Hoechst 33342, a population
of apoptotic cells that exhibits increased Hoechst 33342
fluorescence can be identified (35). When cells are
incubated for longer than 5 minutes, Hoechst 33342
uptake becomes maximal; at this time, this flow cytometric
assay can no longer be used to distinguish between
apoptotic and viable cells (35), although these cells can still
be distinguished morphologically, as described above. The
mechanism underlying the enhanced uptake of Hoechst
33342 in apoptotic cells is not well understood, but it may
relate to alterations in membrane permeability or in DNA
conformation (26).

A dual staining method that takes advantage of both
of these properties — changes in intracellular pH and in
the rate of Hoechst dye accumulation — can more clearly
distinguish apoptotic from viable cells in many cases. This
method employs both carboxy-SNARF-lAM and Hoechst
33342. The simultaneous use of the two dyes in two-color
flow cytometry allows generating of dot plots that display
data reflecting pH on one axis and Hoechst 33342 uptake
on the other. Because apoptotic cells differ from viable
cells in both characteristics, they can be distinguished as
a discrete population shifted in both dimensions (Fig. 4).

The development of this assay has been described
in detail elsewhere (35), and the protocol is provided
in Appendix VII. In brief, cells are first incubated with
carboxy-SNARF-lAM for 30 to 60 minutes. This can be
added directly to the cell culture medium for cells growing
in suspension, whereas adherent cells must be harvested
(see Appendix) and placed in suspension. Hoechst 33342
is added to the cell suspension 1 to 10 minutes before flow
cytometric analysis. A flow cytometer with dual argon ion
lasers is required: pH is assessed by excitation of carboxy-
SNARF-IAM at 488 nm, and emission is monitored at 585
and 640 nm. Hoechst fluorescence is assessed by excitation
with ultraviolet lines at 351 and 364 nm and emission is
monitored at 440 nm.

The principle that underlies the use of the pH sensitive
carboxy-SNARF-lAM dye is as follows. When the pH
decreases in cells, the fluorescent emission monitored at
640 nm decreases, and the fluorescent emission at 585 nm
increases. The ratio of these emission values is calculated
because it corrects for variations in dye uptake in different
cells. Hence, cells with a decrease in intracellular pH
exhibit an increase in the 585 nm/640 nm fluorescent
intensity ratio, which appears as a rightward shift in
the graph in Figure 4.

Several points must be mentioned about this assay:
First, cells cannot be subjected to manipulations that
could cause alterations in pH. Thus, until the moment of
data collection on the flow cytometer, the cells must be
maintained in a 37 0C incubator with an appropriate CO2
concentration in the atmosphere (e.g., 5% CO2), using
a culture medium containing sodium bicarbonate and



serum. In addition, because Hoechst 33342 uptake is a
kinetic measure, all samples must be exposed to this
dye for an equal amount of time. It is also important
to note that the rate of accumulation of Hoechst 33342
varies among cell lines (35). Thus, before attempting the
dual staining assay, the kinetics of Hoechst 33342 uptake
should be examined as a single parameter. In sum, this
assay must be carried out with care and with attention
to the specifics of the protocol. It should also be noted
that, to estimate the percentage of apoptotic cells, it is not
necessary to obtain an accurate value for intracellular pH;
in other words, a relative shift manifested by apoptotic
compared to viable cells can be used to discriminate
between the two cell types. However, if accurate values for
intracellular pH are desired for other reasons, a pH curve
must be calibrated for each cell line. This standard curve
is generated by incubating cells in a high potassium buffer
in the presence of 10 uM nigericin at various pH values,
as detailed in Ref. 36.

One advantage of this above assay is that it
simultaneously analyzes two separate properties that have
been associated with apoptosis in numerous cell lines.
Thus, it can provide better resolution between apoptotic
cells than either method alone (35). The ability of carboxy-
SNARF-IAM to resolve apoptotic versus viable cells varies
among cell lines (35), and there is always some overlap of
these populations on the pH axis (Fig. 4). The dual staining
procedure facilitates better discrimination of apoptotic
cells when each individual dye alone provides maximum
resolution (35). Another point concerns the Hoechst 33342
uptake component of the assay: because this is a kinetic

Figure 4. Identification of apoptotic cells
by dual staining for increased Hoechst
33342 uptake and decreased intracellu-
lar pH. ML-I cells were incubated in
the absence (left panel) or presence (right
panel) of 20 n-g/mL etoposide for 30 minutes
and assayed four hours later for the
induction of apoptosis. Intracellular pH
and Hoechst 33342 uptake were assayed
as described in Appendix VII. The data
are displayed as a dot-plot distribu-
tion of Hoechst 33342 fluorescence ver-
sus carboxy-SNARF-1 585/640 nm emission
ratio. The histograms show the separation
observed if the same data is analyzed for
either carboxy-SNARF-1 or Hoechst 33342
alone. Viable cells (left panel) show only a
low level of Hoechst 33342 uptake. Cells
undergoing apoptosis (right panel) exhibit
an increase in Hoechst 33342 uptake so
that they are shifted up. The apoptotic
cells also exhibit a rightward shift in the
carboxy-SNARF-1 585/640 nm fluorescence
ratio, which reflects a decrease in intracel-
lular pH.

assay this method cannot be used to sort apoptotic cells,
although sorting can be carried out on the basis of the pH
by itself.

Detection of Apoptotic Cells based on Changes in Forward
Scattering

As discussed previously, apoptotic cells shrink whereas
necrotic cells swell and undergo membrane lysis. Because
forward light scattering determined by flow cytometry is
proportional to cell volume, a decrease in forward light
scattering is frequently seen in apoptotic cells (26,35,37).
In many cases, however, the forward light scattering
histograms of apoptotic and viable cells overlap and
make it difficult to discriminate apoptotic cells based
solely on this parameter (35). Furthermore, even where
discrimination is possible, changes in forward light
scattering lag behind changes in cell morphology (26).
Finally, not all models of apoptosis change in forward
scattering (37). Thus, decreased forward light scattering
has limited utility as a measure of apoptosis. However,
forward light scattering data are routinely generated in
other flow cytometric assays of apoptosis. Thus, forward
light scattering can be monitored along with additional
markers, as is common when developing novel flow
cytometric assays for assessing of apoptosis.

Detection of Apoptotic Cells based on Annexin V Binding

Recently, it was found that apoptotic cell death is associ-
ated with a loss of the phospholipid asymmetry of the cell
membrane (38) and the appearance of phosphatidylserine

Hoechst 33342 uptake Hoechst 33342 uptake
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on the outer leaflet. Annexin V is a calcium-dependent
phospholipid-binding protein that binds preferentially to
phosphatidylserine. Thus, apoptotic cells can detected on
the basis of increased binding of FITC-conjugated Annexin
V (39). The mechanism that underlies the loss of phospho-
lipid asymmetry in apoptotic cells is not known. However,
it is thought that the increase in phosphatidylserine on
the outer membrane has a physiological function in that
it provides a mechanism for macrophages to recognize
apoptotic cells allowing for rapid clearance of these cells
without lysis. Thus, it is hypothesized that loss of phospho-
lipid asymmetry is important and perhaps characteristic
in apoptotic cell death.

The assay involves incubating cells briefly in a solution
containing FITC-conjugated Annexin V in a buffer that
facilitates its binding (protocol in Appendix VIII). The
concentration of CaCl2 in the buffer can be varied to obtain
optimal binding for individual cell lines. An example of
increased Annexin V binding with increasing exposure
to an apoptosis-inducing agent is shown in Figure 5a.
Importantly, Annexin V binding is an early marker of
apoptosis because it appears in conjunction with the
earliest DNA fragmentation.

The Annexin V binding assay has many of the
advantages of other flow cytometric assays in that it is

simple, rapid, sensitive, and objective. Unfortunately, it
is not specific only for apoptosis in that whenever cell
membrane integrity is disrupted (even with nonionic
detergents), cells may stain with Annexin V (39), probably
because sites on the inner membrane become accessible.
Thus, even though loss of membrane asymmetry is an
early event characteristic of apoptosis, Annexin V alone
cannot distinguish cells dying by apoptosis from those
dying by necrosis.

One means of assessing whether an apoptotic or a
necrotic process is at work is to perform co staining by
using Annexin V along with propidium iodide (Fig. 5b).
This double staining assay, which involves unfixed cells,
allows monitoring changes in phospholipid asymmetry
relative to changes in membrane integrity because, in the
absence of permeabilization, PI cannot enter intact cells
and therefore stains only those that have lost membrane
integrity (in contrast to the ethanol fixed/permeabilized
cells discussed before, where PI can enter all cells).
Upon co-staining of unfixed cells with Annexin V plus PI,
apoptotic cells lose phospholipid asymmetry before losing
membrane integrity, as shown in Figure 5b. In contrast,
necrotic cells, acquire both markers simultaneously. One
cautionary note when considering the Annexin V assay is
that increased Annexin V binding is not observed in all
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Figure 5. Identification of apoptotic cells by increased binding of FITC-conjugated Annexin V.
ML-I human myeloblastic leukemia cells were incubated in the absence (leftmost panel) or
presence of the apoptosis-inducing agent etoposide (20 |ng/mL) for up to 5.5 hours, (a) Apoptotic
cells were detected by increased binding of FITC-conjugated Annexin V. Although only a minority
of untreated ML-I cells bound Annexin V, increasing exposure to the apoptosis-inducing agent
caused an increasing percentage of cells to stain positively for Annexin V binding, (b) Apoptosis
was monitored by both Annexin V binding and loss of membrane integrity. Membrane integrity
was determined by the ability of the (unfixed) cells to take up and be stained by propidium iodide.
Only a portion of the cells with increased Annexin V-FITC fluorescence show loss of membrane
integrity because this occurs subsequently. The percentages in the figure indicate the percentage
of cells in specific quadrants.

Annexin V staining



cells that undergo apoptosis [Zhou and Craig, unpublished
observations and (37)], and in some models increased
Annexin V binding may be a late event compared with
other markers of apoptosis, such as decreased intracellular
pH (37).

CONCLUSION

This overview of various assays for apoptosis makes it
clear that no single method is ideal for every situation.
A comparison of the relative strengths and weakness of
the various methods is presented in Table 1. The use of
more than one method is generally recommended. In this
respect, assessing cell death by apoptosis is similar to
monitoring cell proliferation or differentiation, which are
also most clearly understood by simultaneously using of
several complementary assays. It is hoped that this review
will be useful, especially to those entering this relatively
new field, in deciding which methods are most likely to be
appropriate for individual applications.

APPENDIX I

DETERMINATION OF APOPTOTIC MORPHOLOGY

Stock Dyes.

1 mg/mL acridine orange in phosphate buffered saline
(PBS)

10 mg/mL ethidium bromide in PBS
1 mg/ml Hoechst 33342 in water
25 \iglmL DAPI in PBS

Cell Preparation.

For ease of assay, cells should be at a density approach-
ing 2.5 x 106 cells/mL. For adherent cells, remove
the culture medium (do not discard because apop-
totic cells may be floating in the medium). Incubate
the monolayer with trypsin for approximately 5 min-
utes, dislodge the cells, and combine with the cells
in the medium removed initially.

Acridine Orange/Ethidium Bromide Assay.
1. Make dye mix by adding 100 \xL acridine orange

stock and 10 \\L ethidium bromide stock to 890 |nL
PBS, a concentration of 100 [ig/mL of each dye in the
dye mix.

2. Add 1 \iL of dye mix to 25 uL of cell suspension,
and incubate for 5 minutes at room temperature.
It is important not to leave the cells standing in
the dye for extended periods of time, because the
ethidium bromide may start to penetrate additional
cells.

3. Place 5 to 10 JLLL of this suspension on a clean glass
slide, and cover with a cover slip. Another convenient
method of mounting these cells is to make a tripartite
chamber by taping two glass slides together using
double-sided tape (one strip of tape around all but
one of the long sides of the "sandwich" formed
by the two slides, plus two short strips of tape
across the width of the slide. The latter two strips
divide the slide area into three compartments). This
arrangement, where cells are placed in the chambers
formed by the two slides and the tape, puts less
pressure on the cells.

4. Examine the cellular morphology using UV fluores-
cent microscopy.

5. Count at least 200 cells in several different fields,
and score cells with normal versus apoptotic nuclei
(Category I versus II), as well as cells that have
lost membrane integrity (Category III). Ethidium
bromide is taken up only by cells that have lost
membrane integrity. The nuclei of these cells stain
orange/red.

Hoechst 33342 Staining Assay.
1. Add 1 to 2 uL of the dye stock to 1 mL of

cell suspension containing ~2 x 106 cells/mL (1 to
2 \xg/mL final concentration), and replace in a 37 0C
incubator for 20 to 30 minutes.

2. Place 5 to 10 |iL of this suspension on a clean glass
slide, and cover it with a coverslip.

Table 1. Comparison of Various Assays for Cell Death by Apoptosis

Assay

Morphologic Staining

Biochemical Assays
DNA fragmentation
PARP cleavage
Percoll gradient

Flow Cytometric Assays
EtOH/PI staining
TUNEL
Intracellular pH/

Hoechst uptake
Annexin V

binding/PI staining

Technically
challenging (—1)

—̂  Rapid and
Simple (+1)

+1

0
0

_-̂

+1
- 1
- 1

+1

Qualitative (—1)
-> Quantitative (+1)

+1

- 1
0

+1

0
+1
+1

+1

Subjective (—1)
-> Objective (+1)

- 1

0
+1
+1

+1
+1
+1

+1

Nonspecific (—1)
-» Specific for
Apoptosis (+1)

+1

+1
+1
+1

0
0

+1

+1



3. Examine the cellular morphology using a UV
fluorescent microscope.

4. Score cells as to whether they display normal or
apoptotic nuclei.

DAPI Staining Assay.
1. Harvest cells by centrifugation and resuspend at

approximately 3 x 105 cells/mL in PBS.
2. Add 1 JiL of the dye stock to 25 JiL of cell suspension

(1 jag/mL final concentration), and incubate for 5
minutes.

3. Place 5 to 10 fiL of this suspension on a clean glass
slide, and cover with a cover slip.

4. Examine the cellular morphology using UV fluores-
cent microscopy.

5. Score cells as to whether they display normal or
apoptotic nuclei.

APPENDIX Il

ASSAY OF DNA DIGESTION BY AGAROSE GEL
ELECTROPHORESIS

Stock Solutions.
0.5 M EDTA:

186.1 g Na2EDTA-2H2O
800 mL water
Add about 20 g NaOH pellets.
Stir, bring pH to 8.0, and bring final volume to

IL.
1OX Tris-Borate-EDTA (TBE):

108 g Trizma base (0.89 M Tris-Cl)
800 mL water
55 g boric acid (0.89 M boric acid)
50 mL 0.5 M EDTA (25 mM EDTA)
Bring pH to 8.0, and bring final volume to 1 L.

20% SDS (w/v):
100 g SDS
400 mL water
Stir until dissolved, using gentle heat if neces-

sary.
Bring final volume to 500 mL.

10 mg/mL RNase A (1%):
100 mg RNase A
10 mL of 10 mM Tris/15 mM NaCl, pH 7.5
Make solution in a 15 mL tube.
Place tube in boiling water for 15 minutes to

inactivate DNase activity.
Aliquot 115 JIL/ Eppendorf tube, and store at

-200C.
16 mg/mL proteinase K:

100 mg proteinase K
6.25 mL IX TBE
When dissolved, aliquot into 210 jxL aliquots, and

store a t -20 0C.

Sample buffer:
1.0 mL glycerol (10% final concentration)
0.1 mL 1 M Tris-Cl, pH 8 (10 mM final concentra-

tion)
0.01 g bromophenol blue (0.1% final concentra-

tion)
8.9 mL water

Preparation of GeL
1. A flat agarose gel is prepared by heating 7 g of

agarose until boiling in 350 mL of IX TBE.
2. Allow agarose to cool, and then pour into a large

(20 x 34 cm) horizontal gel support. It is best to have
the flat side of the comb toward the top of the gel.

3. Once the 2% gel solidifies, remove the section of the
gel above the comb by cutting along the top side ol
the comb with a scalpel, and discard this piece, while
keeping the comb in place.

4. Prepare a 0.9% agarose gel by heating 0.5 g o:
agarose in 50 mL of IX TBE and 5 mL of 20% SDS.

5. Allow the agarose to cool to about 45 °C, and then adc
200 juL of proteinase K solution. Swirl the solution
gently, then use it to replace the section of gel tha
was removed from the 2% gel prepared in Step 1
Make sure that the comb is in place when pouring
this part of the gel. Allow the gel to solidify, and thei
remove the comb.

Sample Preparation and Gel Conditions.
1. Centrifuge 1 x 106 cells at 1,000 rpm for 5 minutes

and aspirate the medium. If working with adheren
cells, collect cells by gently scraping culture dishe
with and transferring the medium and cells to
centrifuge tube.

2. Prepare sample loading buffer: two volumes c
sample buffer mixed with one volume of 10 mg/m
RNase A.

3. Resuspend cell pellet in 20 JJL of loading buffer, an
load directly into a well of the agarose gel.

4. Electrophorese in IX TBE for 16 to 18 hours at €
volts or 24 hours at 45 volts.

5. Stain the gel with 2 jxg/mL ethidium bromide i
200 mL IX TBE or water for 1 hour. Remo^
excess ethidium bromide, digested RNA, and SE
by destaining the gel for 48 hours in 2 liters
water. After the first 24 hours, add fresh water. TI
process may be accelerated by changing the wato
more frequently.

APPENDIX III

ASSAY OF PARP CLEAVAGE BY WESTERN BLOTTING

Solutions.

Lysis buffer:
50 mM Tris-HCl, pH 6.8
2% SDS
4 M urea
5% /S-mercaptoethanol



Tris-buffered Saline (TBS):
50 mM Tris-Cl, pH 7.4
150 mM NaCl

Tris-buffered saline containing Tween-20 TBST:
50 mM Tris-Cl, pH 7.4
150 mM NaCl
0.1% (v/v) Tween-20

Gel loading buffer:
50 mM Tris-Cl, pH 6.8
2% SDS
0.1% bromophenol blue
10% glycerol
0.1% /3-mercaptoethanol

Preparation of Lysate.
1. If working with adherent cells, gently scrape the

culture dish to detach the cells, and transfer to a
centrifuge tube. Otherwise go directly to Step 3.

2. Centrifuge cells for 5 minutes at 1,000 rpm, and
aspirate the medium.

3. Resuspend cells at 0.5 to 1.0 x 106 cells/mL in PBS,
and transfer 1 mL to an Eppendorf tube.

4. Centrifuge for 30 seconds at 15,000 rpm, and then
aspirate PBS.

5. Resuspend the cells in 100 \iL of lysis buffer.
6. Sonicate for 10 seconds.
7. At this point the samples can be stored at —20 0C, or

Western blot analysis can be done directly.

Western Blot Procedure.
1. Load 40 L̂L of the lysate prepared above to the

wells of a 6% polyacrylamide/SDS minigel.
2. The proteins can be resolved by electrophoresis.

Using prestained molecular weight markers,
monitor the resolution, and stop electrophoresis
at the point when the 60 kDa marker has reached
the bottom of the gel.

3. Electrotransfer the proteins to a polyvinylidene
fluoride membrane.

*4. Block the membrane for 2 hours at room
temperature using TBST containing 5% nonfat
dry milk Tris-buffered saline containing Tween-20
and milk (TBSTM).

*5. Probe the membrane for 1 hour at room tempera-
ture with a polyclonal antibody (Upstate Biotech-
nology) to PARP diluted in TBSTM.

6. Remove the antibody, and save for future use.
7. To wash, add TBST to the membrane, incubate for

5 minutes, and then discard the TBST.

* The blocking and primary antibody incubation conditions are
specified for using of a PARP polyclonal antibody which can
be purchased from Upstate Biotechnology. However, PARP
antibodies are available commercially from other sources.
Blocking and primary antibody incubation conditions may vary
accordingly.

8. Repeat Step 7 twice more.
9. Incubate the membrane for 30 minutes with

an appropriate horseradish peroxidase-conjugated
secondary antibody diluted in TBST.

10. Discard the secondary antibody/TBST solution.
11. To wash, incubate the membrane with TBS for

5 minutes, and then discard the TBS.
12. Repeat Step 11 twice more.
13. Detect PARP using enhanced chemiluminescence.

APPENDIX IV

PERCOLL GRADIENT FRACTIONATION OF VIABLE AND
APOPTOTIC CELLS

Solutions.

Isoperc:
Percolll |™ (Pharmacia; which has a 86 mL

density of 1.13 g/cc)
1Ox Minimal Essential Medium 10 mL

(MEM; GIBCO)
7.5% NaHCO3 1.5 mL
2 M HEPES, pH 7.4 1 mL
10% Pluronic F68 (Sigma; a mild 1 mL

surfactant)

Protocol.
1. Detach cells from the growth surface if necessary,

and suspend in a tissue culture medium. The
number of cells that can be fractionated on one
10 mL gradient ranges from 1 x 104 to 3 x 107.
Thus, initially cells should be suspended at a two
to four fold higher concentration because they will
be diluted in Step 2 below. Some disaggregation of
cells may be necessary, but small aggregates of cells
will band with single cells of the same density. Note:
Apoptotic cells detach as they shrink.

2. Mix cell suspension with isoperc. Use a ratio
of between 1 part isoperc/1 part cells and 3 parts
isoperc/1 part cells. Optimization of this ratio is
critical for optimal separation of viable cells from
necrotic cells (1.01 to 1.02 g/cc) and from apoptotic
cells (1.08 to 1.10 g/cc).

3. Using 10.5 ml Oak Ridge polycarbonate centrifuge
tubes, filled to 1.0 to 1.5 cm of the top, centrifuge at
~5000 g (8000 rpm in type 50 or 70.1 ultracentrifuge
rotor) in a 36 0C centrifuge. After 60 minutes,
deccelerate using low or no brake to avoid disrupting
the gradient.

4. For later reference, it is useful to measure the
distance of cell-containing layers from the top of
the gradient. This is best accomplished using trans-
or dark-field illumination.

5. One of two methods can be used to harvest the
density fractions:
a. If the object is simply to collect the cells of

the three different densities, one can proceed
as follows: Aspirate the top fractions (contain-
ing necrotic cells and fragments). Using a 100 JiL



pipettor or siliconized Pasteur pipette, collect
the band containing viable cells (this will be
the major band if viable cells are predomi-
nant). Finally, collect and pool the fractions
containing apoptotic cells, which begin below
the viable cell layer. It is not necessary to
collect fractions all the way to the bottom
of the gradient because the density of these
fractions (>l.lg/cc) exceeds that of apoptotic
cells.

b. If the density of the cells is also to be determined,
a 500 jiL pipette, calibrated "to contain a known
volume" (TC; Lang-Levy or Kirk type, VWR
Scientific), can be used. Collect successive 500 JiL
fractions, starting at the very top of the gradient.
Beforehand, tare the dry pipette, then weigh it
filled with 500 jxL distilled water. Finally reweigh
the pipette as each fraction is collected. The
weight of the fraction divided by the weight
of water is the density in g/cc. Density can
also be monitored by using refractive index
measurement or colored beads with defined
densities if TC calibrated pipettes are not
available.

6. For each harvest method, excess Percoll can be
eliminated by diluting the fractions (or pools) two
to four fold with phosphate buffered saline or other
balanced salt solution, and then centrifuging (at
200 g) for 10 minutes. Carefully decant or aspirate
the supernatant, and wash again if complete removal
of serum protein is desirable.

7. Use a small aliquot of each fraction to assay either
cell number or protein content.

APPENDIX V

FLOW CYTOMETRIC DETERMINATION OF DNA
CONTENT USING PROPIDIUM IODIDE

Solutions.
10 mg/mL RNase A Stock:

100 mg RNase A
10 mL of 10 mM Tris/15 mM NaCl, pH 7.5
Make solution in a 15 mL tube.
Place tube in boiling water for 15 minutes to

inactivate DNase activity.
Aliquot 1.15 mL/tube, and store at —200C.

Propidium Iodide Stock:
1 mg/mL propidium iodide in PBS
Store at 4 0C.

DNA staining solution:
1 mL of propidium iodide stock (0.1 mg/mL final

concentration)
1 mL of 10 mg/ml RNase A Stock (1 mg/mL final

concentration)
8 mL of PBS
Prepare immediately before use.

Sample Preparation and Analysis.
1. If working with adherent cells, remove and save

the medium from the tissue culture dish (place in a
centrifuge tube). Add trypsin to the adherent cells,
and dislodge them from dish (after incubation at
37 0C for 5 minutes). Return the saved medium to
the tissue culture dish to stop the trypsin. Transfer
the cells in medium/trypsin to the centrifuge tube.

2. Centrifuge cells for 5 minutes at 1,000 rpm, and then
aspirate the medium.

3. Resuspend cells in 3 mL of cold PBS, and then add
1 mL of cold 95% ethanol. Mix by gentle inversion of
the tubes.

4. Incubate cells at 4 0C overnight to allow all low
molecular weight DNA to exit. At this point the cells
can be stored for several days up to a week at 4 0C.

5. Centrifuge cells as in Step 2.
6. To wash, resuspend in 3 mL of PBS, and centrifuge

as in Step 2.
7. Resuspend cells at 0.5 to 1 x 106 cells/mL in DNA

staining solution.
8. Incubate at 37 0C for 30 minutes, and protect from

light.
9. Place on ice, and analyze by flow cytometry with

excitation at 488 nm, and monitor emission at
585 nm.

APPENDIX Vl

TUNEL OR TERMINAL DEOXYNUCLEOTIDYL
TRANSFERASE (TDT) ASSAY

Solutions.
1% formaldehyde diluted in PBS
Enzyme buffer

\xLof
stock I
500 \xL
final

Final cone. Stock volume
0.1 M Na Cacodylate, pH 7.0 0.5 M 100 jil
0.1 mM dithiothreotol (DTT) 1OmM 5 \J!
0.05 mg/ml BoVine

Serum Albumin (BSA) 1 mg/mL 25 yl
1.0 mM CoCl2 25 mM 20 \J
*5 units TdT/50|iL 25 units/jiL 2 jil
*0.5 nmol biotin-dUTP/50 jdL 1 nmoLVL 5 yl
*add immediately before use.

Cell Staining Buffer (protect avidin-FITC from light)
2.5 mL 4X SSC (where IX SCC consists of 0.15 1

NaCl/0.15 M NaCitrate, pH 7.0)
2.5 jiL Triton-X-100 (0.1% final concentration)
0.125 g nonfat dry milk (5% w/v final concentrs

tion)
Vortex to mix.
In the dark, add 25 JLLL 0.25 mg/mL avidin-FIT

(2.5 \ig/mL final concentration) and mix.



Sample Preparation and Analysis.
1. If working with adherent cells, remove and save

the medium from the tissue culture dish (place in a
centrifuge tube). Add trypsin to the adherent cells,
and dislodge them from dish (after incubation at
37 0C for ~5 minutes). Return the saved medium to
the tissue culture dish to stop the trypsin. Transfer
the cells in medium/trypsin to the centrifuge tube.

2. Centrifuge cells for 5 minutes at 1,000 rpm, and
then aspirate medium.

3. Resuspend cells in cold 1% formaldehyde at
1 x 106 cells/mL. Incubate on ice for 15 minutes
to fix the cells.

4. Centrifuge cells as in Step 2.
5. At this point the cells can be stored in 70% ethanol

at -200C at 1 x 106 cells/mL.
6. If cells are stored, they must be rehydrated before

use by centrifuging cells as in Step 2, aspirating
the 70% ethanol, and resuspending the cells in
PBS. Repeat this wash step one additional time for
a total of two washes with PBS.

7. Some cells, such as CHO cells, require a methanol
permeabilization step by centrifuging cells as in
Step 2. After aspirating the PBS, resuspend the
cells at 1 x 106 cells/mL in methanol. Incubate the
cells for 5 minutes at room temperature. Then add
an equal volume of PBS, and centrifuge as in Step 2.
Repeat the rehydration procedure (Step 6) before
proceeding to Step 8.

8. Transfer 500 JiL of cell suspension to an Eppendorf
tube, centrifuge for 30 seconds at 15,000 rpm, and
then aspirate PBS.

9. Resuspend pellet in 50 JiL enzyme buffer.
10. Incubate at 37 0C for 30 minutes.
11. Wash cells twice with 100 JLIL PBS.
12. Resuspend pellet in 100 JIL staining buffer.
13. Incubate 30 minutes at room temperature.
14. Rinse cells once with 100 jiL 0.1% Triton-X-100 (in

PBS).
15. If simultaneous monitoring of cell cycle distribution

is desired, resuspend in 50 \iL propidium iodide
stock solution (see previous section), and incubate
for 30 minutes at 37 0C in the dark.

16. Flow cytometric analysis is carried out with
fluorescent excitation at 488 nm, and fluorescent
emission is monitored at 530 nm for FITC and
585nm for propidium iodide.

APPENDIXVU

TWO-COLOR FLOW CYTOMETRIC ANALYSIS OF
INTRACELLULAR PH AND HOECHST 33342 UPTAKE

Solutions.

Carboxy-SNARF-IAM:
50 jig carboxy-SNARF-lAM (Molecular Probes)
50 nL DMSO

Protect from direct light and use immediately
after preparation.

Hoechst 33342 stock:
1 mg/mL in PBS
Store at 4 0C and protect from direct light.

Nigericin stock:
10 mg/mL in ethanol
Store at 4 0C.

K-buffer:
17.3 mM 4-(2-hydroxyethyl)-l-piperazine-ethane-

sulfonic acid (HEPES)
17.3 mM 2-(iV-morpholino)-ethanesulfonic acid

(MES)
30 mM NaCl
115 mM KCl
1 mM MgCl2

0.ImMCaCl2

Prepare 250 mL of K-buffer at pH 6.5 and 250 mL at pH
8. These two stock buffers can be mixed at different
ratios to produce a range of pH standards between
6.5 and 8.0.

Sample Preparation and Analysis.
1. If working with adherent cells, gently scrape the

culture dish to detach the cells and transfer
to a centrifuge tube. We have avoided the use
of trypsin to reduce the possibility that ion
channels are proteolytically cleaved which could
alter intracellular pH. An alternative mechanism
for detaching cells is to transfer the medium to a
centrifuge tube and then add 5 mM EDTA pH 8.0 to
the plates to dislodge the cells. Then add the EDTA
cell suspension to the centrifuge tube containing
medium.

2. Centrifuge cells for 5 minutes at 1,000 rpm,
and aspirate medium. Resuspend the cells in
fresh medium, centrifuge again for 5 minutes at
1,000 rpm, and aspirate the medium.

3. Resuspend cells at 0.5 to 1.0 x 106 cells/mL in
tissue culture medium, and transfer 1 mL to a vial
appropriate for flow cytometry.

4. Add 1 \iL of the carboxy-SNARF-lAM stock solution
to the vial and incubate cells for 1 hour at 37 0C.

5. One to 10 minutes before analysis on a flow cytome-
ter with capacity for two different excitation wave-
lengths (i.e., FACStar Plus, Becton Dickson), add
1 jxL Hoechst 33342 stock to a final concentration
of 1 jxg/mL.

6. Flow cytometry is carried out with excitation
of carboxy-SNARF-1 at 488 nm, and emission is
monitored at 585 and 640 nm. Hoechst fluorescence
is assessed by excitation with the ultraviolet lines
at 351 and 364 nm, and emission is monitored
at 440 nm. The protocol can be stopped here
if the goal is to assess viable versus apoptotic
cells.



If it is additionally desired that intracellular pH be
calculated, a standard curve must be generated as
follows:

7. Transfer 0.5 to 1.0 x 106 cells to each of five
Eppendorf tubes.

8. Centrifuge the tubes for 30 seconds at 15,000 rpm
and aspirate the supernatant medium.

9. Resuspend the cells in 1 mL of K buffer titrated to
various pH values between 6.5 and 7.8.

10. Add 1 uL of Nigericin (Final concentration of
10 ug/mL) to each vial.

11. Incubate cells for 10 minutes at 37 0C.
12. Analyze for carboxy-SNARF-lAM emission as in

Step 6.
13. Plot intracellular pH versus the fluorescent ratio of

585/640 nm to produce a standard curve.

Flow Cytometry Data Analysis. All analysis of flow
cytometry data can be done using Cell Quest software
(Becton Dickinson).

APPENDIX VNI

FLOW CYTOMETRIC DETERMINATION OF ANNEXIN V
BINDING

Solutions.
Annexin V binding buffer:

10 mM HEPES, pH 7.4 (pH with NaOH)
140 mM NaCl
2.5 mM CaCl2

Filter using a 0.2 um pore filter.
Annexin V-FITC (can be purchased from many

commercial sources, including Beckman-Coulter,
Immunotech Division; the recombinant human
protein is produced in E. coli)

Sample Preparation and Analysis.
1. If working with adherent cells, remove and save

the medium from the tissue culture dish (place in a
centrifuge tube). Dislodge the adherent cells using
5 mM EDTA, pH 8.0. Return the saved medium to
the tissue culture dish. Transfer the cells in the
medium/EDTA to the centrifuge tube, and wash
to remove the EDTA (because chelation of calcium
could interfere with Annexin V binding.) Trypsin
can be used, but with great caution, to minimize
exposure of the cells to this proteolytic enzyme.

2. Centrifuge cells for 5 minutes at 1,000 rpm, and then
aspirate medium.

3. Resuspend cells at 2 to 5 x 105 cells/mL in PBS.
Transfer 180 |iL to an Eppendorf tube, centrifuge for
30 seconds at 15,000 rpm, then aspirate PBS.

4. Resuspend cells in 180 uL of Annexin V binding
buffer.

5. In the dark, add 10 uL of Annexin V-FITC. For
simultaneous monitoring of loss of membrane
integrity, also add 20 \\L of a solution of 20 ug/mL

propidium iodide (in PBS). Mix gently and incubate
for 10 minutes at room temperature.

6. Centrifuge cells for 30 seconds at 15,000 rpm,
aspirate buffer, and resuspend in 1 mL of PBS.

7. Centrifuge cells for 30 seconds at 15,000 rpm,
aspirate PBS, and resuspend in 0.5 to 1 mL of
binding buffer.

8. Flow cytometric analysis is carried out with
fluorescent excitation at 488 nm and monitoring
fluorescent emission at 530 nm for FITC and 585 nm
for propidium iodide.
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INTRODUCTION AND PERSPECTIVE

The awe and excitement that cell biologists and biotech-
nologists experience as they probe the inner secrets of cells
with the diverse types of microscopy available today are
akin to that felt by mankind seeing dramatic images from
distant planets and stars from astronomical telescopes
and space exploration.

Microscopy opens vistas not possible with the naked
eye and allowed early pioneers like Antoine Leuwenhook,
Robert Hooke, and the early giants in cell biology to
discover that living organisms are composed of cells thus
creating the field of cell biology.

For almost 400 years, microscopes have revealed the
microcosm of the cellular world. The revealing of this
"inner universe" from the 16th century until today has
impacted on virtually all facets of humanity as it probes
the essence of life itself. Those of us working in cell biology,
biotechnology, and developmental biology have the good
fortune of sharing and experiencing the incredible wonder
past microscopists, like Hooke, Abbe, Zeiss, Zernicke,
Nomarski and the many others who developed and used
the new advances of their eras, must have felt.

The spectrum of types of light microscopy and electron
microscopy that have become available through the genius
and creative efforts of the myriad of scientists since
Zacharias Jansen made the first two-lens light microscope
in 1595 in Holland is astonishing. The renaissance and
revolution in light microscopy we are now experiencing has
and continues to generate new technologies and new ways
of seeing, measuring structures, and characterizing events
in living cells. Images now attainable would have been
considered science fiction, even 10-20 years ago. So as
we enter the new millennium, we can visualize structures
in cells with light microscopy and allied methods that
were deemed impossible 50-60 years ago when electron
microscopes were being brought to bear to resolve the
fine structure of cells. The frontiers have been pushed to
where we can now see structures like single microtubules,
centrioles, pinocytotic vesicles, live organelles; localize
gene sequences; observe biochemical processes in situ in
living cells, see dynamic changes in ions like calcium; and
map intracellular pH, to cite a few. Microscopy continues
to be a problem-solving tool that is yielding significant
benefits in biomedical research, particularly in cell biology.
These benefits are being reaped because rapid advances
during the past decade have occurred with spectacular
advances in optical systems and components, the inclusion
of lasers and scanning devices in optical systems, the
marriage between microscopes and electronic imaging
devices and detectors, the utilization of computers and
image processing, as well as the continual introduction
of new fluorescent dye molecules to characterize and
highlight cellular components and processes.

In view of the enormity of the field of microscopy,
past and present, the many excellent research papers,
reviews, and books, as well as informative web sites
available, it would be presumptuous to do justice to the
topic in as short an article as this. Thus the aim is
to provide a selective perspective, including a cursory
coverage of the historic aspects, an overview of some
basic information on microscopy in general, and to follow
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INTRODUCTION AND PERSPECTIVE

The awe and excitement that cell biologists and biotech-
nologists experience as they probe the inner secrets of cells
with the diverse types of microscopy available today are
akin to that felt by mankind seeing dramatic images from
distant planets and stars from astronomical telescopes
and space exploration.

Microscopy opens vistas not possible with the naked
eye and allowed early pioneers like Antoine Leuwenhook,
Robert Hooke, and the early giants in cell biology to
discover that living organisms are composed of cells thus
creating the field of cell biology.

For almost 400 years, microscopes have revealed the
microcosm of the cellular world. The revealing of this
"inner universe" from the 16th century until today has
impacted on virtually all facets of humanity as it probes
the essence of life itself. Those of us working in cell biology,
biotechnology, and developmental biology have the good
fortune of sharing and experiencing the incredible wonder
past microscopists, like Hooke, Abbe, Zeiss, Zernicke,
Nomarski and the many others who developed and used
the new advances of their eras, must have felt.

The spectrum of types of light microscopy and electron
microscopy that have become available through the genius
and creative efforts of the myriad of scientists since
Zacharias Jansen made the first two-lens light microscope
in 1595 in Holland is astonishing. The renaissance and
revolution in light microscopy we are now experiencing has
and continues to generate new technologies and new ways
of seeing, measuring structures, and characterizing events
in living cells. Images now attainable would have been
considered science fiction, even 10-20 years ago. So as
we enter the new millennium, we can visualize structures
in cells with light microscopy and allied methods that
were deemed impossible 50-60 years ago when electron
microscopes were being brought to bear to resolve the
fine structure of cells. The frontiers have been pushed to
where we can now see structures like single microtubules,
centrioles, pinocytotic vesicles, live organelles; localize
gene sequences; observe biochemical processes in situ in
living cells, see dynamic changes in ions like calcium; and
map intracellular pH, to cite a few. Microscopy continues
to be a problem-solving tool that is yielding significant
benefits in biomedical research, particularly in cell biology.
These benefits are being reaped because rapid advances
during the past decade have occurred with spectacular
advances in optical systems and components, the inclusion
of lasers and scanning devices in optical systems, the
marriage between microscopes and electronic imaging
devices and detectors, the utilization of computers and
image processing, as well as the continual introduction
of new fluorescent dye molecules to characterize and
highlight cellular components and processes.

In view of the enormity of the field of microscopy,
past and present, the many excellent research papers,
reviews, and books, as well as informative web sites
available, it would be presumptuous to do justice to the
topic in as short an article as this. Thus the aim is
to provide a selective perspective, including a cursory
coverage of the historic aspects, an overview of some
basic information on microscopy in general, and to follow
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this with highlights of the range of light microscopes
from bright-field microscopy to the newest multiphoton
microscopy, scanning probe and scanning near-field optic
microscopes, electronic imaging and image processing;
laser tweezers, and electron microscopy, including TEM,
SEM, and freeze-fracture.

DEVELOPMENTS AND MILESTONES IN MICROSCOPY

The following highlights some of the milestones in
microscopy beginning with invention of a two-lens
microscope by Jansen in 1595. The term microscope was
coined by Giovani Faber in 1625. Subsequently, cells
were observed by Robert Hooke in the mid 1660s, and
Malpighi visualized blood capillaries. The Dutch draper
Leeuwenhoek built many single lens microscopes in the
late 1660s and 1670s with which he observed protozoa,
bacteria, sperm, and other cells. The eighteenth century
yielded advances in mechanical design of compound
microscopes and notably the improvement of lenses
particularly by the British scientist Lister in 1829
who developed achromatic lenses by using flint glass.
Nicol prisms important for polarizing microscopy were
introduced in 1829 by Fox-Talbot as was the first use
of reflecting microscopy in the 1820s. A watershed in
the improvement of microscopy, key to the advances in
cell biology from the 1850s to the turn of the century,
was the contributions of Abbe in the 1870s-1880s in
providing an understanding of image formation and
the importance of the collection angle of light received
by the objective. The concept of numerical aperture
and its relationship to resolution is expressed by the
Abbe formula: d = A/NA where NA = n sin a. n is the
refractive index of the medium between the object and
the objective, and a is one-half of the collection angle
of the objective. Abbe with Zeiss was instrumental in
bringing about major improvements in objectives, so by the
1880s objectives of the highest NA (1.4) were reached and
structures 0.2 juM apart could be resolved. Subsequently,
there has been a plethora of advances in corrected
objectives to this day with computer designed optics. A
key advance in the efficient use of microscopes was the
consideration of uniform illumination and alignment of
the optical components. In 1894 Kohler (1) introduced an
illumination alignment system still central to microscopy
today, namely, Kohler illumination. For in-depth coverage
of resolution, optical pathways, and alignment procedures,
the reader is referred to Inoue and Spring (2), Keller (3),
Lacey (4), Spencer (5), and Bradbury (6), as well as the
various web sites noted at the end of this review.

During the twentieth century there was a blossoming of
various types of microscopy including a variety of contrast-
ing approaches (dark-field, phase-contrast, interference-
contrast, asymmetrical-illumination, etc.), the applica-
tion of polarizing microscopy, and the introduction of
fluorescence microscopy. More recent advances in light
microscopy include confocal and multiphoton microscopy,
the use of video and image processing, and allied meth-
ods. The 1980s saw the introduction of scanning tunneling
microscopy (STM) and atomic force microscopy (AFM), as
well as scanning near-field optical microscopy (SNOM).

The past few decades are also marked with the imaging of
cells using acoustic microscopy, Doppler- shift microscopy,
X-ray microscopy, NMR, and others.

The first electron microscope (EM) was built in Ger-
many by Ruska in 1931 (7-10) and rested on the prior
findings of de Broglie in 1924, who showed that electrons
travel in waves, and those of Busch in 1926 who showed
they could be focused with electromagnetic lenses. With
the short wavelength attainable in an EM, particularly
at higher electron gun accelerating voltages, resolutions
of 1-2 A (10~10 m) are possible. Advances in the design
and construction of EMs coupled with the advancement
of improved fixation, initially due to osmium tetroxide
and subsequently glutaraldehyde, made possible the high
resolution of cell ultrastructure and descriptions of cell
organelles. The 1950s to 1980s are replete with EM
studies that characterized hundreds of cell types. Scan-
ning EM(Il) made possible three-dimensional viewing
of cells, as well as cell interior components when appro-
priately prepared. The use of ultracryofreezing methods
combined with carbon/platinum replica freeze-fracture
methods made it possible to visualize the molecular archi-
tecture of membranes, cell junctions, and macromolecu-
lar arrays such as F-actin filaments and microtubules.
Analytical methods have also been incorporated into
EMs making possible molecular characterizations using
X-ray microanalysis, energy loss spectroscopy, or elec-
tron spectroscopic imaging, and other approaches. The
combination of immunogold-labeling techniques and the
resolving power of EM has impacted significantly on the
characterization of cell components, receptor sites, etc.
In the 1990s the emphasis has shifted back to light
microscopy, in particular with confocal and multipho-
ton microscopy and the emerging areas of atomic force
and scanning near-field optic microscopy. The ability to
visualize structures and processes in live cells with flu-
orescent probes and to utilize digital imaging methods
has supplanted electron microscopy in many areas of cell
biology. For additional information and perspectives on
new developments in microscopy, the reader is referred to
Refs. 12-19, Ref. 20(VoI. 3), and the various microscopy
web sites.

LIGHT MICROSCOPY

Basic Concepts, Microscope Components and Principles

A superb up-to-date reference source that is comprehen-
sive in coverage of fundamental principles and practical
aspects of basic microscopy, as well as specialized types,
is by Inoue and Spring (2). This is an invaluable resource
in any cell biology lab that uses microscopes. Definitions
of the terminology used in microscopy are available in the
Royal Microscopical Society Dictionary (21).

The essential components of a light microscope are as
follows:

Illumination Source. A light source which usually is
built-in and includes a collector lens, a diaphragm, and
has focusing and centering capabilities. The specific type of
light source will vary depending on the type of microscope



and application. Light sources could be tungsten filament
lamps (usually 12 V), quartz-halogen lamps (often 12 V
100 watts), high-pressure arc lamps HBO 100 or 50
mercury or XBO 75 Xenon that are operated with a DC
power supply, or various high-intensity laser light sources
depending upon which wavelengths are needed. Some
setups may have more than one light source fitted for
multiple applications.

In most microscopes, the light is introduced directly
into the optical path via a collector lens, but increasingly
fiber optic light guides are being used to bring the
light path to the condenser or other optical components.
Where a single fiber optic fiber is being used, improved
images are attained if the light field is made uniformly
homogeneous with minimal loss of luminance by using
a "light scrambler" (2,22). A field diaphragm in the
illumination pathway is essential for setting up Kohler
illumination and centering the condenser.

Condenser. Between the field diaphragm and the
condenser lens is a condenser iris diaphragm, and
depending upon the specific type of specialized microscopy,
there may be other additional components, for example,
a polarizing filter in polarizing microscopy, Differential
Interference microscopy (DIC), and Hoffman modulation-
contrast microscopy, a beam splitter in Nomarski DIC,
a center stop in dark-field microscopy, a phase annulus
in phase-contrast microscopy, and an off axis aperture in
oblique or anaxial illumination, or an excitation filter in
fluorescence microscopy.

The quality and numerical aperture of the condenser
is important to the overall image quality and resolution.
Resolution of the microscope is

where d is the smallest distance between two resolvable
points. The best condensers are achromatic-aplanatic
condensers. However, Abbe condensers are also common.
For condensers with NAs greater than 0.9, optimal
results are attained if immersion oil is put between
the front lens of the condenser and the specimen. The
condenser must also be properly focused as there is a focal
length, and the light must be focused at the specimen
which will fill the back lens of the objective with even
illumination when the iris diaphragm is properly adjusted.
High-quality condensers should be free of chromatic and
other aberrations. The lens elements should have high
transmission properties to minimize light loss.

Stage. Next is the specimen which is held on a
stage. Most microscopes have mechanical stages for
precise positioning, and more sophisticated systems have
X-Y computer-controlled positioning stages. Polarizing
microscopes usually have circular stages for specimen
orientation. Optical factors important in the specimen
itself include the glass slide, coverslip, and mounting
medium. Slides are usually glass, but in some special
applications may be quartz. An especially important factor
is coverslip thickness. The thickness of #0 coverslips is
0.1-0.13 mm, #1 is 0.13-0.17 mm, #1.5 is 0.15-1.20 mm,

#2 is 0.17-0.25 mm, and #3 is 0.25-0.5 mm. Although
some objectives have correction collars to adjust for
different coverslip thicknesses, most objectives have a
fixed correction factor for a 0.17 mm thickness. Usually,
#1.5 coverslips should be used for optimal image quality.
The refractive index of the medium that contains the
cells and the medium between the coverslip and objective
lens also are important factors because reducing the
refraction of light as it passes from media of differing
refractive indexes reduces light loss and background noise
due to random scattering. Because the refractive index
of glass is 1.52, the use of immersion oil in place of air
between the slide and immersion objective lens allows
for higher NAs and higher resolution and image quality.
In fluorescence microscopy, the use of media without or
minimal fluorescence is essential.

Objective Lens. Detailed knowledge of the characteris-
tics, type, and quality of the objective lens is one of the
most important aspects in microscopy. Having lenses free
of aberrations, with high light-gathering and transmis-
sion characteristics and the highest numerical aperture
possible are pivotal in attaining high-quality images.
Furthermore in various specialized types of microscopy,
additional components (e.g., phase plate in phase-contrast
microscopy) are positioned in the back focal plane of finite
tube length objectives. For in-depth coverage of objec-
tives, refer to Refs. 2,3, and 23. The following only skims
the highlights and presents some of the terminology.
Unfortunately, markings on objectives may vary among
manufacturers.

Until recently, the vast majority of microscopes were
fixed tube length of 160 or 170 mm (mechanical tube length
from objective nosepiece opening to eyepiece opening). In
such finite systems, the objective projects a real image
in the microscope. The lens focuses convergent light in
the interlens space. Most manufacturers have switched
over to infinity-corrected optics (2,3,23). Infinity objectives,
marked oo, are designed to project an image to infinity
so that essetially there is parallel light between the
objective and eyepiece. The advantage is that one or more
optical components such as is needed in polarizing, phase,
DIC, or fluorescence microscopy can be inserted without
changing the functional tube length. One, two, three or
more components can be introduced without affecting
microscope performance. So multimode microscopy is
easier to design without deleterious effects on image
quality. But because the light rays are parallel to make
the light convergent and project an image to the eyepiece,
a second lens, or so-called tube lens, is needed between
the objective and the eyepiece. Finite systems do not have
a tube lens. Objectives cannot be interchanged between
infinity and finite systems.

Beyond these two fundamental types there are other
features important to know for proper selection and use
of objectives. Most standard objectives are achromats
(sometimes marked Achromat) with chromatic aberration
correction for two colors (red and blue) and spherical
correction in green. Apochromats are corrected for three
spectral colors (blue, green, red). Plan indicates correction
for a flat field. Fluorite objectives, often marked FL,



fluor, Neofluar, etc., use fluorite glass and are ideal for
fluorescence microscopy. Fluorite achromates have better
spherical correction than conventional achromates. Etched
on the objective could well also be the magnification,
coverslip correction (usually 1.7), and numerical aperture
(1.4 is highest presently attainable). In terms of final
image magnification, a ballpark practical magnification
limit should be around 500-1000 times the objective NA,
preferably 750 or less. Objectives may also have coverslip
thickness correction collars or diaphragms (useful in
fluorescence microscopy to adjust image intensity). Some
objects are high dry and are to be used in air, and
others are designed to have an immersion fluid between
the objective and specimen. The immersion medium is
most frequently oil (marked oil, oel) but glycerine (gly),
water (w), and other immersion objectives are also used.
Individual manufacturers often additionally identify these
with color-coded rings etched around the objective (see
Tables 2 -3 in Ref. 2). As the magnification of objectives
increases, the working distance (distance between the
objective and specimen when at the focal point) decreases
as does the depth of focus. Objectives labeled LD are
designed to provide longer working distances (useful
for microinjection, manipulation, etc.). For polarizing
microscopy, objectives must be strain-free and are often
marked POL.

As will be dealt with later in the context of the
specialized microscopy types, additional components can
be incorporated either in the back focal plane of the
objective or between the objective and ocular (depending
on the type of system). Examples of such elements
are Nicol or Wollaston prisms for Nomarski DIC,
analyzer (polarizing filter) and compensator for polarizing
microscopy and others, phase plate for phase-contrast
microscopy, attenuation filter in single sideband edge-
enhancement microscopy, barrier or emission filter in
fluorescence microscopy, modulator plate in Hoffman
modulation microscopy, etc.

Before moving on to the eyepiece or ocular, it is
important to stress that using the highest NA objectives
possible is essential for critical excellent microscopic
imaging. The light-gathering capability, brightness, and
resolving power are dramatically improved in higher
NA objectives. The micrographs in Figure 1 illustrate
that the detail resolved in the diatom test slide is
much better with NA 1.4 versus 0.65. This becomes
especially important when light intensity is limited
(e.g., in polarizing microscopy, certain fluorescence). In
addition to the importance of NA in image resolution
and spatial frequency, according to Abbe (see Ref. 2),
contrast transfer function (CTF) and modulation transfer
function (MTF) are also affected. One can determine

Figure 1. These Nomarski differential interference micrographs of a diatom illustrate the
improved resolution with increasing objective NA (a) 40 x NA 0.65; (b) 40 x 1.0 NA; and
(c) 63 x 1.4 NA; (d) this black and white image of a pseudocolored image of (c) reveals the fine
structural detail resolvable.



a specific optical transfer function (OTF) or MTF
for any objective under a specific condition of use.
The MTF specifies the performance system to image
spatial detail. For three-dimensional image reconstruction
and deconvolution routines used in image processing
(particularly in fluorescence and confocal applications),
the determination of the axial intensity distribution above
and below the objective's focal point, expressed as a point-
spread function, is needed. The axial intensity distribution
of a point source above and below focus generates a
three-dimensional diffraction pattern. One can calculate a
point-spread function from a stack of serial optical sections
of a point source (circular aperture or fluorescent bead).
Suffice it to say that the quality of the objectives is at the
heart and soul of the microscope's performance.

Eyepieces and Imaging. The eyepiece projects and
magnifies the image formed by the objective lens. The
power and diameter of field of view, as well as information
on correction of aberrations and special features, are often
indicated. CF indicates chromatic aberration free, W or
similar markings indicate wide field, C or K indicates
compensation, etched glasses are for high focal point, p or
pi is for plan, and KpI indicates a compensating flat field.

Conventionally observations are made by eye. How-
ever, increasingly, images are obtained by using a variety
of video cameras, detectors, and photomultipliers with
linkage to computer-based image processing and dis-
play systems. These will be covered in a subsequent
section. Particularly useful are test slides to assess the
overall imaging quality and spatial and axial resolu-
tion of the overall microscope system. Convenient test
slides include diatoms with their precise repeat spatial
patterns (e.g., Amphipleura pellucida — 9.24 JIM; Pleu-
rosigma angulatum — 0.62 \iM), butterfly scales, specially
prepared pattern slides [e.g., Richardson slide (24), MBL-
NNF slide (2)].

The preceding are the components that comprise a
basic light microscope, including the possible variations in
optical components and brief reference to concepts and
practical aspects. Microscopes can be of the standard
upright configuration or can be inverted with the light
source in the upper vertical position, as one finds in
inverted microscopes often used for examining cells in
culture flasks or chambers.

Survey of the Variety of Light Microscopes and Cell Biology
Usage

Visualization of structures in cells and tissues requires
magnification because cells range from about 10-50 \iM
in diameter and are not resolvable by the naked eye.
Along with magnification, which is achieved by the two
magnifying systems (objective and eyepiece) working in
tandem, structure can be discerned only by the pres-
ence of contrast within cells. The human eye cannot
detect phase differences but can discriminate contrast
differences in the range of 2-20% (18). Contrast can be
achieved in various ways involving absorption, refrac-
tion, diffraction, reflection, light scattering, birefringence,
and fluorescence. Central is the interaction between
matter and light. In instances where this interaction

results in phase changes, visualization is achieved only
if these can be converted to contrast differences. Most
living cells lack sufficient inherent contrast, so that
bright-field microscopy reveals little without the use of
stains to reduce the amplitude of certain wavelengths
and render contrast differences preferentially. A number
of different strategies have been developed to gener-
ate contrast thereby revealing structures in unstained
or live cells and tissues (2,18,20,25-28). The following
covers the highlights and uses of the array of light
microscope types available for cell technology. A vari-
ety of useful contributions can be found in the Royal
Microscopical Society Handbook Series (27) and Cell
Methods Handbooks [28, also Ref. 20(VoI. 3)]. A partic-
ularly good web site that covers various types of micro-
scopes is the Molecular Expressions-Microscopy Primer
(http://micro.magnet.fsu.edu/primer/webresources.html).

Bright-Field Microscopy. The fundamental components
of the bright-field microscope are as indicated earlier.
Live cells and tissues are poorly viewed with a bright
field because only opaque or naturally occurring pigment
granules absorb or refract sufficient light to generate
discernible contrast. Although there are a few classical
vital dyes (e.g., Janus Green B, Evan's Blue) that reveal
selected facets of live cells, the primary use of bright-
field microscopy is on fixed cells stained with dyes that
bind selectively to cell structures. Figure 2a shows a
typical paraffin section stained for bright-field observation.
There is a wide array of selective and semiselective dyes
available for cytological, histological, and histochemical
uses (20(VoI. 3),29). The limitation is that fixed cells are
usually used, and the problem of fixation artifacts must be
considered.

Contrast visible to the eye in bright-field microscopy
is due almost exclusively to the selective absorption
of light. Because of differential binding affinities to
stains, certain cell components become distinguishable.
The classic example is hematoxylin and eosin staining
(Fig. 2a) which highlights nuclei in shades of blue, and the
cytoplasm pink, depending on the protocol used.

Dark-Field Microscopy. This is one of the oldest and
least costly forms of microscopy that renders contrast to
living or unstained cells (30-32). It reveals cells (partic-
ularly edges and boundaries) in bright contrast against a
dark background (Fig. 2b). During the past 20 years, this
form of microscopy has received renewed interest because
it provides high-contrast viewing of very fine structures
below the resolution limit of the microscope (2,3). One can
view bacteria, cilia, flagella, single cytoskeletal elements,
like F-actin and microtubules, and isolated particles and
cell components.

Dark-field microscopes (DF) have special condensers
with a center stop which blocks out all of the central
rays that create a cone of light. The ray diagrams in
Figure 3 show dark-field microscopy compared to bright-
field. Without a specimen in place and the condenser
and objective properly focused, all of the undeviated
light of this cone misses the objective. Once a specimen
is introduced into the light path, some of this light



is diffracted or refracted (deviated light) and enters
the objective. So, only light scattered by the cellular
components is seen, and the specimen appears as a
bright extremely high-contrast structure against a black
background. Dry DF condensers are usually used with
objectives of NA <0.75. High NA objectives used for DF
need a diaphragm to exclude undeviated light, some of
which enters the objective. Not only is DF useful for
looking at intact cells but has had renewed impact in
visualizing exceedingly small structures. It is valuable in
studies of cytoskeletal dynamics in vitro and cytoskeletal-
based transport. In addition to these applications, DF
is also very useful in autoradiography because the
silver grains are highlighted as bright spots on a
dark background making visualization and quantification
clearer.

Phase-Contrast Microscopy. The absorptive light scat-
tering differences between the variety of components in
cells (due to refractive index and thickness differences)
generate phase shifts. However, these are not detectable by
the human eye or detectors. The interaction between light
waves not deviated by cell components and deviated light is
insufficient to generate amplitude differences large enough
to give contrast. The invention of the phase-contrast
microscope by Zernicke in 1935 (33) achieved the goal of
producing a sufficient phase shift between undeviated light
and specimen-deviated light, so that better interference
occurred between the two wave fronts thereby provid-
ing sufficient amplitude change to give visible enhanced
contrast. The interference between the two wave fronts
provides a resultant brightness change (2,3,20,25-28,33).
Now structures not visible in bright-field microscopy are

Figure 2. These micrographs provide examples of a bright-field and a dark-field on phase-contrast
images, (a) an H and E stained epidymus section; (b) a live marine algal chain viewed in a dark
field; (c) a live human buccal cell viewed with phase contrast; the two panels of (d) show the phase
ring and annulus misaligned and aligned; (e) a phase view of live multicellular tissue (goldfish
ovary) where nuclei and nucleoli are seen.



Figure 3. These ray diagrams contrast a bright-field microscope
(left) with simple center-stop dark-field and dark-field condenser
microscopes. A hollow cone of light is created by either the center
stop or a dark-field condenser that has a central reflecting surface.
This cone of undiffracted or zero-order light (solid line) bypasses
the objective, and only the deviated refracted light (dashed line)
enters the objective.

easily seen. This provides an easy to use, cost-effective way
of viewing live cells in culture and determining general
cell features, nuclear shape, size, cell movements, etc.
Figure 2c and 2e show phase-contrast images of both sin-
gle cells and multicelluar tissue. The impact of phase
contrast on cell biology was considered so important that
Zernicke was awarded the Nobel prize in 1953.

A phase microscope has a special condenser with a
series of phase annuli (each matched for its respective
objective) (Fig. 4). The phase annulus allows a hollow cone
of light (undiffracted zero-order illumination) to enter the
objective and fall on a coincident donut-shaped region
of a phase plate that is located in the back focal plane
of the objective. This circular ring region of the phase
plate (often coated by a dielectric) absorbs or attenuates
70-80% of the light and introduces a phase shift of one-
quarter of a wavelength. Light scattered and altered by

cellular components is deviated and passes through the
other transparent regions of the phase plate (Fig. 4). The
net result is that the introduction of the phase shift allows
sufficient interference between the altered and unaltered
light to generate visible amplitude differences, that is,
contrast (can be negative or positive contrast). This reveals
finer cellular detail (Fig. 2c, 2e). However, an annoying
feature is the presence of halos surrounding contrasted
structures because some of the diffracted light also passes
through the ring area of the phase plate adding to the
directly transmitted light. A second limitation is that one
cannot do optical sectioning, so out-of-focus details limit
the level of detail discernible.

Phase contrast works best on thinner objects (<5 fxM
thick), and proper images are obtained only if the correct
phase annulus is used for each objective phase plate and
if the annulus and ring in the phase plate are precisely
aligned. This can be easily done with microscopes having
a flip-in Bertrand lens (so the back focal plane of the
objective can be seen) or by removing an eyepiece and
using a phase-contrast telescope lens (Fig. 2d).

The invention of an aperture-scanning phase-contrast
system by Ellis in 1988 (described in Ref. 2) uses a small
circular fiber optic fiber that scans in a circle at the front
focal plane of the condenser. This is conjugate with a
phase plate in the back focal plane of the objective where
there is a small dot that introduces the 1/4 k shift instead
of the usual ring. The result is improved imaging with
less interference of out-of-focus image planes and no high-
contrast halos. For detailed coverage of phase-contrast
optics, the reader is referred to Ross (34,35), Bennett
et al. (36), Inoue and Spring (2), Keller (3), and Sanderson
(in Ref. 20(VoI. 3)).

Oblique, Anaxial, or Asymmetrical-Illumination Micro-
scopy. The use of oblique or even lateral illumination to
yield contrast differences in unstained cells characterizes
various modes of microscopy, as well as specially
constructed microscope types.

Oblique or Anaxial (Asymmetrical) Illumination. This
is achievable with a bright-field microscope set up for
Kohler illumination and then by various means passing
only the unaltered (undeviated, zero-order light) through
one off-center region of the condenser and objective.
Diffracted light passes through other areas of the objective.
Oblique illumination can be produced by moving the
lamp filament extremely to one side (37), by a variety
of asymmetrical stops in front of the condenser or over
the field diaphragm (38,39), or simply by offsetting the
condenser diaphragm to one side (3) as Abbe did in
the 1800s. Asymmetrical illumination due to uneven
condenser illumination produces a contrasted differential
image that usually has a shadow-cast appearance. This is
caused by the components in the cells diffracting the light
and creating other orders of diffraction which enhance
interference and improve contrast.

Hoffman Modulation-Contrast Microscopy. This type of
microscope developed by Hoffman (40) allows more precise
control and refined imaging which is particularly useful
for single cells. Shaded images with a three-dimensional
appearance, high contrast, optical sectioning, and control

Figure 4. The essential components of the phase-contrast
microscope. The condenser annulus produces the cone of
undiffracted light that passes through the matched-phase ring
or phase plate located at the back focal plane of the objective. The
dashed lines represent the diffracted light.
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of contrast result. The essential optical components are (1)
a polarizer over the light source (2), a slit aperture
with a rectangular polarizer covering about half of it
in the condenser and a special amplitude plate called a
modulator in the back focal plane of the objective (Fig. 5).
The modulator is a trizonal plate with three different
transmission regions (3%, 15%, 100%). The condenser
slit/pol aperture must be aligned with the modulator. The
clear slit is over the 15% zone, and the polarized half of the
slit is over the 100% zone. The net result of this off axis
illumination is that the small phase-gradient differences
within the sample yield deviated or altered light that is
converted to intensity variations giving the shadowing and
optical sectioning effect.

Single Sideband Edge-Enhancement Microscopy. This
related form of asymmetrical-illumination micrscopy was
developed by Ellis (41) and utilizes a half mask (stop)
in the condenser and a carrier attenuation filter in the
back aperture of the objective. This attenuation or spatial
filter is sandwiched between two polarizing filters (see
Refs. 2,41, for details). The images obtained are much
like differential interference-contrast images and are
extremely rich in fine spatial detail. This is an ideal type of
microscopy for viewing thin objects and where high spatial
detail is required.

Multiple Oblique-Illumination 3-D Microscope. Three-
dimensional images of cells, tissue slices, and live

specimens can be produced by using a 3-D microscope
that utilizes multiple (4) oblique fiber optic light polarized
sources reflected by a pyramidal mirror. The microscope (3-
D edge microscope, Edge Science Institute, Santa Monica)
utilizes a field and relay lens to image the objective
aperture on top of the optical path where it is split and
channeled to the two eyepieces that provide a 3-D stereo
image. See Greenberg and Boyde (42) for a general review
of the optics and applications of this novel use of oblique
illumination.

Polarizing Microscopy. Polarizing microscopy is a pow-
erful qualitative and quantitative tool for examining;
cells and cell components that have structures with high
degrees of molecular order. Structures such as filaments,
microtubules, crystal arrays, extracellular matrix fibers,
DNA, certain lipids, etc., can be viewed with sufficient
contrast generated by polarization microscopy. Ordered
structures appear as highly birefringent structures when
ideally oriented. Anisotropy, the property of matter which
has different values when measured in different directions;
in the same material, is the basis of polarizing microscopy.
Polarizing microscopy has a long history dating from the
first polarization microscope built by Smith in 1851 (43).
Much of our current use of the polarization microscope in
cell biology is heavily influenced by the extensive work of
Inoue (2,44) and significant new developments introduced!
by Oldenbourg and Mei in 1995 (45).

A polarization microscope is basically an ordinary
bright-field microscope equipped with a polarizer beneath
the condenser and a second polarizing filter called the
analyzer above the objective (2,46). Figure 6 shows ai
schematic of the components of a polarizing microscope.
When light is propagated as a wave, it vibrates in two
vectors at right angles to each other. When this passes
through a Nicol prism (introduced by Nicol in 1860) or
an anistropic structure such as a calcite crystal, the two
beams (often called the e and o rays) are split. The polarizer
preferentially passes light vibrating in a single plane, so
that when the analyzer is crossed, little light is transmit-
ted to the eyepiece. Only the alteration of polarized light
by ordered structures in the cells placed in the optical path
will generate birefringence (see Fig. 8f). The optics should
be strain-free, and usually a rotating stage is used for
specimen orientation. For analytical work, a compensator
is often used between the polarizer and analyzer. This
allows one to measure the degree of birefringence. When
the polarizer and analyzer are crossed, one has extinction.
Extinction is a measure of the amount of stray light that
is prevented from passing when the filters are crossed. To
visualize anisotropic structures in cells and tissues, a high
level of extinction is essential. Because the amount of light
resulting from birefringent structures (e.g., microtubule
arrays, mitotic spindles, DNA, etc.) is small, one needs
to use bright light sources to overcome the significant
amount lost by extinction. High NA objectives are used,
so that maximum light capture is possible. Unfortunately
conventional high NA objectives often reduce extinction.
This can be corrected by using rectified optics (2).

With a polarizing microscope, anisotropic structures
(e.g., microtubules, etc.) with their ordered molecular

Figure 5. A simplified summary of the Hoffman modula-
tion-contrast microscope (HMCM). Located in the front focal plane
of the condenser is an opaque plate that contains an asymmetri-
cally located rectangular slit half of which is covered by a polarizer
strip. The back focal plane of the objective has a modulator plate
with three zones of transmission. The condenser slit is aligned
with the 100% and 15% areas. Diffracted light (dashed lines)
passes through the rest of the modulator.

Modulator

Objective

Specimen

Condenser

Opaque

Clear Slit
Polarized Slit

Polarizer



Figure 6. In the center is the sequence of components that
comprise a basic polarizing microscope. On the left are optional
elements (Bertrand lens, compensator frequently present). On the
right are the additional components incorporated by Oldenbourg
and Mei in their new Pol-Scope. A key component is the electrically
controllable variable retarders (A and B). See text for details.

architecture appear as bright birefringent objects if
extinction is high enough to yield a dark background.
Birefringence occurs when the refractive index in one
axis of the object is different in the orthagonal axis. This
birefringence is measured as retardation (birefringence x
thickness) and expressed in nM. Values less than 5 nM
are hard to measure. However, this has recently been
reduced to 0.02 nM by the introduction of a new innovative
approach (45). The Pol-Scope is a traditional polarizing
microscope augmented by electro-optical devices and
imaging algorithms to complete specimen birefringences.
In a conventional Pol scope, only those anistropic
structures in a certain orientation are displayed in a
single image. The new Pol-Scope uses a precision universal
compensator made of two electrically controllable liquid
crystal retardation plates (B X/2 0°; A A/4 45°) that
overcome the orientation problem. One can measure
dynamically and non-destructively in live cells or isolated
cell components with a high degree of sensitivity
(as low as 0.02 nM) with excellent spatial resolution
(0.2 nM). Recently (1997) Shinya Inoue (47) in conjunction
with Hamamatsu and Olympus has added a new
centrifuge polarizing microscope to the family of polarizing
microscopes. This adds to the possibilities by allowing
visualization of live cells and their organelles under
centrifugation with high fidelity and resolution.

Interference-Contrast Microscopy. Like phase-contrast,
interference-contrast microscopy exploits interference dif-
ferences initially generated by local phase differences in
the specimen and converts these to intensity differences.
Perhaps the most widely used type of microscopy today to
visualize live cells is the differential-interference micro-
scope of which there is the Smith and Nomarski types (see
Refs. 3,20(VoI. 3)). Surprisingly, interference microscopy
was first introduced in 1893 by Sinks (see Ref. 48). How-
ever it was not until after the widespread use of phase-
contrast microscopy that interference microscopes were
designed and manufactured for general use. As reviewed
in Inoue and Spring (2), there are essentially three types
of interference microscopes (1) the Mach-Zehnder which
involves two microscopes for separate reference and mod-
ified light paths; (2) beam-shearing types where the split
beams are displaced laterally as in the Jamin-Lebedeff,
Smith, and Nomarski types; and (3) the Mirau type where
the reference beam is focused to a level differently from the
specimen plane. The Jamin-Lebedeff interference micro-
scope initially designed by Piller and built by Zeiss in the
1960s allowed quantitative analysis of live cells making
it possible to measure cell volumes, mass of cell com-
ponents, etc., based on calculations using optical path
difference measurements. Such instruments are no longer
available. The most widely used modern interference
microscopes are the differential-interference microscopes
(DIC) (2,18,26,48) developed by Nomarski in 1955 (48-50)
and Smith in 1956 (48). In these, the beam splitter at the
front focal plane of the condenser is a Wollaston prism
that splits the polarized light into two paths displaced
laterally relative to each other with shear. These two
paths then pass through the specimen and are altered
differentially depending on the refractive indexes of the
cell components each encounters. At the back focal plane
of the objective is another Wollaston prism (which can
be adjusted in the Nomarski system) that recombines
the two light paths. An analyzer crossed with respect to
the polarizer (below the condenser) is next in the optical
path. When the two beams are brought together, they
interfere (Fig. 7). The phase shifts in each result from
refractive index differences and thickness gradients in the
cells being viewed. This exploitation of local phase differ-
ences results in a shadow-cast effect which reveals very
fine cell detail and allows optical sectioning because of
the very shallow depth of field. Figure 8c-8d shows DIC
views of live cells. For comparison Figure 8 a provides a
HMCM image and Figure 8b provides a phase-contrast
image. Organelles and other cell structures appear in
relief with variable contrast. For general viewing of cells
in culture, this is widely used as the preferred method.
However, it cannot be used with plastic culture dishes or
plastic coverslips because these are anisotropic materials
and affect the polarized light necessary in DIC. A recent
improvement in DIC has been introduced by Holzwarth
et al. (51) which is called polarization-modulated DIC
(PM-DIC). This involves using a liquid crystal mod-
ulator that can switch the polarization from X to Y
rapidly, coupled with a frame grabber and an imaging
processing system. The result is a significant improve-
ment in contrast, and with incorporation of background
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Figure 7. An example of one of the types of interference-contrast
microscopes shown here is the Nomarski differential interfer-
ence-contrast system (DIC). Plane-polarized light is split by
Wollaston prisms into two paths separated by shear. These are
indicated by the dashed and dotted lines. The final recombination
of the two paths is via the second Wollaston prism. The interac-
tion produces a differential-interference image with shading and
high contrast.

subtraction, one can resolve very fine spatial details of
high contrast.

Reflection-Contrast Microscopy. Reflection-contrast mi-
croscopy (RCM; also sometimes called reflection-inter-
ference microscopy, RIM) can be used to study live cells,
as well as fixed cells. In its simplest form, it involves
passing light (usually polarized via an epi-illumination
system with a dichroic mirror down through the objective,
and reflected light from the specimen passes through the
objective, the dichroic mirror, a polarizer at 90° to the
first, and to the eyepiece (52). This was first used by
Curtis (53) to investigate cell adhesion and improved by
Ploem by placing a quarter X coating on the front of the
objective. Improvements in image quality result if special
antiflex objectives are used (54). Izzard and Lochner (55)
successfully used RCM (also called interference RCM or
IRCM) to look at fibroblast cell substrate adhesion and

interactions. Opas and Kalnins (56) also examined cell
substrate local adhesion. In RCM, light waves reflected at
the sample surface interfere with those reflected from the
substrate. The result is an image that highlights contact
and adhesion sites in high contrast. Besides visualizing
cell-substrate adhesion sites, RCM is very useful for
visualizing nonradioactive in situ hybridizations where
peroxidase or silver/gold labels are used (57).

Reflection microscopy has also involved using a scan-
ning mode via a spinning Nipkow disk containing 24,000
small holes that produces and detects many points of light.
These were first developed independently by Minsky and
by Petran in the 1960s (58-62). They are called tandem-
scanning reflecting microscopes and are also used for
examining cell-substrate adhesion, as well as cytoskeletal
structures. The tandem-scanning reflecting-light micro-
scope developed by Petran was the first use of a confo-
cal microscope approach. For more in-depth information
on reflection contrast microscopes, see Verschueren (52);
Egger and Petran (58), Curtis (53), Opas and Kalnins (56),
Izzard and Lochner (55), Ploem et al. (57), and Bereiter-
Hann and Vesely (in Ref. 20(VoL 3)).

Fluorescence Microscopy. The phenomenon of fluores-
cence was first discovered in 1833 by Sir David Brewster
and named fluorescence by Stokes in 1852. In fluores-
cence, molecules in specimens absorb light radiation and
per Stoke's Law emit light of a higher wavelength. The
excitation light of specific wavelengths excites fiuorophore
molecules such that outershell electrons move to higher
orbits. Within 10"7 seconds, these drop to lower orbits and
lose the energy via emission of light at a higher X. For
a general description, see Refs. 3,20(VoL 3),63. A major
impetus to use fluorescence in cell biology comes from the
immunofluorescence studies of Coons in the 1940s who
localized antigens in cells using antibodies conjugated to
fluorescent dyes like fluorescein isothiocyanate (FITC).
With the tremendous development of immunofluorescent
approaches, the fluorescence microscope became a routine
instrument in many cell biology and biotechnology labs
during the past 40-50 years. Initially, instruments were
transmitted fluorescence microscopes. However, these are
rarely used today and have been supplanted by epifluores-
cence microscopes. A schematic of a standard epifluores-
cence microscope is presented in Figure 9.

The essential components of an epifluorescence micro-
scope are a lamp that emits the appropriate range of
wavelengths, a filter to select the excitation wavelength,
a dichroic mirror to direct that wavelength through the
objective to the specimen which will then emit light to be
captured by the objective and passed through the dichroic
mirror, a barrier or emission filter that blocks wavelengths
below the emission X, and finally imaging by the oculars.
Basic information is available from a variety of texts [2,3,20
(Vol. 3),63,64], as well as a number of web sites, particu-
larly the Molecular Dynamics and Molecular Probes sites.

Various types of lamps are usable in fluorescence,
depending upon the intensity and the spectral range
needed. Tungsten halogen lamps produce a continuous
white light and emit from about 350-100OnM but of
relatively low intensity particularly in the 350-400 nM
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range. Such lamps are usable for FITC and a number
of newer fluorochromes excitable in the visible spectrum.
With the advent of low-light and more sensitive CCD
cameras, lower intensity is less of a problem. More
widely used lamps are xenon arc lamps (e.g., XBO 75)
which have high-intensity output over a fairly continuous
spectrum from 250-1000 nM. These are preferred where
fluorescence ratioing is needed and multiple Xs are needed
for different probes. Mercury arc lamps (HB050 and 100)
are also widely used. They have high intensity but a
more varied spectrum with distinct peaks of intensity at
certain wavelengths (e.g., 366, 405, 436, 546, 578). Lasers
are being increasingly implemented as excitation sources,
each with their specific wavelength(s) rather than a broad
spectral array. A heat filter is between the collector lens of
the lamp housing and the optical path. Initially, excitation
filters used were relatively broad (the UG, BG filter) but
now most systems have excitation filters with a reasonably
narrowly defined transmission window (this varies among

manufacturers but, for, example a 450-490 nM range
is common for fluorescein). The fluorescence microscope
has an epifluorescence condenser. In some systems, the
excitation filters may be located in a computer-controllable
filter wheel, and in others the excitation filter along with
the dichroic mirror and emission filter is located as a
unit (filter cube) in the epifluorescence condenser (Fig. 9).
The dichroic mirror will reflect the excitation X into the
objective but will transmit only the higher X of the emitted
light, and the higher X will pass through to the eyepiece.
Ideally, the emission filter would be a narrow band-pass
filter and would transmit only the X characteristic of
the fluorochrome used. There is a tremendous range of
filter combinations available (see the Omega Optical and
Molecular Probes web sites, www.sover.net/~omega and
www.probes.com). The inset graph in Figure 9 shows a
"generic" example of a narrow band-pass filter set. The
terminology can be confusing. Dichroic mirrors may also
be called chromatic beam splitters.

Figure 8. (a-c) HMCM, phase-contrast, and DIC views of a combined preparation of blood and a
buccal cell. Note the graded shading in the DIC (c) and HMCM (a) images, and no halos, as are
prevalent in phase image (b). (d) The optical sectioning ability of DIC of a praying mantis ovary.
The oocyte's large nuclei and prominent nucleoli are delineated, (e) A DIC view of HeLa cells.
(f) A live insect ovariole (of Rhodnius proxlixus) as seen in polarizing microscopy. The brilliant
birefringent structures are the intercellular bridges or trophic cords that are packed with aligned
microtubules.



Figure 9. A schematic of a typical epifluorescence microscope
with a lamp (usually HBO or XBO) that produces a spectrum of
X s. The X of choice (depending on the stain used) is selected by
the excitation filter (ExF). The selected excitation X is reflected to
the specimen by the dichroic mirror (dashed line). Fluorescence
(higher X) enters the objective lens and passes through the mirror
with a final selection of the appropriate emission X by the emission
filter (EmF) or barrier filter. The generalized graph shows the
spectral pattern for narrow band-pass Ex and Em filters and the
dichroic mirror.

Because the image and its contrast come from emission
of light from the specimen it is important that high NA,
high transmission objectives are used, so that a sufficiently
bright image results. As covered later, the use of low-light
video cameras has opened up new vistas for fluorescence
microscopy on live cells without the inherent problems of
UV damage from the excitation beam or photobleaching
because the intensity of the excitation illumination can
be reduced with a neutral density filter or other means
(13,14,16,20(VoI. 3)).

The application of fluorescence microscopy is excep-
tionally far-reaching. Although there are relatively few
endogenous fluorochromes (when present they often pose
problems such as autofluorescence), there is an enor-
mous array of fluorescent dyes now available for many
applications relevant to cell technology. In-depth coverage
of these is beyond the scope of this review, but there is a
large and growing literature [3,20(VoL 3),63-68].

The following highlights only a few of the applications
of the fluorescence microscope.

A number of fluorescent dyes that selectively stain cell
organelles (Fig. 10) [20(VoI. 3),68] are available. Mitochon-
dria can be visualized in live cells with cell-permeant dyes
like Rhodamine 123, Rhodamine 6G, DiOCe, nonylacri-
dine orange, JC-I (Fig. 10a,b), and a range of MitoTracker
dyes (Fig. 1Oc) (see Refs. 69-71, and the Molecular Probes
web site www.probes.com). Endoplasmic reticulum can be

Figure 10. These black and white images of the original color fluorescence images show selectively
stained organelles in live cells, (a) The mitochondria-specific dye JC-I highlights mitochondria
in drug (dexrozoxane)-treated CHO cells, (b) In rat fetal cardiac myocytes. (c) Long slender
mitochondria in dexrozoxane-treated CHO cells stained with MitoTracker Green FM. (d) A similar
cell stained with the endoplasmic-reticulum-specific stain, ER-Tracker Blue-White DPX. The ER
stains as a lacey network seen here in the thinnest peripheral area of a spread cell (E. Huebner
and B. Hasinofif, unpublished data, 1999).
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visualized (72,73) with labeled conA, DiOC6, ER-Tracker
Blue-White DPX (Fig. 1Od); Golgi (74) with labeled C5

and Ce ceramide; DNA in nuclei with DAPI, Hoechst
(Fig. l id) or propidium iodide and so on. Fluorescent
probes are used for tracking endocytotic uptake, cell to
cell coupling, lysosome and lipid inclusions, and cytoskele-
tal elements, to name a few (75). There are also probes
to quickly determine live and dead cells in culture and to
measure levels of various ions, intracellular pH, and bio-
chemical reactions (75-78). Fluorescently labeled probes
are also used in in situ hybridization methods com-
monly known as FISH (fluorescence in situ hybridization).
Immunofluorescence approaches to visualize cell struc-
tures, receptor sites, biosynthetic products, etc. is a major
area of application [12-16,20(VoI. B),68]. Immunofluores-
cence has provided a powerful means for visualizing the
cytoskeletal organization of cells. Figure 10 provides some

examples of fluorescence microscopy of the microtubule
and F-actin cytoskeleton using IF methods and a specific
F-actin probe.

The introduction of new fluorescent probes and stains
almost daily has resulted in an explosion of possible
ways to study almost all facets of cell morphology and
molecular functions of cells with fluorescence microscopy.
Improved contrast and brightness is attained with newer
dyes that are replacing the classical fluorochromes FITC
(Fig. l la ) and tetrarhodamine isothiocyanate (RITC).
Some of these are Texas Red, the Cy dyes (Fig. lib),
Bodipy, and most recently the Alexa dyes. Table 1 provides
some examples of fluorophores. Some dyes require
microinjection (e.g., the calcium-sensing cell, Fura 2) or
some alternative physical cell loading method to introduce
them into the cytosol. Increasingly dye-permeant forms
(e.g., Fura 2 AM) have been produced. Although there

Figure 11. These black and white images of the original color fluorescence images illustrate
immunofluorescence and other specific probes, (a) Dexrozoxane-treated CHO cells greatly enlarge
in size. Their dramatic microtubule arrays are stained for acetylated tubulin using a fluorescein-
labeled secondary antibody, (b and inset) Immunofluorescence of two stages of spermatogenic
cells of the insect Rhodnius. The inset shows gamma tubulin labeling of the centrioles, and the
main figure shows the tubulin of the spindles. The secondary antibody was labeled with Cy3
(E. Byard and E. Huebner, unpublished data, 1999). (c) The F-actin-stained ring canals of the
Drosophila nurse-cell-oocyte cysts of the ovary. The F-actin-specific probe phalloidin is labeled
with rhodamine. (d) DNA staining of the large polyploid nurse cell and smaller follicle cell nuclei in
a Drosophila ovariole cyst. The DNA-specific stain is Hoechst 33342. (e) The rhodamine-phalloidin
staining of F-actin in the stress fibers of an enlarged flattened dexrozoxane-treated CHO cell.



are a number of sources of fluorescent dyes, Molecular
Probes has become one of the major suppliers of new
probes and continues to introduce an impressive array of
new dyes.

Wild-type green fluorescent protein (GFP) was origi-
nally isolated in the 1960s from jellyfish Aequoria victoria
and cloned in the early 1990s. It absorbs at 395 (brighter)
and 475 nM and emits at 508 nM. Chalfie showed that
GFP can be linked as a reporter to other genes. This
provided the catalyst for methods now routinely used
to study gene expression in live cells using GFP fluo-
rescence (79-83). Mutant forms of GFP generally called
chameleons provide an array of GFPs as endogenous
probes that monitor a variety of changes in pH and
other factors (80). pH-sensitive GFP mutants called pHlu-
orins are used to investigate endocytosis, for example (84).
Recently, another family of fluorescent proteins, the phy-
ofluors, which are much brighter than GFP, has been
introduced (85). Fluorescent reagents can be introduced
into cells in bound or caged forms and with appropriate
wavelength irradiation are released and participate in
reactions generating fluorescent molecules, thereby allow-
ing one to study dynamic reactions at appropriate times
[20(VoI. 3),86]. Suffice it to say, this is a rapidly advanc-
ing field.

A significant drawback in visualizing fluorescently
labeled cells with conventional epifluorescence microscopy
is the inability to visualize single focal planes. The fluores-
cence emanating from above and below focus plane levels
contributes to the overall image, obscuring fine structural
resolution. Image processing can improve visualization,
but the introduction of laser scanning confocal microscopy
dramatically improved and facilitated fluorescence optical
sectioning (see Shotton in Ref. 20(VoI. 3)).

Confocal Microscopy. This form of microscopy is
part of the scanning microscopy family. In particular,
confocal fluorescence microscopy has become popular as it
overcomes the problem of out-of-focus plane fluorescence
in fluorescence microscopy. Confocal has its origin in
the 1950s and 1960s with its invention by Minsky in
1957 (58-62). Independently, Petran and co-workers in

1968 developed a Nipkow spinning-disc field-scanning or
confocal microscope [2,20(VoI. 3),87-91].

A specimen can be scanned with the illumination beam
by either stage scanning or the more widely used beam-
scanning systems. Of these there are basically two common
types, the disk-scanning confocals that use a spinning
Nipkow or a modified Nipkow disk. In the Petran type
the symmetrically placed pinholes alternatively provide
the illumination pinhole and the imaging pinhole which
are confocal. For current approaches in aperture scanning
confocals, see Refs. 28(VoL 3),91-93. A newer modification
developed by Kino in 1995 (2) uses a beam splitter
that makes it possible for each pinhole to act both in
illumination and imaging. The incorporation of a second
disk with microlenses has further extended the use of the
spinning-disk confocal microscope as a significant increase
in image brightness was developed (94; also see 2,95).
The laser-scanning confocal became the most prevalent
confocal in the 1980s and 1990s. Figure 12a provides
a simplified schematic of a laser-scanning confocal
fluorescence microscope. Basically, a focused laser beam is
scanned in raster fashion across the specimen. The laser
light is directed through the objective via a dichromatic
beam splitter, and fluorescence emission light passes
through the beam splitter to a pinhole aperture that is
confocal with the point source. Because there is fluorescent
excitation along the excitation beam path, there is some
out-of-focus fluorescence. So the pinhole aperture before
the detector is necessary to collect only fluorescence
from the in-focus plane. The illumination-focused spot
in the sample and the detector pinhole are confocal with
each other. The aperture ensures that only light from
the confocal plane hits the detector. The net result is;
that out-of-focus plane fluorescence is minimized, optical
sectioning can be done, and by collecting a Z axis series of
images, 3-D reconstruction can be done. The advantages
of removing obscuring glare, looking at thicker specimens!
without cutting sections, and the high degree of resolution
has had a major impact in the cell biology literature.,
There are many excellent reference sources on all facets
of confocal microscopy [2,3,20(VoI. 3),87,89,96-100] and!
also a number of valuable web sites (see end of article).,

aTrademarks of Molecular Probes Inc.
6Cy3 is trademark of Amersham Intl.

Table 1. Examples of Fluorophores

Fluorophore

DAPI
Hoechst 33342
FITC
Texas Reda

Cy36

Bodipy FLa

Alexa 488a

GFP wild-type
Lucifer Yellow

MitoTracker"
Green FM

Excitation
wavelength

358
357
495
595
565
503
495

396/475
428

490

Emission
wavelength

361
461
520
615
590
513
519

508/503
534

517

Uses

DNA stain
DNA stain
Label
Label
Label
Label
Label
Expression marker
Cell tracer, uptake,

gap junctions
Mitochondria stain



Figure 12. (a) A simplified schematic of a fluorescence laser-
scanning confocal microscope. For simplicity, the excitation and
emission filters routinely present in a fluorescence scope have
been omitted (see Fig. 9 for their normal location). Also omitted
is the scanning component. The excitation laser light (solid line)
stimulates fluorescence in the sample. The fluorescence from
the out-of-focus planes (dotted line) does not reach the detector
(photomultiplier — PMT) because of the imaging aperture. Only
the fluorescence from the confocal plane (dashed line) is deleted.
(b) A simplified view of two-photon fluorescence in the specimen
where two-femtosecond infrared laser pulses (depicted as two
sequential arrows) simultaneously stimulate fluorophores at the
focal point. Fluorescence occurs only in the small volume at the
focal point (*pointing to solid dot). The stippled area shows,
for comparison, the area where fluorophores are stimulated to
fluoresce in conventional fluorescence and confocal-fluorescence
microscopy.

Figure 13 provides two examples of confocal images of
an insect ovariole (Rhodnius). In normal fluorescence,
detailed resolution is difficult (e.g., Fig. 13c) due to the
fluorescence from multiple levels, but in confocal, as seen
in an aqueorin-injected nurse-cell chamber (a) and in an
immunofluorescence preparation of a plasma membrane
calcium ATPase (PMCA) in the follicle (b), clear focus is
acheived.

The significant development and impact of confocal
has been aided by the refinement of scanning devices,
detectors, varieties of lasers, and the improvements in
computers necessary to handle the mass of data essential
to 3-D imaging (14,16; Shotton in Ref. 20(VoI. 3)).

An alternative approach to laser scanning confocals
is the so-called digital confocals. These involve using
deconvolution algorithms with a stack of serial optical
sections obtained with a fluorescence microscope (see
Shaw in Ref. 20(VoL 3); also see Refs. 101-105). Each
focal plane is sharpened by eliminating the blur from
above and below the focal planes via such algorithms.
Excellent optics, calculation of the point-spread functions,
high-quality video cameras, and precise Z axis controllers
are needed.

Particularly with single cells which are often fairly
thin, the potential to resolve fine subcellular detail is
now possible with conventional fluorescence microscopy in
conjunction with video and image processing, confocal
microscopy disk or laser scanning types, or computer
deconvolution-based imaging.

Two-Photon and Multiphoton Microscopy. Despite all
of the positive features of laser confocal fluorescence
microscopy, there are some drawbacks (beyond the
cost factor). The intense focused laser beam can cause

Figure 13. Examples of confocal single focal plane views of ovarioles of the insect Rhodnius.
(a) Fluorescence in the nurse chamber and extending intercellular channels (trophic cords) of
an ovariole that was injected with fluorescein-labeled aqueorin (Ca2+ sensitive photon-emitting
protein) (E. Huebner, C. Bjornsson and A. Miller, unpublished data, 1999). (b) and (c) Micrographs
of occytes with surrounding follicular epithelium that has been labeled via immunofluorescence for
a plasma membrane calcium ATPase. The confocal image (b) shows that the label is localized in the
outer follicle cell surface and (c) a similar preparation with conventional fluorescence microscopy
where the out-of-focus plane fluorescence makes definitive localization difficult (Bjornsson and
Huebner, unpublished data).
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significant photobleaching, and the laser irradiation can
cause phototoxicity-generating free radicals and possible
cell damage. Fluorescence eminates from all fluorchromes
in the excitation pathway, including out-of-focus planes.
This puts significant limitations on examining live cells.
Two-photon microscopy was invented by Denk, Stickler,
and Webb in 1989 (106,107). The suggestion of a two-
photon microscope was first proposed in 1978 by Sheppard
and Kompfner (108). The principle underlying two-photon
and multiphoton absorption is based on the theoretical
predictions of Maria Goeppert-Meier in 1931 and used in
the field of spectroscopy. Imaging is similar to confocal
microscopy except that photobleaching and damage are
reduced. The excitation energy is concentrated temporarily
and spatially, so that the saturation average power is
small. For example, for Rhodamine B this would be 5 mW
for a 100-fs pulse of 100 MHz (107). Excitation occurs
only at the focal point, so that a pinhole aperture in the
imaging path is not necessary because there is no out-of-
focus plane fluorescence to remove. Figure 12b compares
the area of fluorescence in two-photon versus conventional
confocal fluorescence. Any damage to the sample that
might occur is also restricted to the focal volume itself.

In two-photon microscopy, infrared wavelength high-
energy ultrashort (femtasecond) pulsed lasers are used.
These can be Ti: sapphire mode-locked lasers pumped by
high-power argon ion gas lasers or diode-pumped 532-nM
lasers. The excitation of a fluorescent dye molecule by
one photon stimulates it to a partially excited short-lived
virtual state from which it can be raised to its excited state
if a second or more photons hit virtually simultaneously.
Subsequently, thermal decay of the molecule yields
fluorescence. The net result is that two or more photons
of long wavelength create the same excitement normally
achieved by short wavelength stimulation (in confocal), as
long as they arrive almost simultaneously [for details, see
Refs. 28(VoI. 3),107,109-113]. Thus, unlike confocal and
basic fluorescence microscopy, the excitation wavelength
is greater than the emission wavelength. The red
wavelengths penetrate deeper than UV so that the imaging
range is extended, viability is improved, and there is no
out-of-focus photo damage. Unlike confocal microscopy,
the range of fluorescent probes that can be visualized
is extended and excitation wavelength is not a problem
because the excitation spectrum is much wider (113). The
impact of two- and multiphoton microscopy is only now
being felt with exciting work looking at intracellular
pH, Ca2+ enzymes like glucose 6-phosphatase, ratio
measuring of NAD and NADH, serotonin solutions, GFP,
mitochondria, etc., in live cells (83,107,110-112,114,115,
and web sites).

A major drawback to photon microscopy is the high
cost of the femtosecond lasers and a potential problem of
focal heating due to the absorption of infrared light. As
manufacturers develop new instruments with improved
technology and lower costs, multiphoton microscopy will
become more accessible to biologists. The potential to study
dynamic events in living cells at the light microscope level
has been brought to single-molecule sensitivity levels.

A variety of additional types of microscopy have
and are being developed that use not only light but

other forms of electromagnetic energy for imaging. These
include infrared spectromicroscopy, soft X-ray microscopy,
laser Doppler microscopy, scanning acoustic microscopy,
nuclear magnetic resonance microscopy, and others
(116-119). These are beyond the scope of this article.

LASER TWEEZERS AND SCISSORS

Lasers have had an ancillary impact important in
microscopy and cell technology in the form of laser
tweezers and scissors that in combination with the light
microscope provide a new noninvasive tool to measure
forces operating in all processes like molecular motor-
based transport and membrane characteristics, to isolate
individual cells or cell components, and to do ultrafine
microsurgery. Structures can be trapped and held by a
laser beam-gradient force, and in essence particles are
moved by light. A number of reviews and articles cover
the principles of laser trapping (120-124). A novel tool
uses laser capture to isolate single cells from tissue
sections thereby opening new frontiers for molecular
analysis (125,126).

SCANNING-PROBE NEAR-FIELD MICROSCOPES

These are the newest microscopy tools impacting cell
biology. They have the remarkable potential to resolve
structure at the atomic level, thereby revealing structural
detail normally seen only with electron microscopy.
Involved is scanning of a small probe (1-10 nM) near
the surface of structures with images generated as a
result of the interaction between the probe and surface.
Binnig and Rohrer revolutionized microscopy with the
introduction of the scanning-tunneling microscope (STM)
in 1981 (127) for which they received the Nobel prize
in 1986. Subsequently in 1986, Binnig, Quate, and
Gerber (128) invented a related microscope, the atomic
force microscope (AFM). Initially these instruments were
primarily used in the physical sciences, but within the
past five years they are increasingly being used in cell
biology. These instruments represent one of the most
important breakthroughs in analytical instrumentation
technology in decades. Scanning probe microscopes work
in a variety of environments (air, liquid, etc.). They
magnify and resolve at the atomic level providing high-
resolution, three dimensional morphology by "feeling and
sensing" surface structures rather than using a photon or
electron beam (129-134).

Scanning Tunnelling Microscopes (STM)

This type of scanning probe microscope requires an
electronically conductive sample and is not generally
applicable in biological systems. The probe tip scans
the sample while being kept at a constant tip-to-sample
distance of about 8 A by an electronic feedback circuit.
The tunneling current is kept constant, so that the
rigid probe moves up and down indicative of the atomic
surface contours being scanned. The probe uses an electron
tunnelling current between the sample to activate a
piezoelectric ceramide that supports the probe, raising
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significant photobleaching, and the laser irradiation can
cause phototoxicity-generating free radicals and possible
cell damage. Fluorescence eminates from all fluorchromes
in the excitation pathway, including out-of-focus planes.
This puts significant limitations on examining live cells.
Two-photon microscopy was invented by Denk, Stickler,
and Webb in 1989 (106,107). The suggestion of a two-
photon microscope was first proposed in 1978 by Sheppard
and Kompfner (108). The principle underlying two-photon
and multiphoton absorption is based on the theoretical
predictions of Maria Goeppert-Meier in 1931 and used in
the field of spectroscopy. Imaging is similar to confocal
microscopy except that photobleaching and damage are
reduced. The excitation energy is concentrated temporarily
and spatially, so that the saturation average power is
small. For example, for Rhodamine B this would be 5 mW
for a 100-fs pulse of 100 MHz (107). Excitation occurs
only at the focal point, so that a pinhole aperture in the
imaging path is not necessary because there is no out-of-
focus plane fluorescence to remove. Figure 12b compares
the area of fluorescence in two-photon versus conventional
confocal fluorescence. Any damage to the sample that
might occur is also restricted to the focal volume itself.

In two-photon microscopy, infrared wavelength high-
energy ultrashort (femtasecond) pulsed lasers are used.
These can be Ti: sapphire mode-locked lasers pumped by
high-power argon ion gas lasers or diode-pumped 532-nM
lasers. The excitation of a fluorescent dye molecule by
one photon stimulates it to a partially excited short-lived
virtual state from which it can be raised to its excited state
if a second or more photons hit virtually simultaneously.
Subsequently, thermal decay of the molecule yields
fluorescence. The net result is that two or more photons
of long wavelength create the same excitement normally
achieved by short wavelength stimulation (in confocal), as
long as they arrive almost simultaneously [for details, see
Refs. 28(VoI. 3),107,109-113]. Thus, unlike confocal and
basic fluorescence microscopy, the excitation wavelength
is greater than the emission wavelength. The red
wavelengths penetrate deeper than UV so that the imaging
range is extended, viability is improved, and there is no
out-of-focus photo damage. Unlike confocal microscopy,
the range of fluorescent probes that can be visualized
is extended and excitation wavelength is not a problem
because the excitation spectrum is much wider (113). The
impact of two- and multiphoton microscopy is only now
being felt with exciting work looking at intracellular
pH, Ca2+ enzymes like glucose 6-phosphatase, ratio
measuring of NAD and NADH, serotonin solutions, GFP,
mitochondria, etc., in live cells (83,107,110-112,114,115,
and web sites).

A major drawback to photon microscopy is the high
cost of the femtosecond lasers and a potential problem of
focal heating due to the absorption of infrared light. As
manufacturers develop new instruments with improved
technology and lower costs, multiphoton microscopy will
become more accessible to biologists. The potential to study
dynamic events in living cells at the light microscope level
has been brought to single-molecule sensitivity levels.

A variety of additional types of microscopy have
and are being developed that use not only light but

other forms of electromagnetic energy for imaging. These
include infrared spectromicroscopy, soft X-ray microscopy,
laser Doppler microscopy, scanning acoustic microscopy,
nuclear magnetic resonance microscopy, and others
(116-119). These are beyond the scope of this article.

LASER TWEEZERS AND SCISSORS

Lasers have had an ancillary impact important in
microscopy and cell technology in the form of laser
tweezers and scissors that in combination with the light
microscope provide a new noninvasive tool to measure
forces operating in all processes like molecular motor-
based transport and membrane characteristics, to isolate
individual cells or cell components, and to do ultrafine
microsurgery. Structures can be trapped and held by a
laser beam-gradient force, and in essence particles are
moved by light. A number of reviews and articles cover
the principles of laser trapping (120-124). A novel tool
uses laser capture to isolate single cells from tissue
sections thereby opening new frontiers for molecular
analysis (125,126).

SCANNING-PROBE NEAR-FIELD MICROSCOPES

These are the newest microscopy tools impacting cell
biology. They have the remarkable potential to resolve
structure at the atomic level, thereby revealing structural
detail normally seen only with electron microscopy.
Involved is scanning of a small probe (1-10 nM) near
the surface of structures with images generated as a
result of the interaction between the probe and surface.
Binnig and Rohrer revolutionized microscopy with the
introduction of the scanning-tunneling microscope (STM)
in 1981 (127) for which they received the Nobel prize
in 1986. Subsequently in 1986, Binnig, Quate, and
Gerber (128) invented a related microscope, the atomic
force microscope (AFM). Initially these instruments were
primarily used in the physical sciences, but within the
past five years they are increasingly being used in cell
biology. These instruments represent one of the most
important breakthroughs in analytical instrumentation
technology in decades. Scanning probe microscopes work
in a variety of environments (air, liquid, etc.). They
magnify and resolve at the atomic level providing high-
resolution, three dimensional morphology by "feeling and
sensing" surface structures rather than using a photon or
electron beam (129-134).

Scanning Tunnelling Microscopes (STM)

This type of scanning probe microscope requires an
electronically conductive sample and is not generally
applicable in biological systems. The probe tip scans
the sample while being kept at a constant tip-to-sample
distance of about 8 A by an electronic feedback circuit.
The tunneling current is kept constant, so that the
rigid probe moves up and down indicative of the atomic
surface contours being scanned. The probe uses an electron
tunnelling current between the sample to activate a
piezoelectric ceramide that supports the probe, raising

Previous Page



and lowering it. Very sensitive measurements of 0.1 A can
be made.

Atomic Force Microscopes (AFM)

These evolved from STM, were introduced in 1986 (128),
and are increasingly being used to study cells and cellular
components (135-142).

In AFMs, the probe tip is positioned over the sample
and then scans the selected area. The tip is mounted on a
flexible cantilever arm. As the tip scans the cantilever, it
is deflected, and the force of deflection is measured. A laser
beam is usually used to detect cantilever deflection. The
degree of deflection relates to the three-dimensional atomic
structure of the surface scanned. Probe scans are sensitive
to forces on the order of 10~12 N. Although care must be
taken in interpretations by AFM of soft elastic surfaces
that are easily deformed, recent applications to live and
fixed cells have given dramatic images. Researchers have
obtained images of chromosomes, cytoskeletal elements,
whole cells, membrane surfaces, and membrane exocytosis
(see web sites for images).

The development of three versions of AFMs and
the combination of AFMs with other forms of optical
microscopy has made the study of soft material (i.e., cells)
and dual imaging more amenable (132,133,140,143). The
three forms of AFM are (1) contact type, where probe
tip friction and adhesion may be factors and bending in
the lever is due to van der Waals forces; (2) noncontact
type, where the probe hovers 1-10 nM above the surface
causing less damage to delicate samples but with lower
resulting resolution and (3) the newer tapping mode, which
involves an intermittent contact oscillation providing for
high resolution while minimizing mechanical distortion
(138; also see the Life Sciences, Digital Instruments,
and the merged Park Instruments/Topometrics web sites).
These web sites provide examples of images.

Suffice it to say that this new form of microscopy is
still in its infancy but growing exponentially as the impact
on biological systems is realized. The ability to visualize
cellular structures at submicron to atomic resolution is
remarkable, particularly because live cells in natural
media can be viewed and dynamic events recorded. The
full range of applications in cell technology is still to be
determined.

Scanning Near-Field Optical Microscopes

In 1928 Synge proposed a microscope without lenses
that could circumvent the diffraction limit to resolution.
This led to development in the 1990s of near-field
aperture-scanning microscopes by Betzig and Trautman
that gave super-resolution (144). Such microscopes
are scanning near-field optical microscopes (SNOM)
(145-148). High resolution is achieved by overcoming the
far-field diffraction barrier by making an optical aperture
much smaller then the X of the light used and placing it
close to the sample. With such a sub-A aperture extremely
close, the light emanating from the aperture illuminates
a small area immediately below the aperture (the near
zone), and this is scanned over the sample; the imaging
is via a photodetecter multiplier system or, as in new

instruments, a high NA objective relays the light to a
photodetecter and ultimately, to a computer for image
display. The light is carried to the scanning aperture via
an optical fiber, and often lasers are used. Resolution
depends on the size of the fiber (around 50 nM) and
the distance from the sample (within 1 X). New hybrid
instruments that combine SNOM and AFM are becoming
available (e.g., Nanomics Instruments) so that both a
topographical and an optical image can be obtained.
With high NA objectives and appropriate fluorescent dyes,
high-resolution fluorescence microscopy is possible with
SNOM. Until very recently, SNOM was mainly used on
nonbiological material. The potential to use SNOM and
continuous-wave two-photon SNOM on cells is in early
stages of exploration (147,149-152).

VIDEO MICROSCOPY AND IMAGE PROCESSING

Along with the growing number of improvements and
innovations in optical microscopes and the various
scanning probe microscopes, the renaissance in microscopy
is also due in large measure to the availability and
improvements in video cameras, the use of computers, and
digital processing. Video microscopy and image processing
have become essential routine components of most
laboratories in cell biology (2,14-16,20(VoI. 3)). Figure 14
provides a block diagram with some of the components one
might find in a typical microscope/computer workstation.
Peripheral devices include X-Y stages, Z axis focus, filter
wheels, shutters, lamps, liquid crystal filters, cameras, and
recording devices, to name a few. The variety of cameras
range from tube video cameras, CCDs, CMOS, intensified
CCDs, cooled CCDs, and digital cameras. Image storage
and recording components can also vary considerably.

An invaluable reference source that provides the
historic perspective since TV was invented by Zworykin in

Figure 14. A block diagram of a typical system that integrates
a computer and image processing with a microscope and
peripheral devices. The system depicted has transmitted and epi
illumination, X-Y stage and Z axis focus control, fluorescence with
shutter and filter wheel, variable HBO lamp control for intensity,
multiport head for various possible video cameras, video camera
analog control, analog camera, display for video microscopy,
computer image processing, computer control of peripherals, and
various output options. The complexity of such systems depends
on the applications.
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1934, the use of various types of video cameras, microscope
interfacing and image processing is Inoue and Spring (2,
also see 153). Both theoretical and practical aspects are
covered. The work of Inoue and Allen in the early 1980s
stimulated the widespread use of video microscopy in
cell biology (154-157). In its simplest form, using a TV
camera (with manual gain and black level control), high
NA microscope optics, and a video monitor gives significant
analog video enhancement and reveals excellent cell
detail in live cells and allows analysis of fast dynamic
events. The subsequent introduction of image processing
with the use of A/D conversion of the video signal by
frame grabbers in computers expanded the capabilities
enormously. Image processing software routines made it
possible for the cell biologist to do background subtraction,
frame averaging, change contrast and brightness digitally,
and a variety of other image-enhancement functions.
The range of possibilities is broad. Figure 15 illustrates
some of these using three different cell types (buccal cell,
fish hepatocyte, and brain pyramidal neuron). Depicted
is image enhancement (a), intensity representation (b,c),
various manipulations (d-f), and 3-D integration and
merging of stacked images. The cellular detail revealed
can be astounding, allowing visualization of structures
like microtubules, mitochondria, cytoplasmic movements,
etc. [20(VoI. 3),157].

The end result is that video-enhanced microscopy is
affordable and widely available, and when used on DIC,
phase contrast, polarizing, and other forms of light micro-
scopes provides excellent image quality and resolution
extending our ability to study cells, live and fixed. Reso-
lution of video systems and printers has improved often
achieving photographic film quality. An array of video cam-
eras, including Neuvicon tube cameras, charge-coupled
cameras (CCD's), complementary metal oxide semicon-
ductors (CMOS), and digital cameras are used [see 14,16,
Shotton and Ladic, in Ref. 20(VoI. 3), 158-161].

The development of ultrasensitive low-light video
cameras has had a major impact in capitalizing on the
use of fluorescence microscopy on living cells. Normal
fluorescence microscopy uses levels of UV that cause
significant cellular damage, making study of living
processes difficult or impossible. Reduction of the level of
excitation illumination generates a very weak fluorescent
signal not detectable by eye or standard cameras. Low-
light cameras such as silicon intensified cameras (SIT),
intensified SIT (ISITS), intensified CCD (ICCD), cooled
CCDs and cameras capable of integration on chip provide
output signals of sufficient brightness that fluorescently
labeled cellular structures can be studied in live cells
without impairing function [14,20(VoI. 3),158,160,161].
Furthermore components that are not abundant (e.g., a
small number of receptors) can become detectable because
the sensitivity of detection is very high.

The combined benefits of video-enhanced contrast
and video low-light microscopy makes video microscopy
applicable to the full range of light microscope types and
a broad spectrum of cell biology problems.

The implications of image processing of digitized images
with computers adds an additional dimension in the
potential to extract information and also for quantitative

and morphometric analysis. Possibilities range from
simple measurements such as counting objects, length
and surface area measurement, and density profiles
to intensity measurements in quantifying fluorescence,
staining, etc. The microscope and image processing
have become indispensable tools in many cell biology
laboratories (14,16,20(VoI. 3)).

In-depth details of the terminologies and technical
aspects of video microscopy imaging is beyond the scope
of this article. The reader is referred to Inoue and
Spring (2), Shotton (in 20(VoI. 3)), Ladic (in 20(VoI. 3)),
Oshiro (159), CLMIB (158), Lynch (162), Moomaw (161),
Lockyer (160), and the web sites of manufacturers.
An especially important aspect is the selection of
the appropriate camera(s), particularly because new
options are becoming available almost daily. There
are many manufacturers (e.g., Apogee, Cohu, Cooke,
Dage, Dulsa Fairchild, Hamamatsu, Photometries and
Princeton Instruments/Roper Scientific, Kodak, Video
Scope, Xybion, RCA, Panasonic, Hitachi, Phillips, and
others). Resolution, signal-to-noise ratio improvements,
and sensitivity are continually improving, and costs
are becoming affordable. The advances in thermoelectric
cooling devices or Peltier cooling has allowed for excellent
cooled CCD cameras. Digital video cameras are also
becoming more commonplace. A broad selection of frame
grabbers and imaging software is also available from many
manufacturers.

So, on all fronts of video microscopy, this impact on cell
biology is strong and growing daily.

ELECTRON MICROSCOPES

The golden age of electron microscopy was ushered in by
the world's first electron microscope built by Knoll and
Ruska in 1932 in Berlin (7-9). The first micrographs of
biological specimens were produced in Belgium by Marton
(163). The first North American EMs were built in Canada
by Hall in 1936 and Prebus and Hillier 1983, and other
microscopes were developed in the late 1930s in England
(Martin, Whelpton, and Parnaim) and Japan (Sugata;
Hibi) (see 9,10,164).

The excitement that characterized these early days
of EM was based on deBroglie's discovery that electrons!
travel as a wave and Busch's discovery that they could be
focused by electromagnetic lenses. One had the potential
to exceed the resolving power of the light microscope. The
first commercially available electron microscopes became
available in the 1938-194Os first from Siemens in Ger-
many and RCA in North America, and from Phillips, AEI,,
and various Japanese companies. Improvements in elec-
tromagnetic lens aberration correction, use of apertures,
and vacuum system advances led to the transmission elec-
tron microscopes, that provide unprecedented resolution
for cell biologists to determine the ultrastructure of cells
and tissues. The first scanning electron microscope was
developed in the 1930s by von Ardenne in Germany. The
predecessor of the SEM, as we know it, was developed by
Oatley in Britain (11) and first commercially produced by
Cambridge Instruments. Since then there have been innu-
merable advances in EM with high voltage EMs, analytical



Figure 15. Some examples of image processing, (a) Contrast enhancement of the surface
membrane feature of live buccal cells, (b) Trout hepatocytes that have endocytosed the fluorophore
lucifer yellow; the relative brightness of the fluorescent areas is illustrated in this black and white
image of a pseudocolored 3-D intensity profile in (c). (d-g) Various manipulations of a fluorescence
image of an isolated insect striated muscle cell stained with rhodamine-labeled phalloidin (d). The
F-actin of the sarcomeres fluoresces brightly, (e) An intensity profile (brightest areas as peaks),
(f) Contrast enhancement, (g) A DIC-like image produced by subtraction of two images with shear.
The inset is at higher magnification to show more clearly the DIC-like view of the sarcomeres (the
original nonprocessed image was a fluorescence image), (h) and (i) 3-D reconstruction of a stalk of
focal planes, (h) A single focal plane of a Golgi stained pyramidal neuron cell in a thick section of
the cerebrum. Only part of the dendritic structure and the axon are seen, (i) Merging of a series
of focal planes into a single image. On screen this can be viewed in stereo and rotated.



EMs using scanning transmission EM (STEM), imaging
based on energy loss spectroscopy, and others. Magni-
fication attainable and routinely used by cell biologists
ranges from 1,000 x to 500,000 x with resolving powers
as low as to 1 A or less. Some specialized new EMs in the
300 kV or more range can resolve single atoms. Ease of use
has progressed from manual control with manual valves,
geiger tubes, etc. to microscopes that are slick, ergonom-
ically designed with microprocessor and digital control,
and have sophisticated imaging capabilities. Perusal of
the literature and web sites of the major manufacturers of
EMs (JEOL, Hitachi, Phillips, Leo, and others) provides
some insights into the state of EM technology available
today. Many reference texts are available on the theory,

principles, and uses of biological electron microscopy and
tissue preparation techniques (165-169).

The application of electron microscopes to cell biologi-
cal research also hinged on the development of specimen
preparation methods and cutting sections thin enough for
an electron beam to pass through to yield a transmit-
ted image. The selection of fixatives that preserve cell
morphology adequately was essential. Osmium tetroxide
initially (used in the 1940s-1950s) and glutaraldehyde
(introduced in the 1960s) provide excellent cell ultrastruc-
tural preservation and are still in use today. The ability to
attain ultrathin sections of TEM rested on finding suitable
knives and developing microtomes with ultrafine advance
capabilities. The implementation of plastic resins (a wide

Figure 16. This simplified schematic illustrates the key components of electron microscopes
(STEM, TEM, and SEM) compared to an inverted light microscope (ILM). The vacuum system
and electronic control components are omitted. Presented is the sequence from the electron
gun (filament and anode A) through the various electro magnetic lenses and viewing on a
phosphorescent screen (TEM) or cathode ray tube (CRT) in SEM. Adding scanning coils and
detectors near the sample (e.g., X-ray detector) or a STEM detector below the phosphorescent
screen basically converts a TEM to an STEM and greatly expands its range of capabilities. STEM
and other detector-generated images are viewed on a CRT via an electronic control unit (not
shown).
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range available today), the utilization of glass and dia-
mond knives, and the design of ultramicrotomes have
made biological TEM the widely used tool it is today. The
selective enhancement of electron density in cellular com-
ponents is achieved by using heavy metal stains such as
uranyl acetate and lead citrate.

The light microscope was overshadowed from the 1940s
to 1960s by an enormous explosion of literature based
on electron microscopy that provided incredible resolution
and led to new understanding of cell organelles and cell
processes. It opened new vistas in cell biology. The electron
microscope is still a powerful tool with important applica-
tions today, but as covered earlier, the advances in light
microscopy and scanning probe microscopy have taken
more of a lead role. The exciting prospects for a cell biolo-
gist is that there is now an arsenal of instruments available
to reveal almost any facet of cell structure and function
one wishes to visualize, and the TEM is one these tools.

The transmission EM shares a similar plan with
a conventional light microscope. It has electromagnetic
lenses in place of glass ones and a filament (either
tungsten or lanthanum hexaboride) that emits a stream of
electrons by thermionic emission upon heating (to 2700 0K)
into a vacuum (in the TEM column). In some newer
instruments field emission (electrostatic) guns are used.
Efficient vacuum is created by various vacuum pumps
(e.g., diffusion types, ion getters, turbomolecular pumps).
Figure 16 shows a simplified diagram (minus the vacuum
system and electronic control systems) of a basic TEM, the
components added to make it a scanning transmission EM,
STEM, or a standard SEM, and compares them with an
inverted light microscope ILM. The literature is replete
with conventional electron-dense/electron-lucid images
provided in TEM micrographs that reveal fine cellular
detail (membranes, mitochondria, cytoskeletal elements,
labeled receptors etc.). The advent of peroxidase, colloidal
gold, and other electron-dense labeling methods facilitates
immunoelectron microscopy. When fixation interferes
with immuno methods, ultracryosectioning and labeling
methods can be used. With the addition of scanning coils to
a TEM, one can position or raster a beam over a sample or
selected area, and combining a host of X-ray microanalysis
and other detectors, the TEM becomes a STEM (Fig. 16).
This extends the EM's capability into the analytical range.
Figure 17 provides an example of a conventionally stained
TEM micrograph. Energy loss spectroscopy has also been
used for electron microscopic imaging (170). Using electron
spectroscopic imaging with an EM like the Zeiss CEM 902
makes it possible to image unstained sections based on
their composition. Figure 18a shows microtubules imaged
at the carbon edge.

Scanning EM also has major uses in cell biology (171).
While utilizing electromagnetic lenses (condenser, objec-
tive and field lens), the beam is scanned across a sample,
and secondary electrons given off by the surface are col-
lected on a detector nearby converted to photons, which
are transmitted to a photomultiplier and are displayed
on a screen via the SEM electronics (Fig. 16). Usually
samples are fixed, dehydrated, dried (critical point dry-
ing, freeze-drying, or other means) and have an ultrathin
metal coating (gold or gold-palladium) on the surface (by a

Figure 17. A typical TEM micrograph of a thin section of an
ascites tumor cell (inset is LM view) depicting the nucleus and
array of organelles and filaments stained with uranyl acetate and
lead citrate. The circular insets shows a high magnification view
of a mitochondrion and the rough endoplasmic reticulum of a
gastric epithelial cell from a jellyfish.

sputter coater). Now, whole cells (Fig. 18c, d), cut surfaces,
and isolated organelles can be viewed with resolution at
1 nM or less. Three-dimensional images of high resolu-
tion can reveal cell surface specializations, as well as
internal cell morphology (e.g., membranous organelles,
the cytoskeletal cytoarchitecture, etc.) (172). Figure 18e
shows an SEM view of a complex microtubular array iso-
lated from an insect ovariole (Huebner, unpublished data).

Improvements in SEMs and innovative approaches
have extended the range of the type of sample that can
be viewed. Field-emission SEMs with ultravacuums can
give magnifications of one million with high resolution.
Another new category of SEM, the environmental SEM
(ESEM), has removed the constraint of high vacuum.
They operate in the range of 1-20 torr. This opens new
avenues to examine unfixed hydrated samples without
distortion and thus avoids artifacts due to specimen
preparation inherent in conventional SEMs (CSEM) or
in low-vacuum conventional SEMs (LV-CSEM). Cells and
tissues can be imaged in hydrated form with no fixation
under nearly natural conditions at EM resolution. The full
impact of the ESEM in cell biology is yet to be realized.
A variety of analytical probes can also be incorporated
into SEMs making them analytical SEMs. Thus the cell
biologist also has a variety of high-resolution instruments
available under the SEM umbrella that can produce three-
dimensional images of cells and cellular components.



A powerful cryomethod used to provide the molecular
architecture of structures like membranes, cell junctions,
and cytoskeletal elements, is freeze-fracture. Early
workers such as Moor, Steere, and others in the
1950s provided the foundations for freezefracture replica

methods (167,173-175). In essence, cells are frozen witr
ultrarapid cryomethods and placed in a freeze-fracturc
device which has ultralow temperature control, low
vacuum, a cracking or fracturing device, and electrodes
for carbon and platinum coating. The frozen sample is

Figure 18. (a) A TEM view of an unstained section of insect ovary microtubules and ribosomes
in the ovarioles of the insect Rhodnius imaged on the basis of their carbon content by electron
spectroscopic imaging (U. Heinrich and E. Huebner, unpublished data, 1999). The insets show a
comparable stained image in conventional TEM. (b) A TEM freeze-fracture micrograph of an insect
follicle cell in the insect Rhodnius. The fracture plane reveals the nucleus with its many nuclear
pores, the inner and outer nuclear envelopes, and vesicles and mitochondria in the cytoplasm. The
upper inset shows intramembranous particles of the plasma membrane, (c-e) Examples of SEM
of whole cell and cell components, (c, d) The surface filopodia and ruffles of isolated American
lobster hemocytes. (e) Isolated microtubular arrays from the ovarioles of the insect Rhodnius.



cracked or fractured leaving randomly cleaved surfaces
(interior of membranes and internal cell components). This
is followed by a time invacuo when sublimation of water
from the frozen sample surface occurs (etching). This is
normally a very short period but can be extended in deep
etch procedures. Deep etching reveals internal cytoskeletal
elements and membranes below the fractured surface. The
exposed surface is then coated with carbon and platinum.
The sample with its coating is removed from the freeze-
fracture unit, thawed, and the tissue washed away leaving
only the thin carbon—platinum coating called a replica,
which is a cast of the fractured surface. Astonishingly,
such replicas faithfully reveal the finest morphology of
submembrane architecture (proteins within the bilayer)
and molecular subunits of cytoskeletal elements (F-actin
and microtubules), for example. Revealing this level of
structural detail necessitates using ultrarapid freezing
methods. The best molecular architecture is attainable
with freeze-slam methods using a copper block cooled
with liquid helium, as in the freeze-slam deep etch
methods. More commonly in conventional freeze-fracture,
immersion freezing with cryogenic liquids is used.

Freeze-fracture replicas are visualized in transmission
EMs. The replicas are thin enough for the beam to pass.
Due to the shadowing of platinum preferentially on areas
due to their three-dimensional contours, one has a range
of electron densities reflective of the differential amounts
of platinum. Platinum is coated onto the sample from an
angle and carbon is coated from above. The net effect is
an image that shows high contrast, high resolution and
has a shaded, contoured, three-dimensional appearance.
Figure 18b and insets show a freeze-fracture image of an
insect follicle cell. Depicted is the nuclear surface with
the inner and outer envelopes and nuclear pores. The
rectangular inset shows intramembranous particles of the
cell membrane.

SUMMARY

It is difficult to do justice to the scope of the field of
microscopy today in a few pages, but hopefully this
presentation provides the reader with an introduction
to the variety of microscopes available today to the cell
biologist. The field is growing rapidly, and many exciting
prospects undoubtedly await us in the future.

Biology in general and cell biology in particular will
be front and center in the science of the next century.
It is reassuring to anyone in cell biotechnology, who is
exploring the intricacies of cell structure and function to
have such an arsenal of microscopical tools as already
exists. The long history of microscopes since Janssen,
Hooke, and Leeuwenhoek continues with renewed vigor
as we explore the microcosm.

WEB SITES

The following provides some of the many web sites with
microscopy content. Many of these have links to other
sites within the list and outside. Included are various
educational, personal, and vendor sites. The list is not all

inclusive and is not intended to endorse any particular
product or manufacturer. Addresses of web sites may
change, companies may merge, new sites may appear and
others may close, so the list provides some of the vast
array of microscopy resources and information available
at this time. Due to the nature of the web, it is not possible
to predict the future content and details of any site.

Microscopical Societies

http://www.rms.org.uk (Royal Microscopical Society)
http://www.MSA.microscopy.com/ (Microscopical

Society of America)
http://www.ualberta.ca/~cherbur.msc (Microscopical

Society Canada)

General Microscopy and Variety of Microscopes

http ://micro. magnet. fsu. edu/primer/webresources .html
(Molecular Expressions — Microscopy Primer—
M. Davidson, M. Abramowitz, Olymus & Florida
State University excellent interactive tutorials on
LM types)

http://www.mih.unibas.ch/Booklet/overview.html
(LM, EM, and SPM images)

http://www.pharm.Zrizona.edu/centers/tox_ center/
swehsc/exp_path/m-i_onw3.html (D. Cromey, Uni-
versity of Arizona, many links)

http://nsm.fullerton.edu/~skarl/EM/EMLab.html
(R. Koch, California State University Fullerton,
images, instruction).

http://members.aol.com/BobCat54/index.links.html
(many links to world sites, universities, suppliers)

http ://w ww. uq. oz. au/nanoworld/nanohome. html/
(University of Queensland, collection of microscopy
resources)

http://www.mwrn.com/ (collection of microscopy web
resources, vendors' products)

http://www.ou.edu/research/electron/www-vl/menu.
shtml (University of Oklahoma)

http://www.ou.edu/research/electron/www-vl/educatio.
shtml (University of Oklahoma educational site,
many links)

http://www.ou.edu/research/electron/mirror
(C. Jeffries, Bristol, United Kingdom, many links)

http://www.microscopy-online.com (web magazine
with resources, vendors, bulletin board)

http://www.microrgc.demon.co.uk (microscopy and
Analysis Publication, info, links to other sites)

http ://w w w. MME -Micros copy. com/education/
(national consortium of microscopy experts)

http ://w ww. yahoo. co. uk/Science/E ngineering/
optical-Engineering (list of web sites and many
links)

Fluorscence Microscopy, Confocal and Multiphoton
Microscopy

http ://w ww. mdy n. com/application _ notes/applica-
tions.htm# Application Guides



http://www.probes.com (Molecular Probes, Oregon,
many links to journals and microscopy sites via/sites/

http://www.Fluorescentprobes.com (TEF Labs, Texas)
http://www.molbio.princeton.edu/facilites/index.html

(J. Goodhouse, confocal images and biol. EM)
http://www.bocklabs.wisc.edu/imr/home2.htm

(D. Wokosin, University of Wisconsin. Institute
Microscopy Facility, variety of LM, Em, and
Imaging)

http://www.caltech.edu/~pinelab/2photon.html (S. Pot-
ter and S. Fraser—excellent two-photon and confo-
cal site)

http://www.cs.ubc.ca/spider/ladic/confocal.html (Lance
Ladic—excellent confocal site)

http://www.vaytek.com (digital deconvolution, confocal)
http://www.scanalytics.com (deconvolution, digital con-

focal)

Scanning Probe, SNOM, and Laser, Tweezers

http://www.cellrobotics.com/cell (Laser tweezers — Cell
Robotics Inc.)

http://www.thermomicro.com (SPM—Park Instru-
ments and Topometrix merged)

http://www.di.com (Digital Instruments)
http://www.molec.com (Molecular Imaging Inc.)
http://www.omicron-instruments.com/ (Omicron —

Twin SNOM)

Electron Microscopy

A number of the general sites listed above also
include EM (e.g., University of Wisconsin IMR, Prince-
ton Molbio, University Oklahoma, U.C. Fullerton etc.).
The various EM manufacturers also have informa-
tive web sites eg. (Hitachi, JEOL, Phillips, Zeiss, etc.)
http://www.mos.org/sln/sem/ (This Museum of Science,
Boston, site has good SEM info and links to other sites.)
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INTRODUCTION

Biotic contamination of plant cell, tissue, and organ
cultures can result in the loss of batches of cultures
affecting production schedules in micropropagation or
in bioreactors, or in the loss of elite genotypes in a
genetic manipulation program. The consequential losses
can range from financial claims from customers for loss of
downstream production to delays in breeding programs.
In an academic research program the losses can be equally
catastrophic for the individual or group concerned. Biotic

contaminants range from plant pathogens to common
environmental organisms that enter the cultures in, or
on, the initial explant; to laboratory contaminants, that is,
cultivable bacteria and fungi including human pathogens,
capable of living on the plant culture medium or in the
explant tissues; and infestation by microarthropods (1).
Expressed contamination usually results in immediate
loss of cultures due to overgrowth by the contaminant;
however, in some cases contamination is latent and may
not be expressed until a change in medium composition,
e.g., on transfer of shoots to rooting medium, or until field
release (2). The contaminant may not be a pathogen of
the crop but may be a source of inoculum for disease
in other crops or in crop consumers (1). The strategy
for the management of biotic contamination in plant
tissue culture advocated here is, first, to establish aseptic
cultures and thereafter to maintain clean cultures by
good laboratory practice (3). Readers are recommended to
consult (2) for a detailed text on plant tissue culture and
the website of the American Phytopathological Society
(http://www.scisoc.org) for a comprehensive range of
reference books and services in plant pathology.

BIOTIC CONTAMINATION MANAGEMENT IN TISSUE
CULTURE

The premise here is that all users of plant tissue
cultures should be concerned about biotic contamination
and the risks it poses to them directly as well as to
third parties. Emphasis should be put by the tissue
culturist on the initiation of aseptic cultures (3) and
subsequently on good laboratory practice to manage
laboratory contamination (4). Attention should be paid
to the certification standards for the crop. Certification
usually sets standards for both genetic quality [absence
or low levels of off-types—variability may arise from
chimeral breakdown, subliminal pathogen elimination
or mutation depending on the tissue culture pathways
used (2)] and health status (5). In certification schemes the
requirement is freedom from quarantine pathogens, but,
depending on the stock grade (see Fig. 1), increasing levels
of specified pathogens/pathogen strains may be tolerated
with later field generations (5,6).

In the case of vegetatively propagated crops, consid-
erable expenditure can be afforded at the start to select
for, or produce, disease-free individuals that form the
starting material for mass clonal propagation, that is,
the nuclear stock, this and the derived propagation stock,
are raised under conditions aimed at maintaining a high
health status and are visually inspected, rogued, and
indexed, as appropriate. Similarly the mother stock gener-
ations are visually inspected, rogued, and indexed during
each multiplication cycle. Finally, the progeny for sale are
graded according to diseases present and disease levels
(as well as other criteria, e.g., percentage of off-types)
and certified according to the scheme under which they
were produced. In conventional vegetative propagation
the phenotype is available throughout the growth cycle
in each generation for visual examination; consequently
pathogen symptoms, and more important, transient symp-
toms characteristic of some infections, can be observed.

Next Page
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INTRODUCTION

Biotic contamination of plant cell, tissue, and organ
cultures can result in the loss of batches of cultures
affecting production schedules in micropropagation or
in bioreactors, or in the loss of elite genotypes in a
genetic manipulation program. The consequential losses
can range from financial claims from customers for loss of
downstream production to delays in breeding programs.
In an academic research program the losses can be equally
catastrophic for the individual or group concerned. Biotic

contaminants range from plant pathogens to common
environmental organisms that enter the cultures in, or
on, the initial explant; to laboratory contaminants, that is,
cultivable bacteria and fungi including human pathogens,
capable of living on the plant culture medium or in the
explant tissues; and infestation by microarthropods (1).
Expressed contamination usually results in immediate
loss of cultures due to overgrowth by the contaminant;
however, in some cases contamination is latent and may
not be expressed until a change in medium composition,
e.g., on transfer of shoots to rooting medium, or until field
release (2). The contaminant may not be a pathogen of
the crop but may be a source of inoculum for disease
in other crops or in crop consumers (1). The strategy
for the management of biotic contamination in plant
tissue culture advocated here is, first, to establish aseptic
cultures and thereafter to maintain clean cultures by
good laboratory practice (3). Readers are recommended to
consult (2) for a detailed text on plant tissue culture and
the website of the American Phytopathological Society
(http://www.scisoc.org) for a comprehensive range of
reference books and services in plant pathology.

BIOTIC CONTAMINATION MANAGEMENT IN TISSUE
CULTURE

The premise here is that all users of plant tissue
cultures should be concerned about biotic contamination
and the risks it poses to them directly as well as to
third parties. Emphasis should be put by the tissue
culturist on the initiation of aseptic cultures (3) and
subsequently on good laboratory practice to manage
laboratory contamination (4). Attention should be paid
to the certification standards for the crop. Certification
usually sets standards for both genetic quality [absence
or low levels of off-types—variability may arise from
chimeral breakdown, subliminal pathogen elimination
or mutation depending on the tissue culture pathways
used (2)] and health status (5). In certification schemes the
requirement is freedom from quarantine pathogens, but,
depending on the stock grade (see Fig. 1), increasing levels
of specified pathogens/pathogen strains may be tolerated
with later field generations (5,6).

In the case of vegetatively propagated crops, consid-
erable expenditure can be afforded at the start to select
for, or produce, disease-free individuals that form the
starting material for mass clonal propagation, that is,
the nuclear stock, this and the derived propagation stock,
are raised under conditions aimed at maintaining a high
health status and are visually inspected, rogued, and
indexed, as appropriate. Similarly the mother stock gener-
ations are visually inspected, rogued, and indexed during
each multiplication cycle. Finally, the progeny for sale are
graded according to diseases present and disease levels
(as well as other criteria, e.g., percentage of off-types)
and certified according to the scheme under which they
were produced. In conventional vegetative propagation
the phenotype is available throughout the growth cycle
in each generation for visual examination; consequently
pathogen symptoms, and more important, transient symp-
toms characteristic of some infections, can be observed.
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Figure 1. Stages in a plant health certifica-
tion scheme.

This is not the case in micropropagation, where during
repeated cloning cycles there is no opportunity to observe
the mature phenotype (Fig. 2). In conventional propaga-
tion, if the parental material is clean ("pathogen-free"),
then pathogen reentry is likely to be random, and this
is addressed by random sampling/indexing of the mate-
rial prior to certification. In the case of micropropagated
stock, if the parental material is pathogen-free, then it
is likely to remain pathogen-free, as there is a very low
risk of exposure to pathogen inoculum in the tissue cul-
ture process. If, however, the initial explant is infected,
there is the risk of mass clonal infection at the end of the
culture process. It should also be appreciated that plants
produced conventionally may be contaminated with envi-
ronmental bacteria and fungi that are not pathogenic
to plants, or at least their effects are subliminal (7).
They may be, for example, pathogenic to those in con-
tact with plants derived from tissue cultures (8), or cause
plant produce (e.g., cut flowers) to deteriorate. Reflecting
inoculum potential and the respective production systems,
microplants may be clonally infected as opposed to envi-
ronmentally grown plants, which may show more random
patterns of contamination, reflecting field disease trans-
mission.

In summary, the management of biotic contamination
of in vitro culture has common elements with regional
disease management in certified stock production and
with the broader management of genetic resources in
germplasm conservation and global distribution (9), but
conventional heterotrophic/mixotrophic plant tissue cul-
ture also has unique problems due to the presence of
organic substrates in the culture medium that support
microbial growth giving rise to laboratory contamination
(4). Where micropropagation is used in a crop certification

scheme, total freedom from quarantine pathogens is
required as for field-produced stock for certification, but
while low levels of specified pathogen isolates are tolerated
in field-produced crops for certification, in micropropaga-
tion, by virtue of the characteristics of the process, the
likelihood is absence or total clonal infection. International
diseases management in germplasm distribution requires
absence from all pathogen strains, not merely specified
strains, and this is a shared problem with micropropaga-
tion, where trade aspires to be international (9,10). This
has major implications for the development of molecular
diagnostics (see the following). Micropropagation, specif-
ically heterotrophic or mixotrophic culture, as opposed
to sugar-free autotrophic culture, has the unique prob-
lem of contamination by cultivable organisms that may
infect the culture (2; see laboratory contamination man-
agement). Pathogen management in micropropagation is
complicated by the problem that even for major crops
the causal agents of many diseases are uncharacter-
ized. Disease management where field-grown crops are
being grown for certification addresses "local" pathogens,
whereas micropropagation may involve the wider problem
of "international" pathogens and thus involves potentially
more pathogens and more, perhaps less characterized,
strains. In potato some 25 viral diseases have been charac-
terized (11), but even in strawberry, many of the pathogens
have not been identified (12,13). The situation is even
worse for rosaceous fruit trees (14). This problem is very
serious for micropropagators, who work with a diverse
range of minor crops where pathogens are poorly charac-
terized (akin to the germplasm management problem). The
major virus groups (e.g., the potyviruses) have a wide host
range but e.g., specific antiserum for the PVY0 strain will
not cross react with the PVY11 strain of potato virus Y (a
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quarantine pathogen in California); so available commer-
cial diagnostics may not detect a major pathogen risk with
consequences of introduction of new pathogenic strains
into a previously clean area. Pathogens aside, the major
concern for all users of tissue culture systems is the uni-
versal problem of laboratory contamination management.
Many micropropagators cloning crops for which there are
no certification guidelines do not carry out pathogen test-
ing and may even ignore cultivable contaminants if they
are not perceived as affecting production.

PRINCIPLES OF CERTIFIED STOCK PRODUCTION

Strategies used in, for example, potato (15) and straw-
berry (16) certified planting material production provide
good insights into the issues to be addressed in the
management of material free of specified pathogens. In
these crops, as with major crops, disease intelligence is
high; thus in a given region the identity and risks of
specific crop pathogens in specific cultivars is known.
Equally important, disease symptoms are characterized
and disease diagnostic procedures are standardized. Using
European Union strawberry certification as a model, the
pathogens that must be tested for are specified and the
testing procedures laid down by the European Plant Pro-
tection Organization (16). It should be emphasized in the

latter regard that the in vivo tissue to be indexed and the
tests to be carried out are specified and that the testing
is not "approved" for use on in vitro material; nor do the
tests include, as yet, any DNA-based techniques. In gen-
eral enzyme-linked immunosorbent assay (ELISA) (17) is
widely approved, and in some cases it is recommended
that this is supported by inoculation of indicator species,
where the ELISA result is negative or to confirm the
pathovar. Certification schemes have as their objective
the production of plants that are true to type, free of spec-
ified diseases (e.g., quarantine diseases) and substantially
free from other diseases/pests (18). Such schemes involve
the following stages (see also Fig. 1):

1. Selection of high-quality individual plants of each
cultivar. This is usually based on visual inspection
for trueness to type, vigor/yield quality, and absence
of symptoms of diseases and pests.

2. The selected individual plants should be isolated
in vector-proof glasshouses and maintained in
individual pots in sterilized compost. Foliar contact
between individuals should be prevented by growing,
for example, in vector-proof cages with bottom
watering to prevent bacterial spread. Selection for
virus-free individuals from among these plants
is by testing for "escapes." All plants should be

Figure 2. Flow diagram representing the contrast between the production of high-health-status
material in vivo (left-hand branch) and in vitro (right-hand branch). In the in vivo system the
plant material is available for inspection and indexing at all developmental stages, and indexing
is based on validated diagnostic strategies. In the in vitro system, only the juvenile phenotype is
available for inspection, the diagnostic protocols have generally not been validated. The in vivo
system is open to reinfection with pathogens; the in vitro system is unlikely to be reinfected
with pathogens, but pathogens that escape detection may be clonally propagated and cultivable
contaminants may become clonally established.
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individually tested for the listed viruses and other
pathogens covered by the scheme using prescribed
tests. Material imported from outside the quarantine
zone should be tested for pathogens occurring in
the region of origin. The production of virus-free
plants by heat therapy or meristem culture may
also be carried out. Virus-free material may be
obtained by importation. Virus-free stock is given
the designation nuclear stock. Plants giving negative
results in the test should be transferred to a separate
vector-proof house; plants testing positive should
be removed immediately and destroyed by burning,
etc. Plants from heat therapy should be reindexed
and reassessed for trueness to type and vigor. In
using meristem culture to eliminate pathogens,
the smallest meristem explant compatible with
meristem establishment should be used. A similar
approach may be used to establish cultures from
selected disease-free individuals.

3. Nuclear stock must be maintained under protected
conditions where reinfection by pollen, aerial, or soil-
borne vectors is prevented and must be routinely
reindexed.

4. Nuclear stock, a minimum of five individuals per
clone has been recommended, should be multiplied
under conditions where reinfection is prevented
with disease monitoring to give propagation stock.
Micropropagation may be used for this purpose, but
usually there is a limited on the number of culture
cycles or duration for which in vitro stocks may be
maintained (5).

5. Certified pathogen-tested stock production from
propagation stock is carried out under official
control. If in the field, the candidate crops should be
grown in soil substantially free of virus vectors (e.g.,
nematodes), free of specified soil-borne diseases (e.g.,
Phytophthora fragariae in the case of strawberry)
and isolated from commercial fields of the same crop.
The crop should be regularly inspected and diseased
individuals rogued.

6. For certification of planting material (tubers,
runners, etc.) from the pathogen-tested individuals,
the material should satisfy the phytosanitary
conditions laid down with respect to freedom from
specified diseases and be below threshold levels for
tolerated diseases.

The key elements in all certification schemes are:
(1) The stock material is disease indexed, and only
pathogen-free material is used to establish the cultures
(albeit meristem culture may be used in disease elim-
ination), and (2) certification for pathogens (absence, or
specified level) and for trueness-to-type (along with screen-
ing for secondary factors) is carried out on field progeny.

PLANT DISEASE DETECTION AND DIAGNOSIS

The human eye is capable of detecting and analyzing an
array of information in color and in three dimensions; thus
symptomatology, based mainly on visual crop inspection,

remains the most powerful tool available in plant disease
management, and this is reflected in many certification
and inspection schemes. Examination of the crop from the
planting material to the mature crop is the cornerstone of
plant disease management in the field. The trained human
eye is used both to select disease escapes and to monitor
production for rogues. Crop disease management is based
on planting disease-free propagules and keeping disease
out until it is no longer economical to do so. Hence the
importance of using certified planting material. Where the
seed crop is available for inspection throughout its growth
cycle, symptoms are not a universally reliable method to
assess pathogen risk in all cases; for example, symptoms
may be transient as in clear-vein in pelargoniums; masked
due to virus complexes as in potato and fruit crops;
not expressed in the first growing season as in potato
leaf roll virus infection; or suppressed in certain host
genotypes (19). To avoid the requirement for expensive
labor-intensive multiple field inspections, and to confirm
the pathogens present and their levels in planting
material, plant pathologists use Koch's postulates for
cultivable pathogens and the strategy of using indicator
species that give a defined response to a specific pathogen.
For pathogens that cannot be mechanically inoculated,
vector or graft transmission is used. These methods remain
central in plant pathology, being the only methods that can
be used to detect uncharacterized pathogens; hence they
are used widely in soft fruits crops and woody species and
to confirm positive results obtained by other methods that
do not confirm microbial viability or pathogenicity (20).

With the application of serological tests to plant
pathogens, ELISA has become widely used and approved
by certification authorities. ELISA has the advantages
of being inexpensive, quick, sensitive, and reliable. It
is the standard method for plant virus detection but is
not applicable to viroid detection and less reliable for
bacteria and fungi, where it is more difficult to raise
specific antibodies (21). A special problem in the case
of bacteria is that many nonpathogenic isolates occur,
which necessitates pathogenicity testing by inoculation of
sensitive genotypes (22).

Bacterial detection is widely based on isolation and "cul-
ture indexing," and differential media have been developed
for keying out the major bacterial groups (22). Biochem-
ical test kits developed for clinical and environmental
bacterial identification are also used in plant pathology
but are of restricted use, as plant pathogens may not be
in the database. Such biochemical test kits are of use
in laboratory contamination management, where specific
contaminants may be used as indicators of problems such
as malfunctional autoclaves (23). Fatty acid profiling is
a useful tool in plant pathogen identification and can
distinguish pathogens to the pathovar level (24). Fungal
plant pathogens are still identified mainly by morpholog-
ical characters and pathogenicity is tested by inoculation
of host lines with known resistance genes (20). Mycelial
fungi are generally not a problem in tissue culture if asep-
tic procedures are observed. Yeasts, however, are common
contaminants (25).

The detection of noncultivable latent (symptomless)
contaminants in plant tissues in vivo and, indeed, the



diagnosis of disease in plants in general is complicated
by low-titer, cyclic changes in titer of the organisms,
phloem restriction, or uneven systemic distribution, which
carries the risk of false positive tests (19). Recently, the
relationship between phytoplasmas and the eubacteria
has been elucidated using DNA probes (26). The cost,
reliability/reproducibility, and sensitivity of diagnostic
tests for plant material are key factors in diagnosis.
There is no limit to the sensitivity required in testing
for quarantine pathogens; with nonquarantine pathogens,
increased sensitivity means that tolerance threshold may
be reduced, but the inoculum pressure from a few infectors
in the crop may pose no economic threat compared with
pressure from imported inoculum. Specificity is equally
important, where there is the requirement to identify
specific strains (as prescribed in the certification scheme)
or for quarantine purposes (all strains) (9). Bearing in
mind the characteristics of micropropagation, arguably
the requirement is in general for a quarantine approach
and quarantine diagnostics since intermediate inspection
for symptoms is impossible/impractical and crop disease
intelligence may be low (Fig. 3).

DIAGNOSTIC PROCEDURES

Indicator Plants

Indicator plants are used to detect intracellular pathogens
and depend on the ability to transmit the suspect organism
to the indicator species (20). This classic method has been
the subject of several reviews, and successful application
depends on the titer and distribution of the organism in its
host, which may have a seasonal variation, necessitating
appropriate sampling, the presence of inhibitors in the host
sap (these may also interfere with molecular diagnostics),
the stability of the organism and its transmission
characteristics, whether it is mechanically transmissible,
vector transmission, or graft transmissible. Direct scion to
stock grafting or indirect grafting via dodder, depending on
the interplant compatibility or dodder-host compatibility,
is widely applicable where the organism is neither sap or

vector transmitted. These techniques are used extensively
for strawberry (13) and woody plant (14) pathogens but are
labor intensive in that indicator plant populations have to
be maintained at the optimum growth stage. For a crop
like potato many species are required to separate virus
complexes and differentiate different viruses and virus
strains (6). In known-disease indexing, selected indicator
species are maintained to confirm negative ELISA results
and to confirm pathogenicity.

Serological Diagnostics

Serological diagnostics are widely used in plant pathology,
with variants of ELISA replacing Latex precipitation
and the double diffusion technique on the basis of
increased sensitivity and ease of use (21). ELISA has
gained wide acceptance because it is inexpensive, with
generally satisfactory sensitivity and adequate specificity
for most applications. ELISA can be based on monoclonal,
mixed monoclonal, or polyclonal antibodies. ELISA gives
statistical results, and the accuracy of the results depends
on the accurate determination of the positive-negative
threshold (27). This is achieved by having a large control
sample size to determine the population mean and the
positive threshold (usually set at twice the standard
deviation, SD, of the mean). Values close to the threshold
and random samples should be confirmed by inoculation
of sensitive indicator plants. As mentioned, ELISA may
be too specific for quarantine purposes but appropriate for
certification purposes when supported by inoculation of
indicator species. Antibodies are available commercially
from a number of suppliers, as are kits and diagnostic
services. It is also possible to purchase primary antibodies
and to construct kits from enzyme-linked secondary
antibodies (double antibody sandwich ELISA, DAS-
ELISA). These methods vary in sensitivity (21). ELISA
is the benchmark with which DNA diagnostics have to
compete. It is free of royalty payments, sap extraction
can be semiautomated, and sap can be analyzed without
purification; the procedure itself can be automated. Dot
immunobinding assays (DIBA) are also used but not

Figure 3. Plant disease diagnostic procedures. Plant disease diagnosis is very dependent on
crop intelligence and usually involves known disease confirmation. Detection usually begins with
observation of characteristic symptoms and pathogen identification to pathogen type follows, that
is, fungus, bacterium, virus, or viroid. The strategy used then is largely dependent on the pathogen
type. Fungi are generally identified using light microscopy. Cultivable bacteria are characterized
by biochemical tests and growth on selective media. Fastidious bacteria may be detected by in situ
tissue staining with fluorescent dyes or fluorescent antibodies; there is a tendency to use nucleic
acid probes for all bacteria. Viruses are mainly detected by inoculation of indicator plants and by
ELISA, also with the use of electron microscopic and immuno-EM techniques. It is good, if not
essential practice, to inoculate indicator plants to confirm ELISA results where test are negative.
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as extensively. This method involves spotting infected
sap onto nitrocellulose filters and using enzyme-linked
antibody as in ELISA to detect the pathogen. The system
is suitable for field use, and commercial kits are available.
It is reported to be as sensitive as ELISA and has the
advantage that it requires minimal laboratory facilities.
Tissue sections can be blotted onto membrane also (the
technique is called tissue blotting or immuno-tissue
printing) in an attempt to localize the pathogen in infected
tissues (28). All serological techniques are susceptible
to interference from sap components or cross reactivity
with host proteins. In these cases loss of sensitivity or
high backgrounds may arise. These issues are dealt with
extensively in the literature (29).

Nucleic Acid Based Diagnostics

The polymerase chain reaction (PCR) (30) provides the
basis for a potentially highly sensitive diagnostic test
and it can satisfy the requirement for highly specific and
broad-spectrum diagnosis when the primers are based
on unique pathovar sequences and conserved pathogen
sequences, respectively (31). There are many variants of
PCR, such as reverse transcriptase-PCR (RT-PCR) (32)
and ligase chain reaction (LCR) (33) for RNA viruses. An
attractive aspect of these methods is the possibility of
carrying out multiple assays in a single test (multiplex
PCR, based on the use of multiple selective primers and
using the added dimension over ELISA, of gel separation
of products). However, there are many problems to be
resolved before PCR or other nucleic acid based diagnostics
will be used routinely. First, many of these techniques like
PCR are patented, and this adds to the cost. Second,
there is the problem that to obtain reproducible results
it may be necessary to purify the pathogen nucleic acid.
Immunocapture PCR (21), where the pathogen is trapped
by antibodies and where inhibitors can be washed out
before probing, is a positive advance, but this depends
on the availability of appropriate antibodies and raises
the problems of low-titer pathogens or uncharacterized
pathogens for which antibody is unavailable or not easy to
raise (30).

Before PCR, detection by hybridization product was
facilitated by the use of radiolabeled probes (31). Routine
use of radiolabeling was, however, very restricted by safety
factors. This problem was overcome by the introduction of
nonradioactive detection methods. But the amplification
possible in PCR has rendered this problem obsolete.
Nucleic acid sequence based amplification (NASBA; 34)
differs from PCR/LCR in that it does not involve a separate
reverse transcriptase step and temperature cycles. It
is based on RNA and is appropriate for RNA virus
detection. This method uses an RNA polymerase and
specific primers. The first primer is complementary to
the target RNA and contains a promoter for the RNA
polymerase. The polymerase binds to the primer-RNA
complex giving an RNA-DNA duplex, a second enzyme
recognizes the duplex and selectively hydrolyzes the RNA,
the second primer binds to the DNA former, and this
duplex acts as a template for the amplification of the
RNA sequence, which is produced rapidly, along with
more copies of the double-stranded DNA. The problems

remaining in the application of nucleic acid diagnostics
relate to validation of the results (30). It has been reported
that PCR-RAPD had low reproducibility in a European
Union interlaboratory evaluation (35). At present, sample
preparation and manual gel analysis costs are too high
for routine application. Simple methods for nucleic acid
preparation, single reaction steps (as for NASBA), and
adaptation to automatable microtiter plate systems are
among the methods being developed to address these cost
components (30).

Ultramicroscopic Techniques

Light microscopy is widely used in mycology and plant
bacteriology but has been superseded in the latter to
a large extent by the use of biochemical tests kits and
selective media. The exception is the gram stain, the first
step in bacterial identification, and other preliminary
metabolic tests that facilitate bacterial grouping, a
prerequisite for the selection of an appropriate test
kit (3). The light microscope remains the main tool
in fungal identification (20) and continues to be used
to detect fastidious bacteria and phytoplasmas based
on fluorescent dye or fluorescent antibody stain of
thin tissue sections (20). For the latter tests, confocal
microscopy (36) offers the great advantage of easier
sample preparation and specimen examination, but the:
capital costs are high. Electron microscopy (EM) alsoi
has applications in pathogen detection and diagnosis (37),,
but again the capital and recurrent costs are high and
sample throughput slow. Rapid EM methods such asi
leaf dips, immunoelectron microscopy, and sphere-linked!
immunodiagnostic techniques are all useful techniques;
where available. The leaf dip method, in which sap of
test material is expressed onto a formvar grid and stained
with a heavy metal solution, is useful for high-titer, rod-
shaped particles as a confirmatory test based on particle
morphology and dimensions. Immuno EM methods (ISEM;
38) can increase the sensitivity and specificity of detection
to that of ELISA and when combined with antibody
decoration and can allow resolution of virus strain
in virus complexes or strain mixes. The sphere-linked
immunodiagnostic assay uses the principles of ELISA or
a microscale and is based on binding of viral coat proteir
onto microspheres stained with gold-conjugate (39). Thin
section electron microscopy, like confocal microscopy
allows localization of contaminants, but as with al
microscopic methods the ease of pathogen detectior
depends on distribution and abundance at the site o:
occurrence. This is essentially a research tool and is noi
for routine applications.

Fatty Acid Profiling

Fatty acid extraction and analysis or profiling has
useful applications in the management of bacterial
contamination of plant tissue cultures, since it can provid*
information on the identification of both environmenta
bacteria and bacterial plant pathogens (40). Fatty acid
profiles are used to match isolates with records on th
database, but also the presence of specific fatty acids ii
unmatched isolates provides taxonomic information.



Culture Indexing

Endophytic contamination with cultivable organisms is
common in perennial plants in nature and is not
of general concern to plant propagators. As stressed
previously, however, endophytic cultivable contaminants
present a serious contamination risk to the plant tissue
culturist (1). Consequently, routine bacterial and yeast
indexing of cultures arguably must be carried out by
those using plant tissue cultures for whatever purpose.
For bacterial indexing of cultures a range of media has
been recommended from findings that a single medium
was not adequate (23). Where contaminant/pathogen
identification is required, as for certification or for selection
of appropriate antibiotics for chemotherapy, the selective
media, fatty acid profiling, or the other tests referred to
can be used.

BIOTIC CONTAMINATION INDEXING OF IN VITRO
MATERIAL

It is reported in the literature that virus titer and
distribution in plants in vivo varies (19), and pathogen
testing reflects this; for example, potato tubers are
sprouted and the leaf material tested for potato virus,
as the titer is too low in the tubers (41). It is also known
that hormone applications to plants can influence virus
titer (19). Endophytic bacterial contamination may be
unevenly distributed, again making indexing unreliable.
It is not unreasonable to hypothesize, therefore, that
in vitro growth conditions, both media factors and the
culture environment, may influence both the titer and
distribution of biotic contaminants in the cultures. It is
widely observed that cultures may appear contaminant-
free until the medium is changed and then contamination
is expressed (2). There are also disturbing results that
heat therapy in some cases may suppress viruses below
the threshold for detection as virus may re-emerge in
subsequent tests on progeny plants (28). Indeed, in fruit
trees repeated pathogen testing is advocated. While
much of the evidence is anecdotal, the risk that in
vitro conditions and the use of contaminant suppressive
treatments, viz. thermotherapy and chemotherapy (see
the following), may reduce pathogens below the detection
limits of diagnostic procedures validated on in vivo
material should be taken very seriously. It has been
recommended here that for pathogen indexing only
appropriate tissues from in vivo plant material should
be used. In practice this means that pathogen-free, or
pathogen-freed, stock plants should be used to initiate
cultures.

STRATEGIES TO OBTAIN CLEAN STOCK PLANTS

The classical strategy for initiating a "clean stock
program" was to seek disease escapes (i.e., symptomless
individuals, 3). This strategy is now generally reinforced
by using disease-indexing procedures. The most effective
strategy is to obtain pathogen-free plants from certification
authorities. If not available, disease escapes should be
sought and these sent for official testing or testing to

a commercial laboratory. It should be remembered that
disease-indexed plants are free of only the specific diseases
they were tested for and may contain latent pathogens and
endophytic contaminants.

ELIMINATION OF PATHOGENS FROM STOCK PLANTS

Thermotherapy

The use of heat therapy predates the characterization
of viruses and has been used for almost 50 years in the
elimination of intracellular pathogens, namely, viruses,
viroids, and phytoplasmas (42). Despite the limited
understanding of the process, it remains, with meristem
culture, a standard method. Thermotherapy, except in
the case of thermotolerant strains, may inactivate the
pathogen, inhibit replication, and/or inhibit movement.
Any or all of these effects may serve to restrict the
colonization of apical cells and tissue by the pathogen,
so that these regions may be used to establish virus-
free plants (42). A caution, however, is that the pathogen
may merely be suppressed and may be re-expressed
as the derived propagule grows. This is a particular
problem with woody species, where repeated retesting
over several seasons may be required to confirm freedom
from disease (14). Plants are often acclimatized to high
temperatures before therapy (e.g., are maintained at
28-34 0C before being placed at temperatures over
36 0C). The heat treatment may involve continuous
exposure to high temperature for longer than 20 days
and up to c. 100 days. Alternatively, alternating high
and moderate temperatures may be used or a constant
warm temperature c. 30 0C. Natural light has been used
in some cases, and in other cases artificial light of varying
intensities with varying day lengths has been used.
After therapy, shoot tips (5-15 mm), meristems (see the
following) have been excised and grown on. Alternatively
these explants have been grafted to disease-free root
stocks. Viroids may tolerate higher temperatures better
that other intracellular pathogens and may be difficult to
eliminate in thermotherapy (42).

Meristem Culture

The meristem is the preferred explant for the introduc-
tion of plants into culture and has the advantage that, in
general, it is free of endophytic inter-cellular and intra-
cellular biotic contamination (3). Thus micropropagators
may subliminally eliminate pathogens and contaminants.
However, elimination of biotic contaminants depends crit-
ically on the size of the "meristem" explant taken (43).
Ideally this should be the smallest explant capable of
establishment; usually this is the apical dome plus the
first pair of primordia. Thin-section electron microscopy
and DIBA have shown the presence of some viruses in the
meristem (e.g. TMV in tomato); however, in these cases
virus elimination may occur in tissue culture, perhaps
due to the inhibitory effects of media components (43).
The risk is that virus suppression can occur and that
virus titer may remain low during in vitro culture to re-
emerge in the progeny plants as reported in some woody
species.



Chemotherapy

Chemotherapy of intracellular pathogens in plants is
limited by the lack of specific antibiotic and/or by the
difficulty of maintaining an inhibitory concentration of
the antibiotics during plant growth (44). The compounds
used, antibacterial and antiviral compounds, are generally
biostatic rather then biocidal, which increased the
problem. Both antibiotics (2) and the broad-spectrum
plant antiviral chemical Ribavirin (45) have been used
to treat stock plants, with the objective of slowing the
movement of endophytic contaminants into the apical
region, thus facilitating the excision of contaminant-free
tissue explants for establishment of cultures. Ribavirin
has also been used in this way in combination with
thermotherapy (42). In vitro culture theoretically provides
a better application system than in vivo plants for
antibiotics as the active concentration can be maintained
more easily. Provided that antibiotic selection criteria
of: nontoxicity to the plant tissue, low risk of mutation
induction in the host, and correct determination of the
inhibitory effect and MIC for the antibiotic are determined,
then antibacterial chemotherapy in vitro can be successful,
provided that it is recognized that the antibiotic may only
be bacteriostatic (44). To achieve bacterial elimination
new tissue growth only should be excised, and probably
passaged through a series of subcultures on antibiotics
to obtain bacteria-free cultures. Similarly, Ribavirin is
virustatic, and again correct use is essential to obtain
satisfactory results (45). In all cases of thermotherapy and
chemotherapy or combinations of both, only a percentage
of the progeny may be contaminant free, and these require
rigorous screening. Classically, heat therapy has been
used to eliminate viruses from stock plants. This approach
continues to be widely used. Now meristem culture is
also widely used and has the advantage, in principle, that
all biotic contaminants viz., pathogens and endophytic
contaminants may be eliminated.

Elimination of Pathogens Introduced into Culture
via the Explant

While, depending on the size of the explant and distri-
bution of the biotic contaminant, most endophytic, inter-
and intracellular contaminants, including pathogens, may
be eliminated in meristem culture, it is generally useful
to encourage bacterial expression by using a bacteriologi-
cal media component to the plant tissue culture medium.
There remains the question of whether successful elimina-
tion was achieved, and here the fundamental question of
whether in vitro testing is reliable arises. In potato, etc., in
vitro disease indexing is not officially approved. The best
scenario may be to test the in vitro material; if clean, then
grow out a sample of the material and retest under stan-
dardized test conditions. If indexing indicates the presence
of bacterial contamination, the above protocol should be
followed but it is almost impossible to rescue heavily con-
taminated cultures. If in vitro material is contaminated
with viruses/viroids, then antiviral chemotherapy or ther-
motherapy in vitro may be attempted but taking care to
test as indicated.

MAINTENANCE OF CLEAN CULTURES

If the strategy of introducing only clean plants into culture
is followed, then good laboratory practice should result in
the maintenance of clean cultures (23). Cultures should be
monitored visually for the presence of cultivable contami-
nants. Fungal contaminants indicates poor operative tech-
nique, whereas heat-stable bacteria may represent faulty
sterilization technique. Micro-arthropod infestation (46),
usually associated with maintaining fungal cultures in the
vicinity of the micropropagation laboratory/growth rooms
or the failure to monitor and discard fungally contami-
nated cultures, can be recognized by the trail of bacterial
and fungal colonies in the cultures. In all cases, cultures
should be routinely subjected to bacterial culture indexing
to prevent the buildup of endophytic bacterial contamina-
tion in the cultures (3).

CONCLUSIONS

It has been argued that while plant tissue culture, and
specifically, its application in mass clonal propagation
(i.e., micropropagation), shares common problems with
vegetative propagation in clean plant production, it also
has unique problems that affect all users of plant tissue
culture systems. It has been proposed that micropropaga-
tors should follow the proven strategies of certified stock
producers in indexing the stock plant and establishing
pathogen-free cultures because of the risks that follow
from the nonexpression of pathogen symptoms in vitro
that prevent detection of pathogens during the multipli-
cation cycle. Furthermore, there is uncertainty regarding
the use of diagnostics for in vitro material where the influ-
ence of the individual laboratory tissue culture protocol
may suppress pathogen titer below the level of detec-
tion. If pathogen-tested stock is not used to initiate the
culture, then a sample batch from production should be
grown to the stage at which the conventional testing is
done before indexing is carried out. Micropropagators also
face similar problems to quarantine germplasm conser-
vationists, where less common or novel pathogen strains
and pathovars may occur, and consequently, they require
both specific tests to satisfy certification requirements and
broad-spectrum tests to satisfy quarantine (or interna-
tional shipment) requirements. Where meristem culture
is used to obtain pathogen-free cultures, samples of the
plants should be grown-on for testing as conventional
plants (as previously). When thermotherapy or chemother-
apy is used, singly or in combination, the progeny plants
should be subjected to testing as for conventional material;;
that is, repeated tests should be carried out. A unique prob-
lem in heterotrophic/mixotrophic, that is, conventional
tissue culture/micropropagation, is the problem of contam-
ination with cultivable microbial contaminants. This can
be controlled usually by excising small shoot-tip explants
and by following good laboratory practice with indexing foi
cultivable contaminants. New nucleic acid-based diagnos-
tic tools offer the potential of more sensitive tests of a wide
range of specificity, even to identification of pathovars, and



they offer the prospect of multiple pathogen detection in
one test. These diagnostics have yet to be confirmed to be
economic and reliable and already are under competition
from electrochemical biosensors (47).
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INTRODUCTION

This article describes the detection of contamination in cell
culture by a range of infectious agents, including bacteria,
fungi, mycoplasmas, viruses, and prions. The presence of
any form of microbial contamination renders the results
of scientific studies with that cell culture invalid. In
manufacturing processes designed to produce therapeutic
biologies from cell culture systems, it is imperative that
all possible steps be taken to ensure that the product is
free from any infectious agents. This article provides a
historical perspective to demonstrate how contamination
and its detection have affected the development of cell
culture as a technology and then describes the current
regulatory requirements expected of cell-culture-derived
biologies. The regulatory framework is described, in part,
to draw attention to the current gulf in cell culture
practices with regard to contamination detection required
by manufacturers compared to that performed by cell
culture workers in institutions devoted to research such
as universities. The issues of good manufacturing practice
(GMP) and good laboratory practice (GLP), which largely
determine the procedures adopted by the former group,
are usually ignored by the latter. This is an unacceptable
situation and it is our hope that this article will indicate
what can happen if the detection of contamination is not
performed as an essential part of cell culture practice. In
addition, the article describes appropriate strategies for
detecting contamination and thus avoiding the generation
of erroneous results in cell culture research and providing
the safest possible biologies.

HISTORICAL PERSPECTIVES

Following the cultivation of nerve cell tissue using
the hanging drop technique by Harrison in 1907, the
historical development of cell and tissue culture was
inhibited by the problem of microbial contamination.
Microbes grow rapidly in the enriched media required
for cell and tissue growth leading almost inevitably
to the destruction of such cultures. Although some
practitioners were successful, such as Alexis Carrel who
had shown in 1923 that it was possible to culture cells
in vitro for long periods by employing rigorous aseptic
techniques, the problem of microbial contamination was
never controlled sufficiently until the introduction oi
antibiotics in the 1940s. Since then, the introduction
of work stations such as laminar air flow cabinets foi
cell culture manipulations in clean, filtered air, has alsc
contributed enormously to reducing the levels of microbia"
contamination. Nevertheless, contamination does occui
from time to time, and regular screening for the presence
of bacteria, fungi, and mycoplasmas should be mandatory
practice in all cell culture facilities. This is even more
important today when the routine use of antibiotics fo:
cell culture is discouraged because it may make low leve
contamination difficult to detect, lead to the emergence
of resistant micro organisms, and in the productioi
situation, could result in side effects in patients, whi
receive cell-culture-derived biologies contaminated witl
trace amounts of antibiotics. The procedures for detectin
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INTRODUCTION

This article describes the detection of contamination in cell
culture by a range of infectious agents, including bacteria,
fungi, mycoplasmas, viruses, and prions. The presence of
any form of microbial contamination renders the results
of scientific studies with that cell culture invalid. In
manufacturing processes designed to produce therapeutic
biologies from cell culture systems, it is imperative that
all possible steps be taken to ensure that the product is
free from any infectious agents. This article provides a
historical perspective to demonstrate how contamination
and its detection have affected the development of cell
culture as a technology and then describes the current
regulatory requirements expected of cell-culture-derived
biologies. The regulatory framework is described, in part,
to draw attention to the current gulf in cell culture
practices with regard to contamination detection required
by manufacturers compared to that performed by cell
culture workers in institutions devoted to research such
as universities. The issues of good manufacturing practice
(GMP) and good laboratory practice (GLP), which largely
determine the procedures adopted by the former group,
are usually ignored by the latter. This is an unacceptable
situation and it is our hope that this article will indicate
what can happen if the detection of contamination is not
performed as an essential part of cell culture practice. In
addition, the article describes appropriate strategies for
detecting contamination and thus avoiding the generation
of erroneous results in cell culture research and providing
the safest possible biologies.

HISTORICAL PERSPECTIVES

Following the cultivation of nerve cell tissue using
the hanging drop technique by Harrison in 1907, the
historical development of cell and tissue culture was
inhibited by the problem of microbial contamination.
Microbes grow rapidly in the enriched media required
for cell and tissue growth leading almost inevitably
to the destruction of such cultures. Although some
practitioners were successful, such as Alexis Carrel who
had shown in 1923 that it was possible to culture cells
in vitro for long periods by employing rigorous aseptic
techniques, the problem of microbial contamination was
never controlled sufficiently until the introduction oi
antibiotics in the 1940s. Since then, the introduction
of work stations such as laminar air flow cabinets foi
cell culture manipulations in clean, filtered air, has alsc
contributed enormously to reducing the levels of microbia"
contamination. Nevertheless, contamination does occui
from time to time, and regular screening for the presence
of bacteria, fungi, and mycoplasmas should be mandatory
practice in all cell culture facilities. This is even more
important today when the routine use of antibiotics fo:
cell culture is discouraged because it may make low leve
contamination difficult to detect, lead to the emergence
of resistant micro organisms, and in the productioi
situation, could result in side effects in patients, whi
receive cell-culture-derived biologies contaminated witl
trace amounts of antibiotics. The procedures for detectin
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these microbes are relatively straightforward, and the
appropriate protocols are provided in this article. By
contrast, the detection of viral contamination is more
complex, and thus this article devotes more attention to
this problem.

As stated earlier, the introduction of antibiotics in
the 1940s led to rapid advances in cell culture, such as
the work of Enders and co-workers who published the
first report of growing polio virus in nonneural cells in
culture (1). This seminal work, recognized with the award
of a Nobel prize, showed that it was feasible to produce
viruses and hence viral vaccines in cell culture systems
and thus provided the stimulus for the development of
cell culture as a technology. Rapid advances were then
made resulting in the production of the SaIk polio vaccine
derived from monkey kidney cells, which was first licensed
in 1954, followed by the Sabin polio vaccine (a live vaccine)
which was first licensed in 1955 (2,3). Unfortunately, it
was recognized then that these early polio vaccines were
contaminated with a virus, simian virus 40 (SV40), present
in the monkey kidney cells. This finding had a salutary
effect on the cell culture "industry" and demonstrated
clearly that any material of biological origin can be
contaminated with an infectious agent (4,5). Since that
discovery, various strategies have been introduced to
address the issue of viral contamination, including a wide
range of different types of viral assays which are described
in this article. The problem of viral contamination was also
a major driving force in developing more sophisticated
cell culture techniques, including the introduction of
normal diploid cell lines for producing viral vaccines (6,7).
These cells provide the opportunity to establish frozen
cell banks and thus the time to perform comprehensive
investigations designed to detect microbial contamination.
Thus, as a result of these screening procedures, normal
diploid cell lines are inherently safer than primary cells
in their potential to transmit infectious diseases, but
because absolute safety can never be guaranteed, all cell
lines must be regularly, monitored. Further advances in
cell culture technology and molecular biology have led
to the introduction and acceptance of transformed or
continuous cell lines for producing a range of biologies
for therapeutic use such as interferon (8), monoclonal
antibodies, and various recombinant proteins, for example,
tissue plasminogen activator (9). Many of these cells
are known to express endogenous retroviruses (10—12)
which have oncogenic potential, and this issue has been
addressed by the introduction of a comprehensive range
of screening assays which are described in detail in this
article.

After summarizing the historical development of cell
culture so as to emphasize the move away from the use
of primary cells to improve safety regarding transmitting
infectious agents, it is somewhat ironic to note that the
most recent developments in this field, broadly categorized
as cell and/or gene therapy and tissue transplantation
involve, in many cases, a return to the use of primary
cells with all, of their inherent safety risks (13,14). These
primary cells, which may be autologous, allogenic, or
xenogenic cells chemically stimulated in vitro in some
way or even genetically modified, must be administered to

a patient as rapidly as possible after treatment because
the cells have a limited life span and the patient is
more than likely gravely ill. Therefore, it is a necessary
to perform all quality control screening procedures as
rapidly as possible. For example, by the end of the
14-day period required for a routine sterility test, the
patient may have died or become so sick that the
treatment would no longer be effective. The sample sizes
required for the recommended screening procedures may
constitute an unacceptably large proportion of single-
patient treatments, and reducing the sample size so as
to preserve the treatment dose will obviously lead to a
reduced likelihood of detecting infectious agents. These
are important issues created by new developments in
cell culture technology, and the ways by which they
are being addressed are discussed later, as is the prion
problem (15). At this time, the latter has become a major
challenge for all those involved in manufacturing biologies
and is discussed in more detail later in this article. The
prion, or proteinaceous infectious particle, appears to have
crossed the species barrier from cows suffering from bovine
spongiform encephalopathies (BSE) and resulted in a new
variant of Creutzfeldt-Jakob disease (vCJD) in humans.
The prion is the latest discovery of an infectious agent that
can infect humans and underlines the continuing need
and importance of the screening procedures described
in this article (16). In the next section the detection of
contamination is described in the context of the current
regulatory framework which has developed to ensure that
cell-culture-derived biologies are as safe as possible.

REGULATORY ISSUES

Biopharmaceuticals are manufactured from three main
sources comprising human tissues or plasma, animal
tissues or plasma, and mammalian cell lines. Production
of biologies in mammalian cell lines offers the advantage
over the other systems that the products can be readily
manufactured in large amounts and, compared to biologies
prepared from human tissues or plasma, are less likely
to be contaminated with human pathogens. Mammalian
cell culture systems, however, carry the risk that the
cell line or raw materials used in cell cultivation can
introduce a viral contaminant of animal origin capable
of zoonoses or other microbial contaminants pathogenic
to humans such as Mycoplasmas. For example, some
cell lines harbor viral sequences integrated into the
genomic DNA that are passed vertically from generation
to generation such as endogenous retrovirus sequences
which are found in cell lines of many species. Integrated
viral sequences alternatively originate from virus that
was deliberately introduced during establishment of the
cell line such as Epstein-Barr virus (EBV) used to
immortalize human B cell lines for establishing human
hybridomas and human-murine heterohybridoma. Raw
materials or ingredients of animal origin used during cell
line cultivation or product purification that may introduce
adventitious agents include reagents, such as bovine
serum used in cultivation of cell lines, and monoclonal
antibodies produced in ascites or cell culture used for
affinity purification of the product. Manipulation of cell



lines, product intermediates, and materials by human
operators during manufacturing provides a further source
of adventitious agent contamination, for example, via
aerosols or by direct contact.

"Notes for guidance" and "points for consideration" have
been issued by various national and international agen-
cies, including the CBER (Center for Biologies Evoluation
Research) a branch of the Food & Drug Administration of
the USA in the US, the Committee for Proprietary Medic-
inal Products (CPMP) in the European Commission, and
Japanese regulatory authorities, that outline the testing
strategy recommendations and requirements for safety
evaluation of biological products made in cell line sys-
tems (17-21). The strategies recommended vary slightly
from one agency to another; therefore integration has
been done by the International Committee for Harmoni-
sation (ICH) (18). These guidelines are initially published
in draft form and issued to interested parties for comment
before being issued as a final version. The final versions
of these regulatory documents are not issued simultane-
ously; therefore when testing cell lines used to produce
biologies, the most recent final versions of the relevant
regulatory documents, as well as the most recent version
of the ICH guidelines, should be consulted.

The regulatory documents mentioned recommend the
following strategies as evidence of product safety with
respect to viral contamination:

1. Testing cell lines and raw materials for viruses that
may be infectious for humans.

2. Testing the product/intermediates at appropriate
stages during the production process for viral
contaminants.

3. Validation of the production process for its capacity
to remove and/or inactivate viral contaminants.

The approach adopted by manufacturers will depend
on several factors such as the nature of the particular
product, the results obtained during testing (points 1
and 2 above), and will generally be a combination of the
three. Some biopharmaceutical products undergo little or
no downstream processing and therefore rely on virological
testing and characterization of the producer cell line and
the final product, for example, replication-incompetent
gene therapy vectors (22,23).

When physical and/or chemical purification steps are
involved in the manufacture of the final product, validation
of the ability of the process to remove or inactivate
viral contaminants is performed by process validation
studies (also called virus clearance studies) (point 3
above) (18,24). These contaminants may be known to
exist in the manufacturing process, such as murine
endogenous retroviruses in cell lines of murine myeloma
lineage used in the manufacture of therapeutic monoclonal
antibodies (19,20), or they may be contaminants for which
there is a risk in the manufacturing process but for which
testing for low levels of such contamination in process
samples and raw materials is limited by the sample
size.

Process validation studies are done by first establishing
a representative downscale version of a specific step in the

manufacturer's process that has been identified as known
or likely to be effective in removing or inactivating viral
contaminants. The downscale version must represent as
faithfully as possible the conditions of the manufacturing
process with respect to physical and chemical aspects such
as flow rate, pH, protein concentration, etc. The downscale
process is then spiked with a range of viruses with varying
degrees of resistance to physical and chemical methods
of inactivation to evaluate the ability of the process to
remove and/or inactivate known and/or unknown viral
contaminants. The viruses used in process validation
studies can be "relevant" or "model" for example, human
immunodeficiency virus (HIV) (relevant) and bovine viral
diarrhoea virus (BVDV) (a model for Hepatitis C virus), in
products manufactured from human plasma. By assaying
the viral load in the spiked starting material and processed
material, an estimate of the ability of a particular step in
the manufacturing process to remove and/or inactivate
the virus can be made and consequently provide further
assurance of product safety.

When manufacturing a product from a cell line, a
seed lot cell bank system must be established, where
each bank is comprised of ampoules of cells with uniform
composition derived from a cell seed. The master cell bank
(MCB) is generally propagated from a selected cell clone
under defined conditions, then aliquoted into multiple
containers, and stored under appropriate conditions
(frozen at or below -100 0C). The working cell bank (WCB);
is manufactured from one vial of the MCB. Then cells from
the WCB (or occasionally the MCB) are propagated to the
production cells. A cell bank at the limit of in vitro cell
age used for production (usually called a postproduction
cell bank (PPCB) or extended cell bank (ECB) is alsc
laid down from a WCB vial expanded under pilot plan!
or commercial scale conditions. The number of vials ir
any MCB and WCB will vary from process to process
but is often in the order of 100 per bank, thus enabling
long-term supply of material for any one process. Th«
current strategy recommended by the ICH for safety
testing cell lines of human or animal origin used U
produce biologies (with the exception of inactivated anc
live vaccines, and genetically engineered live vectors) i
outlined in Table 1 (18,20). Extensive qualification of th
MCB (or WCB) for adventitious agents and identity testing
is required, and because the WCB has a low populatioi
doubling level beyond the MCB, testing of the WCB ii
minimal. Testing of the PPCB should be performed a
least once to provide assurance that the conditions use*
during production are unlikely to introduce adventitiou
agents or activate viral contaminants that may b
suppressed at the MCB stage. Therefore testing of th
PPCB is repeated if there are changes in the seal
or cultivation conditions during production. In-proces
testing of bulk harvests in the form of cells and flui
harvested from fermenters is also required because, IiI*
PPCB testing, this, provides assurance that the conditior
used during production do not introduce and/or activat
contaminants (18,20).

The use of raw materials from animal origin for tit
propagation of MCB, WCB, and in production should 1
avoided if possible. In doing so, characterization of tl



aRef. 18, 20.
b Reverse transcriptase assay is not necessary if the cell line is positive for
infectious retrovirus.
cThese assays should be performed on the cells at the limit of in vitro cell
age generated from the first WCB; for subsequent WCBs a single test can
be done either on the WCB or on the cells at the limit of in vitro cell age.
d These include mouse antibody production assays (MAP), hamster antibody
production assays (HAP), and rat antibody production assays (RAP) and
are usually applicable only to cell lines of rodent origin.
eThis includes assays performed on, for example, human cell lines such
as PCR assays for the human viruses HBV, HCV, HIV-I, HIV-2, HHV-6,
HTLVI and II, EBV, and CMV.

MCB (or WCB) will provide assurance of the cell bank
safety. However, because of the growth characteristics and
requirements of cell lines, the use of raw materials such
as serum, insulin, transferrin, and trypsin, cannot always
be avoided. In such circumstances, raw material must be
sourced from suppliers that can provide traceability of
their origins, and batches must be sampled and tested
for freedom from adventitious agents before their use in
manufacturing.

MANUFACTURING AND SAFETY TESTING STANDARDS

The manufacture of pharmaceutical products must be
done in environments that assure the safety, uniformity,
efficacy, and quality of the products. A system of
principles that lay down the procedures required for
production and quality control, including documentation,
personnel, environment, equipment, materials, auditing,
sampling, and safety, are stipulated by cGMP (25).
Testing of biopharmaceuticals for adventitious agents
should be performed by laboratories with experience in
virological assays and Good Laboratory Practice (GLP)
accreditation. International GLP principles have been
laid down by the OECD (Organisation for Economic
Cooperation Development) (26). These guidelines exist so
that safety studies are planned, performed, monitored,
recorded, reported, and archived in an organized and
controlled manner following approved procedures in a
facility with adequate resources so that the quality and
validity of the testing are assured.

EXAMPLES OF VIRAL CONTAMINANTS

Many animal cell lines currently used in producing
biologies contain endogenous viruses. For example, cell
lines of murine origin can harbor endogenous Type B or
Type C retroviruses (oncoviruses), and cell lines of hamster
origin express defective Type C and Type R retrovirus
particles (27). Table 2 lists examples of endogenous
retroviruses associated with cell lines commonly used for
producing biologies. Exogenous viral infections may be
present in cell lines that were acquired by the animal
from which the cell line was established, for example,
SV40 infection of Vero cells (4). Alternatively, cell lines
may become accidentally infected with an exogenous
virus during their establishment and/or development in
research laboratories from, for example, another cell line
or a laboratory operator. Expression of exogenous or
endogenous retroviral infection can in some instances
be low or undetectable in normal culturing conditions
and can be chemically induced by agents such as 5-
bromodeoxyuridine, 5-iododeoxyuridine, sodium butyrate,
or 5-azacytidine (28-32).

Current use of replication-deficient virus-based vectors
for gene therapy introduces the additional risk of viral
contamination by replication-competent viruses which
may be generated by recombination between sequences
in the viral vector and the packaging cell line. The viruses
from which gene therapy viral vectors are constructed
are infectious for human cells. Therefore generation of a
replication-competent virus may result in disease.

At some point in their histories most if not all cell
culture systems have been exposed to raw materials
of animal origin such as bovine serum or porcine
trypsin, which constitute further potential sources of
viral or mycoplasmal contamination. The most common
contaminants of bovine serum are BVDV—also called
mucosal disease virus (MDV) — and bovine polyomavirus
(BPyV) (33-36). BVDV is distributed worldwide affecting
approximately 60% of cattle in the United Kingdom and
Australia, and is infectious to several even-toed ungulates
in addition to cattle, including pigs, sheep, and goats (37).
It is therefore probable that a large proportion of bovine
products used in cell culture systems is contaminated
with either infectious or defective BVDV. The BVDV or
BPyV status of bovine raw materials is often not provided,

Table 2. Endogenous Retroviruses Found in Cell Lines
Commonly used to Produce Biologies

Table 1. Testing Strategy for Cell Lines used to Produce
Biologies"

Test

Infectious
(endogenous
viruses)

Electron
microscopy

Reverse
transcriptase6

In vitro assay0

In vivo assay0

Antibody
production
assays^

Other virus
specific testse

Mycoplasma
Sterility

MCB

+

+

+

+
+
+

As appropriate

+
+

WCB

+
+

PPCB

+

+

+

+
+

As appropriate

+
4-

Cell Line

Mouse myeloma/
hybridoma

Chinese hamster
ovary

Baby hamster kidney
Human/ murine

heterohybridoma
Human
Monkey
Insect

Retrovirus
Particle Type

A, C

C

R
A, C

None
None
None

Infectious

Ecotropic and
xenotropic

Noninfectious

Noninfectious
Xenotropic

No
No
No



and commonly used filtration techniques used in the
manufacture of bovine serum do not efficiently remove
these viruses. Some suppliers, however, perform viral
inactivation steps such as UV-C or gamma irradiation
of serum to provide assurance of product safety (38,39).

Contamination of cell cultures with bovine viruses is
of major concern when manufacturing products for use in
ruminants because BVDV infection can result in abortion
or growth retardation in offspring that are persistently
infected (37). Several instances of BVDV contamination
have been reported (40-45) which, in cases where the
product is a ruminant vaccine, have resulted in livestock
growth retardation and death (41,42). Pestivirus RNA has
been detected in biopharmaceutical products for human
use, although no confirmed symptomatic infections in
humans have occurred (45). Bovine serum has also been
implicated as the source of epizootic hemorrhagic disease
virus (EHDV) in a Chinese hamster ovary (CHO) cell
line (46), and the parvovirus, minute virus of mice (MVM),
in a baby hamster kidney (BHK) cell line (47). Two similar
MVM contamination incidents have been reported in
hamster cultures (48,49), one of which was detected in
fermenter cultures of CHO cells and the second during
production of foot-and-mouth disease vaccine. The source
of the contamination in these instances was not identified
but in the former case was believed to be from mouse
excretions contaminating media or their components
during storage.

The main virus of concern in raw materials of
porcine origin is porcine parvovirus (PPV) which has
widespread distribution, that is, 40% infection has been
reported (50), and it has been isolated from commercial
trypsin (51). Testing of porcine trypsin for PPV is
required by a number of regulatory bodies including
the U.S. Department of Agriculture (9CFR) (52) and the
European Pharmacopoeia (53). Examples of exogenous
viral contaminants of biopharmaceutical systems are
listed in Table 3 (54).

DETECTION OF VIRAL CONTAMINANTS IN CELL LINES

Viral contamination of cell lines can be detected by
direct analysis, such as fixation of the cells and

examination by electron microscopy, or by polymerase
chain reaction (PCR) of nucleic acid extracted from the
cell line. Alternatively, viral contaminants can be detected
indirectly by examining the effect that the cell line has
on a test system, for example, inoculation of a cell extract
into a detector cell line or into an animal susceptible to
the virus of concern. The effect of a viral contaminant on a
cell line or animal test system may be general, producing
a cytopathic effect (cpe) in the form of cell or animal death
or cell morphological change, or may be specific such as
in the production of antibodies to a specific virus in mice
following inoculation of virally contaminated material.
The testing strategies required by the ICH for cell lines
used to produce biologies are outlined in Table 1. These
primarily consist of in vitro and in vivo testing of the MCB
and PPCB for infectious virus and testing using molecular
biology techniques and electron microscopy for viruses
that may be infectious or defective.

Detection of Retroviruses

Retroviruses are single-stranded RNA viruses, surrounded
by a lipid envelope. When examined under thin-section
electron microscopy, they are 100-140 nm in diameter
and frequently exhibit glycoprotein surface projections.
Cell lines of several species, including human, porcine, and
murine, contain endogenous retroviral sequences. Murine
cell lines of epithelial and myeloma lineages all contain
endogenous retrovirus sequences and in many cases
express infectious murine leukemia virus (MLV). MLV
isolates can show varying tropisms, including ecotropic
MLV (E-MLV) which is infectious for cell lines of murine
origin or closely related species, and xenotropic MLV (X-
MLV) which is infectious for cell lines of species other than
of murine origin (37). Xenotropic endogenous retroviruses
capable of infecting human cells have been described
for murine and porcine cell lines (10,13,55). However the
efficiency of murine retroviral infection apparently differs
in the few reported incidents. In one study, supernatant
was harvested form 17 mouse hybridoma cell lines and
inoculated onto the human embryonic lung fibroblast cell
line, 7605L. Eight of the 17 supernatants contained type-C
retrovirus infectious for the human cells (10). In another
study, 18 mouse cell lines of myeloma lineage were assayed

Table 3. Examples of Exogenous Viral Contamination in Intermediate and Final
Products Manufactured in Cell Culture Systems

Product/Intermediate

Polio vaccine
Vet vaccine
Swine fever
vaccine
Rota-corona vaccine
Final product (IFNa, IFNjS)
Live vet vaccines
Human vaccines (MMR, MR)
CHO cell line
Unprocessed bulk (CHO cell line)
Foot-and-mouth disease vaccine
Vet vaccine

Contaminant

SV40
BVDV
BVDV or Border
Disease virus
BVDV
BVDV
BVDV
BVDV
EHDV
MVM
MVM?
CPV

Contamination Source

Infected cell line
Unknown
Bovine serum or
lamb cell culture?
Unknown
Bovine serum?
Bovine serum?
Bovine serum?
Bovine serum?
Medium component?
Unknown
Unknown

Reference

4
40
41

42
43
44
45
46
48
49
54



for retrovirus by cocultivation with a human cell line, but
none were positive (56).

Retroviral vectors used for gene therapy often contain
envelope sequences originating from amphotropic MLV
(A-MLV), feline leukemia virus (FeLV), or gibbon ape
leukaemia virus (GaLV), which have been chosen because
they are infectious for human cells (57). Therefore the
generation of replication-competent retrovirus (RCR) with
human tropism is of concern in such systems. Cell lines
of human and simian origin have been used to produce
biologies, for example, human-murine heterohybridoma
cell lines used to produce monoclonal antibodies. These
have the potential to be infected with exogenous human
and simian retroviruses such as HTLV, simian retrovirus
types 1 and 2, HIV, and simian and human foamy
viruses (58—60). Following are details of a number of
standard methods for detecting retroviruses which may
be encountered in cell lines commonly used in producing
biologies. Most of the cell lines and positive control viruses
used in these methods are available from the ATCC.

Cell Culture Techniques for Retroviral Detection

Assays for Infectious MLV. Tests for infectious MLV
should be performed on cell lines of murine origin on
the MCB (or WCB) and again on the PPCB to determine
whether there has been any change in the dynamics or
tropism of MLV expression. It is also advisable to test
samples from at least one fermenter run to monitor the
dynamics of infectious retrovirus production during the
manufacturing process. Similarly, testing regimes for RCR
in retroviral gene therapy systems should include testing
the producer cell line (1% or 108 of the cells, whichever is
least, and 5% of the vector supernatant) (22,23). The fol-
lowing methods outline the procedures for detecting MLV
using cell-free supernatant harvested from the cell line
under test or fermenter sample. The methods described are
so called "direct assay" which are quantitative and there-
fore provide the titer of virus per unit volume of sample
tested. The sensitivity of the direct assay may be increased
by serial passage of the inoculated detector cell line and
consequently amplification of the retrovirus (61). So-called
"extended" assays are qualitative and can increase assay
sensitivity by approximately one log (62). When sampling
for retroviral infectivity assays, it is important to harvest
supernatant from test cell lines that are actively growing
because this is the period during which the retrovirus is
normally most highly expressed (63).

Assays for Ecotropic MLV
XC Assays (64). The XC assays utilize the cell line SC-I

which can be infected with E-MLV without inducing cpe.
The virus can subsequently infect cells of the Wilistar
rat tumour (XC cell line) in which a prominent syncytial
effect is evident. E-MLV cannot infect XC cells directly.
The assay should be set up as follows utilizing negative
control cultures and positive control cultures infected with
a suitable E-MLV for example, Moloney.

1. Plate the SC-I cells at a density of 105 cells
per 10 cm2 plate in Dulbecco's Modified Eagle's
Medium (DMEM) containing 10% fetal bovine serum
(FBSXv/v), and incubate at 37 0C with 5% CO2.

2. Examine the cells the following day, and if suitably
subconfluent (approximately 20-30%), inoculate
with cell-free test material in the presence of
polybrene at an effective concentration of 10 jig/mL.

3. Feed the cultures with 4 -5 mL of DMEM containing
10% FBS (v/v) following an adsorption period of
approximately 1-2 hours at 37 0C with 5% CO2.

4. Maintain the cultures at 37 0C with 5% CO2 until
confluent (normally 4 -5 days). Then remove the cul-
ture medium, and irradiate the cells under UV light
for approximately one minute to kill the SC-I cells.

5. Overlay the monolayers with XC cells at a high
cell density (approximately 106) per plate in DMEM
containing 10% FBS, and reincubate the monolayer
cultures at 37 0C with 5% CO2.

6. Stain the monolayers, when confluent, with crystal
violet. Wash the excess stain from the cells
with water, and allow them to dry. Examine the
monolayers for infectious centers, identified as holes
(plaques) in the XC monolayer. Evidence that the
plaques are due to infection by E-MLV is provided by
association of the plaque with one or more syncytial
cell.

FG10 Assay. The FGlO cell line (also called D56) is a 3T3
cell line transformed with murine sarcoma virus (MSV) but
does not produce infectious MSV (65). As such the cell line
is termed sarcoma positive, leukemia negative (S+L") and
can be infected with leukemia virus with the result that
the MSV genome is rescued and cell transformation occurs
which is manifested as a "focus" at the site of infection.
Foci appear as regions of rounded cells in association with
a lytic area on the cell monolayer. The murine origin
of this cell line permits an assay system for E-MLV.
The assay should be set up as follows utilizing negative
control cultures and positive control cultures infected with
a suitable E-MLV, for example, Moloney.

1. Plate the FGlO cells at a density of 105 cells per
10 cm2 plate in RPMI 1640 medium containing 10%
FBS, and incubate overnight at 37 0C with 5% CO2.

2. Examine the cells the following day, and if suitably
subconfluent (approximately 20-30%), inoculate
with cell-free test material in the presence of
polybrene at an effective concentration of 10 jig/mL.

3. Feed the cells with 4 -5 mL of RPMI 1640 medium
containing 10% FBS (v/v) following an adsorption
period of approximately 1-2 hours at 37 0C with 5%
CO2.

4. Maintain the cultures at 37 0C with 5% CO2 until
confluent (normally 4 -5 days). Then examine for
foci formation which appear as described before. It
is important to maintain the cultures until fully
confluent because foci are not easily recognizable in
a subconfluent monolayer in which there are many
mitotic (rounded) cells and gaps in the monolayer
which are similar in morphology to foci.

Mink S+L- Assay. The mink lung (MiCIi) cell line
is S+L" and as such can be infected with leukemia



virus resulting in rescue of the MSV genome and cell
transformation manifested as a "focus" at the site of
infection (66). Confluent monolayers of the MiCIi cell have
a flat morphology, and foci can easily be identified as
regions of rounded cells raised above the contact inhibition
layer of the monolayer. Focus formation on this cell line
from material of origin other than mink indicates the
presence of a xenotropic leukemia retrovirus, and thus
is an assay system for X-MLV, Fe-LV, and Ga-LV. The
assay should be set up as follows utilizing negative control
cultures and positive control cultures infected with a
suitable xenotropic leukemia virus, for example, X-MLV.

1. Plate the MiCIi cells at a density of 2.5 x 105 cells
per 10 cm2 plate in RPMI 1640 medium containing
10% FBS (v/v) and incubate overnight at 37 0C with
5% CO2.

2. Examine the cells the following day, and if suitably
subconfluent (approximately 20-30%), inoculate
with cell-free test material in the presence of
polybrene at an effective concentration of 10 jig/mL.

3. Feed the cultures with 4 -5 mL of RPMI 1640
medium containing 10% FBS (v/v) following an
adsorption period of approximately 1-2 hours at
37 0C with 5% CO2.

4. Maintain the cultures at 37 0C with 5% CO2 until
confluent (normally 8-10 days). Then examine for
foci formation which appear as described before.
Again, it is important to maintain the cultures
until fully confluent because foci are not easily
recognizable in a subconfluent monolayer.

PG4 S+L- Assay. The PG4 cell line is a feline S+L"
cell (67) which when infected with leukemia virus, like
other S+L" cell lines, results in cell transformation
manifested as a "focus" at the site of infection. This cell line
is susceptible to infection by xenotropic and amphotropic
MLV and Ga-LV. Therefore it is useful for detecting
RCR in producer cell lines used in gene therapy vector
production or in vector supernatant. Foci can be identified
on PG4 monolayers as regions of rounded transformed
cells adjacent to a lytic region in the cell monolayer.
The assay should be set up as follows utilizing negative
control cultures and positive control cultures infected with
a suitable leukemia virus, for example, A-MLV.

1. Plate the PG4 cells at a density of 2 x 105 cells per
10 cm2 plate in McCoy's medium containing 10%
FBS (v/v), and incubate overnight at 37 0C with 5%
CO2.

2. Examine the cells the following day, and if suitably
subconfluent (approximately 20-30%), inoculate
with cell-free test material in the presence of
polybrene at an effective concentration of 10 ^gZmL.

3. Feed the cultures with 4 -5 mL of McCoy's medium
containing 10% FBS following an adsorption period
of approximately 1-2 hours at 37 0C with 5% CO2.

4. Maintain the cultures at 37 0C with 5% CO2 until
confluent (normally 5-7 days). Then examine for
foci formation which appear as described before.

It is important to examine the cultures daily
because the PG4 monolayer can deteriorate with the
formation of holes in the monolayer which makes
foci identification difficult.

Mus dunni Assay. The Mus dunni tail fibroblast cell
line (68) is sensitive to A-MLV, X-MLV, and E-MLV
(with the exception of the Moloney strain), and also
mink cellfocus-forming viruses. However, acute infection
does not result in an obvious cpe (69). This cell line
is recommended by regulatory authorities for detecting
infectious MLV in production systems using cell lines of
murine origin (17,19) and in gene therapy vector systems
based on MLV (22,23). Because of the absence of cpe in
infected Mus dunni cultures, quantitative infection assays
("direct" assay) utilize an immunofluorescence end point.
Qualitative assessment of the MLV status of a cell line
can be done by inoculating the test material onto Mus
dunni cells followed by amplification of any infectious
MLV present by serial passage of the cells and assay
of the Mus dunni supernatant for infectious MLV by an
appropriate assay such as direct PG4 or direct mink S+L"
assay described before. The direct and extended Mus dunni
assays are performed as follows, using negative control
cultures and positive control cultures infected with an
appropriate virus such as A-MLV.

Direct Assay
1. Seed multichamber slides (slides are commercially

available with each well approximately 4 cm2) with
Mus dunni cells at a concentration of 2 x 104

cells/well in DMEM containing 10% FBS (v/v), and
incubate the slides overnight at 37 0C with 5% CO2.

2. Examine the cells the following day, and if suitably
subconfluent (approximately 50%), inoculate with
cell-free test material in the presence of polybrene
at an effective concentration of 10 |tig/mL.

3. Feed each well with an appropriate volume of DMEM
containing 10% FBS (v/v) following an adsorption
period of approximately 1-2 hours at 37 0C with 5%
CO2.

4. Maintain the cultures at 37 0C with 5% CO2 until
confluent (normally 2-4 days). Then fix in cold
acetone for 10-15 minutes.

5. Perform indirect immunofluorescence by placing a
suitable volume of anti-MLV antibody into each well
(several monoclonal antibodies to MLV are available,
e.g., 34, R187, or 548) (70). Place the slide in a
humidified chamber at 37 0C for a suitable period of
time, for examples, 30 minutes.

6. Wash the slides with phosphate-buffered saline
(PBS) to remove the primary antibody. Air dry the
slides. Then add antispecies FITC antibody at a
suitable dilution to the slides, and allow the antibody
to adsorb as before

7. Wash the slides in PBS to remove the secondary
antibody, and air dry as before.

8. Examine the slides for fluorescent foci under ai
suitable fluorescent microscope, and count the foci
to give the titer of MLV per unit volume in the test
sample.



Extended Assay
1. Seed the Mus dunni cells at a density of approxi-

mately 5 x 105 per 25 cm2 tissue culture flasks in
DMEM containing 10% FBS (v/v), and incubate the
cultures overnight at 37 0C with 5% CO2.

2. Examine the cells the next day for confluency, and
if subconfluent (approximately 50%), inoculate the
cells with the test sample in polybrene at an effective
concentration of 10 jig/mL. Allow the sample to
adsorb for 1—2 hours. Then feed the cells with
DMEM containing 10% FBS (v/v) and reincubate
at 37 0C with 5% CO2.

3. Maintain the cells at 37 0C with 5% CO2, and passage
the cultures several times on reaching confluency
(normally three to five times is sufficient).

4. MLV can be assayed in the Mus dunni cells at this
point by several means such as immunofluorescence
in which the cells are subcultured into slides and
tested as described before for the direct assay.
Alternatively, cell-free supernatant can be harvested
from the cultures and tested for MLV by the direct
infectivity assays described before, or by reverse
transcriptase assay.

Little has been published regarding the relative
sensitivities of the previously mentioned cell lines for
leukemia viruses. However, one study that examined
the titers of X-MLV detected in fermenter harvests
from a murine plasmacytoma cell indicated that for this
particular X-MLV, the Mus dunni cell line was the most
sensitive, followed by mink S+L"-cells and PG4 cells were
least sensitive (56).

If a cell line used to produce a biologic for human use
is positive for a xenotropic retrovirus, it is necessary to
determine whether the virus is infectious in human cell
lines (19). An alternative approach to assaying cell-free
supernatant for infectious retrovirus is by cocultivation
of the cell line under test with a detector cell line for a
given period of time (e.g., two or three passages) followed
by removal of the test cell line and further passage of
the detector cell line to amplify any infectious retrovirus
present and to dilute any noninfectious retrovirus carried
over from the test cell line culture medium. Then the
detector cell line can be assayed for the presence of
retrovirus by reverse transcriptase assay of the culture
supernatant, electron microscopy, or one of the infectivity
assays described before. If the cell line under test is
nonadherent and the detector cell line is adherent, the
test cell lines can be decanted. When both detector and
test cell line are adherent, they can be cocultivated in
a dish that separates the two cell lines by a transwell
membrane which has pores large enough to allow passage
of virus but not cells (commercially available transwell
dishes normally have membranes with a pore size of
0.4 |im). Human cell lines that have been reported to
be susceptible to xenotropic retroviruses include the
embryonic lung fibroblast 7605L, the rhabdosarcoma cell
line RD, the embryo fibroblast cell line MRC-5, the
embryo kidney cell line 293, and the osteosarcoma cell
line HOS (10,13,57,62,71).

Detection of Retrovirus by Reverse Transcriptase Assay.
The presence of the reverse transcriptase enzyme within
retroviral particles facilitated the assay for virus (infec-
tious or noninfectious) in supernatant harvested from
growing cultures. The reverse transcriptase enzyme syn-
thesizes DNA using an RNA template and therefore can
be assayed by including radiolabeled nucleotides in the
reaction mixture. The optimum stage for reverse tran-
scriptase detection in cell culture supernatant will depend
on the cell line in question. However, in cell lines that
produce retrovirus at levels detectable by reverse tran-
scriptase, enzyme activity is normally readily detectable
in supernatants harvested from cells that are exponen-
tially growing or have recently stopped growing. The
method described here comprises six separate reactions
that assay polymerase activity under conditions with an
RNA template (poly (rA)), a DNA template (oligo (dT)) or no
template, and in the presence of either the magnesium or
manganese cation (62). These six conditions control the fol-
lowing: (a) RNA dependent DNA polymerase activity that
may arise from contaminating cellular DNA polymerase
(higher levels of radiolabeled nucleotide incorporation
when the template is DNA indicate that incorporation in
the RNA template is likely to be from contaminating DNA
polymerase); (b) failure to separate unincorporated from
incorporated radionucleotides (no template control); and
(c) distinction between reverse transcriptase enzymes that
have a preference for either the magnesium or manganese
cation (63,72).

1. Clarify cell-free supernatant (10-20 mL) to remove
cell debris by centrifugation at 11,000 g for
10 minutes.

2. Pellet the retrovirus in the sample by centrifuging
the resultant supernatant at 100,000 g for 1 hour.
Then discard the supernatant, and allow the tubes
to drain.

3. Disrupt the retroviral particles in buffer (approx-
imately 20OM-L) comprising 4OmM Tris pH 8.1,
50 mM KCl, 20 mM DTT, 0.2% NP40.

4. Divide the sample into six 25 ^L aliquots, and add
an equal volume of one of each of the following six
reaction mixtures:

(i) 40 mM Tris pH 8.1, 50 mM KCl, 25 |iCi [methyl
3H] TTP, 2 mMMnCl, poly r(A) [0.05 A260 units],

(ii) 40 mM Tris pH 8.1, 50 mM KCl, 25 ^Ci [methyl
3H] TTP, 2mM MnCl2, oligo (dT) [0.05 A260

units],
(iii) 40 mM Tris pH 8.1, 50 mM KCl, 25 |iCi [methyl

3H] TTP, 2mM MnCl2, 2 mM Tris pH 8.1,
30 mM NaCl.

(iv) 40 mM Tris pH 8.1, 50 mM KCl, 25 ^Ci [methyl
3H] TTP, 2OmM MgCl2, poly r(A) [0.1A260

units].
(v) 40 mM Tris pH 8.1, 50 mM KCl, 25 ^Ci [methyl

3H] TTP, 2OmM MgCl2, oligo (dT)) [0.1A260

units].
(vi) 40 mM Tris pH 8.1, 50 mM KCl, 25 ^Ci [methyl

3H] TTP, 20 mM MgCl2, 4 mM Tris pH 8.1,
60 mM NaCl.



5. Incubate the reaction mixtures at 37 0C for 1 hour
to allow RNA-dependent and DNA-dependent DNA
polymerase enzyme reactions to occur.

6. Precipitate the DNA or RNA templates onto GF/C
filters using 10% trichloroacetic acid (TCA), 1%
sodium pyrophosphate.

7. The precipitated nucleic acids with incorporated
radiolabeled nucleotides are then measured in
scintillation fluid in a scintillation counter.

The background levels of radioactivity obtained by
this method are generally of the order of 100-2000
disintegrations per minute (dpm). Levels higher than this
in those reactions with a template indicate polymerase
activity. However, one can assume RNA-dependent DNA
polymerase activity from reverse transcriptase only when
the level of incorporation into the DNA template is
relatively low, for example, at least half the dpm
incorporation into the RNA template. The level of dpm
in the reaction mixtures without template should be lower
still, for example, half the dpm of the DNA template
reaction. Suitable controls for use with this reaction
include MLV for reactions that include the manganese
cation and maedi-visna virus for reactions that include
the manganese cation.

Electron Microscopy. Electron microscopy is a direct
method of detecting viral contaminants and as such can
provide evidence of viral contamination in the absence
of any cytopathological effect. It is therefore a useful
method for detecting endogenous and exogenous retro-
viral particles. Cell lines themselves can be examined
directly for viral contaminants by thin-section transmis-
sion electron microscopy (TEM). Alternatively, the amount
of retrovirus in culture fluids sampled from fermenters
can be enumerated to determine the retroviral load.
Although electron microscopy provides a useful means
of detecting and classifying viral contaminants, it is not
suitable as a diagnostic method for low levels of contam-
ination because the technique allows examination only
of a thin section of a the cell preparation or a small
volume of culture supernatant. Quantitation of retrovi-
ral particles is required by regulatory authorities for
cell lines used to produce monoclonal antibodies (19).
The quantity of retrovirus present should be shown to
be consistent between lots, and it should be demon-
strated in process validation studies that the values
obtained are removed or inactivated during product purifi-
cation.

The retroviral burden in culture or fermenter super-
natants can be estimated by negatively staining a virus
preparation followed by TEM. However this method can
be problematic because retroviruses are fragile and the
method may cause structural artifacts that make iden-
tification difficult. Following is an outline of a suitable
method for quantitating retroviral particles in cell culture
or fermenter fluid samples. However, because electron
microscopy is a highly specialized technique, the reader
is advised to consult more specialized literature before
embarking on such methods (71-78).

1. Clarify the culture supernatant by centrifugation at
11,000 g for 10 minutes.

2. Pellet the retrovirus from the resultant supernatant
by ultracentrifugation at 100,000 g for 90 minutes
(the conditions required for other virus types will
differ).

3. Dilute commercially available latex particles to a
concentration of approximately 108/mL, and mix
the concentrated virus preparation with an equal
volume of latex particles.

4. Apply the virus/latex particle mix to an EM carbon-
coated grid.

5. Wash the EM grid gently with distilled water.
6. Apply a drop of negative stain to the grid

(negative stains commonly used include 1-3%
phosphotungstic acid (pH 5-8) and 1-2% uranyl
acetate (pH 4.4).

7. Following a suitable staining time, remove excess
stain from the grid using filter paper.

8. Allow the grid to air dry. Then examine by TEM.
9. The virus concentration in the initial culture super-

natant can be determined by the following equation:

Concentration of virus
Concentration of latex particles

x 2 x virus count
~ Latex particle count x centrifugation

concentration factor

Culture supernatant preparations from fermenter har-
vests may have large quantities of cellular debris. This is
particularly so for batch fermentation samples. Further
purification of the culture supernatant, for example, by
sucrose density gradient centrifugation (78) may be nec-
essary to reduce background material that may obscure
virus identification.

Direct examination of cell lines by TEM using fixation of
a cell pellet and thin-section preparation can be performed
as outlined below (75). For detection of retrovirus, the
culture should be actively growing.

1. Pellet the cells from a medium-sized culture flask
(approximately 5 x 106 cells should be harvested) by
gentle centrifugation (500 g for 5 minutes).

2. Carefully break up the cell pellet into small pieces of
about 1 mm3.

3. Fix the cells in 2.5% glutaraldehyde in phosphate
buffer (pH 7.2) for 60 minutes.

4. Wash the cells three times in PBS (10 minutes per
wash). Then postfix in 1% osmium tetroxide in PBS
for 1 hour.

5. Wash the cells three times in dH2O, 10 minutes per
wash. Then dehydrate the cells in a graded ethanol
series of 50%, 75%, 95%, and 100% twice (15 minutes
per step).

6. Embed the cells by first placing them in propylene
oxide for 10 minutes: then in a 1:1 mix of resin to
propylene oxide for 1 hour, followed by three 1-hour
treatments in neat resin.



7. Place the samples in fresh resin, and polymerize the
blocks by heating to 60 0C for 24 hours.

8. One-jxm sections are then cut from the block using
an ultramicrotome; then placed on EM grids and
stained in 1% uranyl acetate, then lead citrate, and
examined under TEM.

The retrovirus family comprises the oncoviruses,
lentiviruses, and spumaviruses. The oncoviruses can be
further divided into four groups comprising Type A, Type
B, Type C, and Type D. Classification of retroviruses is
based on their morphological features and morphogenesis
as determined by electron microscopy.

Figure 1 illustrates some of the features (micrographs
provided by Q-One Biotech Ltd., Glasgow, U.K.).

In Vitro Assays

So-called Hn vitro tests' (Table 1) are recommended
by regulatory authorities for identifying nonendogenous
or adventitious viruses in cell banks which may be
noncytopathic contaminants of the cell line or were
introduced via a raw material or a breach in GMP
procedures. The cell lines recommended for such in vitro
assays by CBER are a human diploid cell line, a monkey
kidney cell line, and a cell line of the same species
and tissue type as used in production (17). Therefore,
cell lines generally employed are the human embryo
fibroblast cell line, MRC-5, and the monkey kidney cell
line, Vero. The cell line of the same species and tissue
type as used in production is as appropriate. CPMP
regulations for cell lines producing monoclonal antibodies
suggest, in addition, the use of cells capable of detecting
a range of human, murine, and bovine contaminants (if
relevant) (20). The rationale for the choice of cell lines is
to provide a general screening assay that detects a broad
range of viral contaminants that may be present in the cell
line or in fermenters and may be pathogenic to humans.
The assay is performed by examining inoculated detector
cell lines for cpe and hemadsorbing agents and therefore
has the limitation that it will detect only cytopathic and
hemadsorbing viral contaminants that can replicate in the
chosen detector cell lines. The specific format of the assay
is unspecified by the regulatory guidelines. However, it
is stipulated that the assay be examined for cytopathic
and hemadsorbing viruses (17,20) and be maintained for a
minimum of 14 days with passage of the human diploid cell
line for a further 14 days with hemadsorption performed
at the end of the cultivation period if the test system
can support growth of human cytomegalovirus (17). The
nature of the inoculum is specified by ICH as "a lysate
of cells and their culture medium" (18). A possible format
for such in vitro assays would therefore be the following
(negative control and suitable positive controls for cpe on
each detector cell line used should be tested in parallel):

1. Prepare six-well tissue culture dishes each of MRC-
5, Vero, the cell line of the same species and
tissue type as used in production (and other cell
lines as appropriate) by inoculating 3 mL of cells
at 1-2 x 105 cells/mL in an appropriate growth

medium containing 10% FBS (v/v). Incubate the
cultures overnight at 37 0C with 5% CO2.

2. Prepare the test sample lysate by harvesting cells
and supernatant from a healthy confluent culture
grown in a medium-sized flask (approximately
80 cm2) (adherent cells can be harvested by first
scraping the cells into the spent culture medium
with a sterile cell scraper). Clarify the preparation
by centrifugation at 500 g for five minutes. Trans-
fer 70—80% of the supernatant to a fresh container,
and place on ice (supernatant 1). Then resuspend
the cell pellet in the remaining supernatant, and
lyse the cells by freeze/thawing three times. Clar-
ify the resultant lysate by centrifugation as before,
and pool this the supernatant (supernatant 2) with
supernatant 1 to constitute the sample for inocula-
tion. Preparation of lysate by this method ensures
that viruses sensitive to repeated freeze/thawing are
represented by inclusion of "supernatant 1," viruses
that may be trapped intracellularly are released and
present in "supernatant 2," and the presence of intact
cells that escaped disruption by freeze/thawing and
could potentially interfere with observations for cpe
is minimized by clarification of both supernatants 1
and 2. Cell lysates can also be prepared as before for
samples taken from fermenters.

3. Inoculate a suitable volume for example, 1 mL of
lysate, into each well of each cell type, and allow the
sample to adsorb for 1 hour at 37 0C with 5% CO2.

4. Feed the cultures with 3-4 mL of maintenance
medium (containing 1% v/v FBS) and incubate at
37 0C with 5% CO2.

5. Examine the cultures every 2-3 days for signs of
abnormalities such as cells rounding, syncytia, or
cell lysis.

6. Feed the cells as required (after seven days is nor-
mally adequate) with an appropriate maintenance
medium (Vero and MRC-5 cell lines can normally be
maintained in culture in DMEM containing 1% FBS
(v/v) without passaging for 14 days. However, if the
cell type being used deteriorates during this period,
as shown by a negative control culture condition, or
assay for hemadsorbing agents on the human diploid
cell line (MRC-5) is required at 28 days postinocula-
tion, the cells should be subcultured to prevent this.

7. At 14 days postinoculation (or 28 days for MRC-5
detector cells when the test sample is capable of
supporting human CMV growth), perform hemad-
sorption using guinea pig, human, and chicken red
blood cells (rbc's) as follows:

(i) Prepare the rbc's by centrifuging at 2000 g
for 10 minutes. Then wash the pelleted rbc's
twice in PBS in tubes with volume markings.
Following the second wash, measure the volume
of packed rbc's. Then add sufficient fresh PBS to
the pelleted cells for a 0.5% preparation of rbc's.

(ii) Remove the culture medium from the cells, and
carefully wash the monolayers with PBS.

(iii) Overlay duplicate wells of each cell type with
2-3 mL of each of the three rbc species, and



Figure 1. TEM micrographs of cells infected with retrovirus. (a) A murine myeloma cell line
with an endogenous oncovirus. The large arrow heads indicate Type A particles within the
endoplasmic reticulum (ER) characterized by two electron-dense concentric shells surrounding
a central area of low electron density. The small arrowheads indicate Type A particles budding
into the ER. An immature Type C particle with centrally located core is indicated by the large
arrow (in mature Type C particles the core is electron-dense). The small arrow indicates a Type
C particle budding from the cell membrane into the intracellular space. Note that the core of
Type C particles is formed during budding. The scale bar is 100 nm. (b) Raji cells infected with
the Type D oncovirus, squirrel monkey retrovirus (SMRV). Several extracellular Type D particles
with electron-dense cores, sometimes tubular in shape, are evident. A budding Type D particle
with characteristic preformed core is indicated (arrow). The scale bar is 100 nm. (c) Cells infected
with the lentivirus HIV. Several budding particles can be seen characterized, as in Type C
particle budding, by simultaneous core assembly. The scale bar is 100 nm. (d) A cell infected with
HIV displaying numerous extracellular particles. This micrograph illustrates the characteristic
tubularly shaped core of mature lentivirus particles. The scale bar is 100 nm. (e) A monkey kidney
cell infected with the spumavirus, simian foamy virus (SFoV). A large group of spumavirus can
be seen within the ER of the cell (arrow). The particles are characterized by an electron-dense
ring-shaped core with a translucent center surrounded by an envelope with prominent surface
projections. The scale bar is 500 nm. All micrographs were provided by Q-One Biotech Ltd.,
Glasgow, United Kingdom.



incubate the plates at approximately 4 0C for
30-60 minutes.

(iv) Remove the rbc's by gentle agitation. Then
pipette off. Wash the monolayer gently with
PBS two or three times until all the nonadsobed
rbc cells are removed.

(v) Hemadsorption is indicated by adhesion of the
rbc's to the detector cells. A suitable positive
control for hemadsorption is parainfluenza type
3 (PI3) which is infectious for both MRC-5 and
Vero cell lines.

In Vivo Assays

Assays in animals are part of the general safety tests rec-
ommended by regulatory authorities for manufacturers of
biologies and involve the so-called "in vivo" assay and the
antibody production assay (MAP, HAP or RAP) (Table 1).
"In vivo" assays normally utilize suckling mice, adult mice,
guinea pigs, and embryonated eggs. Mice are inoculated
intracerebrally, intramuscularly, and intraperitoneally,
guinea pigs are inoculated intramuscularly, and embry-
onated eggs by the yolk sac, allantoic cavity, and amniotic
cavity (20,76). The inoculum is normally a small volume
of lysate prepared from the cell line under test, and the
animals are observed for 3 to 4 weeks and the eggs for a
shorter period of time (refer to references 20 and 79 for
specific durations) for morbidity and mortality. Hemag-
glutination is performed on fluids harvested from the eggs
inoculated vial the allantoic route. The in vivo assay is
designed to detect a wide range of viral contaminants.
Suckling mice are susceptible to many arthropod-borne
viruses, Herpes simplex virus, rabies, some arenaviruses,
and picornaviruses, including poliovirus, coxsackievirus,
echovirus, and encephalomyocarditis virus (adult mice
are susceptible to some of these viruses) (77,78); guinea

pigs are susceptible to paramyxoviruses, reoviruses, and
filoviruses (37), and embryonated eggs are susceptible
to poxviruses, paramyxo-, orthomyxoviruses, and Herpes
simplex virus (79). Antibody production assays are per-
formed on cell lines of mouse (MAP), rat (RAP) and
hamster (HAP) origin to assay for viruses introduced by
the source species. These assays are therefore normally
performed only on the MCB because a negative result
indicates that the cell bank system is free of viruses of the
species of origin. In addition, MAP assays are performed
on monoclonal antibody preparations made in ascites. The
viruses assayed in these tests include hantaan virus, lym-
phocytic choriomeningitis virus (LCMV), reovirus type 3,
and Sendai virus all of which are known to infect humans
or primates (20). In these assays, adult mice, rats, or ham-
sters are inoculated with test cell lysate and held for 4
weeks, then bled, and the serum is tested for antibody to
viruses of concern using antibody specific assays such as
enzyme-linked immunosorbent assay (ELISA) and indirect
immunofluorescence (IF).

Polymerase Chain Reaction (PCR)

PCR is a highly sensitive technique for detecting specific
DNA sequences and therefore is important for detecting
viral and mycoplasmal contaminants whose genomic
sequence is known fully or partially. The reaction involves
amplification using repeated thermal cycles of DNA
denaturation, primer annealing, and DNA polymerization
by Taq polymerase of a specific region of DNA defined
by the primers. The reaction mass balance alters as the
cycles progress resulting in an increase in product (and
consequently available template), a decrease of nucleotides
and primer (although these two components are greatly
in excess in the reaction), and a decrease in the ratio of
Taq polymerase molecules to available template copies.

Figure 1. Continued.



The reaction therefore reaches a point after 30 cycles or so
when production of product is no longer exponential due
to limiting Taq polymerase and self-annealing of product.
The specific conditions employed for any PCR assay depend
upon the sequences being amplified, the primers used, the
number of initial copies of template in the sample, and
the size of the region being amplified. In addition, viruses
with RNA genomes must be reverse transcribed before
PCR amplification.

PCR is important as a tool for virus adventitious
agent detection when a culture system is not available,
as is the case with hepatitis C virus detection, or when
detection of infectious virus is limited by the sample size,
as is the case with detection of replication-competent
virus during monitoring of patients treated with gene
therapy constructs. It should be noted, however, that PCR
detects infectious, as well as defective virus. Therefore
in circumstances where virus is likely to be present but
has been inactivated by processing, PCR is less useful, for
example, PPV in gamma-irradiated trypsin. The specific
protocols for viral diagnosis by PCR are beyond the scope
of this article, and readers interested in the details are
advised to consult more relevant literature (80).

TESTING RAW MATERIALS

Tests for Bovine Viral Contaminants

The most common viral contaminant in raw materials
of bovine origin is the pestivirus BVDV because of its
prevalence, the large numbers of animals from which
a serum batch is prepared, and partial resistance of the
virus to standard procedures used to heat inactivate bovine
serum for use in tissue culture medium preparations
(56 0C for 30 minutes) (81). Some manufacturers of bovine
serum reduce the risk of infectious BVDV in bovine
serum by irradiation with UV-C (wavelength of 254 nm) or
gamma irradiation (38,39). Both techniques are effective
inactivators of BVDV and other viruses. However, in the
absence of effective virus inactivation treatment of bovine
raw material, it is advisable to test for BVDV. The majority
of BVDV strains are noncytopathic. Therefore detection
of infectious BVDV is most easily done, as outlined in
the following protocol, by end-point immunofluorescence
using an antibody that recognizes BVDV antigen following
inoculation of a susceptible cell line such as the bovine
turbinate (BT), bovine trachea (EBTr) cell lines, or the
Madin Darby bovine kidney cell line (MDBK). Negative
and positive control cultures are tested in parallel. The
negative control cultures are cells assayed in parallel and
cultured in a medium containing BVDV-free serum. The
positive control cultures can either be cells infected with
a noncytopathic strain of BVDV (e.g., New York-1) at the
same time as the test sample is inoculated, or a subculture
of the negative control culture can be infected with a
cytopathic strain of BVDV (e.g., NADL) toward the end of
the assay.

1. Seed BVDV-free cultures of one of the above cell
types into tissue culture flasks to obtain cultures
approximately 70% confluent on the following day.

2. Remove the growth medium the next day, and
replace with a culture medium containing 10-15%
(v/v) of the test serum as the FBS component (all
three cell lines mentioned above grow in DMEM).
Alternatively, if the bovine raw material under test
is not serum, dissolve the test material in a small
volume of BVDV-free medium. Then inoculate this
onto the monolayer, and allow it to absorb for one
hour. Feed the cultures with BVDV-free growth
medium.

3. Incubate the cultures at 37 0C with 5% CO2,
and passage when confluent, (approximately every
3-4 days) for five passages. During subculturing,
use a medium containing 10-15% (v/v) of the bovine
serum under test.

4. At passage five, prepare the cells for immunoflu-
orescence by subculturing 1 x 105 cells/mL (2 mL
per well) onto two chambered tissue culture slides.
Reincubate the slides at 37 0C with 5% CO2 until
confluent.

5. When confluent, remove the culture medium, and
fix the cells by submerging the slides in cold acetone
for 10-15 minutes. At this point, the slides can be
stored frozen or tested by immunofluorescence.

6. Perform indirect immunofluorescence using com-
mercially available antibodies to BVDV and com-
mercially available antispecies FITC (Fluorescin
isothioeyanate) conjugated antibody.

7. Dilute the anti-BVDV antibody to a predetermined
working dilution in PBS. Then allow the antibody to
adsorb onto the cells by incubation in a humidified
chamber at 37 0C for a suitable period of time (30
minutes is normally sufficient).

8. Remove the primary antibody by washing the slides
in PBS. Add the secondary antibody (commercially
available antispecies FITC conjugated antibody) to
each well, and allow this to adsorb as above.

9. Following a suitable adsorption period, wash the
slides in PBS to remove the secondary antibody.

10. Examine the slides under a suitable fluorescent
microscope. Samples that are positive for BVDV
may show varying proportions of positive cells,
depending on the strain of BVDV and the number of
passages in culture. Figure 2 illustrates the pattern
of BVDV fluorescence which is predominantly
cytoplasmic.

The U.S. Code of Federal Regulations (9CFR) (52) stip-
ulates requirements for testing animal-derived products
used as ingredients in producing biologies. In the case of
bovine-derived ingredients, specific procedures for virall
detection using Vero cells (African green monkey kidney)!
and a cell line of bovine origin are provided. The method
involves cultivating these two cell lines in a medium con-
taining at least 3.75 mL or 15% of the ingredient for
21 days or more with at least two passages during this
period. At the final passage, monolayers are set up oi
specified surface area and assayed 7 days later for viral
contaminants by cytological staining, hemadsorption, and
IF. Viruses assayed by IF on detector cells of bovine origin
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The specific conditions employed for any PCR assay depend
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number of initial copies of template in the sample, and
the size of the region being amplified. In addition, viruses
with RNA genomes must be reverse transcribed before
PCR amplification.

PCR is important as a tool for virus adventitious
agent detection when a culture system is not available,
as is the case with hepatitis C virus detection, or when
detection of infectious virus is limited by the sample size,
as is the case with detection of replication-competent
virus during monitoring of patients treated with gene
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replace with a culture medium containing 10-15%
(v/v) of the test serum as the FBS component (all
three cell lines mentioned above grow in DMEM).
Alternatively, if the bovine raw material under test
is not serum, dissolve the test material in a small
volume of BVDV-free medium. Then inoculate this
onto the monolayer, and allow it to absorb for one
hour. Feed the cultures with BVDV-free growth
medium.

3. Incubate the cultures at 37 0C with 5% CO2,
and passage when confluent, (approximately every
3-4 days) for five passages. During subculturing,
use a medium containing 10-15% (v/v) of the bovine
serum under test.

4. At passage five, prepare the cells for immunoflu-
orescence by subculturing 1 x 105 cells/mL (2 mL
per well) onto two chambered tissue culture slides.
Reincubate the slides at 37 0C with 5% CO2 until
confluent.

5. When confluent, remove the culture medium, and
fix the cells by submerging the slides in cold acetone
for 10-15 minutes. At this point, the slides can be
stored frozen or tested by immunofluorescence.

6. Perform indirect immunofluorescence using com-
mercially available antibodies to BVDV and com-
mercially available antispecies FITC (Fluorescin
isothioeyanate) conjugated antibody.

7. Dilute the anti-BVDV antibody to a predetermined
working dilution in PBS. Then allow the antibody to
adsorb onto the cells by incubation in a humidified
chamber at 37 0C for a suitable period of time (30
minutes is normally sufficient).

8. Remove the primary antibody by washing the slides
in PBS. Add the secondary antibody (commercially
available antispecies FITC conjugated antibody) to
each well, and allow this to adsorb as above.

9. Following a suitable adsorption period, wash the
slides in PBS to remove the secondary antibody.

10. Examine the slides under a suitable fluorescent
microscope. Samples that are positive for BVDV
may show varying proportions of positive cells,
depending on the strain of BVDV and the number of
passages in culture. Figure 2 illustrates the pattern
of BVDV fluorescence which is predominantly
cytoplasmic.

The U.S. Code of Federal Regulations (9CFR) (52) stip-
ulates requirements for testing animal-derived products
used as ingredients in producing biologies. In the case of
bovine-derived ingredients, specific procedures for virall
detection using Vero cells (African green monkey kidney)!
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taining at least 3.75 mL or 15% of the ingredient for
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specified surface area and assayed 7 days later for viral
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Figure 2. BT cells infected with BVDV and assayed for
infectivity by indirect immunofluorescence, as described in
the text. Cells infected with BVDV display green cytoplasmic
fluorescence. Photograph provided by Q-One Biotech Ltd.,
Glasgow, United Kingdom.

are BVDV, bovine adenoviruses (BAV), bovine parvovirus
(BPV), bluetongue virus (BTV), bovine respiratory syncy-
tial virus (BRSV), reovirus, and rabies virus. Vero cells
are tested by IF for BVDV, reovirus, and rabies virus.

Tests for Porcine Viral Contaminants

Trypsin is a raw material of porcine origin widely used
in cell cultures for dissociating anchorage-dependent cells.
The virus of concern in trypsin preparations, as discussed
previously, is PPV. As with raw materials of bovine
origin, the U.S. Code of Federal Regulations (9CFR) (52)
stipulates the method for testing for PPV in trypsin
preparations which have not undergone appropriate
treatment to inactivate this virus. The following method
complies with 9CFR recommendations:

1. Seed duplicate medium-sized tissue culture flasks
(75-80 cm2) of primary porcine kidney cell lines at a
density such that at inoculation (the following day)
the monolayer is 30-50% confluent. (It is important
to inoculate PPV onto mitotically active cells because

parvoviruses require the cellular functions available
during the S and G phases of the cell cycle for DNA
replication (82).

2. The following day, ultracentrifuge the trypsin
preparation at 80,000 g for 1 hour to pellet the
virus and separate it from trypsin so that monolayer
detachment can be avoided (9CFR requires testing
5 g of trypsin is tested and resuspending the
resultant pellet in water).

3. Inoculate the resuspended pelleted material into one
of the two flasks of primary porcine kidney cells, and
incubate for 1 hour at 37dC with 5% CO2 to allow any
virus to adsorb. Inoculate the remaining flask with
culture medium as a negative control, and incubate
as above.

4. Feed the flasks with an appropriate growth medium,
and reincubate the culture at 37 °C with 5% CO2.

5. Examine the cultures every 2-3 days for confluency
of growth and viral cpe.

6. Maintain the culture for 14 days or more postinoc-
ulation, with at least one subculture during this
period. It is important to ensure that all subcultur-
ing of the primary porcine cells is performed using
trypsin that is negative for PPV.

7. At the last subculture (this should fall on or after
day seven postinoculation), set up monolayers for
immunofluorescence. 9CFR stipulates that these
monolayers must be a minimum of 6 cm2 (commer-
cially available glass or plastic chamber slides are
suitable for this purpose). Three sets of 6 cm2 mono-
layers are required from the "test material" culture
such that two are the "test material" monolayer, and
the remaining one is inoculated with PPV as a pos-
itive control. Set up one 6 cm2 monolayer from the
negative control culture.

8. One day after subculture, remove the medium from
one of the "test material" slides, and inoculate with
PPV (100-300 fluorescent units). Allow the virus to
adsorb at 37 °C with 5% CO2 for 1 hour. Then feed
the culture with an appropriate volume (2-3 mL) of
fresh medium. Return the slide to a 37 °C incubator
with 5% CO2.

9. Examine the cultures every 2 -3 days for viral cpe.
If cpe is evident on the positive control culture,
it can be fixed in cold acetone for 10-15 minutes.
However, a "test material" monolayer must be fixed
at the same time. Maintain the negative control
and remaining "test material" cultures until at least
7 days postsubculture (i.e., day 14 or later). Then fix
with cold acetone as above.

10. Perform indirect immunofluorescence for PPV, as
described before for BVDV. Specific fluorescence to
PPV is evident from nuclear fluorescence.

PPV cytopathology is often difficult to recognize and
requires serial passage before it becomes evident. There-
fore, specific end-point assay such as immunofluorescence
described before provides conclusive evidence of PPV con-
tamination.



DETECTION OF MYCOPLASMAS

Mycoplasmas are bacteria that lack the rigid cell wall
structure composed of peptidoglycan that is normally
associated with bacteria. Thus mycoplasmas have prop-
erties that distinguish them from other bacteria. Testing
for mycoplasmal contamination requires a different set of
assays independent of sterility testing for normal bacteria,
and these are described following. The term mycoplasma
denotes organisms that belong to the class designated
Mollicutes which includes other generic groups referred
to as acholeplasma, ureaplasma, and spiroplasma. Many
distinct organisms (158 recognized species) are grouped in
the class Mollicutes because they lack cell walls due to
the absence of the genes for peptidoglycan synthesis (83).
Mycoplasmas also differ from other bacteria by incor-
porating cholesterol and other sterols into their plasma
membranes which makes the membranes of mycoplasmas
more pliable and more resistant to physiochemical proper-
ties than would be predicted (84). This pliability combined
with their small size, average diameter of 0.3-0.8 jxm,
allows them to pass through nitration systems designed
to remove bacteria. The most likely source of mycoplasmal
contamination in a cell culture facility is a contaminated
cell culture, thus emphasizing the need for thorough
screening of all new cell lines and appropriate quaran-
tine and storage protocols for all incoming cell cultures.
After establishing an infection in a particular cell line,
mycoplasma and other microbes are spread by aerosol
droplet dispersion via a variety of normal cell culture
procedures including pipetting and dispensing of media
liquids. The inappropriate use of a common medium bottle
or common pipettes between cell cultures and cell lines
can lead to contamination of many cell lines in the facil-
ity with the same species of mycoplasma (85). Human
isolates represent the majority of mycoplasmal contami-
nants in cell culture. Mycoplasma orale, M. fermentans,
and M. salivarium axe the most frequently isolated, and
M. buccale, M. faucium, M. genitalium, M. hominis, M.
pirum, and M. fermentans less frequently. Many species
of mycoplasma are known to cross host ranges, and thus
isolates from contaminated bovine serum such as Achole-
plasma laidlawii, M. arginini and My. hyorhinis represent
further cause for concern in cell culture. The conse-
quences of mycoplasmal contamination are too numerous
to describe in this article. Those interested in a more
comprehensive description of the subject are referred to
the recent review of mycoplasmal contamination by Lin-
coln and Gabridge (86). A major problem is that despite
heavy microbial contamination, for example, 109 colony-
forming units per milliliter of culture, the cell cultures
often appear to be normal by both macroscopic and micro-
scopic inspection. Thus, due to an undetected mycoplasmal
contamination, research results could be distorted and
hence erroneous and in a production facility infection could
reduce yields of products such as monoclonal antibodies
and enzymes.

As a strategy to prevent and control bacterial and
mycoplasmal contamination the use of antibiotics in
routine cell culture should be avoided wherever possible
because they may mask mistakes in aseptic technique and

quality control and may also result in the emergence of
antibiotic-resistant strains of microorganisms. In any case
there is not a single antibiotic which is effective against
all bacteria. For example, the inhibitors of peptidoglycan
synthesis such as the penicillins and cephalosporins,
are clearly ineffective against mycoplasmas, and many
antibiotics simply retard or inhibit bacterial growth, that
is, they are bacteriostatic agents and do not destroy
bacteria. The absence of antibiotics is also a requirement
for effective mycoplasmal detection in cell culture.
Thus, to summarize this brief background survey of
mycoplasmas, it is necessary to perform routine screening
for mycoplasmal contamination because mycoplasmas
may not cause readily apparent changes in cell culture.

Several direct and indirect procedures are currently
used to detect mycoplasmas, but unfortunately, there is
not a single, foolproof test that will detect all species. One
major problem that has to be addressed in the screening
program is the fact that some mycoplasmas will not grow
in artificial media and thus must be detected using a cell
culture system. The lengthy time required to complete
these assays has focused attention on some of the indirect
assays, and it is possible that PCR reactions may gain
acceptance for these situations, for example, the screening
of cells used for ex vivo therapies mentioned previously,
where a rapid assay is critical. Direct culture methods are
the most sensitive but are also the most time-consuming
and take up to 28 days for incubation.

Alternative methods for detecting mycoplasmal con-
tamination include PCR reactions, indirect culture meth-
ods using DNA fluorochrome stains as described later,
DNA probes, ELISAs, biochemical assays, and electron
microscopy (87-89). These methods are more rapid than
direct assays but less sensitive and vary in their capaci-
ties to detect a wide range of species. A thorough review is
beyond the scope of this chapter, but readers are referred
to a recent publication that details molecular and diagnos-
tic procedures in mycoplasmology, for example, detection
by PCR (90). In points to consider in the characteriza-
tion of cell lines used to produce biologicals issued by
CBER (17), tests for the presence of both cultivable and
noncultivable mycoplasmas are recommended. Biological
products made in insect cells should be tested for both
mycoplasmal and spiroplasmal contamination. If storage
is required for samples before assay, then it should be
at between 2 and 8 0C for 24 hours or less and at -60 0C
or lower for 24 hours or more. As specified by CBER (17),,
mycoplasmal contamination testing must be performed by
both the agar and broth media procedures and the indica-
tor cell culture procedure or by a procedure demonstrated!
to be comparable using the protocols described here.

Cultivation Methods

Agar and Broth Procedures

1. Each lot of agar and broth medium should be
free of antibiotics, although penicillin G can be
present, and each lot of medium should be checked
for its mycoplasmal growth-promoting properties
This requires the use of positive cultures that are
described below.



2. Inoculate at least 0.2 mL of the sample over the
surfaces, of two or more agar plates of one medium
formulation. In addition inoculate at least 10 mL of
the sample into a flask containing 50 mL of broth
medium which is then incubated at 36 ± 10C.

3. Test 0.2 mL of the broth culture on the third,
seventh, and fourteenth days of incubation by
subculture onto two or more agar plates of the same
medium as that used before.

4. Incubate two of the initial isolation plates and two
each of the three subculture plates in 5 to 10% CO2
in a nitrogen atmosphere containing no less than
0.5% oxygen during the incubation period. Some
laboratories incubate the cultures both aerobically
and anaerobically.

5. Incubate all culture agar plates for at least 14 days
at 36 0C ± 10C, and observe microscopically at 100 x
magnification for growth of mycoplasma colonies.

6. As positive controls, at least two known mycoplasma
species or strains should be used, one of which
is a dextrose fermenter, that is, M. pneumoniae
strain FH or equivalent, and the other an arginine
hydrolyzer, that is M. orale strain CH 192999 or
equivalent species or strains. These positive strains

should not be more than fifteen passages from
isolation and should be used in a standard inoculum
of 100 colony-forming units (CFU) or less. Sterile
mycoplasma broth is used as the negative control.

Indicator Cell Culture Procedure. This procedure uses
a Vero cell culture known to support the growth
of appropriate mycoplasmas. Figure 3 illustrates the
typical fluorescent pattern observed with normal and
mycoplasma-contaminated cultures.

1. Inoculate at least 1 mL of the sample onto two or
more indicator cell cultures grown on cover slips, in
dishes, or equivalent containers.

2. Incubate the cell cultures for 3 to 5 days at 36 ± 10C
in 5% CO2, and then examine by epifluorescence
microscopy following staining with a DNA-binding
fluorochrome.

3. As positive controls, M. hyorhinis strain DBS 1050
and M. orale strain CH 19299 are recommended
using an inoculum of 100 CFU or less.

Enhanced Cell Culture Procedure. Some laboratories
employ an enhanced procedure when a test sample
interferes with the performance of the direct Vero cell

Figure 3. Detection of mycoplasmal infection by DNA fluorochrome staining, (a) Cells free
of mycoplasmal contamination display only nuclear fluorescence, (b) Cells contaminated with
mycoplasma display both nuclear and extranuclear fluorescence.



culture assay. Test samples, negative control, and a
positive control, that is, M. hyorhinis, are inoculated into
cultures of Vero cells. T25 flask cultures are appropriate,
and the flasks are incubated for 3-5 days. The cells are
then removed, and 0.2 mL of each of the cultures is
inoculated into each of six wells of Vero cells and then
incubated and examined as described in the direct cell
culture assay. In evaluating these assays, a sample is
considered to meet the requirements of the test for the
presence of mycoplasma if mycoplasma, growth does not
appear in the sample of inoculated media. In addition all
positive cultures must demonstrate appropriate growth,
and in all negative cultures growth must not be detected.

Indirect Detection of Mycoplasmas

The direct assays described before are probably beyond the
scope of most small cell culture facilities although large
production facilities may perform these assays in-house.
In contrast some of the indirect assays now available can
be performed by any operator because they are available
in kit form. An outline of just one of these methods is
included here, but a range of indirect methods including
PCR reactions is being developed and evaluated.

Mycoplasmal Detection using the Gen-Probe System. This
system uses a 3H-labeled DNA probe homologous to
mycoplasmal, acholeplasmal and spiroplasmal rRNA. The
manufacturers (Gen-Probe Inc.) claim that all species that
commonly infect cell cultures can be detected with this
probe, which targets the rRNA of the organisms to form a
stable RNA to DNA labeled hybrid. The latter is separated
from a nonhybridized DNA probe using hydroxyapatite,
and then the amount present is measured in a scintillation
counter. Following is the recommended test procedure:

1. Prepare a background count (in counts per minute
[cpm]) on 5 mL of the scintillation fluid used in the
scintillation counter programmed to an appropriate
parameter to measure 3H activity.

2. Perform a total count determination, that is, the
activity of the labeled probe solution, by pelleting a
5 mL suspension of the separation mixture at 500 g
for 1 minute (hydroxyapatite in a buffered solution
provided in the kit) in a screw-capped scintillation
vial. The supernatant is discarded, the pellet is
vortexed in 50 \iL of the probe solution, and the
cpm is determined.

3. Microfuge the test samples, for example, 1.5 mL
aliquots of antibiotic-free cell culture medium (in
which the test cultures have been grown for a
minimum of 3 days), at 12,000 g for 10 minutes to
pellet any mycoplasmas present.

4. Discard the supernatants, and resuspend the pellets
in 200 JiL of the probe solution. In addition, prepare
positive and negative controls by vortexing 50 L̂L
each of the control solutions provided in the Gen-
Probe kit with 200 juL of probe solution.

5. Incubate the preparations overnight at 72 0C.
Aliquot 5 mL of resuspended suspension into the
required number of scintillation vials, and then

transfer 200 JIL aliquots of incubated sample plus
probe solution to the scintillation vials containing
the 5 mL of separation solution. Thoroughly mix the
solutions by vortexing, and incubate at 72 0C for
5 minutes.

6. Briefly vortex the vials, centrifuge for 1 minute at
500 g, and remove and discard the supernatants.
Wash the pellets, reincubate, wash again, centrifuge
for 1 minute at 500 g, and remove the supernatant.
Rewash the pellets.

7. Add 5 mL of scintillation fluid to each vial, and
resuspend the pellets by vortexing. Stand the vials
at room temperature for 5 minutes to minimize
background phosphorescence, and then measure 3H
activity as described before.

8. The percentage of hybridization of the sample to the
probe DNA is

sample cpm —
™ T. u - j - J.' background cpm i n r i ^
% hybridization = ~ -— x 100%

total count cpm

Controls: % hybridization of positive should be >30%;
% hybridization of negative should be <0.2%.

Providing that the controls are within acceptable limits,
a hybridization result of >0.4 is considered positive.
This method provides a rapid assessment of mycoplasmal
contamination and appears to correlate well with direct
culture results which should be used as the gold standard
for these indirect assays. The Gen-Probe® system has been
used successfully by researchers in the Sydney laboratory,
as reported by Thompson (91).

BACTERIA AND FUNGI

The effects of bacterial and/or fungal contamination on
cell culture systems have been long recognized and are
well documented in numerous other publications. The
risks of such contamination can be reduced by employing
rigorous aseptic techniques and using appropriate and
regularly maintained and validated equipment, for
example, regularly monitoring the performance of all
HEPA laminar flow cabinets. Contamination does occur,
however, despite the precautions, and thus the kind
of protocols for sterility testing recommended by the
USA 21 Code of Federal Regulations (92) should be
performed regularly on appropriate specimens. The
protocol described is applicable to single, bulk, or final
product with the recommendation that bulk material
should be tested separately from final material and
material from each final container should be tested in
individual test vessels as follows:

1. Samples are cultured in a fluid thioglycollate
medium (THIO) and a soybean-casein digest medium
(TSB). Some manufacturers of biologies adopt a more
comprehensive approach to sterility testing and also
include other media, such as peptone yeast glucose
broth and Saboraud dextrose agar slants.



2. The amount of sample tested depends on the nature
of the test material. As a guideline, samples from
bulk material should be representative of the bulk
and be not less than 10 mL. For sterility testing
of final containers, it is recommended that samples
from at least 20 final containers be taken for each
medium used. The volume tested is the entire
contents of the final container if it is less than 1 mL
and, if 1 mL or greater, then the volume tested
should be the largest single dose recommended by
the manufacturer or 1 mL, whichever is larger, but
not more than 10 mL.

3. Incubate tests using THIO at 30 to 35 0C for no
less than 14 days, and examine visually for evidence
of growth on the third, fourth, or fifth day, on the
seventh or eighth day, and on the last day of the
test period. Incubate tests using TSB at 20 to 25 0C,
and inspect as described for THIO. If the medium
is rendered turbid by the inoculum, thus interfering
with visual inspection for microbial growth, then
at least 1 mL of the test medium is transferred to
additional containers of the medium. It is standard
practice to test replicate sets of two tubes of each
medium.

4. Positive control strains, for example, Bacillus
subtilis (ATCC 6633) and Bacteroides valgatus
(ATCC 8482) for THIO and Candida albicans (ATCC
10231) for TSB are used at inoculum levels of less
than 100 CFU/inoculum. The viability and purity
of these organisms should be verified regularly. A
negative control of uninoculated medium serves as
the negative control. USP 23 (93) provides more
detailed information regarding the nature of the
control cultures that should be used in sterility
tests, including description of alternative tests,
for example, membrane filtration, for samples not
readily water soluble.

OXYGEN UPTAKE RATE

In large-scale cultivation of cells, several parameters can
be used to monitor cell growth and metabolism, including
oxygen uptake rate (OUR), Eh, pH, glucose uptake,
lactate production, glutamine uptake, NH3 accumulation,
and levels of intracellular nucleotide pools. The major
limitation is the type of test available to detect the
chosen parameter. Recent developments have led to
the availability of more on-line detectors, for example,
glucose biosensors, which provide a rapid check on the
culture condition, and these now augment oxygen and
pH probes which have been the major indicators of cell
viability and growth to date. For example, in vaccine
manufacture the viral infection of some cell types can
be monitored by following OUR, which correlates with
viral infection (94) because cells have an increasing or
constant OUR, during the growth and production phases
whereas the OUR drops after viral infection. In a cell
culture system contaminated by an aerobic organism, the
OUR can increase significantly, whereas the oxygen levels
monitored by the oxygen probe often fall to undetectable

levels. Thus microbial contamination can often be quickly
detected by reference to oxygen levels in the culture,
providing that the probes have been calibrated properly.
In addition, pH levels usually fall significantly as a result
of lactate production by the microbes, and this can be
detected by the pH probe or the rapid change of color of
the pH monitoring dye if present in the medium.

ENDOTOXIN DETECTION

Although endotoxins are not infectious agents, they are
derived from the lipopolysaccharide cell wall component
of gram-negative bacteria and could be present even in
the absence of viable bacteria. If endotoxin, is present in
a therapeutic product administered parenterally, it can
induce fever and possibly shock in the recipient. Thus
endotoxin testing is incorporated as part of the safety
testing protocol of final products. The testing procedure
involves either monitoring the rectal temperature of
rabbits following injection of a standard amount of product
per kg of rabbit or using an in vitro test known as the
LAL test in which the lymph material of the horseshoe
crab is gelled in the presence of endotoxin. It has been
our experience that if endotoxin is present in the cell
culture media, it can affect the growth and viability of cell
cultures and should always be borne in mind if cells are not
growing as expected. This problem can be avoided by using
water suitable for injection, which has been pretested for
endotoxin, to prepare media if in doubt about the useful
water supply.

STATISTICAL ANALYSIS

In the context of this article, statistical analysis of viral
contamination in a sample can be at two extremes. First,
when assaying raw material or a cell line, the contaminant,
if present, is in low amounts and therefore may not be
detected. Second, when performing process validations,
high titers of virus are spiked into a downscale version of
the process, and samples are collected at the start, during,
and after processing, and then are assayed for virus titer.
Therefore samples generated from process validations can
contain high levels of virus or have virus titers close to or
below the detection level of the assay. Calculation of virus
titers at low concentrations (e.g., in the range of 10 to 1000
infectious particles per liter) can be made by estimating
the minimum detectable level (mdl), whereas estimation
of virus titers in samples containing high titer loads can
be made by the TCID50 assay.

Minimum Detectable Level

There is a discrete probability that a sample that contains
a low concentration of virus will produce a negative
result when assayed in tissue culture because of random
distribution of virus particles and the fact that the sample
tested is usually much smaller than the volume available,
for example, only a few milliliter sample from 100-200
liter fermenters is assayed for viral contaminants by in
vitro assays. The probability P that a sample is negative for
viral contamination can be calculated using the following



formula:

where P is the probability that the sample contains no
infectious virus, V is the total volume of the material, v is
the sample volume, and n is the absolute number of virus
particles statistically distributed in V.

When V is much greater than v, the formula can be
approximated by the Poisson distribution as

where c is the virus titer per unit volume and v is the
sample volume.

This equation becomes the following by natural
logarithmic (In) conversion:

or

The probability P that the sample is free of virus is
normally set at 0.05 or 0.02, that is, in 5 and 2% of
cases, respectively, a false negative result will be obtained;
in other words there are 95 or 98% confidence limits,
respectively, that the detection limit calculated is correct.
Thus, in a sample where virus has not been detected, a
minimum detectable limit (mdl) with a set confidence level
can be calculated. The following example illustrates the
formula

In a solvent detergent process validation study, 450 mL
of material was spiked with 50 mL of enveloped virus. One
mL of the resultant material was assayed for virus, but
virus was not detected. By using the above formula and
applying a confidence level of virus detection of 98%, the
following can be calculated:

The mdl of virus in the sample, therefore, is 3.9 virus
particles/mL.

The mdl of virus in the process sample, therefore, is

3.9 x total sample volume

=^3.9 x 500 mL

=^1950 virus particles.

Quantitation of Virus by TClD50

The TCID50 (tissue culture infectious dose, 50) is a stan-
dard method for infectious virus quantitation defined as
the dilution of sample at which 50% of the replicate cell
cultures inoculated with the sample become infected. The
assay involves serial dilution of a sample and inoculation
of equivalent volumes of each dilution onto replicate mono-
layers of tissue culture cells sensitive to the virus being
assayed. At the assay end point, the inoculated cultures
are scored as positive or negative for viral infection. In
practice, this method involves serial dilution of the sample
through an appropriate medium, for example, mainte-
nance medium or PBS, at a dilution factor of normally 3,
5, or 10, and inoculation of a given volume (e.g., 100 pL)
into replicate wells of a multiwell plate (e.g., 96-or 24-well
plate with eight wells inoculated per dilution). The accu-
racy of this method can be increased by increasing the
numbers of replicate wells inoculated at each dilution and
by decreasing the dilution factor. Several formulas may
be used to estimate the virus titer in samples assayed by
this method, but the method most commonly used is that
of Karber expressed by the following equation (95):

where: m is the log10 TCID50 (per unit volume inoculated
per replicate culture), d is the log10 dilution factor, and p
is the proportion of wells positive for viral infection.

Thus, in the data shown in Table 4, using a fivefold dilu-
tion factor, eight replicate wells, and an inoculum volume
of 0.1 mL per well, the TCID5Q can be calculated as follows:

Table 4. Data used to Calculate TCID50 by the Karber Formula

Log Dilution

-0.7
-1.4
-2.1
-2.8
-3.5
-4.2
-4.9
-5.6

No. of
Positive Wells

8
8
8
8
5
2
0
0

Proportion of Wells
Positive

1
1
1
1
0.625
0.25
0
0

X> = 4.875

Rate of Reaction
IpI(I-Pl)]

0
0
0
0
0.234
0.188
0
0

EpI(I - p i ) = 0.422



Because the value calculated by the Karber formula is a
statistical estimate of the titer, the standard deviation s of
the TCID50 can be calculated using the following equation:

where d is the log10 dilution factor, p i is the observed rate
of the reaction, and n\ is the number of test cultures per
dilution.

Therefore, for the example given in Table 4, s can be
calculated as

Using this value for the standard deviation s, the 95%
confidence limits can be approximated as 2 x s, that is,
0.34.

Calculation of virus titers by these methods is
recommended by regulatory authorities for evaluating
process validation studies (24). By quantitating virus
titers in spiked starting material and processed material
by TCID50 assay (or mdl calculations for those processes
sample with no detectable virus), an estimate of the ability
of the process to remove and/or inactivate viruses can be
made by the following equation:

where R is the reduction factor, Vi is the volume of starting
material, T\ is the concentration of virus in the starting
material, V2 is the volume of processed material, and Ti is
the concentration of virus in the processes.

The 95% confidence limit of the reduction factor can be
calculated by the following equation:

where s is the 95% confidence limit for the titer of virus in
the stating material and a is the 95% confidence limit for
the titer of virus in the processed material.

DETECTION OF PRIONS

In recent decades a previously unknown mechanism of
disease has been described in humans and animals. Sev-
eral fatal neurodegenerative diseases, including scrapie in
sheep, BSE in cattle, and CJD in humans, are now thought
to be caused by the accumulation of a post-translationally
modified cellular protein (15,16). CJD may present as a
sporadic, genetic, or infectious illness. In the theory pro-
posed by Prusiner, prions are described as transmissible
particles that are devoid of nucleic acid and are composed
exclusively of a modified protein (PrPSc). The normal, cel-
lular prion protein (PrP0) is converted to PrPSc through
a post-translational process involving a conformational
change whereby the a-helical content decreases while the
^-sheet content increases, leading to significant changes

in properties. For example, PrP0 is soluble in nondenatur-
ing detergents, whereas PrP80 is not, and PrPc is easily
degraded by proteases, whereas PrPSc is partially resis-
tant. Stanley Prusiner recently received a Nobel prize
for his prion studies, and investigations earlier by Carl-
ton Gadjusek led also to the award of a Nobel prize for
demonstrating that the neurodegenerative disease known
as Kuru found in the Fore people of New Guinea was
transmitted from person to person by ritualistic cannibal-
ism and is now recognized as a prion disease (96). Cases
of horizontal transmission of CJD were reported in 1974
by Duffy et al. (97) who were the first to draw attention to
the iatrogenic transmission of CJD following the develop-
ment of CJD in the recipient of a corneal transplant from
a donor who had died from rapidly progressive dementia.
Since then, other mechanisms of iatrogenic transmission
have been recognized, including contaminated neurosurgi-
cal equipment, dura mater homografts, and therapy with
human cadaveric pituitary hormones. It is now thought
that approximately one hundred deaths worldwide have
been caused by growth hormone derived from contami-
nated pituitary glands (98), and four deaths are associated
with the use of pituitary gonadotrophins which appears
to be unique to Australia (99). The pituitary hormone pro-
gram was ended in the mid-eighties following the first
reports of deaths, but cases continue to occur after longer
and longer incubation periods following exposures that
occurred mainly in the 1970s. Another mechanism of CJD
transmission was proposed in 1996 by Will et al. (100) who
reported the deaths of patients who were unusually young
for classical CJD and had clinical and neuropathological
features different from sporadic CJD; they suggested that
it is caused by a novel variant of CJD derived from BSE.

Further cases since then appear to confirm that human
disease can be caused as a result of bovine prions
passing from BSE or "mad" cows to humans through
the consumption of contaminated beef products. This
prion disease has been named new variant or variant
CJD (nvCJD or vCJD). This finding, if true, has serious
implications for human health in general, particularly in
the United Kingdom where "mad cow" disease has had
its greatest effect, but it also has enormous ramifications
for cell culture practices because bovine-derived products
such as serum, transferrin and insulin have long been
used to cultivate cells. It is now recognized that strategies
designed to reduce the risk of prion transmission via cell
culture technology will need to be developed and hence
this summary of the prion issue in this chapter.

The prion problem has already impacted on the biologies
industry in the United Kingdom where in early 1998 the
Government announced that it would impose a ban on the
use of all UK-derived human plasma for producing plasma-
derived biologies such as albumin, immunoglobulins, and
coagulation factors. Although plasma is seen as a very low
risk material for transmitting prions because there has
not been a case reported to date of CJD transmission via
either blood transfusion or blood products, an extremely
cautious approach has been taken until more is known
about the infectivity of the vCJD agent. It is thought
that because the agent has passed from sheep to cows
by feeding cows with meat and bone meal derived from



scrapie-infected sheep, and then passed to humans, it
may have increased virulence if transmitted via biologies
derived from humans compared to classical CJD, or
perhaps a different distribution within the body leads
to a higher level of variant prions in the blood and hence
plasma. Until a highly sensitive and reasonably rapid test
becomes available for detecting prions, the only strategy
available to ensure that biologies are as safe as possible
is to avoid using, wherever possible, material likely to be
contaminated with bovine, vCJD, and CJD prions. For
example, process materials derived from bovine sources,
such as Tween 80 used for inactivation of enveloped viruses
in the processing of some plasma products, should be
replaced by material from nonanimal sources. In addition,
excipients, such as albumin, which are often added to
stabilize labile biologicals in final products should not be
used if there is a risk that they may be contaminated with
prions.

The implications for cell culture technology arising from
BSE are clearly serious and an international meeting in
1998 under the auspices of the Council of Europe was
largely devoted discussing of the prion issue (101). In
summary, the majority opinion from the meeting was
to avoid bovine-derived materials for use in cell culture,
wherever possible, and in those situations where serum
or protein-free culture was not possible, for example, the
use of normal cell lines for vaccine production, to use
bovine serum from B SE-free areas such as New Zealand,
Australia, and the United States and to ensure that
the respective government agencies employ a rigorous
program to guarantee that particular herds of cattle
are disease-free and that pooling or mixing of different
serum batches is not allowed. In addition to avoiding the
use of contaminated raw materials, it is also necessary
to introduce, if possible, measures designed to remove
prions from biologies (because inactivation is not an option
because prions are extremely resistant to physicochemical
processes and require sequential treatment of at least 1
hour in the presence of IM NaOH followed by autoclaving
at 1210C to inactivate them (102, 103) and an appropriate
assay. This brief background to the prion issue has
hopefully justified the need for a section on prion assays
and demonstrated why this is currently an area of intense
investigation.

Prion Assays

In Vivo Assays. Prions can be detected in vivo by
bioassays in susceptible laboratory animals. The practical
use of bioassays is restricted due to the existence of a
species barrier and long incubation times (several years)
for most prion isolate/host combinations. Until recently, it
was only possible to work with scrapie prions derived from
sheep because this is the only prion material available
in plentiful supply. Thus purification processes used to
manufacture biologies could be assessed for their capacity
to remove scrapie prions following spiking of starting
material with large doses of scrapie in scale-down models
of the large-scale process. The levels of scrapie prions
remaining at different stages of the process are assessed
by inoculating specimens into either mice or hamsters.
Mouse adapted strains, either ME7, with a 200-400 day

incubation period, or 22A, with a 300-500 day incubation
period, and hamster adapted scrapie, 263K with a
90-200 day incubation period, are the agents which
have been used to date for spiking studies. There are
clearly disadvantages with assays which generally take
>200 days to complete even though they are highly
sensitive. The hamster assay is faster than the mouse,
assay but housing costs are higher for hamsters with
the outcome that the costs for both assays are similar
but high. Another major problem is that these studies
must assume that the scrapie prion will have properties
similar to vCJD and CJD prions, and this is unknown
at present. Alternative systems are becoming available,
including a mouse-adapted BSE strain for validations and
transgenic mice with high levels of expression of human,
bovine, or chimeric prion protein (PrP) genes which have
an abrogated species barrier and significantly shorter
incubation times for prions, compared with natural wild
hosts. Thus it is now just becoming possible to quantify
prions accurately in the brain and other organs of patients
with CJD and cattle with BSE.

In Vitro Assays. Because of the high cost and durations
of in vivo tests they are not appropriate for use in
routine screening assays although they will serve as
the gold standard by which all in vitro tests are
assessed for sensitivity and specificity. At present PrPSc

is the only known disease-specific diagnostic marker, and
immunoassays have been developed to detect this marker
using monoclonal antibodies. This is an area of intense
research at present and without doubt rapid advances will
occur over the next few years. Currently, Western blotting
is the most common method of assay usually involving the
following steps:

1. Ultracentrifuge the sample to concentrate the
specimen.

2. Perform a protease K digest using a method in
which the concentration of protease kinase has been
optimized to reduce background staining.

3. Denature the preparation, dilute to the end point,
and analyze all dilutions by Western blotting.

This assay relies on detecting the protease resistant
form of PrPSc which has been shown to correlate with
infectivity. The maximum sensitivity of the assay is
approximately 102-103 IU, which is less sensitive than
the bioassay, but the assay is rapid and cost-effective.
At present, immunoassays are limited by the lack of
monoclonal antibodies that are effectively specific for the
prpSc protein and the lack of reagents that can detect the
presence of PrPSc in very low levels in the presence of
normal prion PrP. A new assay, DELFIA (a dissociation
enhanced lanthanide fluoroimmunoassay), appears to be
the most sensitive assay developed to date because it
claims that it detects a single infectious unit. At present
protease digestion is still required, but it is anticipated
that the introduction of reagents that can distinguish
between PrPc and PrPSc will obviate the need for this
procedure.



SUMMARY

This article demonstrates that, in some situations at least,
the lessons of history can be learned and thus influ-
ence current thinking and practices. The problems of
virus contamination associated with the initial polio vac-
cines derived from primary monkey kidney cells described
briefly in the historical introduction to this article were
a major driving force in establishing the comprehensive
range of screening procedures outlined in other sections.
These measures have made a major contribution to the
excellent safety record for the therapeutic use of biologies
derived from mammalian cell culture technology. One can-
not be complacent, however, because, as also described in
this chapter, new infectious agents continue to be discov-
ered, such as prions, that are considered responsible for
BSE and nvCJD and porcine endogenous viruses (PERV).
The rapid scientific response to the PERV problem, as mea-
sured by the research papers published since 1997 describ-
ing highly specific and sensitive assays for detecting these
agents (104,105), is reassuring in that it provides evidence
that this area of infectious diseases is recognized as impor-
tant and that the capacity exists for appropriate action in
terms of technologies and personnel. These developments
augur well for the continued successful screening of cell
culture contamination although vigilance is still essential
because a new challenge, according to historical precedent,
is bound to emerge. The rapid developments in ex vivo cell
therapies and xenotransplantation involving the use of
organs, tissues, or primary cells are a real challenge with
regard to the transmission of infectious agents and will
clearly need close scrutiny, using protocols described in
this article, as clinical use of these procedures increases.
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INTRODUCTION

The contamination of cell cultures by mycoplasmas
remains one of the major problems encountered in
biological research and biotechnology using cells in
culture. Mycoplasmas can produce extensive changes
and growth arrest in cultures they infect; the possible
sequelae of contamination are legion. These organisms are
resistant to many of the antibiotics that are in common
use in cell cultures. This problem has become more
widely appreciated since the introduction of sensitive,
rapid, and efficient methods for the detection of cell
culture mycoplasmas. This article attempts to provide
a concise review of the current knowledge on: (1) the main
characteristics and the taxonomy of mycoplasmas; (2) the
incidence and sources of mycoplasma contamination in
cell cultures, the mycoplasma species most commonly
detected in cell cultures, and the effects of mycoplasmas
on the function and activities of infected cell cultures;
(3) the various techniques available for the detection
of mycoplasmas with particular emphasis on the most
reliable detection methods; (4) the various methods
available for the elimination of mycoplasmas highlighting
antibiotic treatment; and (5) the recommended procedures
and working protocols for the detection, elimination, and
prevention of mycoplasma contamination. The availability
of accurate, sensitive, and reliable detection methods
and the application of robust and successful elimination
methods provide a means for overcoming the insidious
threat posed by mycoplasma contamination of cell
cultures.
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INTRODUCTION

Dicotyledons are the larger of the two angiosperm
classes with over 150,000 species of trees, shrubs,
and herbaceous plants. Since experimental work with
carrot (Daucus carota) and tobacco (Nicotiana tabacum)
indicated the totipotency of plant tissue and demonstrated
that entire plants could be regenerated from small
pieces of tissue and isolated cells, in vitro culture
has been widely used for plant breeding, propagation,
biotechnology, and conservation of crop genetic resources
in both agriculture and horticulture. In addition, these
techniques have been adapted for use with a wide
range of wild species. Vegetative propagation through
axillary and adventitious shoots, callus, or somatic
embryogenesis has been applied to crop plants (potato,
tomato, sugar beet); ornamental horticultural plants
(Chrysanthemum, Rosacea, Saintpaulia, Gerbera); woody
species and trees (Malus, Pyrus, Prunus, Tilia, Quercus);
and to a lesser extent, medicinal plants (Matricaria,
Dictamnus, Diascorea, Digitalis), and these methods
will be summarized in this article. Other in vitro
techniques include production of haploids and triploids;
in vitro pollination, fertilization, and embryo rescue;
protoplast isolation and somatic hybridization; and genetic
modification and production of secondary metabolites.
Most of them were originally developed for dicot species
and cultivars.

Culture of woody plant species presents particular
problems compared to herbaceous species, genetic vari-
ation is generally greater, sterilization of material is more
difficult, toxic exudates may be produced, and dormancy

and juvelinity of material may play a greater role. Never-
theless, many of these problems have been overcome, and
new techniques have been developed.

With the development of slow growth and cryopreser-
vation procedures, it is now possible to secure in vitro
germplasm of crop plants and cultivars and their wild
relatives and also of endangered species, effectively and
economically on a long-term basis.

SEED GERMINATION

As seeds arise through sexual reproduction, they maintain
a wider genetic base than clonal material, an important
consideration for species of conservation concern although
not if uniform offspring is required. The main application
of in vitro seed germination is to overcome dormancy or
other germination requirements and to provide aseptic
material as explants for shoot cultures.

Trochetiopsis erythroxylon (St. Helena redwood) and
T.melanoxylon (St. Helena ebony) are endangered trees in
the Sterculiaceae and are endemic to St. Helena. Work
at Kew has shown that removal of the testa from seed
of this species under sterile conditions greatly increased
the percentage germination and allowed the successful
establishment of plants ex vitro (1). Similar techniques
have been applied to Sophora toromira, an endemic plant
from Easter Island, now extinct in the wild.

Carnivorous plants are another group threatened by
habitat destruction and overcollection of wild plants.
Using in vitro seed germination, followed in many
cases by proliferation, many species have been raised,
including representatives of Droseraceae, Lentibulari-
aceae, Nepenthaceae, and Sarraceniaceae.

MICROPROPAGATION

The main application of micropropagation is mass clonal
multiplication of desirable genotypes of plants. For some
crop plants that produce few if any viable seeds, vegetative
multiplication is the only method possible. Stages have
been defined by Murashige (2) in the in vitro multiplication
of plants that describe procedural steps and also points
at which the culture environment needs to be changed.
The preparative stage involves preparing of donor plants
to provide quality explants for aseptic culture. This
may involve exposing stock plants to suitable light,
temperature, and growth regulator regimes and growing
under greenhouse conditions to minimize contamination
problems.

Stage I: Initiation of cultures involves selecting an
explant that depends largely on the multiplication
procedure to be adopted. This can take the form of a
vegetative bud, a meristem tip, an immature zygotic
embryo, or explants derived from other plant parts
that have the capacity to form adventitious buds. A
number of different sterilants can be used to start an

i

D



aseptic culture. Particular care is required for field-derived
material.

Stage II in vitro multiplication is achieved through four
main approaches: axillary shoot production, adventitious
bud formation, callus, and somatic embryogenesis.

Stage III rooting of shoots can be carried out in vitro
although many commercial laboratories prefer to treat the
shoots as microcuttings and root them in vivo. Axillary and
adventitious shoots grown in the prescence of cytokinins
generally lack roots and must be transferred to a rooting
medium to achieve this.

Stage IV transplantation of in vitro plants can be
problematic because of their poor control of water loss
and their heterotrophic means of nutrition, and plants
need to be acclimatized gradually from conditions of high
humidity using such systems as fogging and misting.

AXILLARY SHOOT PRODUCTION

In axillary shoot production, cytokinins are normally
used to overcome apical dominance and stimulate the
lateral buds to grow directly into shoots. This process
can be repeated several times to produce a mass of
branches from the initial explant and can be carried out
almost indefinitely if those shoots are excised and planted
on fresh medium. Because cells of the shoot apex are
diploid and less susceptible to genotypic change during
culture, this is the method of choice for clonal propagation
of crop plants such as potato (3), for endangered wild
material, and for the commercial production of many
ornamental plants.

Techniques developed at Kew (4) for succulent plants
are based on inducing shoot formation from dormant
meristems in the areole of cacti or from axillary buds in
other succulents. These have been used most successfully
with members of Asclepiadaceae and succulent species
of Aizoaceae and Crassulaceae. Species of Cactaceae
and succulent Euphorbias have proved more problematic
because the meristematic areas are embedded in the areole
tissue. Removal of woody spines can damage this tissue or
allow it to be damaged by the sterilant.

ADVENTITIOUS BUD FORMATION

Adventitious buds are those that arise directly from
a plant organ or explant other than the shoot apex
or leaf axil. The rate of adventitious bud development
can be considerably enhanced in vitro for plants where
vegetative propagation through adventitious buds is
already routinely applied using standard horticultural
practice. These include adventitious buds arising from
leaf tissue of Begonia, Peperomia, Saintpaulia, and from
roots of raspberry and blackberry. Where adventitious
shoots do not occur naturally, they can nevertheless be
artificially induced. Examples include the propagation of
some grape cultivars from adventitious bud formation at
the base of shoot-tip fragments and de novo production of
shoots on the petioles of sugar beet leaves. Although this
method generally produces true-to-type plants, somaclonal
variants have been detected in some cases.

CALLUS AND CELL SUSPENSION

The ability of plants to regenerate shoots and roots from
somatic, as well as reproductive tissues (totipotency), has
been utilized in callus and cell culture. Callus can be ini-
tiated by placing explants on media containing growth
regulators which stimulate the active division of cells and
result in new tissue made up of meristematic and unspe-
cialized cell types. Callus is hugely variable in its color,
appearance, friability, and morphogenic potential, even
from a single explant, and can be manipulated in a num-
ber of ways through the use of careful subculturing and
the use of different media. Whole plant regeneration from
cells in culture can take the form of shoot differentiation or
somatic embryogenesis. Although in some plants, such as
tobacco, almost all explants are amenable to this process,
in others some tissues, mainly young and meristematic
tissue, may have more potential than others. Several fac-
tors influence the ability of callus and cells to regenerate:
the size and physiological state of the explant, orientation,
and inoculation density on the media, as well as hormonal
manipulation of the medium itself. Organogenic differen-
tiation in response to these factors is a multistep process
involving induction and then commitment of cells to a
particular developmental pathway.

The isolation and culture of single cells have many
advantages compared with intact organs and whole plants
for studying cell metabolism and the effects of chemicals
on them and allow easy application and withdrawal of
substances. Single-cell culture also allows extending the
techniques of microbial genetics to higher plants for crop
improvement and for the production of phytochemicals
through large scale cultivation. Cells can be isolated from
intact plant organs by mechanical or enzymatic methods
but are normally extracted from cultured tissues through
repeated subculture of friable callus and agitation of cell
aggregates in liquid medium. There are two main types
of suspension cultures: batch cultures and continuous cul-
tures. Batch cultures are characterized by constant change
in the pattern of cell growth and metabolism and the
composition of the nutrient medium which means that
there is not a period of steady-state growth. Continuous
culture may be of the closed or open type: as growth
proceeds in closed systems, the cell biomass continues
to increase, whereas in the open type, medium flowing
in is equal to the volume of culture (medium and cells)
harvested, and thus cultures may be maintained at a
constant, submaximal growth rate. The two main types
of vessels for open continuous culture are the chemostat
and turbostat. Plant-cell reactors are designed with dif-
ferent considerations from those of microbial fermentors
because of the differences in the nature and growth of the
two types of cells. Plant cells are more sensitive to shear
forces because of their large size, rigid cellulose wall, and
extensive vacuole. They also tend to form aggregates of
2-200 cells, and thus efficient mixing at very low agita-
tion speeds is required . The bioreactors most commonly
used for suspension cultures of plant cells are stirred-
tank, bubble-column, air-lift, rotating-drum, and immo-
bilized plant-cell reactors. Despite intense investigations
into the use of cell culture to produce useful chemicals,



only two products, shikonin and ginseng cells, have been
produced on a commercial scale, and cell culture has not
yet become a cost-effective technology.

SOMATIC EMBRYOGENESIS

The specialized physical and chemical environment
required by embryos to develop and mature can be
supplied using tissue culture techniques so that, provided
irreversible differentiation has not taken place, any cell
has the potential to develop an embryo-like structure
and produce a complete plant. The number of species
for which somatic embryos can be produced is increasing
all the time. Daucus carota has been widely used to
investigate the different parameters involved with in
vitro somatic embryogenesis (5) although other plants
studied in some detail include Citrus sp. which display
natural polyembryony (6). Somatic embryogenesis consists
of three steps: induction of embryogenesis, embryonic
development, and embryonic maturation. Factors that
affect these include the choice of explant (particularly
important for recalcitrant species such as grain legumes)
and a genotypic effect, as shown in studies of alfafa
where somatic embryogenesis is a genetically controlled
process (7). Most somatic embryogenesis systems require
a synthetic auxin for induction, followed by transfer
to auxin-free media for differentiation. The auxin most
commonly used is 2,4-D although others such as Picloram
have also been used. The form of nitrogen in the
medium also significantly affects somatic embryogenesis,
in particular the presence of reduced nitrogen, usually
NH4+ in the induction stage. The presence of amino
acids have also been found beneficial for converting
and maturing of somatic embryos and there is some
evidence that polyamines may also be involved in the
process (8). Selective subculture can also have a big impact
because often only a small number of cells within an
explant exhibit distinct embryogenic tissue which may
not develop further if transferred with the rest of the
calli. Although somatic embrogenesis has been reported
for many crop species, it often does not result in high
quality plants because they have not gone through a
maturation phase, specifically the accumulation of food
reserves and proteins that impart desiccation tolerance.
A number of factors are being investigated, in particular
the role of abscisic acid (ABA) in maturation of somatic
embryos.

Somatic embryogenesis offers a potential system for
large-scale plant propagation in automated bioreactors
because multiplication and development can take place
in a liquid medium. However at present there are few
articles published. Some problems encountered include
shear damage and asynchronous cultures.

LIMITATIONS: CONTAMINATION, HYPERHYDRICITY,
RECALCITRANCE AND OXIDATIVE BROWNING

Shoot-tip culture continues to play an important role
in the production of disease-free plants particularly in
the horticulture industry despite the potential of genetic
engineering to breed virus-resistant plants. However,

disease and microbial contamination remain the major
causes of ecomomic losses in the micropropagation
industry. The most likely sources of contamination are
pathogens of crops, endophytic microorganisms, and
laboratory contaminants. Because it is recognized that
truly axenic cultures are rare due to the problem of
cryptic contaminants, the management of contamination
is emphasized now (9). Attention must be given to selecting
healthy source stocks, establishing and multiplying
propagules with thorough contaminant screening, and
producing vigorous shoots able to withstand damping-
off disease. The use of beneficial bacterial and mycorrhizal
associations with microplants in vitro and in vivo are also
being explored.

Hyperhydricity (previously called vitrification) is a
phenomenon noted particularly during intensive shoot
production where the plants show abnormalities such as
leaves and stems with a water-soaked, glassy appearance,
often thick and brittle with short internodes (10). Altered
biochemical characteristics include reduced lignin and
cellulose and changes in enzyme activity. Shoots generally
grow poorly and become necrotic or turn into callus
and show low survival on acclimatization mainly due to
inadequately developed stomata and reduced surface wax.
The physical and chemical environment within the culture
vessels are thought to be responsible for this phenomenon.
Liquid medium causes more hyperhydration than solid
medium and Phytogel causes more problems than agar.
Media rich in minerals such as (MS) Murashige and
Skoog medium and high cytokinin concentrations are also
implicated as are conditions of poor gaseous exchange
which allow a buildup of humidity and accumulation
of gases. Hyperhydricity can be reduced by lowering
humidity in vessels through increased aeration and the
amount of agar used, diluting MS media and lowering
NH4+ concentrations, and reducing the levels of cytokinins
used. The addition of the chemicals phlorizin and
phloroglucinol have also been found beneficial in some
cases.

Many tree species are propagated vegetatively by woody
cuttings and specialized layering procedures. These are
usually slow and labor-intensive, and because many forest
trees and orchard crops are managed on a 20-25 year
rotation, rapid multiplication of elite clonal material is
desirable. Juvenility is of major significance in relation to
the vegetative propagation of trees by conventional and in
vitro methods. Explants of axillary and apical buds and
shoots are generally taken when trees are in this phase of
very active growth. In the case of mature specimens, the
rejuvenated types of growth can be induced by treatments
such as grafting of shoots on seedlings, shoot pruning,
the maintenance of high fertilizer levels, or spraying with
cytokinins (11). Buds may be excised before opening, and
the apical tip is dissected out. Episodic growth in culture
is another problem encountered with some temperate
hardwood species.

Woody plants can contain high concentrations of
phenolic substances which are oxidized when cells are
wounded or senescent. Isolated tissue then becomes brown
or black and fails to grow. Several different methods have
been used to overcome this problem (12), including keeping



the cultures initially in the dark and rapidly transferring
explants to fresh medium or within the same vessel. The
addition of antioxidants, such as ascorbic acid or citric
acid, to the culture media or compounds, such as PVP
(polyvinylpyrrolidone), to adsorb phenolic compounds have
also proved effective in some cases.

PLANT GENETIC ENGINEERING

Besides giving invaluable information on the role of
individual genes within plant genomes, recombinant
DNA technology offers the possibility of expanding plant
breeding beyond traditional barriers and allowing the
introduction of traits from nonrelated plant species and
even from other organisms.

In genetic modification, the genetic material or DNA
sequencing for a desirable trait is located in the donor
organism, extracted using restriction endonucleases, and
then introduced into the recipient plant cells via a vector
by one of several possible methods. Plants are then
regenerated from these cells.

The use of the Ti-plasmid of Agrobacterium tumefaciens
as a vector has been studied in great detail along with a
number of other vectors developed from it. Early studies
involved the cocultivation of protoplasts with the bacteria.
This had limited application for many crop plants because
protoplast isolation and regeneration were required. The
development of the explant cocultivation method, where
small pieces of tissue such as leaf discs, proembryos,
microspores, etc., were cocultivated with Agrobacterium,
resulted in the production of many transgenic plants,
although largely restricted to dicots which exhibit a
strong wound response. After cocultivation, explants are
transferred to media containing antibiotics to kill the
bacteria. Under selection conditions, transformed cells
grow and form callus and then undergo standard tissue
culture techniques. Agrobacterium rhizogenes-mediated
transformation (hairy root cultures) has also been used
in some circumstances.

The main route for transformation other than by using
Agrobacterium is by direct gene transfer. Some chemicals
such as polyamines and polyethylene glycol (PEG) can
be used to stimulate DNA uptake into protoplasts. Other
methods used are electroporation, in which an electric
field is used to make protoplasts temporarily permeable to
DNA, and microinjection, where DNA is directly injected
into protoplasts and cells after immobilization. However,
the most widely used direct gene transfer technique is the
particle bombardment method. This method overcomes
many problems of host specificity of Agrobacterium and
regeneration of complete plants from protoplasts because
DNA can be introduced into organized morphogenic tissues
such as seeds, embryos, and meristems by using particle
bombardment — microscopic gold or tungsten particles
forced into cells at high velocity using a variety of
ballistic "guns". The genetic selection, identification, and
recovery of transformed plants are important components
of transformation systems as are field performance trials
for commercial applications.

So far, genetic engineering has been applied mainly to
produce crop plants with a high degree of tolerance and

resistance to pests (viruses, fungi, bacteria, and insects)
and diseases and with tolerance to herbicides (mainly
"Roundup" or Glyphosate). Potentially useful transgenic
plants of potato, cotton, soybean, rapeseed, and the tomato
cf "Flavr Savr" (13) have been generated, and many
papers have been published about species that have been
transformed and regenerated into complete transgenic
plants, as reviewed by Fisk and Dandakau (14).

Although the list of transgenic crop species continues to
grow, their commercialization and marketing, particularly
of genetically modified (GM) foods, has been the subject
of much debate. Considerable public concern has been
expressed about food safety and issues of labeling, as well
as possible environmental hazards.

CRYOPRESERVATION

Germplasm storage is crucial in preserving cultivars
and wild relatives of crop plants, as well as in wider
plant genetic diversity. Conventionally, this is achieved
through the use of seed banks because seeds can be
stored at low temperatures for many years in a relatively
small space. This method, however, is not efficient for
short-lived and recalcitrant seed (e.g., those that are
desiccation-intolerant or lack a dormancy mechanism),
for apomictic species, or for vegetatively propagated
crops such as potato. Therefore, in vitro storage of
genotypes has been investigated with the possibility of
regeneration from somatic and gametic cells and from
shoot apices.

In theory, plants can be maintained by serial subculture
at 4 -8 week intervals for indefinite periods. However
the genetic makeup of the cells and their regeneration
potential may change over time, thus risking the stability
of the germplasm. Short- and medium-term storage
methods (reduced temperature and growth limiting) aim
to reduce growth and increase the intervals between
subcultures, but for long-term storage, cryopreservation,
storage at ultralow temperatures, is the method used. In
this technique, plant material is frozen at the temperature
of liquid nitrogen (around -196 0C) where the cells are
maintained in an inactive state.

Cells in culture are not the ideal system for germplasm
storage, other than for preservation of cell lines used
in producing secondary metabolites, because of their
genetic instability and in some cases reduced totipotency.
Therefore the emphasis has been on organized structures
such as shoot apices and embryos. Most of these
structures are sensitive to freezing injury because
most contain high amounts of cellular water and are
often not naturally freeze-tolerant. Thus cells must be
dehydrated artificially to protect them from damage
caused by ice crystal formation. The classical approach
to cryopreservation, slow cooling followed by rapid
immersion in liquid nitrogen, has been applied to a
range of in vitro plant-culture systems, particularly for
homogenous cultures of small units, such as protoplasts,
or exponential growth phase suspension cultures. This
approach is less successful for plant material made
up of a mixture of cell sizes and types, such as
shoot tips or mature somatic embryos, due to the



problems of achieving uniform dehydration, for which
vitrification procedures are more effective. In these
procedures, intracellular ice formation is avoided through
cell dehydration by exposing material to concentrated
cryoprotectants and/or air desiccation followed by rapid
cooling.

Six different vitrification procedures have been identi-
fied and assessed by Engelmann (15): encapsulation-
dehydration, vitrification, encapsulation-vitrification, de-
siccation, pregrowth, and pregrowth-desiccation. The
encapsulation-dehydration technique is based on artifi-
cial seed technology where explants are encapsulated
in alginate beads, pregrown in sucrose-enriched media,
partially desiccated, then frozen rapidly, and has been
applied successfully to apices of temperate species such as
apple, pear, grape, and eucalyptus (16). Shoot-tip encap-
sulation of the endangered plant Cosmos atrosanguineus
has been achieved using alginate strips which allows
greater precision in positioning the explant, a major
concern when dealing with limited amounts of mate-
rial (17).

Vitrification involves the use of highly concentrated
cryoprotectants, then rapid freezing, and has been
applied to cell suspensions, apices, and somatic embryos,
particularly of woody species. Encapsulation-vitrification
is a combination of the above techniques. Desiccation is
used mainly for freezing zygotic embryos or embryonic
axes dissected from seeds and consists of dehydrating
explants, then freezing rapidly by direct immersion.
This simple technique has been applied successfully to
embryos of a large number of intermediate and recalcitrant
species (18,19).

Pregrowth-desiccation procedures combining pre-
growth with dehydration steps, then rapid freezing, are
under development for species with problematic zygotic
and somatic embryos.
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INTRODUCTION

Approximately 80,000 diseases, caused by a wide variety
of pathogenic fungi, bacteria, and viruses, affect culti-
vated plants grown world-wide and result in economic



Source: Adapted from Ref. 1.

losses totalling approximately $70 (U.S.) billion annually
(Table 1) (1). A single crop may be attacked by more
than one pathogen; for example, tomato is susceptible to
infection by 80 species of fungi, 11 species of bacteria,
and 16 different viruses. Conversely, a pathogen may be
able to infect only one or several different plant species.
Disease results from a compatible interaction between a
pathogen carrying an avirulence gene (avr) and a suscep-
tible host plant (r). Disease resistance may result from
either (1) an incompatible interaction between the same
pathogen (avr) and a host plant with a matching resistance
(R) gene (specific resistance), or (2) the interaction between
a microorganism that is pathogenic on a certain plant(s)
and a plant that is not normally infected by that pathogen
(nonhost resistance). The complexities of both specific and
nonhost resistance are just beginning to be understood
at the cellular and molecular levels. This article describes
how this knowledge may be exploited in strategies that use
recombinant DNA and plant transformation technologies
to increase disease resistance in plants.

THE PLANT RESISTANCE RESPONSE

The plant resistance response is the sum result of a
wide variety of defense responses that vary in specificity,
timing, magnitude, and localization, depending on the
plant-pathogen interaction (Fig. 1). Within minutes of
inoculation, an "oxidative burst," which is an increase in
intracellular levels of superoxide anion (CV") and H2 O2,
is observed. Subsequently, one or more of the following
may occur: an accumulation of phenolics at the infection
site; induction of antimicrobial compounds such as phy-
toalexins and so-called pathogenesis-related (PR) proteins
(e.g., chitinases, glucanases); the construction of physical
barriers through lignification and production/cross-linking
of hydroxyproline-rich glycoproteins (HRGP); localized
cell death at the site of infection (called the hypersen-
sitive response or HR), which limits the spread of the
pathogen; and induction of systemic acquired resistance

(SAR), which acts nonspecifically throughout the plant
and provides plants with resistance to a variety of
pathogens for several days. The degree of success of these
responses determines the level of resistance expressed
by the plant. Thus addition or modulation of any of
these responses within a plant may increase its level
of resistance to disease. This assumption underlies the
following transgene approaches to increase plant disease
resistance.

RESISTANCE FROM R GENES

The gene-for-gene model of disease resistance in plants,
first proposed by H.H. Flor in 1940, describes the genetic
basis for resistance identified in many plant-pathogen
interactions (2). A normally compatible disease interaction
between a susceptible host plant and an infective pathogen
may become incompatible as a result of the evolution
of a single dominant resistance (R) gene in the plant
population. However, in a situation analogous to an "arms
race," this resistance is only effective against pathogens
carrying a specific avirulence (avr) gene and may be broken
down by the appearance of a dominant virulence (vir) gene
in the pathogen population. Thus each R gene appears to
"match" a specific avr gene, and each vir gene appears
specifically to overcome a particular R gene. Most studies
of plant defense responses have been based on this type
of incompatible interaction between a resistant (R) plant
and an avirulent (avr) pathogen.

Molecular analysis of R genes from several plant-
pathogen systems has revealed that they fall into one of
four structural, and presumably functional, classes. Mem-
bers of the largest class have receptor-like features, includ-
ing leucine-rich repeats (LRRs) and nucleotide-binding
sites (NBS). Another class has features of transmembrane
receptors, including potential extracellular LRRs and a
transmembrane domain. The Pto gene from tomato that
confers resistance to Pseudomonas syringae pv. tomato
defines another class with features of a serine-threonine

Table 1. Examples of Severe Losses Caused by Plant Diseases

Host/disease

Rice
Rice blast

Wheat
Wheat rusts

Barley
Powdery mildew

Maize

Potatoes
Late blight
Potato soft rot
Potato virus X

Soybeans

Cotton

Coffee

Pathogen

All
Magnaporthe grisea

All
Puccinia spp.

All
Erysiphe graminis

All

All
Phytophthora infestans
Erwinia caratovora

All

All

All

Crop losses due to pathogens

15% ($33 b) worldwide, 1988-1990
Up to 30% loss

12.4% ($14 b) worldwide, 1988-1990
Up to 100% loss in certain epidemics

10.1% ($1.9 b) worldwide, 1988-1990
Up to 9% loss

10.9% ($7.8 b) worldwide, 1988-1990

16.3% ($9.8 b) worldwide, 1988-1990
Up to 30% loss
Up to 30% loss
Up to 75% loss

9% ($3.2 b) worldwide, 1988-1990

10.5% ($4.3 b) worldwide, 1988-1990

14.8% ($2.8 b) worldwide, 1988-1990



kinase. Finally, a fourth class encodes proteins with
both receptor and kinase-like features. Thus R genes
appear to encode products involved in recognition of
the pathogen signal or immediate transduction of that
signal along a defense response pathway. Few common-
alities among avr gene products can be identified, and it
is believed that their primary function in the pathogen
is unrelated to their role of signaling in resistant host
plants (3).

The potential for transfer of an R gene across species
lines was successfully demonstrated when the Pto gene of
tomato that confers resistance to Pseudomonas syringae
pv. tomato made Pfo-transformed tobacco resistant to
bacteria carrying the same avirulence gene. It appears
that the components of the defense systems with which R

genes interact are conserved across several genera, thus
making this a technically feasible strategy. However, R
gene transfer across species is unlikely to be of major
importance for improving the resistance of agricultural
commodities unless the identical pathogen (with the
same avr gene) is a major problem in more than one
crop. To increase the utility of R gene-based resistance,
a two-component (R-avr gene pair) system has been
proposed. In a two-component system, the plant would be
transformed with both an R gene and the corresponding
avr gene, but expression of the avr gene would be
controlled by a promoter that responds quickly and locally
to a broad spectrum of pathogens. As a result, any
pathogen challenge would trigger the disease resistance
response (4).

Figure 1. Potential steps leading to disease resistance in an incompatible interaction between a
pathogen and a plant. At the infection site, the avr gene product from the pathogen interacts with
the R gene product from the plant to trigger a cascade of events that can include: modification of
the R gene product, synthesis of activated oxygen species like superoxide and hydrogen peroxide,
activation of genes involved in the hypersensitive reaction (HR), and activation of defense-related
genes coding for pathogenesis-related (PR) proteins and enzymes for phytoalexin synthesis.
Signaling from the infected tissue, which includes the synthesis of salicylic acid (SA), induces
systemic acquired resistance in noninfected tissue.
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RESISTANCE FROM MANIPULATION OF REACTIVE
OXYGEN SPECIES

The "oxidative burst" is produced in reaction to pathogens,
elicitors, and many stresses. An initial, short-lived,
increase in reactive oxygen species, such as H2O2,
occurs immediately after plant-pathogen contact, for
both compatible (disease) and incompatible (resistant)
reactions. A subsequent massive and prolonged increase
in reactive oxygen species occurs in resistant reactions.
The primary defense functions of the bursts are generally
thought to be twofold: (1) direct antimicrobial action of
the increased levels of (V~ and H2O2, and (2) oxidative
cross-linking of tyrosine-rich structural proteins in the cell
wall that increase its resistance to microbial digestion.
H2O2 may also function indirectly as a signal for the
induction of PR-proteins, phytoalexins, and peroxidases.
Increased resistance of potato to Erwinia carotovora (soft
rot) has been obtained by introducing a fungal gene for
glucose oxidase (which catalyzes the reaction of glucose
with O2 to produce gluconate and H2O2) into the plant,
thereby causing an increase in intracellular levels of H2O2.
However, elevated H2O2 may also initiate cell death in the
HR by stimulating Ca2+ influx and lipid peroxidation, and
so strict regulation of expression may be required to make
this strategy applicable to other systems (5).

RESISTANCE FROM CELL DEATH

The HR is characterized by rapid death of most cells
around the site of infection and is a feature of incompatible
(R-avr) resistance reactions. It is possible that the HR
functions to prevent pathogen spread from the point of
infection via controlled cell death (6). An attempt has
been made to mimic the HR by engineering controlled
cell death into plants. Potatoes were transformed with
(1) barnase (a ribonuclease of bacterial origin that will kill
any cell in which it is expressed) under the control of a
pathogen-induced promoter, and (2) a specific inhibitor of
barnase under the control of a constitutive promoter to
prevent background expression of barnase in uninfected
cells. Necrotic lesions formed around infection sites of
Phytophthora infestans, the causal agent of late blight
disease, and sporulation of the fungus on infected tissue
was inhibited (7).

RESISTANCE FROM PATHOGENESIS-RELATED PROTEINS

Pathogenesis-related proteins include several families of
plant proteins that accumulate after pathogen attack or in
response to certain stresses (e.g., /M,3-glucanases and
cutinases). Some of these proteins have antimicrobial
activity in vitro, and this may be their primary role in
defense. Secondarily, they may cause the induction of
other defense-related compounds, such as phytoalexins, by
releasing elicitors from pathogen walls. Transgenic plants
overexpressing certain PR proteins have been shown to
have increased resistance to diseases. For example, /M,3-
glucanase overexpression in tobacco increases resistance
to Phytophthora megasperma, Alternaria alternata, and

Rhizoctonia solani. However, coordinated expression of
several PR proteins may be required for increased
resistance in other plants. Coexpression of tobacco
chitinase and glucanase genes in carrot leads to high
levels of resistance to both Alternaria and Cercospora in
the field (8).

RESISTANCE FROM PHYTOALEXINS

Phytoalexins are low-molecular-weight antimicrobial com-
pounds that are produced by many plants in response
to pathogen attack, pathogen-derived elicitors, and other
stresses. Biosynthesis is complex and may involve steps
in one or more of the phenylpropanoid, isoflavonoid,
or sesquiterpenoid pathways. Phytoalexins are effective
antimicrobial agents in vitro and may play important
roles in nonspecific disease resistance. However, dramat-
ically increasing phytoalexin production in plants can be
stressful and cause stunting. An alternative strategy has
been to produce a novel phytoalexin in a heterologous
host. For example, tobacco plants transformed with the
gene for stilbene synthase from grape, which utilizes the
precursors malonyl-CoA and p-coumaroyl-CoA (found in
most plants) to produce the phytoalexin resveratrol, had
enhanced resistance to Botrytis cinerea. The same strat-
egy has been successfully applied in tomato and rice to
increase resistance to Phytophthora infestans and Pyric-
ularia oryzae, respectively. Other single-step syntheses
of novel phytoalexins from common precursors or mod-
ifications of natural phytoalexins into more pathotoxic
forms may be possible, but extensive manipulation of
phytoalexin biosynthesis may be limited in applicability
because of the complexity of most biosynthetic pathways
for these compounds (9).

RESISTANCE FROM ANTIMICROBIAL PEPTIDES AND
PROTEINS

Defensins are short antimicrobial peptides (12-45 amino
acids long) that are produced by a wide variety of
plants and animals, either constitutively or as a result
of pathogen attack. Many are rich in the cationic residues
lysine or arginine, and their antimicrobial action may
result from their ability to interact with and disrupt
membranes, particularly anionic bacterial membranes.
Seeds are the richest sources of defensins in plants,
although they are also found in the epidermises of
vegetative structures. Expression of plant or animal
defensins in heterologous hosts has led to increased
resistance to bacterial or fungal pathogens in several cases.
For example, increased resistance to bacterial pathogens
has been obtained in tobacco transformed with either
hordothionon from barley or cercropin isolated from the
silk moth (10).

Ribosome inactivating proteins (RIPs) from plants
disrupt ribosome structure, and thus protein synthesis,
through N-glycosidic cleavage of the 28S rRNA. The most
commonly known RIP is the toxic component of the castor
bean, ricin, but other RIPs have been isolated from several
families of dicots and monocots. These enzymes can be used
to protect plants from fungal attack because they do not



interfere with the function of self ribosomes. For example,
tobacco transformed with a barley-derived RIP gene under
the control of a pathogen-inducible promoter grew more
vigorously in soil inoculated with Rhizoctonia solani than
nontransformed control plants (11).

PATHOGEN-DERIVED RESISTANCE

An effective means of developing virus-resistant plants has
been to transform them with a portion of the viral genome
encoding important components of the viral replication
cycle, such as viral coat proteins, replicases, or movement
proteins. Coat protein-mediated viral resistance was
first demonstrated in tobacco plants transformed with
the tobacco mosaic virus coat protein gene under the
control of a constitutive promoter. Plants expressing high
levels of the coat protein are thought to interrupt the
natural infection cycle of the virus through inhibition
of the disassembly step of the cycle. This approach
has since been used to incorporate virus resistance into
several species, and the first generation of coat protein-
mediated virus resistant plants are currently for sale
(12). Expression of mutated or antisense viral genes in
transformed plants may also increase virus resistance.
These transgenics may interrupt the normal infection cycle
through the production of nonfunctional molecules that
compete with the viral genome, or its protein products,
during replication or movement steps, or by gene silencing
mechanisms (13,14) (Fig. 2).

RESISTANCE FROM NOVEL SOURCES

Other strategies for increasing the disease resistance of
plants have concentrated on genes that are not involved
in plant-pathogen interactions. Human or bacteriophage
T4-derived lysozymes, which can cleave the glycosidic
bonds of peptidoglycans found in bacterial cell walls and
chitins found in fungal cell walls, have been incorporated
into plants and provide broad-spectrum resistance to a

variety of bacterial and fungal diseases (15). The ability of
plants to express functional antibodies from animal genes
has been used to create tobacco plants that are resistant to
tobacco mosaic virus. Antibodies may provide protection
against disease through agglutination of pathogens or
blockage of epitopes required for infection (16). Finally,
some dsRNA viruses of pathogenic fungi encode peptides
that are toxic to related pathogens lacking the dsRNA,
and so expression by plants of these toxin genes in the
intercellular fluid of the plant may inhibit growth of the
pathogen (17).

CONCLUSIONS

Genes that mediate interactions between plants and
pathogens may be exploited to produce transgenic plants
that are less susceptible to disease. Several of these
transgenics are currently in open release trials for
efficacy in agricultural settings. These are remarkable
achievements considering that the first transgenic plants
were produced in the early 1980s and the first disease
resistance genes were not cloned until the early 1990s.
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Figure 2. Resistance to mixed infections of transgenic squash
expressing the coat protein genes of zucchini yellow mosaic
virus and watermelon mosaic virus 2. The pile of squash in
the foreground includes fruit from nontransgenic controls and
transgenics expressing a single coat protein gene. The squash
in the background are from plants expressing both coat protein
genes. All plants were inoculated with a mixture of zucchini yellow
mosaic virus and watermelon mosaic virus 2 (from Ref. 13).
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INTRODUCTION: DEFINING A SOMATIC EMBRYO

As in most higher organisms, new individuals of
angiosperms (i.e., flowering plants) start life as a zygote
that undergoes successive mitotic divisions to form a
proembryo, and then an embryo. The developmental pat-
terns of such zygote-derived embryos have been well char-
acterized, and barring minor derivations, are remarkably
consistent within groups of flowering plants (1,2). How-
ever, to first place the process of embryogenesis in context,
a brief review of angiosperm reproduction is necessary.

Within the female organs of a flower, archegonial cells
undergo meiosis to form megaspores. Megaspores in turn
divide mitotically to form a multicellular female gameto-
phyte, also known as the megagametophyte or the embryo
sac. The latter term is a misnomer, as embryos are not
present in it. One of the cells in the female gametophyte
is the egg cell, which upon fertilization by a sperm cell
becomes the zygote. The female gametophyte is in turn
surrounded by one or two layers of cells, known as integu-
ments, and by additional tissue known as the nucellus.
Together, they comprise all the tissues within an ovule.

However, in angiosperms, embryos do not necessarily
have to originate from zygotes. Instead, these can originate
from a variety of different types of somatic cells (i.e.,
body cells not associated with reproduction), and are
consequently referred to as somatic embryos. The process
through which a somatic embryo forms and develops is
then termed somatic embryogenesis.

One of the best-known examples of such naturally
occurring somatic embryogenesis is known as adventive
embryony (1), whereby somatic embryos form directly
from mitosis of a cell or cells in the integuments or
the nucellus around the female gametophyte. As such,
adventive embryogenesis is also considered to be a form of

apomixis, a process whereby embryos are obtained without
fertilization of an egg cell.

Other forms of apomixis exist as well. In one case,
termed apospory (i.e., without a spore), somatic cells first
give rise to female gametophytes via mitosis, and then
the egg cell within the female gametophyte divides to
form an embryo. In a second type of apomixis, meiosis
fails during megasporogenesis, giving rise to a diploid egg
cell within the female gametophyte, which can in turn
develop into an embryo without first being fertilized. This
type of apomixis is termed diplospory (i.e., diploid spore).
Finally, haploid cells within the gametophyte, such as the
synergids, can also undergo mitosis to produce haploid
embryos. This type of apomixis is termed apogamety (i.e.,
without a gamete). Although the female gametophyte in
apospory comes from a somatic cell rather than from a
spore, embryos derived from apospory, diplospory, and
apogamety, though of asexual origin, are not somatic
embryos in a strict sense, as they come from cells of a
female gametophyte, rather than from somatic cells.

Finally, naturally occurring somatic embryogenesis of
angiosperms need not be limited to tissues found within an
ovule. The orchid Malaxispaludosa forms somatic embryos
on its leaf tips, while some succulents from Bryophyllum
spp. form somatic embryos on their leaf margins (3).

It is also possible to obtain somatic embryos from
cultured plant cells. In contrast to somatic embryos
formed in planta, somatic embryos formed in vitro are not
surrounded by maternal tissues and can be propagated in
large numbers. This makes the use of somatic embryos
feasible for the study of embryogenesis (4), for mass
propagation, and most recently, for genetic transformation
of plants. Hence, as currently used, the term somatic
embryo almost invariably refers to an embryo formed in
vitro rather than in planta.

SOMATIC EMBRYOGENESIS FROM PLANT CELLS IN
CULTURE

Somatic embryogenesis is but one of two pathways
whereby cells in culture can regenerate into whole plants
in the absence of meristematic cells. The second pathway
is referred to as organogenesis, and is characterized by the
formation of roots or of shoot meristems, which elongate
into shoots. Such shoots can be rooted, and whole plants
obtained. In contrast, somatic embryos lack vascular
connections to the cultured plant tissues, but contain both
root and shoot meristems, and therefore germinate into
plantlets.

That plant cells in culture could divide to produce
embryos was first hinted at during the late 1950s, and
proven by the early 1960s. Since then, the observation
has been extended to a wide range of plant species. At
last count, somatic embryogenesis had been achieved in
over 130 species of plants, including both angiosperms
and gymnosperms (5). Nevertheless, various species of
plants remain for which somatic embryogenesis has
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never been reported. Even for those species in which
somatic embryogenesis is possible, somatic embryos can
usually only be obtained from certain tissues at certain
growth stages, or from certain genotypes within a species.
The relative ability of a given tissue from a given
genotype to form somatic embryos is known as embryogenic
competence.

Origin of Somatic Embryos

In the simplest scenario, somatic embryos can be obtained
from cultured immature plant zygotic embryos in a process
sometimes referred to as embryo cloning. The cells within
embryonic tissues of a zygotic embryo can be stimulated
to divide and form somatic embryos. In this case, somatic
embryogenesis is said to be direct, as preexisting cells
divide directly to form a somatic embryo. The term pre-
embryogenic determined cells (PEDCs) has been used to
refer to this situation.

At the opposite end of the spectrum, tissues from
mature plants, which have long since lost their embryonic
status, can undergo repeated mitosis under inducing
conditions, until these cells obtain the ability to form
somatic embryos. In this case, preexisting cells divide to
form callus, and callus can in turn become embryogenic. In
this case, somatic embryogenesis is said to be indirect, and
the term induced embryogenic determined cells (IEDCs)
has been used to describe this phenomenon.

PEDCs and IEDCs represent two ends of a continuum,
and differently aged plant tissues can fall anywhere
between the two extremes. Nevertheless, once IEDCs
are obtained, they are functionally equivalent to PEDCs.
However, the word determined, as used in these acronyms,
is somewhat misleading, as somatic embryos are not
inevitably produced from these tissues. Consequently,
the term embryogenic cells (ECs) is a more accurate
way to refer to tissues with the ability to form somatic
embryos (6). The term embryogenic tissue is synonymous
to ECs.

Thus the treatments necessary to obtain somatic
embryos can depend on whether the explant is a PEDC
or an IEDC, as traditionally defined. In the former, cells
are already embryogenic, and merely need to be permitted
to divide independently of other cells in the surrounding
tissue. The use of a cytokinin alone is frequently sufficient
to accomplish the task.

When nonembryonic tissues are involved, the presence
of an auxin is usually required to induce an embryogenic
state. However, several other factors have been effective in
somatic embryo induction, including heat shock, exposure
to heavy metals, desiccation stress, and tissue disruption
leading to isolation of cells or cell groups. It is not known if
all these have a common mode of action, but one possibility
is that all these treatments have the ability to induce
a general stress response and terminate ongoing gene
expression within the cells. Furthermore, high auxin levels
are known to lead to DNA methylation. Since somatic
cells in tissue becoming embryogenic have been shown
to undergo meiosis and even show structural elements in
common with egg cells, it might be possible that cells react
to a termination of existing gene expression patterns by
initiating the gene expression patterns associated with

sporogenesis and gametogenesis (7,8). Once a cell with
spore or gamete-like features is obtained, the formation
of somatic embryos might not be that different from
apomixis, as described earlier.

A second factor that appears to be important for
embryogenesis is isolation, by tissue maceration, necrosis
of surrounding tissue, or formation of a cuticle layer
around cells destined to become an embryo. Presumably,
such isolation permits the isolated cells to function as an
independent organism, as opposed to cells acting as part of
a tissue (8). While zygotic embryos are invariably derived
from a single-celled zygote, neither apomictic adventitious
embryos nor somatic embryos suffer from this limitation.
It is possible for a group of cells to grow collectively into a
somatic embryo (9).

Embryogenic tissue is characterized by cells that are
small, richly cytoplasmic, and asymmetrical. Cells within
embryogenic tissues will continue to divide and maintain
their embryogenic nature as long as they are in the
presence of an auxin. As these tissues grow, they tend
to from clumps, which have been called proembryogenic
masses (PEMs), proembryonal complexes, or embryogenic
clusters.

Somatic Embryo Developmental Biology

Once the level of auxin in the culture medium is
reduced below a threshold level, embryogenic cells
begin a process termed histodifferentiation. Embryos
undergoing histodifferentiation grow through cell division,
and proceed through the same stages of development as
zygotic embryos. The first stage of development is known
as the globular stage, consisting of cells arranged in
a spherical configuration. The developing embryo then
acquires a bilateral symmetry as it reaches the heart
stage. After further elongation, the embryo reaches the
torpedo stage, and then the cotyledonary stage (2,10).

Polarity in transport of endogenous auxin is apparently
essential if a developing somatic embryo is to make the
transition between the globular and heart stages. These
internal auxin gradients can be upset or overwhelmed
by the presence of exogenous auxin. Consequently,
the presence of residual auxin in the culture medium
during histodifferentiation, even at a level below the
threshold level for histodifferentiation to occur, will
interfere with normal histodifferentiation, preventing the
attainment of bilateral symmetry and development of the
apical meristem (8). However, even under ideal culture
conditions, it is not uncommon for somatic embryos to
have a variable number of cotyledons or other anomalies.

As described in the preceding paragraph, the stages
of histodifferentiation apply only to embryos from the
Dicotyledoneae. Embryos from the Monocotyledoneae
undergo analogous stages of histodifferentiation, but
differ markedly in appearance due to the presence of
a single cotyledon. The stages of histodifferentiation of
monocotyledonous embryos are consequently designated
as globular, scutellar, and coleoptilar (11).

Following histodifferentiation, zygotic and somatic
embryos start their maturation phase, during which
growth occurs due to cell expansion. Early stages of
maturation are characterized by the accumulation of



storage reserves, and the late stages are characterized by
the acquisition of desiccation tolerance, which is analogous
to physiological maturity in a seed. The osmotic potential
of the culture medium appears to be the most important
factor to induce proper maturation. Following desiccation,
embryos will germinate (12). Those somatic embryos that
germinate and then grow into plants are said to be
"converted," and the transition from a germinating somatic
embryo to a plant is known as "conversion."

Histodifferentiation, maturation, desiccation, germina-
tion, and conversion of angiosperm somatic embryos can
occur in the absence of all exogenous growth regulators.
However, many existing protocols for somatic embryogen-
esis omit one or more of these stages and use unnecessary
growth regulators or suboptimal culture conditions. The
net result is somatic embryos that require the application
of growth regulators (usually a cytokinin, abscisic acid,
or gibberellin) before they will germinate and covert into
plants. Precociously germinated embryos can physiologi-
cally resemble both a maturing embryo and a germinating
embryo simultaneously. Such precociously germinating
embryos are known as emblings, for embryonic seedlings.
Finally, somatic embryos, like their zygotic counterparts,
may experience a period of dormancy, and thus require
a dormancy-breaking treatment, such as vernalization,
before they are capable of germination.

REPETITIVE EMBRYOGENESIS

As mentioned previously, embryogenic tissue will form
globular-stage embryos below a threshold level of exoge-
nous auxin. This threshold level is very species-specific.
Nevertheless, once a globular-stage embryo is formed, the
level of exogenous auxins will determine its subsequent
development. In the absence of auxins, histodifferenti-
ation will proceed normally. In the presence of auxin
levels within the threshold level that permits histodiffer-
entiation, histodifferentiation will proceed abnormally. As
exogenous auxins are increased, they reach a new level
in which histodifferentiation beyond the globular stage
of development is arrested altogether. In this case, new
globular-stage embryos will bud off the older embryo, and
the process of new globular-stage embryos forming on
older ones can be repeated indefinitely, as long as the
level of exogenous auxin is high enough. This process has
been variously termed repetitive, recurrent, accessory, or
secondary embryogenesis, A mass of repetitive embryos
is often called an embryogenic callus, but this term is
incorrect, as no callus is involved in the process.

Once the level of exogenous auxin is lowered below the
threshold necessary to maintain repetitive embryogenesis,
the cycle of repetitive embryogenesis is broken, and the
globular-stage embryos complete histodifferentiation and
develop into mature embryos. There are deviations from
this overall scheme. For some species, somatic embryos can
reach the heart, torpedo, or cotyledonary stage, or even
begin germinating, before undergoing another round of
repetitive embryogenesis (13). In other species, repetitive
embryogenesis can occur in the absence of all exogenous
auxins, in which cases it may be difficult, if not impossible,
to break the cycle of repetitive embryogenesis. The term

autoembryony has been used to describe repetitive somatic
embryogenesis in the absence of exogenous auxins (8).

Uses of Repetitive Embryogenesis

The ability to propagate embryogenic tissue or repetitive
embryo cultures leads to the ability to use somatic
embryos for mass propagation, which is the topic of
another article within this Encyclopedia. Because somatic
embryo technology can produce essentially unlimited
numbers of propagules that- can germinate into whole
plants without additional rooting steps, somatic embryo
technology can be especially useful to propagate elite but
heterozygous plants that do not breed true from botanical
seed. Somatic embryo technology is equally useful to
propagate elite but otherwise sterile genotypes, such as
seedless grapes (14). Furthermore, the potential exists to
encapsulate somatic embryos of elite genotypes for use
as synthetic seeds (15). In theory, encapsulating somatic
embryos makes them easier to handle, increases their shelf
life, and facilitates embryo germination under a greater
range of environmental conditions by incorporating
fertilizers and pesticides into the encapsulating material.

Both embryogenic tissue and repetitive embryos have
proven to be excellent targets for genetic transforma-
tion, making genetic transformation possible for those
crop species that do not regenerate via organogenesis.
While ECs have been amenable to a variety of DNA
delivery techniques, ECs are especially good targets for
microprojectile-mediated transformation, as their lack of
prominent vacuoles increases the chances that a micro-
projectile will hit the cell nucleus. Genetic transformation
is ultimately a single-cell phenomenon. In the simplest
scenario, a transgenic cell can divide to form a trans-
genic somatic embryo. The transgenic embryo can then be
converted to obtain a transgenic plant, or the transgenic
embryo can be propagated, via repetitive embryogenesis,
to form multiple somatic embryos prior to plant regenera-
tion.

However, as mentioned previously, somatic embryo
formation can be a multicellular event. In this case,
the resulting somatic embryo will be chimeric for the
transgene, and only those cells derived from the one
transgenic cell, out of all the cells that gave rise to the
embryo, will be transgenic. In this case, a completely
transgenic embryo can be obtained once a repetitive
embryo forms from the transgenic sector of the original
embryo (14).

ANDROGENESIS AND GYNOGENESIS

There is a final category of embryos that are obtained
from microspores in culture (androgenesis), which are
either isolated or which remain within an anther, or from
cultured ovules (gynogenesis). Since microspores and cells
within an embryo sac are not somatic cells, these embryos
technically are not somatic embryos. Nevertheless, other
than their origin, which is exclusively unicellular, they
exhibit the same developmental features that somatic
embryos do. The recovery of embryos from cultured
microspores is also known as haploid embryogenesis,



gametic embryogenesis, microspore embryogenesis, or
pollen embryogenesis. The latter term should not be used,
as embryogenesis occurs before the microspores become
mature pollen grains.

The most important distinction between an androgenic
or gynogenic embryo and a somatic embryo is that the
former, being derived from a haploid cell, is itself haploid.
Doubling of the chromosome number of the resulting plant,
either spontaneously or through the use of colchicine, will
result in an "instant inbred" that would otherwise take 6 to
8 generations of self-pollination to produce. Thus the use
of such "doubled haploid" plants saves considerable time,
but denies the plant breeder an opportunity to select for
desirable genotypes segregating out during the inbreeding
phase of a plant breeding program.

Much more is known about androgenesis than gyno-
genesis in vitro, as incidences of the latter are exceed-
ingly rare. Essentially the same factors that induce
somatic embryos will also induce formation of andro-
genic embryos. During normal microgametogenesis, the
microspore divides mitotically to form two asymmetric
cells, the vegetative cell and the generative cell. The gen-
erative cell then divides mitotically to form two sperm
cells. Under inducing conditions, androgenesis is known
to proceed via two pathways. In the first one, either the
vegetative or the generative cell will continue to divide
mitotically, leading to the formation of a proembryo,
which continues development into an embryo, as described
previously for somatic embryogenesis. In the second path-
way, the first mitotic division of the microspore divides

CONVERSION GERMINATION DESICCATION MATURATION
Figure 1. Somatic embryogenesis. This figure illustrates the typical sequence of events that can
take place during somatic embryogenesis, using soybean, Glycine max (L.) Merrill, as an example.
In the case of soybean, only cotyledons from immature embryos exhibit embryogenic competence
(top left). When these immature cotyledons (the explant tissue) are dissected out and cultured in the
presence of high auxin levels, somatic embryos are induced. These somatic embryos are arrested at
a globular stage of development due to the presence of a high level of auxin. These globular-stage
embryos can undergo a proliferation phase, which will last indefinitely as long as the auxin levels
are sufficiently high (top right). In the absence of exogenous auxins, the globular-stage embryos
can begin the process of histodifferenciation (right side), whereby they gain bilateral symmetry
and go through stages known as heart, torpedo, and cotyledonary. Cotyledonary-stage embryos
will then begin a process of maturation, whereby they acquire their storage reserves and acquire
desiccation tolerance (bottom right). Physiologically mature embryos can be desiccated, much like a
seed that naturally desiccates prior to harvest (bottom, center). Desiccated embryos will germinate
once moisture and temperature conditions are appropriate. If the germination process continues,
plantlets form, and the embryos are said to be converted (bottom left). When the plantlets reach
reproductive maturity, they cycle can be repeated. Illustration by Carol G. Hahn.
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to produce two identical daughter cells instead of a veg-
etative and a generative cell. The daughter cells then
continue dividing mitotically to form a proembryo, and
then an embryo (16).

Overall, plants with androgenic ability are far fewer
than those with somatic embryogenic ability. At last count,
plants have been recovered via androgenesis from only
34 species, and the majority of these were solanaceous,
cruciferous, or graminaceous species. As with somatic
embryogenesis, both developmental stage and genotype
play a crucial role in embryogenic competence (8).
Furthermore, it is not known with certainty whether every
microspore has embryogenic capacity (8) or embryogenic
capacity is limited to certain microspores exhibiting
feminized features (17).

SUMMARY

During the past 35 years we have acquired the ability to
obtain embryos from a variety of plant tissues grown in
culture from an ever-increasing number of plant species,
and the various stages of somatic embryogenesis have
been denned. Figure 1 summarizes the various possible
steps in an embryogenic protocol. The availability of
such embryos has facilitated the study of embryogenesis
by providing abundant, readily accessible sources of
study material. In vitro embryogenesis has also assisted
plant breeding programs by facilitating the production of
transgenic plants, and to a lesser extent, by providing
"instant inbreds." For angiosperms, the best-known
example of mass propagation via somatic embryogenesis
is the propagation of elite genotypes of oil palm in
Southeast Asia. The use of somatic embryogenesis in
mass propagation will inevitably increase as protocols
for somatic embryogenesis become more advanced and
can produce somatic embryos that are developmentally
normal, not subject to somaclonal variation (i.e., mutations
that can occur during the cell culture process), and exhibit
uniform germination. While the culture requirements
necessary to normalize somatic embryogenesis exhibit
many similarities across species, important differences
exist, making it essential to optimize protocols for each
individual species.
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to produce two identical daughter cells instead of a veg-
etative and a generative cell. The daughter cells then
continue dividing mitotically to form a proembryo, and
then an embryo (16).

Overall, plants with androgenic ability are far fewer
than those with somatic embryogenic ability. At last count,
plants have been recovered via androgenesis from only
34 species, and the majority of these were solanaceous,
cruciferous, or graminaceous species. As with somatic
embryogenesis, both developmental stage and genotype
play a crucial role in embryogenic competence (8).
Furthermore, it is not known with certainty whether every
microspore has embryogenic capacity (8) or embryogenic
capacity is limited to certain microspores exhibiting
feminized features (17).

SUMMARY

During the past 35 years we have acquired the ability to
obtain embryos from a variety of plant tissues grown in
culture from an ever-increasing number of plant species,
and the various stages of somatic embryogenesis have
been denned. Figure 1 summarizes the various possible
steps in an embryogenic protocol. The availability of
such embryos has facilitated the study of embryogenesis
by providing abundant, readily accessible sources of
study material. In vitro embryogenesis has also assisted
plant breeding programs by facilitating the production of
transgenic plants, and to a lesser extent, by providing
"instant inbreds." For angiosperms, the best-known
example of mass propagation via somatic embryogenesis
is the propagation of elite genotypes of oil palm in
Southeast Asia. The use of somatic embryogenesis in
mass propagation will inevitably increase as protocols
for somatic embryogenesis become more advanced and
can produce somatic embryos that are developmentally
normal, not subject to somaclonal variation (i.e., mutations
that can occur during the cell culture process), and exhibit
uniform germination. While the culture requirements
necessary to normalize somatic embryogenesis exhibit
many similarities across species, important differences
exist, making it essential to optimize protocols for each
individual species.
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INTRODUCTION

The successful isolation of homogeneous cell population
depends on numerous factors relating to tissue and cell
type, method of isolation, and procedures for purifying and
enriching the population. There are diverse methods for
isolating homogeneous populations of cells with varying
degrees of success that use biological, physical, chemical,
and mechanical means often in combination (Table 1). The
technology for cell isolation and enrichment procedures
has advanced markedly in the past several years
with the advent of flow cytometry, selective adherence
techniques, magnetic-bead separation, the availability
of highly selective immunological reagents, and refined
centrifugation techniques using various types of gradients.

METHODS OF CELL SEPARATION AND ENRICHMENT

Isolation of Cells from Tissues

One of the earliest methods used to obtain cells from
solid tissues took advantage of the ability of some types
of cells in the tissues to migrate away from the explanted
tissue fragment and proliferate. Most solid tissues are
comprised of multiple cell types, but generally only
epithelial and fibroblastlike cells or smooth muscle cells
readily migrate from tissues and replicate in in vitro
culture (1). Fibroblasts tend to migrate more readily
from explants than other cell types and tend to have
a higher rate of proliferation which allows them to
become eventually the predominant cell type in a mixed
population. Upon repeated subcultivation, the fibroblasts
continue to proliferate at a rate higher than other cells
in the population and eventually a population consisting
only of fibroblasts is achieved.

Table 1. Methods of Cell Separation

The most commonly used technique to obtain single cell
populations from tissues employs dissociation of tissues
with proteolytic enzymes, such as collagenase, trypsin,
and elastase alone or in combination. The enzymes break
down the matrix materials that surround the cells in
the tissues and thus free the cells from the tissue
fragments. Tissue fragments are minced to approximately
1 mm3 and are placed in a solution of enzyme at 37 0C.
However, prolonged incubation at lower temperatures
has also been used for cells too fragile to withstand the
higher temperatures. To aid in the digestive process, the
tissue fragments are gently shaken during the enzyme
dissociation incubation period. Depending on the tissue
type, multiple rounds of successive dissociation steps
may be required. For example, adult lung tissue may
involve five dissociation steps of 45 minutes each, whereas
dissociation of fetal heart tissue may utilize eight to ten
dissociation steps, each 10 minutes long. The action of
the enzyme is stopped by placing the cell suspension in
a culture medium containing serum or by using specific
enzyme inhibitors. The resulting free cells are placed in
an appropriate culture medium and allowed to proliferate.
Then, a variety of techniques may be used to obtain pure
or enriched populations of cells from the mixture of cells
in the tissue digest.

Selective Medium for Enrichment or Depletion of Specific
Cell Types

The selection of appropriate culture medium makes it
possible to further manipulate the selection of specific
cell types (1). The use of selective media favors the
growth of one cell type over another and has been used
notably to enhance the growth of epithelial cells in mixed
populations, as well as to suppress fibroblast growth
(Table 2) (2-10). The limitation of this application for
animal cells is that there are basic similarities in nutrient
requirements for most cell types. Cell replication requires
the presence of growth factors in the culture medium, and
the most commonly used source of these factors is serum
which tends to override the selective properties of the
culture medium. Several serum-free medium formulations
have been developed that do allow preferential growth of
epithelial cells (11-13). Because fibroblast overgrowth is
a common problem in populations of mixed cell types,
many medium formulations have been designed to inhibit
fibroblast growth, including amino acid analogs, such as
cis-proline, deletion of a required amino acid, specific
toxins, cytotoxic antibodies, and nucleic acid analogs, such
as bromodeoxyuridine (BrDU).

Selective Adhesion Methods

The differential affinities of cells for culture substrate have
been used to select for specific cell types. Different cell
types have different rates of attachment on a substrate,
and specific cell types in a mixed population can be
selected for by multiple transfers of cells from one culture
dish to another over a few hours in primary culture (1).
Fibroblasts tend to adhere to plastic more rapidly than
epithelial cells, and this feature can be used to enrich
a population of fibroblasts or epithelial cells. A mixed

Method

Cloning

Selective adherence

Sedimentation velocity at
unit gravity

Isokinetic gradient
centrifugation

Isopycnic gradient
centrifugation

Density gradient
electrophoresis

Elutriation centrifugation
Affinity methods

Panning

Lectin binding

Coated magnetic beads

Basis for Separation

Growth from single cell
isolation

Time for attachment to
matrix

Cell Size

Cell size, cell density, and
cell configuration

Cell density

Cell-surface charge

Cell size and density
Cell-surface connstituents

Antibodies to surface
antigens

Binding to surface
carbohydrates
moieties

Antigen binding to
antibody-coated
magnetic
microspheres



population of fibroblasts and epithelial cells are plated
for one to two hours during which time the fibroblasts
attach to the plastic substrate. Then, the nonadherent
epithelial cells are removed from the plate, transferred to
a fresh plate, and the epithelial cells attach over a period
of several hours. A variety of matrix materials coated on
the culture vessel have been effectively used to further
enhance adherence of specific cell types (Table 3) (14-26).
These include fibronectin, laminin, and collagens type I,
III, or IV used alone or in combination. Growth of
epithelial cells is favored when plated on collagen-coated
surfaces. Selective adhesion combined with a selective
medium may be used to enhance a given population
of cells. For example, isolation of enriched populations
of myocardiocytes from enzymatically dissociated cardiac
tissue containing cardiac fibroblasts can be achieved by
allowing the fibroblasts to adhere to a plastic culture dish,
removing the nonadherent myocardiocytes, and replating
the latter on a collagen-coated culture dish in a selective
culture medium which lacks glutamine and contains BrDU
to inhibit the proliferation of any residual fibroblasts (3).
Enriched populations of macrophages in mixtures of
leukocytes or inflammatory cells is relatively easy using
differential adherence techniques. Macrophages readily
adhere to plastic culture vessels within 15 to 30 minutes
after which nonadherent cells may be washed off. Any
adherent polymorphonuclear leukocytes that remain on
the original plate generally do not survive more than

24 hours, whereas macrophages can be maintained in
are appropriate, pure culture medium for several days
to weeks.

Cloning Techniques

A population of cells derived from a single cell is the
most homogeneous of cultures. Such a population can
be established by cloning techniques (Fig. 1). There are,
however, serious limitations to cloning: (1) most animal
cells exhibit very poor cloning efficiency (sometimes less
that 1%); and (2) the limited life span of most diploid cells
in cultures (27). By the time the clones are established
and have grown to a sufficient number to be used, the
cells have gone through enough generations that they
may be no longer useful for experimentation or may
even be senescent. Twenty generations are required to
obtain one million cells derived from a single cell. Two
general cloning techniques are used: (1) dilution cloning
where a suspension of cells is diluted so that a culture
well contains a single cell from which progeny arise; and
(2) limited dilution on a cell culture dish plate (Fig. 1).
In the latter, approximately 100 cells are seeded into
a 100 mm diameter dish, and after the clones begin to
expand they can be isolated by using cloning rings. A
small cylinder is placed around a clone, and cells in
the clone are enzymatically dissociated and transferred
to a new culture vessel. Most cells grow poorly when

Notes: Ifn-y (Interferon-Gamma); TNF-a (tumor necrosis factor-Alpha); IL-2 (Interleukin-2); Arg-Gly-Asp (arginine, glycine, and aspartate).

Table 3. Cell Adhesion to Matrix Molecules

Table 2. Reagents Selective for Different Types of Cells

Reagent

Nucleic acid analogs

Amino acid annalogs

Amino acid deficient

Polyamines

calcium

Example

Bromodeoxyuridine
Bromodeoxyuridine
cts-Proline
cis-Hydroxyproline
D-Valine
Glutamine
Arginine
Putrescine
Spermine
Low calcium

Selects Against

Prototrophs
Fibroblasts
Fibroblasts
Fibroblasts
Fibroblasts
Fibroblasts
Fibroblasts
Fibroblasts
Fibroblasts
Fibroblasts

Selects For

Auxotrophs
Myocardicocytes
Epithelial cells
Epithelial cells
Epithelial cells
Myocardiocytes
Hepatocytes
Epithelial cells
Epithelial cells
Smooth muscle cells

Reference

2
3
4
5
6
3
7
8
9

10

Cell Type

Epithelial
Epithelial
Alveolar epithelial
Fibroblast
Fibroblast

Fibroblast
Fibroblast
Smooth muscle cell
Endothelial Cell
Endothelial cell
Dendritic cell
T-lymphocyte

Matrix Molecules

Denatured collagen
Matrigel
Fibronectin, collagen IV, and laminin
Fibrinogen
Fibronnectin, chondroitin sulfate, and heparin

sulphate
Collagen, fibronectin
Laminin, collagen I
Collagen I and IV, laminin, and Fibronectin
Von Willebrand factor
Collagen I, III and IV
Fibronectin, laminin, and collagen I, III and IV
Laminin, fibronectin, and collagen IV

Enhancement Factors

Manganese (Mn2+)

Magnesium ((Mg2+)

Arg-Gly-Asp

Fibronectin enhanced by Ifn-y and TNF-a
Induced by IL-2

Reference

14,15
16
17
18
19

20
21
22
23
24
25
26



Figure 1. Methods of cell cloning. In part A, cells are diluted and
seeded into 96-well culture plates so that several wells have a
single cell. The wells that have a single cell are marked, and the
cells that arise from that single cell are allowed to proliferate,
after which they are enzymatically dissociated, transferred to a
larger culture dish, and allowed to grow to a monolayer. The
method shown in part B relies on seeding a plate (e.g., 60-mm
dish) with a low number of cells, approximately 100 or fewer
cells. As the clones begin to proliferate, they are marked, and a
sterile cloning ring (cylinder) is secured around the clone with
sterile silicon grease. An enzyme solution (trypsin or collagenase)
is added to the cylinder, and when the cells disperse, they are
removed with a Pasteur pipet, transferred to a fresh growth plate,
fed complete growth medium, and allowed to grow to confluence.

isolated as single cells or in sparsely seeded cultures and
require a nutrient mixture with appropriate growth factors
to establish proliferating clones. Ham and colleagues
developed a series of media formulations that promote
cloning efficiency in different cell types (28-30). Medium
MCDB 110 is designed for fibroblasts (28), and Ham's F-12
or MCDB 302 for Chinese hamster ovary cells (29,30).
Hormones including insulin (30) and dexamethasone (31)
have been used to increase the plating efficiency of several
types of cells. Other metabolites that have been used
as supplements to cell culture medium to enhance cell
proliferation include pyruvate, a-ketoglutarate (32,33),
and nucleosides (34).

PHYSICAL AND BIOLOGICAL METHODS OF
CELL SEPARATION

Physical methods of cell separation use the characteristics
of cell size, cell density, and the unique chemistry of the cell
surface that permits binding of the cell to molecules, such
as lectins, specific antibodies, or other substances (35).

Density Gradient Electrophoresis

Density gradient electrophoresis is a useful method
for preparations for separating cells. High-resolution
separation with high rates for recovering large numbers
of cells can be achieved simultaneously preserving the

functional and structural integrity of the cells (36). The
surfaces of mammalian cells are electrically charged
and thus can be separated electrophoretically based on
the surface density charge. In physiological pH solution,
mammalian cells are negatively charged so that the outer
layer of ions surrounding a cell is positively charged.
Thus, the apparent surface charge is the potential at the
outer part of the layer formed by the cell surface and the
surrounding ions. The mobility of a cell in an electric field
depends on this apparent surface density charge.

To minimize the effects of sedimentation on migration
velocity, the density gradient is selected to be equivalent
to the density of the cells, so that the cells are separated
on the basis of their surface charge.

To avoid the effects of heat, use electric fields of low
strength and buffers of low conductivity and carry out
procedure at 4 0C. Overloading of cells must be avoided
because this results in aggregates of cells rather than
single cells. Buffers need to be of low ionic strength and
must be made isotonic by adding nonionic carbohydrates,
such as sucrose (36). Osmolarities should be between
200 to 400 mOsm to sustain cell viability and must
be in a density range of (1.04 to 1.08 g/mL at 4 0C).
Compounds used in density gradients must have low
specific conductivity, a small charge to mass ratio, must
preserve the viability and structural and functional
integrity of the cells, and should not interact with the cells
or be phagocytosed (37). Ficoll is better than Hypaque,
colloidal silica, or sucrose/dextran for cell electrophoresis.
Hypaque has too high a specific conductivity, dextran
increases the zeta potential of cells, and colloidal silica
may be toxic to some cells (37).

Density gradient electrophoresis is carried out in a
vertical column which is surrounded by a cooling jacket
and an inner cooling piece. In the center of the cooling piece
is a glass tube through which the cells are collected after
electrophoresis. The apparatus has an upper electrode
reservoir which is filled with 6.8% sucrose in the
electrophoresis buffer. Supporting the density gradient in
the lower part of the column is a hollow plug immersed in
the lower electrode reservoir which contains 5.1% sucrose.
The solution at the bottom (floor) of the gradient column
contains 10% Ficoll and 5.1% sucrose in the electrophoresis
buffer, and the density gradient is layered over the floor
at a constant rate of 2 mL per minute. The cells are
suspended in 10 mL of 2% Ficoll and 6.44% sucrose. The
system is kept at a constant temperature of 4 0C inside the
column, and electrophoresis is carried out at a constant
current of 20 mA for 4.5 hours. Cells are collected in a
fraction collector using a peristaltic pump (36).

Density gradient electrophoresis has been effective
for separating blood cells, human and murine splenic
lymphocytes, human bone marrow cells, and human
leukemia cells. The apparatus is relatively inexpensive,
and the method permits high resolution of large numbers
of cells with recovery rates of 70 to 90% without losing the
functional and structural integrity of the cells (36).

Velocity Sedimentation

Velocity sedimentation separates cells based on cell size
and cell density (Fig. 2). The basic techniques of velocity
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Figure 2. Velocity sedimentation. Cells of mixed sizes in a fluid
sediment to the bottom of the tube according to the the cell size.
The largest cells sediment to the bottom of the tube, and the
smallest cells appear on the top.

sedimentation include sedimentation by gravity (which
is sedimentation of cells through a density gradient
in a gravitational field), sedimentation in an isokinetic
or isopycnic gradient, and elutriation or counterflow
centrifugation (38).

The sedimentation of cells in a centrifugal field is
described by the equation,

where r is the distance of the cell from center of revolution,
a is the diameter or radius of the cell, Dc is the cell density,
Dm is the density of the gradient at the location of the cell,
o) is the angular velocity, r\ is the viscosity of the gradient
at the location of the cell, and k is a constant. Cell diameter
and cell density are important in determining the velocity
of sedimentation.

Both unit gravity sedimentation and isopycnic gradient
centrifugation offer the advantages of cell separation
under sterile conditions, a high degree of reproducibility,
and economy (39). Because of the broad overlap in the
size and density of cells from most tissues, it is more
difficult to achieve the desired purity of cell populations
by sedimentation alone. Common problems associated
with gradient centrifugation include cell aggregation,
overloading the capacity of the gradient, adherence of
cells to the walls of the centrifuge tube, turbulence, and
mixing of bands. Separation of cells or particles of identical
size but different densities can be achieved effectively by
velocity sedimentation. However, isopycnic sedimentation
is most commonly used to sediment particles of different
densities.

Isopycnic sedimentation is centrifugation in a continu-
ous gradient at a centrifugal force that allows the cells to

arrive at a location in the gradient where the density of
the cell is identical to that of the gradient (40). In isopycnic
gradient a density gradient is formed in a centrifuge tube,
and upon centrifugation cells sediment in the gradient
until they reach their buoyant density (40).

Cells sedimented by velocity sedimentation are gen-
erally more purified than cells isolated by isopycnic
sedimentation. Isopynic sedimentation requires a higher
centrifugal force than velocity sedimentation and thus may
be more injurious to the cell. The most effective gradients
for velocity sedimentation are those whose densities are
distinct from the densities of the cells.

A variety of commercially available gradient materials,
such as serum albumin, dextran, metrizamide, Ficoll, and
Percoll, can be used at specified g forces to sediment cells
to a level of the same density as the gradient.

Percoll, a widely used gradient material, is a colloidal
suspension of silica whose particles have been coated with
polyvinyl pyrrolidine to reduce their surface charge (41).
It has a density of 1.13 g/mL. Percoll has essentially no
osmotic activity. Thus, solutions at all density ranges used
can be made iso-osmolar by a choice of buffers. It has been
successfully used to separate cells, cellular organelles,
and viruses. Percoll has several advantages over pure
colloidal silica: it is stable at physiological ionic strength
and pH, whereas pure silica tends to aggregate; it does
not contain salt and has a low osmolality; it can be diluted
with physiological buffers; it has a sufficient density for
the formation of gradients that accommodate most cell
types; and its viscosity is low compared with other density
gradient media of comparable density, so that it is easier to
use. The colloidal silica, Percoll, can be made iso-osmotic,
allowing cells to sediment and form a band at their
physiologic densities, whereas in gradients of sucrose,
albumin, or metrizamide, cells tend to exhibit higher
buoyant densities. Percoll gradients may be preformed
by high speed centrifugation and then used at a low g
force for isopycnic banding (41). Percoll is stable and can
be stored for several months.

Cells can be recovered from Percoll gradients by
pumping heavy fluid through the bottom of the centrifuge
tube and collecting the fraction from the top. Alternatively,
cells may be recovered from the bands by drawing them
into a syringe with a long needle. Once recovered, Percoll is
removed from the cell suspensions by repeated washing in
a physiological buffer or appropriate cell culture medium.
Percoll gradient separations usually result in high cell
yields.

Cells suspensions of up to 50 x 106 cells in 1 mL are
layered on a 5 mL gradient. Higher numbers of cells result
in aggregation and reduced cell recovery. Cells may also
adhere to the walls of the centrifuge tubes, particularly
in tubes of small diameter. To minimize sticking, serum
or albumin may be added to the cell suspension. Thin
wall polycarbonate tubes give the highest recovery of cells.
It is important that the cell suspension be at the same
temperature as the gradient. Because cells may aggregate
at low temperature, it is best to work at 20 0C. Percoll is
nontoxic for most cell types.

Damaged cells and debris have a low density in Percoll.
Thus Percoll can be used to separate viable cells from

Velocity sedimentation



Fraction Fraction
Figure 3. Separation of lung alveolar cells on a discontinuous
Percoll gradient. Three-step discontinuous gradients were
prepared by sequentially layering 5 mL volumes of 55% up to 35%
Percoll. Lung cells were suspended in 4 mL of 20% Percoll, layered
onto the 35% layer, and centrifuged at 400 g for 30 minutes at
200C. Then the gradients were divided into five layers. The data
show good separation of alveolar macrophages (AM) in fractions
I and II and of polymorphonuclear leukocytes (PMN) in fraction
V of silica exposed lungs, but lymphocytes (LYS) were not well
separated. In sham air-exposed lungs, there was good separation
of AM but not of PMN or LYS.

dead cells and debris by layering the cells on top of
Percoll in a centrifuge tube and allowing the cells to
penetrate the Percoll and pellet on the bottom while
the debris and dead cells remain at the top of the tube.
Figure 3 shows a Percoll gradient separation of alveolar
inflammatory cells isolated from lungs of rats that had
been exposed to aerosols of the silica, a-cristobalite, or
sham exposed to air. Three-step discontinuous gradients
were prepared by sequentially layering 5 mL volumes of
55% up to 35% Percoll in Beckman ultraclear centrifuge
tubes (42). Lung cells were suspended in 4 mL of 20%
Percoll layered onto the 35% layer and centrifuged at 400 g
for 30 minutes at 20 0C. Then, the gradients were divided
into five layers (Fig. 3). The data show good separation
of alveolar macrophages (AM) in fractions I and II and
of polymorphonuclear leukocytes (PMN) in fraction V of
silica-exposed lungs, but lymphocytes (LYS) were not well
separated. In sham air-exposed lungs, there was good
separation of AM but not of PMN or LYS (42).

Percoll gradients have also been used for velocity
sedimentation (41). Cells are layered on top of the gradient
and allowed to sediment in a gravitational field. This
has been used effectively to isolate pancreatic islets from
collagenase-digested tissue at unit gravity. The method
has also been used to isolate specific population of
lymphocytes by rosetting with cells that have specific
surface markers. The rosettes sediment through the
Percoll and leave other lymphocytes behind.

Ficoll is a nonionic synthetic polymer of sucrose that
has a molecular weight of approximately 400,000. The
Ficoll gradient is designed so that the cells sediment at
almost constant velocities due to an increasing centrifugal

force and a proportional increase in the velocity of
sedimentation (40,43). As the distance of the cell from the
center of resolution increases, the increases in viscosity
and density of the gradient are counterbalanced with the
result that accelerating and decelerating forces cancel one
another, and thus the cells sediment at constant velocity.
A disadvantage of Ficoll is that it is highly viscous and
hyperosmotic and thus can damage cells.

Hypaque is sodium diatrizoate whose chemical formula
is (3,5-bis[acetylamino]-3,4,6-triiodobenzoic acid, sodium)
and whose molecular weight is 635.9. Ficoll and Hypaque
are frequently combined (marketed commercially as
Histopaque) to isolate peripheral blood leukocytes. It
is commercially available as Histopaque 1077 with a
density of 1.077 g/mL, Histopaque 1083 with a density
of 1.083 g/mL, and Histopaque 1119 with a density of
1.119 g/mL.

Metrizamide is a nonionic derivative of metrizoate and
is less dense than Percoll or Ficoll at high density (44). The
chemical formula for metrizamide is (2-[3-acetamido-5-iV-
methylacetamido-2,4,6-triiodo-benzamidol]-2-deoxy-D-glu-
cose). It has a molecular weight of 789.1, is iso-osmotic,
and at 37% (w/v) it has a density of 1.192 g/mL.

Nycodenz, a nonionic density gradient material is a
triiodinated derivative of benzoic acid which is nontoxic
to cells (44). Its chemical formula is 5-(A/^-2,3-dihydroxy-
propylacetamido)-2,4,6-triiodo-iVrZV/-bis(2,3-dihydroxypro-
pyl) isothalamide and it has a molecular weight of 821.1.

Iodixanol, another iodinated gradient material, is a
new nonionic density gradient medium (45). It is effec-
tively a dimer of Nycodenz, and it has two signifi-
cant advantages over previous iodinated density gradient
media in that its aqueous solutions are iso-osmotic up
to a density of 1.32 g/mL [at 30% (w/v) its density is
1.159 g/mL], and it can form self-generating gradients
in 1 to 3 h. It has very low toxicity toward biolog-
ical material, and enzyme assays can be carried out
in its presence. The chemical formulation of Iodixanol
is 5,5'- [(2-hydroxy- l,3-propanediyl)-bis(acetylimino)] bis-
[AT^V/-bis(2,3-dihydroxypropyl)-2,4,6-triiodo-l,3-benzene
dicarboxamide].

Viscosity is the major determinant of sedimentation
in a gradient. High molecular weight carbohydrates,
such as Ficoll and dextran, are less ideal because at
the concentrations used for gradients, sucrose solutions
are highly viscous and hyperosmotic leading to slower
sedimentation rates and loss of water from sub cellular
organelles.

Ideally, gradient materials need to be iso-osmolar
to avoid cell shrinkage or swelling. Iodinated density
gradient materials, such as metrizamide, Nycodenz,
Iodixanol, and the colloidal silica, Percoll, have lower
osmolality and lower viscosity and are generally more
suitable for gradient cell separation.

Gradients are either continuous or discontinuous.
Discontinuous gradients are formed by layering different
concentrations of the gradient material on top of each
other generally by using a syringe and long needle. After
centrifugation, cells of the same density can be recovered at
the interfaces between the layers. In continuous gradients,
cells sediment to the point of their exact densities and

Percoll density gradient centrifugation of alveolar cells from
silica-exposed and nonexposed rats
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Figure 4. Density gradient centrifugation. Gradient materials
at different densities are layered into centrifuge tubes, and a
suspension of cells that have different densities are layered on
to the top of the gradient (left panel). After centrifugation, the
cells sediment to the level in the gradient that equals their own
densities (right panel).

form distinct bands. Continuous gradients may be formed
by stirring discontinuous gradients with a glass rod to
smooth out interfaces or by self-generating gradients by
centrifuging the gradient materials at a high g force.
Gradients may also be formed by using a variety of
commercial gradient makers.

Most populations of cells vary in density which results
in banding at different locations in the centrifuge tube
(Fig. 4). With discontinuous gradients there is more
contamination by other cell populations which have partly
overlapping densities. Therefore, continuous gradients
yield higher purity of cell populations.

Elutriation or Counterflow Centrifugation

Elutriation or counterflow centrifugation uses a specially
designed centrifuge rotor in which a suspension of cells
is pumped into a separation chamber while the rotor
is running (35,46) (Fig. 5). The rotor is operated at
speeds appropriate for the specific types of cells being
isolated. The rotor speed selected varies with cell volume,
cell density, and the viscosity of the medium. Prior to
elutriation, the volumes of the cells in the population must
be determined, and this can be achieved by using a Coulter
counter and a multichannel analyzer (46). Centrifugal
sedimentation of the cells is opposed by the centripetal
flow of medium in which the cells are suspended. The
centripetal flow of the medium counterbalances the
centrifugal force creating a gradient of cells of different
sizes. Thus, the rate of sedimentation is determined by
the sum of the centrifugal force and the countercentripetal
flow (46).

Samples are pumped from a medium/buffer reservoir
into the sample mixing chamber by a peristaltic pump.
The centrifugal force moves the cells away from the center
of the rotor. Medium is pumped through the chamber
counter to the centrifugal force at a rate approximating

Edge of rotor
Figure 5. Elutriation or counterflow centrifugation. The figure
depicts diagrammatically the structure of the elutriation chamber
which is a specially designed centrifuge rotor in which a
suspension cells are pumped into a separation chamber while the
rotor is running. The rotor is operated at a speed ranging from 800
to 2500 rpm. The rotor speed depends the specific type of cell being
isolated. Centrifugal sedimentation of the cells is opposed by the
centripetal flow of medium in which the cells are suspended. The
centripetal flow of the medium counterbalances the centrifugal
force, creating a gradient of cells of different sizes. Thus, the
rate of sedimentation is determined by the sum of the centrifugal
force and the countercentripetal flow. The centrifugal force moves
the cells away from the center of the rotor while medium is
pumped through the chamber counter to the centrifugal force
at a rate approximating the sedimentation rate of the cells.
Differences in the size and density of the cells cause them to
sediment at different rates and to reach equilibrium at different
positions in the separation chamber. By increasing the flow rate
of the medium, the cells are then pumped out of the chamber
into collecting vessels. Smaller cells are recovered first, and the
largest cells are recovered last.

the sedimentation rate of the cells. Thus, differences in
cell size and density cause them to sediment at different
rates and to reach equilibrium at different positions in
the separation chamber. By increasing the flow rate of the
medium, the cells are then pumped out of the chamber
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into collecting vessels. Smaller cells are recovered first,
and the largest cells are recovered last.

Counterflow centrifugation offers several advantages:
among them are high resolution and large cell capacity
(up to 109 cells). Good separations can be achieved in a
relatively short period of time. Another advantage is that
cells can be separated in a physiological medium, thus
avoiding the deleterious effects on cells that some gradient
materials have. The main disadvantage of elutriation is
the cost of the machine.

It is important that single cell suspensions be used
because cells that are clumped together will effectively be
larger and therefore elute at a rate different from single
cells, thus compromising both purity and yield. Cells
effectively can be separated at a range of temperatures
between 4 0C and 30 0C depending on cell type. When cells
are elutriated at 4 0C, the choice of elutriation medium
is less important because the cells are not metabolically
active. However, it is a good practice to use a medium that
assures high cell viability. Generally, the best choice is
the same medium that is used for culturing the particular
cell type. Supplementing the medium with protein in the
form of BSA or a low concentration of fetal bovine serum
prevents sticking of the cells.

Good cell recovery can be achieved over a wide range of
cell concentrations. Cell recoveries of 80 to 90% have been
found using cell loads between 5 x 106 to >108. However,
at higher loads (>108 cells), the cells are pumped out of the
chamber at a lower flow rate, and more cells are elutriated
in the early fractions. When large numbers of cells are in
the chamber, the cross-sectional area available for fluid
flow is reduced. The flow rate for eluting the cells can be
maintained by either a peristaltic pump or by hydrostatic
pressure. Fractions may be collected by increasing the
flow rate while maintaining a constant rotor speed or by
decreasing the rotor speed and maintaining a constant
flow rate. It is generally preferable to use increased flow
rate and constant rotor speed because of the time required
for the rotor to slow down and tendency for the centrifuge
to drop to a speed lower than set. The choices of flow rates
and rotor speed are determined by the types of cells being
separated. The first fraction to be eluted is composed of
dead cells and cell debris, and the last fraction is composed
of the largest cells in the population. Thus, rates of flow
and rotor speed must be set to span the range of cell sizes
in the population.

Affinity Binding

Specific cell surface moieties can be used advantageously
for separating different populations by affinity binding.
Most cells exhibit an array of distinct cell-surface carbo-
hydrates. A variety of biologically active molecules, called
ligands, bind with high affinity to cell surfaces (Fig. 6).
These ligands may be antibodies, lectins, hormones, tox-
ins, enzyme inhibitors, drugs, or chemical transmitters.
The ligands most commonly used for separating cells are
specific antibodies and a variety of lectins.

Affinity Binding with Lectins. Compounds were discov-
ered several years ago that could agglutinate erythro-
cytes (47). Subsequently, other compounds were found

Figure 6. Affinity binding. Cells exhibit different surface anti-
genic binding sites. When mixed cell populations are exposed to
an antibody which is specific for a given cell antigen, a complex
forms between the antibody and the cell. Cells that possess dif-
ferent surface antigens do not form such complexes and therefore
are not selected.

that could selectively aggregate different types of blood
cells. These compounds, are called lectins and are
sugar-specific, cell-agglutinating proteins found in vari-
ous plants, animals, viruses, and other microorganisms.
All lectins are oligomeric proteins or glycoproteins that
have two or more sugar-binding sites per molecule. They
combine noncovalently with mono- and oligosaccharides
in the same way that antibodies bind antigens. How-
ever, lectins bind more weakly than antibodies and can be
removed under mild conditions by competing sugars. Each
lectin is specific for a particular carbohydrate structure;
some lectins bind to mannose, to glucose, or to galactose.
The affinity of the lectin for its receptor may vary due to
small changes in the structure of the carbohydrate. Glyco-
conjugates are present on all biological membranes. Thus,
lectins can be used to study all organisms.

Common plant lectins include concanavalin A, peanut
agglutinin, leukoagglutinin (PHA-L), phytohemagglutinin
(PHA-P), and wheat germ agglutinin. Lectin binding
has been used to identify and separate cells that bind
differentially to sugar moieties on the cell surfaces. Certain
lectins are blood-type-specific and can be used to separate
leukocytes from erythrocytes. Different lectins have been
discovered that specifically bind to and agglutinate murine
lymphocyte subpopulations (Table 4) (48-50). By selective
agglutination with lectins that bind to specific cell
types, complexes are formed that can be isolated by
unit gravity in a viscous medium containing serum or
BSA. Both agglutinated and unagglutinated cells can
be recovered with good yield and viability. By using
affinity chromatography, lectins can be immobilized on
a solid support column, such as agarose, Sepharose, or
plastic, through which a suspension of cells is passed
and the unbound cells are washed out with buffer
(Fig. 7). Then, ligand-bound cells are eluted by competitive
binding with an excess of the lectin-specific carbohydrate.
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Figure 7. Affinity binding on an immobilized matrix. Cell-specific
antibodies (or lectins) are immobilized on a solid support matrix
of material such as Sepharose or Agarose. Cell suspensions are
applied to the column, and cells that possess the appropriate
surface moiety are retained by the column. Unbound cells pass
through the column and may be collected. A change of buffer
allows removing the specifically bound cells.

The procedure has the advantage of gentleness because
enzymatic treatment is not required to elute the cells and
the cell yields are high. Fluorochromes can be also be
conjugated to lectins and used for fluorescent-activated
cell sorting (FACS).

Affinity Binding with Antibodies. Cells can be labeled
and separated by immunospecific binding (Fig. 6). Cell
separation is based on differences in the cell-surface
antigen to which specific antibodies bind. "Panning"is a
simple method of immunobinding in which plastic tissue
culture dishes are coated with cell-specific antibodies. A
mixture of cells is added to the plate. Cells that have the
corresponding surface antigenic sites bind to the plate, and
unbound cells are removed by washing and decantation.

Antibodies can be immobilized by cross-linking to
a variety of solid matrices, including dextran, glass,
agarose or polyacrylamide (Fig. 7). Cells are incubated

with the immobilized antibody, and those cells that
possess the specific antigen to which the antibody is
directed adhere to the antibody-linked resin. Unbound
cells are eluted by repeated washes with buffer. A change
of buffer allows removing the specifically bound cells.
For effective separation the solid matrix material should
have limited or no nonspecific binding, should be stable
against aggregation, should be capable of binding ligands
through covalent binding, should have high affinity specific
binding, and should possess the chemical and physical
properties to allow separating labeled and unlabeled cells.
The sensitivity of the primary antibody is increased by
using an indirect immunoaffinity approach. Cells are
premixed with the primary antibody and then incubated
with a secondary antibody that has been immobilized on
a solid support. Antibody-bound cells adhere to the solid
support and can subsequently be separated by altering the
buffer conditions or by enzymatic dissociation.

Cell Separation with Magnetic Beads

Antibodies or lectins specific for a cell surface moiety are
conjugated with ferritin beads. The cells are mixed with
the beads, and the suspension is passed by a magnet that
attracts the cells that are adherent to the beads (51,52)
(Fig. 8). The cells can subsequently be separated from the

Figure 8. Cell separation using magnetic beads. Magnetized
beads are coated with antibodies or with lectins and mixed
with cell mixtures that possess a corresponding antigenic site or
carbohydrate moiety on the cell's surface. The cell-bead mixtures
are passed through a column with a filter bed of loosely packed,
thin, magnetic stainless steel wire. An electromagnet is applied
to the column, and the complexes of specific cells and coated
magnetic beads are retained, whereas unbound cells pass through
the column. The electromagnets are removed, and then the bound
cells are collected.

Electromagnet
Filter bed of loosely
packed thin magnetic
stainless steel wire

Unlabeled cells

Mix with antibody or lectin-coated magnetic beads

Cell separation using magnetic beads

Unbound cells
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Table 4. Lectin Binding to Murine Lymphocytes Subpopulations

Lectin

Soybean agglutinin (SBA)
Soybean agglutinin (SBA)
Soybean agglutinin (SBA)
Wheat germ agglutinin (WGA)
Wheat germ agglutinin (WGA)
Peanut agglutinin (PNA)

Cell Type

Nude mouse splenocyte
Thoracic duct T lymphocyte
Splenocyte
Nude mouse splenocyte
Thoracic duct T lymphocyte
Thymocyte

Reaction

Agglutinates B cells and mature lymphocytes
No agglutination
Seperates B cells and T cells
Agglutinates B cells but not mature T cells
No agglutinatiion
Separates cortical and medullary thymocytes

Reference

48
48
49
50
48
50



ferritin beads by trypsinization and placed in a culture
medium.

Magnetic cell sorting utilizes ferromagnetic particles
to which antibodies, lectins, or other materials have been
coupled. Cells that bear the specified antigen or other
moiety attach to the magnetic particles and then can
be removed by passing the cell suspension through a
magnetic field in which the labeled cells are selectively
attracted toward the magnet. Cells not attached to
magnetic particles pass through the column and can be
discarded or collected (51,52).

Because ferromagnetic particles are attracted to
themselves they must be coated with materials that
allow complexing of the desired ligand while inhibit-
ing self-aggregation. Various polymerization methods
have been used to coat ferrofluid particles which then
can be covalently attached to ligands, such as anti-
bodies and lectins. The surface charge of the parti-
cles needs to be sufficiently strong to overcome the
magnetic attraction between the particles. Kronick (53)
used a polymeric matrix of hydroxyl ethyl methy-
late iVjiV7-methylene bisacrylamide and methacrylic acid.
Margel (54) prepared polyglutaraldehyde coated mag-
netic spheres. Rembaum (55) coated polyacrolein onto
magnetic polystyrene microspheres. Widder (56) pre-
pared an emulsion polymerization of ferrofluid particles
with a mixture of albumin, protein A, and cottonseed
oil. Molday (57) prepared ferromagnetic iron dextran
particles.

The basic apparatus for high gradient magnetic
filtration is simple (Fig. 8). A glass column less than
1 cm in diameter is loosely packed with fine stainless
steel wire (25 jum in diameter. The glass column is placed
between poles of an electromagnet that can produce a
field of 1 to 10 kilogauss. The field magnetizes both the
stainless steel wire and the labeled cells. The use of a
very small diameter wire allows a large field gradient
to be created with ordinary magnets of a few kilogauss.
Cells or organelles labeled with magnetic microspheres
that have been coupled to specific antibodies, lectins,
or other cell-selective materials are pumped through
the column with a peristaltic pump. The fraction of
unlabeled cells passes through the column and is collected.
Then the column is removed and the cells are eluted
with buffer to release those retarded by the magnetic
field.

For the most successful separation of cells or other
biological materials, the superparamagnetic beads must
exhibit fast magnetic separation, must be easily coupled
to the specific ligand, must be compatible with a
variety of buffers and other biological mixtures, and
must separate cells efficiently over a distance of at
least 5 cm. Vector Laboratories has developed magnetic
particles with these properties. SCIGEN MlOO particles
are composed of 50:50 magnetite:cellulose, have a mean
diameter of 3.5 jjm, and contain 3 x 108 particles per
mg. The cellulose has a large surface area which leads
to fast reaction kinetics. In addition to use for cell
separation, these magnetic beads can also be used for
mRNA isolation, immunoassays, protein purification, and
enzyme immobilization.

Flow Cytometry

Within the past several years many antibodies have
been developed against specific cell-antigenic moieties that
have revolutionized our ability to select for and separate
multiple types of cells by a variety of immunoaffinity
methods. These antibodies have made flow cytometry
one of the most useful techniques for separating cells,
cell organelles, and other biological particles (58,59).
Flow cytometry has become a sophisticated tool for
analyzing the chemical and physical properties of
cells and subcellular organelles. Flow cytometry is
also a rapid, objective, and quantitative method for
analyzing and selecting cells (60). It has become the
standard tool for hematology, including blood cell counting
and differential detection of leukocytes and has been
particularly important for typing the numerous subclasses
of lymphocytes.

Flow cytometry in its simplest form distinguishes
cells based on differences that are detectable by light
scattering. In this technique a single stream of cells
is projected through a laser beam. When the cells
pass the laser beam, light scattering from the cells
is detected by a photomultiplier, and cells that have
the same light scattering properties are diverted into
a collection vessel. Cells of differing size have different
light scattering properties. Living and dead cells can be
distinguished because dead cells have lower forward light
scattering (60). For example, forward and side scattering
signals distinguish blood lymphocytes from other blood
cells. Near forward light scattering correlates with cell
volume, whereas right-angle scattering correlates with
granularity. Thus, the combination of forward and side
scattering distinguishes lymphocytes, monocytes, and
granulocytes.

Most applications in flow cytometry rely on measuring
fluorescent dyes bound to nuclear or cytoplasmic protein
or conjugated with cell-specific antibodies to cell-surface
antigens (60). Cells are labeled with fluorescent-tagged
molecules that bind specifically to the constituents to
be measured. For example, monoclonal antibodies con-
jugated with fluorescein isothiocyanate (FITC), phycoery-
thrin or a fluorescent label, such as propidium iodide.
Other dyes used include acridine orange, phycocyanin,
and rhodamine. The use of a variety of fluorescent
detectors with different wavelength filters allows simul-
taneous analysis of multiparameters (61). For example,
fluorescein-conjugated antibodies show maximum exci-
tation at 495 nm, and maximal emission is at 515 nm,
whereas sulforhodamine excites at 595 NM and emits at
615 NM. Sulforhodamine produces a bright red fluores-
cence, whereas fluorescein produces a green fluorescence
that makes these two fluorochromes ideally suited for
measuring two parameters on a cell simultaneously.

The three main components of the flow cytometry
system are the sample flow, the laser beam, and the
optical detection device (58,59). The laser light is focused
on a sample by lenses, and the focus must allow for high
sensitivity and high resolution. The system may have
one or two lasers. With two lasers, cells may be excited
sequentially at two different wavelengths. Thus, one can



measure two cell components with different dyes that
require different excitation wavelengths. The detection
limit is determined by the intensity of fluorescence
and light scattering and by the efficiency of collection
and conversion to electrical signals. The detection limit
depends on the number of molecules per cell that
produce light pulses large enough to be distinguished
from background noise.

The cells are carried by a stream of fluid and
pass through an intense beam of excitative light in
the flow cytometer. As each cell passes through the
light beam, it produces a flash of fluorescence whose
intensity is proportional to the cellular concentration
of the fluorescent-labeled constituent. The optics of the
system focus the light on a sensitive detector and
transform the light flash into an electrical pulse which
is measured by an electronic device and recorded in the
computer. The fluorescent emission is detected by a second
photomultiplier tube. The intensity of light scattering is
a function of the size, shape, and structure of the cell.
Scattered light is recorded by a separate detector. Cell
size, shape, and structure are recorded. Based on the
characteristics of the cell, coordinates can be set so that the
cell can be deflected by passing it between two oppositely
charged plates and into a receiving vessel (Fig. 9). Cells can
be sorted to collect fractions according to the parameters

Fluorescent-Activated cell sorting (FACS)

Fluorescent-labeled cell Nonlabeled cell

set. For each individual cell, the cellular content labeled
with dyes fluoresces at different wavelengths. The ability
to measure single cells makes it possible to distinguish
subpopulations of cells in a mixture, and several thousand
cells per second can be measured. It is possible to measure
several parameters on each individual cell. Particles
as small 0.1 um can be measured, and the technique
is sufficiently sensitive to detect 10~18 g of a specific
substance per cell. The high sensitivity and rapidity
of measurement also allows detecting cells that are in
low frequency in a population (61). However, multiple
rounds of cell sorting may be required to recover highly
purified cells that are in low frequency in the original
population (60).

APPLICATIONS OF PURIFICATION AND ENRICHMENT
TECHNIQUES FOR DIVERSE CELL TYPES BY
IMPLEMENTING A COMBINATION OF METHODS

Yamaguchi et al. (62) report a simple method for propa-
gating and purifying gamma delta T (y8T) cells from the
peripheral blood of glioblastoma patients using solid-phase
anti-CD3 antibody and soluble IL-2. Because y8T cells rep-
resent only 1 to 10% of peripheral white blood cells, it
has been difficult to study their role in regulating tumor
growth. Enrichment procedures for y8T cells have been dif-
ficult. Negative selection procedures using anti-CD4 and
anti CD8 antibodies yielded a population of 90% y8T cells,
but this method requires a large amount of peripheral
blood. Using a monoclonal antibody along with comple-
ment to remove affY cells has been partially successful in
enriching the population of y8T cells. Multistep panning
using several antibodies has also been used to enrich for
y8T cells. Cloning methods have also been used but this
requires the presence of feeder cells, as well as stimulation
with IL-2. Large amounts of blood are required in all of
these procedures.

In their study, Yamaguchi and colleagues (62) devised a
method for obtaining large numbers of y8T cells from 5 mL
of blood from glioblastoma patients. They achieved a 1000
to 1500-fold increase in total cell numbers in about two
weeks. The yST cells were enriched by about 30% and the
yield was a total of approximately 10 to 15 x 108y8T cells.

Their approach was first to isolate the PBM (Peripheral
Blood Mononuclear) cells from heparinized blood using
Ficoll-Hypaque density gradient centrifugation. Cells were
collected from the interface and subsequently cultured on
plastic dishes coated with OKT3 monoclonal antibody.
After a period of culture in the presence of IL-2, the cell
population expanded, and then the cells were transferred
to a culture vessel that contained growth medium with the
OKT3 antibody.

In the next step magnetic beads were coated with sheep
anti-mouse IgG, removed from the cell suspension using
a magnet, and then incubated with mouse anti-CD 16
monoclonal antibody. Then, the coated magnetic beads
were mixed with PBM cells. Rosetted cells and free cells
were removed with a magnet. The nonrosetted cells were
cultured with OKT3 antibody, and CD4 and CD8 cells
were removed with beads coated in two successive steps
with anti-CD4 and anti-CD8 antibodies.

Laser charge

Figure 9. Fluorescent-activated cell sorting (FACS). Cells are
labeled with fluorescent-tagged molecules that bind specifically
to the constituents to be measured, for example, monoclonal
antibodies conjugated with fluorescein isothiocyanate (FITC),
phycoerythrin, or with a fluorescent label, such as propidium
iodide. The laser light is focused on the sample by lenses, and
the focus must allow for high sensitivity and high resolution. The
cells are carried by a stream of fluid and pass through an intense
beam of excitation light in the flow cytometer. As each cell passes
through the beam of light, it produces a flash of fluorescence
whose intensity is proportional to the cellular concentration of
the fluorescent-labeled constituent. The optics of the system focus
the light on a sensitive detector and transform the light flash into
an electrical pulse which is measured by an electronic device and
recorded in the computer.



Lastly, the population of cells was analyzed by flow
cytometry using FITC-labeled anti-TCR y8 monoclonal
antibody. After removing the CD4, CD8, and CD 16 cells,
the population contained greater than 95% y8T cells
which had cytotoxic activity against K562 target cells
and autologous glioblastoma cells, expressed receptors
for IL-2, and were stimulated to proliferate in the
presence of IL-2. Thus, this study provides an excellent
example of combining gradient centrifugation, magnetic
bead separation, and flow cytometry to markedly enrich a
population of cells that have low frequency in peripheral
blood, starting with only 5 mL of blood.

Isolation and culture of human dendritic cells from
precursor cells employed two types of density gradient
centrifugation (63). Dendritic cells are antigen-presenting
cells that capture antigens at body surfaces and in tissues
which are exposed to the environment and then migrate
to the lymphoid organs via lymph and blood. They express
a variety of adhesion molecules and integrins and also
express all of the major histocompatibility antigens.

Isolation from peripheral blood was achieved by
separating mononuclear cells on Ficoll-Hypaque and
subsequently removing T cells by sheep red blood cell
rosetting. Then the Fc-bearing monocytes were removed
by layering on immobilized human immunoglobulin, after
which the cells were passed over a metrizamide column
to separate the high-density B and NK cell fractions from
the low-density dendritic cells. The cells were Further
enriched by incubating them on immobilized anti-CD45R
to remove any remaining T cells. Approximately 3 x 106

dendritic cells 80 to 90% pure were isolated from about
5 x 108 white blood cells.

Scott and Bicknell isolated endothelial cells from
microvascular beds (64). Obtaining pure cultures of
endothelial cells requires selective techniques including
the use of a medium that promotes their growth (such as a
serum-free medium containing VEGF (Vascular endothe-
lial growth factor) which is specific for endothelial cells)
while inhibiting the growth of other cells, particularly
smooth muscle cells. Endothelial cells were removed from
their competitive environment by cloning and subsequent
mechanical removal using mesh filters whose pore size
permitted passage of endothelial cells while retaining con-
taminants. Next, magnetic beads coated with lectins which
react with endothelial cells were used to further enrich the
endothelial cells.

Another technique used FACS sorting using dil-Ac-LDL
to label cells (64). Acetyl-LDL is taken up by endothelial
cells and macrophages. Because macrophages do not
proliferate in culture, pure populations of endothelial
populations may be obtained. The best results were
achieved if density gradient centrifugation using Percoll
was carried out first. Additionally, elutriation has also
been successfully used for separating endothelial cells to
provide substantial quantities of pure cells.

Speirs and Cutz have provided an overview of culture
and isolation methods for in vitro studies on pulmonary
neuroendocrine cells (65). Pulmonary neuroendocrine cells
(PNEC), present in very low frequency in the lung,
occur along the basement membrane between adjacent
epithelial cells or in small clusters scattered throughout

the airways. In all they represent only about 0.1% of the
total epithelial cells. Their method of isolation first used a
collagenase digestion of lung tissue followed by a pronase
digest, followed by density gradient centrifugation using
a single-step gradient of 50% Percoll. Next, they used
immunomagnetic separation with an antibody (MOC-I)
derived from a human small cell lung carcinoma that
is also expressed on the surface of PNEC of human
and rabbit lung. MOC-I is related to the neural cell
adhesion molecule N-CAM. Magnetic beads were made
of polystyrene containing 20% iron conjugated to the
antibody. PNEC that express the antigen formed a complex
with the beads and were removed with a magnet. The
authors found that this method yielded two to three times
better recovery than density gradient centrifugation alone.

Carbonari and colleagues measured apoptotic cells in
peripheral blood (66). Apoptosis is classically determined
by microscopic detection of typical morphological changes
and analysis of in situ end labeling of fragmented DNA.
The terminal transferase-mediated dUTP-biotin nick end-
labeling (TUNEL) technique measures degraded DNA in
apoptotic cells.

Flow cytometry methods measure permeability of
plasma and nuclear membranes to DNA binding dyes
(ethidium bromide, propidium iodide, and actinomycin
D). It is difficult to distinguish apoptosis from necrosis
on the basis of differential permeability. Using flow
cytometry, apoptotic lymphocytes were detected by their
high binding to merocyanine 540 which detects decreased
plasma membrane phospholipid packing. Further, reduced
expression of surface CD45 antigen is associated with
apoptotic lymphocytes and distinguishes them from viable
and necrotic lymphocytes which can be detected by flow
cytometry.

CD8bright and CD8dim lymphocyte populations were pre-
pared using two positive selection methods in tandem (67).
CD8bright c e l l s largely represent a CD3+ subset that
have MHC-restricted cytolytic activity and suppressive
activity for antibody production. CD8dim cells express non-
MHC-restricted cytolytic activity, as well as natural killer
activity.

The method employed magnetic beads which were
coated with anti-CD8, and the captured cells were
recovered using a sheep anti-mouse Fab reagent. The
selected cells were more than than 94% CD8+ cells and
were enriched for CD8bright cells by 77 to 85%. In the next
phase cells were placed in flasks coated with anti-CD8,
and the recovery was more than 90% CD8+ cells which
were modestly enriched for CD8dim cells, mononuclear
populations were first incubated with anti-CD8-coated
magnetic beads to obtain a CD8bright population. Then,
the uncaptured cells were incubated with anti-CD4-coated
magnetic beads, and the uncaptured cells from this step
were incubated in flasks coated with anti-CD8. The
recovered flask selected population was highly enriched
for CD8dim cells.

Markiewicz and colleagues used an immunomagnetic
method to separate CD34(+) cells (68). Mononuclear cells
were incubated with mouse anti-CD34 antibody and then
washed to remove unbound antibody. Polystyrene para-
magnetic microbeads 4.5 pun in diameter were covalently



linked with sheep anti-mouse IgG. CD34(+) cells sen-
sitized with anti-CD34 antibody formed rosettes with
the coated magnetic spheres and were captured with a
magnet. Following separation, the cells were released
from the magnetic beads with chymopapain. Yields
were between 37 and 70%, and purity was between 38
and 83%.

Davies and co-workers compared the use of two
immunomagnetic microspheres for secondary purifica-
tion of pancreatic islets (69). They used MIMS and
Dynabeads and either lectins or monoclonal antibodies
to coat the magnetic beads. MIMS are biodegradable
magnetic-inducible microspheres, whereas Dynabeads are
nonbiodegradable. The results showed that MIMs coated
with lectin and Dynabeads coated with antibody removed
80% of the acinar contamination with a yield of 70%
pancreatic islets.

A combination of immunomagnetic cell sorting and the
enzyme-linked immunospot assay) (ELISPOT) was used
for the phenotypic characterization of specific antibody-
forming cells by Lakew and colleagues (70). The authors
reported an enrichment of specific antibody-forming cells
with a rapid and simple method to identify SFC (SPOT-
forming cells) based on expression (or lack) of surface
markers. Cell separation used magnetic beads coated with
antibodies to a given surface marker. Using ELISPOT
assay, the phenotype of SFC could be determined.

Zwerner et al. reported a simple and rapid method for
removing specific cell populations from whole blood by
using antibodies specific for cell-surface antigens that
enable removing cells from a mixed population that
expresses specific markers (71). Using antibody-labeled
dense particles attached to cells, the cells were separated
by gravity settling. It is a simple and rapid method for
recovering specific cells. Dense nickel particles with a
diameter of 8 jim were labeled with antibody to CD4 and
CD8. Whole blood was added to the particles and mixed
after which tubes were set vertically, and particles were
allowed to settle for 4 min. Particle pellets were held in
the bottom of the tube with a magnet, and the depleted
blood was removed.

The method yielded a 97% depletion of CD4 cells when
anti-CD4 antibody was used and 96% depletion when anti-
CD8 antibodies were used. The advantage of this method is
that all of the cells are effectively bound to the particles in
only 4 minutes of mixing, and the cells settle to the bottom
more rapidly than in a magnetic column or centrifugal
separation without trapping other cells present in the
system.

McKnight and co-workers employed an isotype-directed
enrichment of B cells by magnetic beads in generat-
ing immuno reactive human monoclonal antibodies (72).
Lymphocytes plus a biotinylated murine monoclonal anti-
body directed against human IgG4 were used and added
to streptavidin-conjugated magnetic beads. Unseparated
pooled lymphocytes were 1.5% IgG4

+ cells, and magneti-
cally separated cells were 20% IgG4

+. Fusion experiments
with unseparated lymphocytes yielded one clone out of 481
generated hybridomas that had detectable IgG4, whereas
the magnetically separated cells generated 21 clones
out of 101 hybridomas that secreted IgG4. The method

demonstrates that cells of rare isotypes can easily be iso-
lated from a heterogenous population by magnetic beads.

Sun and colleagues performed a large scale and clinical
grade purification of syndecan-l+ malignant plasma cells
from the bone marrow of patients who had multiple
myelomatosis (73). Mouse antibodies B-B4 and MI15 both
recognize syndecan-1 which is present on myeloma cells
only in tumor samples. They incubated the cells with
B-B4 or MI 15 monoclonal antibody and reacted them
with magnetic beads coated with sheep anti-mouse IgG
which then were captured with a magnet. Then, cells were
released from the magnetic beads with chymopapain. The
result yielded a homogenous population of syndecan-1
positive cells without affecting cell viability and growth.

Jareo and co-workers used magnetic cell sorting to
isolate blood neutrophils from rats (74). They compared
density gradient centrifugation separation with magnetic
cell sorting for rat leukocytes. The leukocyte fraction
from whole rat blood was layered over Ficoll-Hypaque
(Histopaque) of 1.077 g/mL density. Erythrocytes were
removed by a 10-second exposure to distilled water.

In the second strategy, magnetic beads were coated with
streptavidin-conjugated superparamagnetic microbeads
50 nm in diameter. Leukocytes were labeled with biotiny-
lated anti-rat granulocyte monoclonal antibody. This anti-
body reacts with antigen found on all granulocytes and
some monocytes. Then, leukocytes were mixed with the
streptavidin-conjugated beads. Labeled neutrophils were
separated from non labeled cells by passing them through
a column of a magnetized steel wool matrix. The unlabeled
cells passed through the column, and the neutrophils were
retained. Then column was removed from the magnet, and
the neutrophils were flushed from the column.

Their results showed that separation on Histopaque
yielded approximately 70% neutrophils with a viability of
greater than 94%, and 1.0 to 1.6 x 106 cells were recovered
from a 250 g rat. Using magnetic bead separation, cell
viability was greater than 95%, purity, was 78-84%
and 3.8 to H x 106 cells were recovered. The major
contaminant was monocytes probably due to some cross-
reactivity with the antibody used. An advantage of
magnetic bead separation is that it does not require lysis
of RBCs (red blood cells) with water.

Radbruch and Recktenwald reviewed methods for
detecting and isolating rare cells (75), and they optimized
the method using flow cytometry. The nonrare cells were
labeled with a mixture of antibodies tagged with one
fluorophore, and they stained the rare cell type with a
specific antibody that was conjugated with a different
fluorophore. Gross (76) used antibodies to CD3, CD4, CD7,
CD8, CD15, CD41a, and CD 42b to label the non rare cells
and antibodies to CDlO and used CD 19 to detect the rare
pre-B cells in a population of peripheral blood lymphocytes.

Rare cells were positively enriched by high-gradient
magnetic cell sorting. Magnetic labeling was done with
superparamagnetic beads less that 100 nm in size
conjugated with antibodies. Cells were separated in a
high-gradient magnetic field. Cell numbers as high as
1010 could be used, and the rare cells were collected in a
small volume. This technique has been used successfully
to isolate rare cells, such as hematopoietic stem cells from



peripheral blood, fetal cells in maternal blood, memory
B lymphocytes, and IgAl expressing cells that occur at
frequencies of 0.5% or less in peripheral blood.

Bhat and co-workers compared a triple gradient with
a one-step method for isolating and enriching nucleated
red blood cells (RBC) (77). The triple gradient [consisting
of Histopaque 1119 (bottom), 1083 (middle) and 1077 (on
the top)] yielded a 25-fold enrichment compared with
the one-step method using Histopaque 1077. The third
gradient allows further separation of CD71+ (transferrin
receptor) erythroblasts from granulocytes and mature
or immature RBC that are CD71~. In the single-
step gradient, mononuclear and nucleated RBCs banded
together, whereas in the triple gradient, the mononuclear
and nucleated RBCs were well-separated.

Kossovsky and colleagues prepared high-purity resi-
dent tissue macrophage isolates from human synovium
and periprosthetic tissues using immunomagnetic tech-
niques (78). They used murine monoclonal antibody
directed against CD68 which is a phagocyte-specific
marker and sheep anti-mouse IgG antibodies bound to
polystyrene-coated magnetic microspheres. The system
was used to retrieve CD68+ cells from collagenase-digested
synovial tissues and fluids. They recovered in excess of
80% of the cells with approximately 80% viability. Den-
sity gradient centrifugation cell yields and purity were
an order of magnitude less than those achieved by the
immunomagnetic technique.

Griwatz and co-workers applied an immunological
enrichment method to epithelial cells from peripheral
blood (79). Primary tumors metastasize leading to cir-
culating carcinoma cells (epithelial). A two-layer den-
sity gradient was used in which the epithelial cells
formed a single density band. Peripheral blood target
cells were initially separated from blood erythrocytes,
granulocytes, and lymphocytes using Polymorphprep and
Nycoprep gradient. The second stage of enrichment was
achieved with a secondary antibody bound to super-
paramagnetic beads. Rat anti-mouse IgG2a+b antibody
was coupled to the magnetic microbeads. Human cytok-
eratin antibody was linked to the cells. The maximal
level of cancer cells in peripheral blood is about 2 in
107 leukocytes. An enrichment factor greater than 10,000
was required to separate the epithelial-derived cells from
peripheral blood. The first step was to use density gradi-
ent centrifugation to remove leukocytes and erythrocytes
and then use superparamagnetic beads using cytoker-
atin antibodies to cytokeratins 8 and 18 because they
have superior sensitivity and specificity. Loading the
enriched cells onto the magnetic column achieved a recov-
ery rate of 30% and a maximal total enrichment of
about 200,000. Density gradient centrifugation yielded
a 20-fold enrichment, and the immunomagnetic separa-
tion gave a 10,000-fold enrichment starting with 5 x 109

leukocytes.
Romero and colleagues studied the ionic calcium

content of light and dense human red blood cells
separated by Percoll density gradients (80). Two methods
using Percoll were carried out to separate light and
dense erythrocytes. A discontinuous Percoll with 6%
meglumine diatrizoate was used to prepare five layers

and Percoll concentrations to obtain densities from 1.080
to 1.150 g/mL. The second system employed preformed
gradients of Percoll plus sodium diatrizoate and glucose
with Percoll densities ranging from 1.080 to 1.120 g/mL.
The gradients were self-formed by centrifuging at 26,500 g
for 10 min. The results showed that the auto-formed
gradients allowed more stringent separation of light
erythrocytes with closely related density values that were
not observed with discontinuous gradients.

DISCUSSION

In the past few years researchers have increased their
activity seeking to refine and improve on the various
techniques of cell enrichment. Combinations of cell
separation and enrichment procedures have significantly
improved the ability to isolate viable populations of cells
with high purity and in high yield. The production of an
abundance of monoclonal antibodies directed against a
broad assortment of cellular antigens has fundamentally
revolutionized the ability to detect and isolate cells that
occur with rare frequency in populations of cells. The use
of flow cytometry has been exceptionally significant in this
regard.
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INTRODUCTION

The purpose of this article is to review some of the
basic requirements for setting up a small-scale culture
laboratory for handling animal cell cultures. This will
include a description of a suitable laboratory environment
in which to manipulate such cells and some of the basic
laboratory equipment needed. There are a number of
excellent reference books available on this topic, and some
of these are included in the bibliography (1-9).

LABORATORY DESIGN

A cell culture laboratory should facilitate the handling of
cells in culture with an undectable level of contamination.
The growth rate of bacterial or fungal cells is usually
much greater than that of mammalian cells, so that
any level of contamination cannot be tolerated in an
animal cell culture. However, it is impractical to design a
laboratory that is totally free of potentially contaminating
microorganisms. The laboratory is generally designed to
minimize the risk of contamination for an experienced

worker. Thus the maintenance of noncontaminated
(axenic) cultures is as much a product of good experimental
technique as a clean germ-free environment.

In the development of animal cell culture techniques
during the 1920s and 1930s, Alexis Carrel used methods
borrowed from surgical practices employed in hospital
operating rooms. This included full gowning with surgical
dress in a sterile room. However, now these methods
would be regarded as rather extreme and are not normally
considered necessary in a modern laboratory. To minimize
the risks of contamination, several features can be
incorporated into the designated "clean" laboratory (10).

An important feature of the laboratory should be an
effective physical separation of the sterile handling area
from the areas for washup and sterilization. Ideally these
may be separated in different labs. Cell culture facilities
are often located in small rooms where there is minimal
traffic of personnel. A small room containing a standard
class II laminar flow cabinet is ideal because the air flow
through the sterile exhaust of the cabinet should maintain
a low particle count in the environment. The laminar
flow cabinet (hood), microscope, and incubator should
be positioned close together so that physical transfer of
cultures will be minimized. When it is not possible to have
an independent sterile handling laboratory, it is at least
necessary to ensure that the sterile handling area of a
larger laboratory is positioned in a region where there is
minimal movement of people. The area used for nonsterile
work such as the washing-up facility and disposal of used
culture flasks should be positioned at the other side of
the laboratory from the clean area. A typical plan for a
cell culture laboratory is shown in Figure 1. This is a self-
contained lab suitable for use by two or three people. In
a larger facility it would be essential to include separate
rooms for the clean area and washup area.

The incoming air into the laboratory may be filtered
through a particle filter (HEPA or electronic) that may
be incorporated into the ceiling space. The incoming air
pressure may be increased to cause a slight positive
pressure within the laboratory. Air cooling ("conditioning")
may often be necessary because of the heat generated
by the incubators and other electronic equipment in the
laboratory. Such measures will reduce the level of potential
airborne contaminants in the lab environment. Sterile
handling of cultures is generally carried out in a laminar
flow cabinet into which only the operator's arms enter
the sterile work area. This reduces air currents and the
potential for contamination carried by laboratory workers
and minimizes the potential of contaminants entering
opened culture flasks. Other areas of the laboratory should
be maintained clean by removal of unnecessary clutter
and application of antiseptic cleaning agents at regular
intervals.

WASHING REUSABLE GLASSWARE

The general use of presterilized tissue-culture-grade
plasticware has meant a decrease in the amount of
washing necessary in an average research laboratory
involved in cell culture. It is difficult and time consuming to
wash glassware sufficiently so that it is free of potentially
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INTRODUCTION

The purpose of this article is to review some of the
basic requirements for setting up a small-scale culture
laboratory for handling animal cell cultures. This will
include a description of a suitable laboratory environment
in which to manipulate such cells and some of the basic
laboratory equipment needed. There are a number of
excellent reference books available on this topic, and some
of these are included in the bibliography (1-9).

LABORATORY DESIGN

A cell culture laboratory should facilitate the handling of
cells in culture with an undectable level of contamination.
The growth rate of bacterial or fungal cells is usually
much greater than that of mammalian cells, so that
any level of contamination cannot be tolerated in an
animal cell culture. However, it is impractical to design a
laboratory that is totally free of potentially contaminating
microorganisms. The laboratory is generally designed to
minimize the risk of contamination for an experienced

worker. Thus the maintenance of noncontaminated
(axenic) cultures is as much a product of good experimental
technique as a clean germ-free environment.

In the development of animal cell culture techniques
during the 1920s and 1930s, Alexis Carrel used methods
borrowed from surgical practices employed in hospital
operating rooms. This included full gowning with surgical
dress in a sterile room. However, now these methods
would be regarded as rather extreme and are not normally
considered necessary in a modern laboratory. To minimize
the risks of contamination, several features can be
incorporated into the designated "clean" laboratory (10).

An important feature of the laboratory should be an
effective physical separation of the sterile handling area
from the areas for washup and sterilization. Ideally these
may be separated in different labs. Cell culture facilities
are often located in small rooms where there is minimal
traffic of personnel. A small room containing a standard
class II laminar flow cabinet is ideal because the air flow
through the sterile exhaust of the cabinet should maintain
a low particle count in the environment. The laminar
flow cabinet (hood), microscope, and incubator should
be positioned close together so that physical transfer of
cultures will be minimized. When it is not possible to have
an independent sterile handling laboratory, it is at least
necessary to ensure that the sterile handling area of a
larger laboratory is positioned in a region where there is
minimal movement of people. The area used for nonsterile
work such as the washing-up facility and disposal of used
culture flasks should be positioned at the other side of
the laboratory from the clean area. A typical plan for a
cell culture laboratory is shown in Figure 1. This is a self-
contained lab suitable for use by two or three people. In
a larger facility it would be essential to include separate
rooms for the clean area and washup area.

The incoming air into the laboratory may be filtered
through a particle filter (HEPA or electronic) that may
be incorporated into the ceiling space. The incoming air
pressure may be increased to cause a slight positive
pressure within the laboratory. Air cooling ("conditioning")
may often be necessary because of the heat generated
by the incubators and other electronic equipment in the
laboratory. Such measures will reduce the level of potential
airborne contaminants in the lab environment. Sterile
handling of cultures is generally carried out in a laminar
flow cabinet into which only the operator's arms enter
the sterile work area. This reduces air currents and the
potential for contamination carried by laboratory workers
and minimizes the potential of contaminants entering
opened culture flasks. Other areas of the laboratory should
be maintained clean by removal of unnecessary clutter
and application of antiseptic cleaning agents at regular
intervals.

WASHING REUSABLE GLASSWARE

The general use of presterilized tissue-culture-grade
plasticware has meant a decrease in the amount of
washing necessary in an average research laboratory
involved in cell culture. It is difficult and time consuming to
wash glassware sufficiently so that it is free of potentially
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cytotoxic detergent to enable reproducibility in cell culture.
The advantages of single-use plastic culture vessels
include a consistency in operation as well as a decreased
preparation time. Nevertheless there is still a need for an
adequate washing facility in most laboratories to prepare
the spinner flasks, beakers, and measuring cylinders
that are used routinely. These all require a scrupulous
washing regime prior to use or prior to sterilization. Any
failure in the washing operation allows the possibility of
the introduction of contaminants (e.g., traces of heavy
metal) into the cultures and would likely result in a
cytotoxic effect, causing lowered cell growth or an altered
metabolism.

It is necessary to soak all reusable glassware in a
hypochlorite solution (Chloros) as soon as possible after
use. This will prevent the possibility of a buildup of dried
protein residues that are difficult to remove. It is desirable
to have access to a sink deep enough to accommodate all
the dirty glassware at one time and to allow the complete
immersion of the largest glass items. Generally a sink
depth of around 45 cm is suitable. If the washingup area
is outside the culture laboratory, then the glassware may
be stored in a bucket next to the work area before removal
to the main sink. Prior to immersion in the soak tank, it is
advisable to rinse under a cold tap, remove any tape, and
remove any marker pen labelling with acetone. Soaking
should be for several hours or preferably overnight.

In many laboratories a suitable washing machine (e.g.,
Lancer) is available for washing after the initial soaking.
The desired procedure, either manually or by machine,
is to wash with a detergent and rinse with a dilute

acid. Washing machine manufacturers have recommended
conditions for this as appropriate for a particular machine.
These procedures are followed by repeated sequential
washes in tap water and then distilled or reverse osmosis
water.

The glassware should be dried in a hot air oven at
around 1000C before use or sterilization (11). Items that
are not immediately sterilized should be kept covered or
inverted on a clean surface until required.

Although individually packed presterilized plastic
pipettes are available, many laboratories choose to reuse
standard glass pipettes in cell culture operations. These
may be washed and sterilized by following a similar
procedure to that recommended for other glassware.
Pipettes may be washed in a free-standing cylindrical
pipette washer, which is generally made of polypropylene.
After removal of the cotton plug from each pipette,
they should be placed tip uppermost into the cylinder
container of the pipette washer for overnight soaking in
a hypochorite solution. This is then followed by 4 to 6
hours of washing using the siphon-type automatic washer.
Initially this should be done with tap water and then with
distilled or reverse osmosis water. The pipettes are then
dried in an oven before replugging with cotton wool and
sorting pipettes of the same size into metal cans. These
may be sterilized by dry heat (160 0C for 1 h).

BIOSAFETY CABINETS

Sterile operations in a cell culture laboratory are normally
undertaken in cabinets (commonly called hoods), which

Preparation bench with CO2 incubators
balances, magnetic stirrers double stacked
pH meter etc.

Figure 1. Design of a small cell culture laboratory (from Ref. 1).
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serve the purpose of minimizing the chance of culture
contamination and ensure the safety of the operator.

For media preparation, or when handling nonprimate
cell lines, culture manipulations can be conducted in a
small front-opening cabinet. The cabinets are relatively
cheap and are equipped with a UV light source to prevent
contamination of the cabinet surface when not in use but
may not have an internal air flow. Alternatively, a sterile
working area can be provided by a horizontal flow hood,
which allows filtered air to blow from the back of the
cabinet and through the contained space. Good technique
will ensure that cultures do not become contaminated, but
it must be noted that these systems do not offer operator
protection against possible pathogens.

If human or other primate cells are used, then
some protection is required against the possibility of
transmission of infectious agents. For this purpose most
cell culture laboratories have an open-fronted laminar flow
cabinet in which only the operator's arms enter the sterile
area. The cabinet offers a space containing a vertical flow
of filtered air and a horizontal working surface that can
be disinfected. The most commonly used cabinet for cell
culture is 4 ft long and designated as Class II (Fig. 2).
The classification is a measure of the biological safety
as reviewed in the article "Aseptic Techniques In Cell
Culture."

A Class II cabinet is suitable for work with low to
moderate toxic or infectious agents. There is an inward
flow of air drawn into the sterile working area of the
cabinet through a high-efficiency particulate air (HEPA)
filter. The direction of flow offers personnel protection.
Most of the air (70-80%) is recirculated to form an air
curtain, which serves to maintain a sterile space for

culture manipulation. The exhausted air is also forced
through a HEPA filter, and this serves to protect the
surrounding environment from any potential pathogens
or toxic compounds. The design of the Class II cabinet is
such that there is free access for the operator's hands,
but a Perspex cover prevents the operator breathing over
the working surface. The HEPA filters are designed to
trap extraneous airborne particles or aerosols. They are
constructed of a continuous sheet of submicrometer glass
fiber folded back and forth over a corrugated spacer as a
support. The common HEPA filter in Class II cabinets
ensures a 99.99% efficiency of entrapment of 0.3-fim
particles. The cabinet should be located in a corner of the
laboratory free from draughts and air movement. A source
of UV light is an optional feature that can be built into
these cabinets. The purpose is that the UV light may be
used to maintain sterility when the cabinet is not in use. It
is also advisable to spray and wipe the horizontal working
surface of the cabinet with 70% ethanol before use.

The Class III cabinet is a totally enclosed system found
in specialized laboratories designed to handle high-risk
pathogens. This type of cabinet is completely sealed and
contains glove pockets to facilitate the manipulation of the
cultures. The exhausted air from the cabinet is filtered
through at least two HEPA filters to ensure the complete
removal of all pathogens. All equipment entering the
cabinet is passed through an air lock and removed directly
into an autoclave. The Class III cabinets are required
for handling highly pathogenic material such as virus-
producing human cell lines or tissue samples carrying
known human pathogens.

INCUBATORS

Incubators are a basic necessity for maintaining a constant
temperature during cell culture, usually at 37 0C for
mammalian cells. These incubators may range from
temperature-regulated boxes to more elaborate systems
that can control temperature, humidity and CO2 (Fig. 3).
These three parameters are essential for maintaining the
consistency of culture conditions as well as preserving the
viability of the cells. A slight decrease in temperature
from the optimal may slow the cell growth rate, but an
increase in temperature is likely to be far more detrimental
to the cells. Cells will survive at 39 0C for only a few
hours, and they will die rapidly at a temperature above
40 0C. Maintenance of a humidified atmosphere is essential
to prevent loss of medium by evaporation in nonsealed
culture systems such as Petri dishes and multiwell plates
or in T-flasks without an airtight cap.

An enriched CO2 atmosphere of the incubator chamber
is usually maintained as a buffering system, which
involves an equilibration with the bicarbonate contained in
the culture medium. The required level of CO2 to maintain
a culture pH at around 6.9 to 7.4 will depend upon the
bicarbonate concentration of the medium (Table 1). Most
growth media are rated for either 5% or 10% CO2, and this
necessitates a constant supply of CO2 into the incubation
chamber.

Abnormal CO2 levels in the incubator are reflected by
a change in pH of the culture medium, as observed by theFigure 2. A Class II laminar flow cabinet.



color. Too low a level of CO2 causes an increase in culture
pH, whereas too high a level of CO2 causes a decrease in
pH. The CO2 level can be monitored by a Fyrite test kit. In
this simple apparatus a gas sample is pumped manually
into an absorbing liquid by a rubber bulb. The level the
liquid rises in the glass column indicates the percent CO2.

The disadvantage of the bicarbonate-CO2 buffer
system is that cultures may become alkaline quickly
when removed from the incubator. It is also possible
to use an organic buffer to maintain culture pH.
HEPES (N-2-hydroxyethylpiperazine-N'-2-ethanesulfonic
acid; pKa = 7.3 at 37 0C) or MOPS (morpholinopropane
sulfonic acid; pKa = 7.0 at 37 0C) at a concentration of
10-20 mM will maintain culture pH without an enriched
CO2 atmosphere. In the presence of HEPES the CO2 level
can be reduced to around 2% with a concomitant decrease

in bicarbonate concentration. The organic buffers may
be used in addition to the bicarbonate-CO2 buffering
system when a high degree of pH control is required. The
disadvantage of using organic buffers is that the medium
becomes expensive, and therefore they are not generally
used for routine culture.

The CO2 incubator, in which a fixed CO2 tension is
maintained in a humidified atmosphere, has now become
a standard piece of equipment in a cell culture laboratory.
In a small lab the CO2 cylinders are secured to a rack
alongside the incubator. Gas is fed via a reducing valve on
the cylinder head through pressure tubing to an intake
port that passes through a filter before entering the
incubation chamber. For older CO2 incubators there is a
constant flow of a CO2/air mixture, with each gas supplied
separately from a different cylinder and mixed to set
proportions via gas burettes. This has the disadvantage of
excessive usage of CO2, and if the CO2 supply runs out,
then the constant air flow flushes out any remaining CO2

from the incubator.
In a modern system two CO2 cylinders are mounted

alongside each incubator. Each cylinder has two regulator
valves. One is a high-pressure gauge that measures the
pressure in the cylinder with a range of 0-2000 psi, and
the second is a low-pressure gauge (0-30 psi) measuring
the gas pressure into the incubator. Pressure tubing
connects the low-pressure gauges of the two cylinders to a
switching device, which if automated will switch the CO2

supply from cylinder one to cylinder two if the pressure
falls below a certain level (typically 4 psi). This automated
switchover unit is essential to ensure a constant CO2

supply (Fig. 4).
The percent CO2 in the incubation chamber is controlled

by a valve governed by intermittent readings of an
infrared gas analyzer. Such a sensor system is built
into the control box of the incubator and is capable
of maintaining a constant CO2 level to an accuracy of
±0.1%. The infrared controller measures the CO2 level
independently of humidity and incorporates a correction
for temperature.

Figure 3. A CO2 incubator.

Table 1. Recommended Levels of CO2 in Incubators with
Different Media

Bicarbonate in
medium (mM)

4
26
44

Recommended
CO2 in incubation

chamber

Atmospheric
5%

10%

Example of
medium

Hank's BSS
RPMI1640
DMEM

CO2 tank 1 CO2 tank 2

Figure 4. An automated switchover unit for a CO2 incubator.

Two stage regulator

In-line filter

CO2
outlet Incubator

In-line filter

Air
pumpCO2 automatic

tank switch

Power source



Air is normally pumped into the incubation chamber
by a small pump via a filter. The circulation of air ensures
an even temperature throughout the chamber. The cham-
ber temperature is effectively controlled by a large jacket
through which the circulation of water can ensure a uni-
form temperature of ±0.2 0C. Other temperature control
devices can be used, but traditionally they have been
assumed to be not as good as water jackets in ensuring an
even chamber temperature. However, modern direct-heat
CO2 incubators are available with heating elements on all
sides of the outer chamber wall. Microprocessor control
can ensure thermal stability in these incubators at least
as well as in the water-jacketed type. The main advantage
of the direct-heat incubators is that they are considerably
lighter than the water-jacketed type.

The inner volume of a CO2 incubator is typically 60 to
220 L. The inner chamber of the incubator is normally
sealed by a glass door, and in order to prevent excessive
condensation on the glass, a source of radiant heat is
provided in the outer door. A water tray in the bottom of
the incubator over which air is circulated maintains the
humidity. It is important to prevent microbial growth in
this water reservoir by the addition of a low concentration
of a disinfectant detergent. Routine maintenance requires
regular cleaning and disinfection of the inner walls and
trays of the chamber, which are made of stainless steel. In
some incubator models (e.g., Cytoperm from Heraeus) an
automated disinfection routine involves the introduction of
hot air at 180 0C. For many labs double-cabinet incubators
are useful. One chamber is stacked above the other, but
they are independently regulated.

LABORATORY-SCALE CULTURE VESSELS

In the past, culture flasks were made of borosilicate
glass. The flasks were recycled and required washing
and autoclaving before use — a process that could give
rise to contamination. However, presterilized plastic
flasks suitable for cell culture are now commercially
available and are used by most laboratories. The plastic
is polystyrene, which is treated to produce a surface
amenable for cell attachment and growth. The tissue-
grade plastic flasks are sterilized by gamma irradiation
and are suitable for single use. The use of presterilized
and disposable plastic flasks has significantly reduced any
contamination arising from the culture vessels. There is
no need for an extensive washing process, which is critical
to ensure the complete removal of cytotoxic contaminants
from glass containers.

Whatever material is used, the surface charge density
is critical for the attachment of cells. Thus the physical and
chemical treatment of surfaces has a considerable effect
on cell adhesion. New borosilicate glass flasks or bottles
often show poor cell adherence, but this can be improved
by washing, sterilization, and chemical treatment. An
appropriate charge can be placed on the glass by alkali
treatment. Typically, this involves addition of 0,1 M EDTA
in 0.025 M NaOH at 122 0C for 30 min, followed by
washing with sodium carbonate. The negative charge on
the surface of the glass can be manipulated by the extent
of alkali treatment. The effect of alkali treatment is to

rupture the Si -O-Si bonds of the silica network, forming
SiO" residues with counterions of Na+ on the surface
structure. The depth of penetration of Na+ depends on
the extent of treatment. The state of the surface can
be quantitatively assessed by the extent of adsorption of
the positively charged quaternary ammonium dye, crystal
violet (12). Cell attachment can be improved by increasing
the negative charge to a level specific for each cell type.

The attachment of the negatively charged cell surface
to a negatively charged substratum requires the presence
of a divalent cation such as Ca2+ and Mg2+ in the
culture medium. Electron microscopic analysis of the
cell-surface interface also shows the presence of a 50 A
protein layer between the cells and the substratum (13).
These may originate as surface-active proteins secreted
by the cells or from a serum supplement in the growth
medium.

The polystyrene used to make most plastic containers
is unsuitable as a surface for cell attachment because it
is hydrophobic and has no charge. The "tissue-culture-
grade" plasticware available from commercial sources
is generally made of polystyrene, which is treated to
present a negative surface charge. This provides a surface
chemistry that is hydrophilic, wettable, and negatively
charged. The charge may be provided by sulfonation, which
involves short exposure of the polystyrene to sulfuric acid.
An alternative is the usual commercial process, corona-
oxidation, in which the plastic is exposed to a high-voltage
electric arc. This also leads to a surface with a layer of
negatively charged groups. The structure of the chemically
modified polystyrene is shown in Figure 5. There has been
shown to be an optimal surface charge for cell attachment
at a negative charge density of 2-10 x 1014 charges per
cm2 (14). The polystyrene growth surface may be further
modified by applying a variety of anionic and cationic
groups, as shown in Figure 5(c). These surfaces may be
optimal for the growth of certain specialized cell lines.
Sterilized culture flasks of this type are available as
Primaria products (Falcon).

Cells have also shown an ability to attach to
various positively charged polymers. These include
DEAE-dextran, polyacrylamide, polylysine, polyornithine,
polyarginine, polyhistidine, and protamine (15). Thus,
although the charge density on the surface appears to
be a critical parameter, the charge may be positive or
negative. Poly-D-lysine of molecular weight in the range
30,000 to 300,000 kD has been used extensively as coating
polymer for certain applications to provide a positive
charge on glass or plastic (16). Washing a flask with a
polylysine solution (10 jig/mL) is generally sufficient to
apply the polymer coating. This may be useful to encourage
the attachment of cells that usually grow in suspension.
The surface charge density can also be manipulated by
choosing a selected molecular weight of the polymer.

The choice of culture vessel for the growth of cells
is dependent on the scale of operation and whether
suspension or anchorage-dependent cells are required.
Culture volumes from 10~5 to 104 L are possible with
existing commercially designed equipment. The smaller-
volume vessels (Table 2) are generally not equipped with
control devices, and it is accepted that pH and oxygen



concentrations in culture may fluctuate during cell growth.
However, the advantages of these vessels are that they can
be handled in replicates, and they are suitable for insertion
into CCVenriched incubators. Most of these vessels offer
a flat surface for cell attachment, although cells may be
grown in suspension or surface attached.

The most popular forms of plastic culture containers
are multiwell plates, Petri dishes, and flasks (usually

referred to as tissue culture flasks or T-flasks) made of
tissue-culture-grade polystyrene (Fig. 6). The multiwell
plates can accommodate many replicates of small-volume
cultures [Fig. 6(a)]. The 24-well plates hold 3 mL per
well and are well suited for cell growth experiments, for
example, to test for toxicity or stimulatory activity. The
96-well plates hold a volume of 0.3 mL per well and are
suitable for cloning. Rapid dispensing of solutions into the

PRIMARIA

Figure 5. The surface chemistry of polystyrene plasticware.

Traditional Tissue Culture

Polystyrene

Table 2. Typical Culture Vessels Suitable for Cell Growth

Culture vessel

Multiple-well plate

Medical flat bottle

Roux bottle
T-flask, 25
75
150
175
Roller bottle

Spinner flask

Cell factory, Nunc

Number of culture
wells/unit

96
24
12
6

Max. culture volume
(mL)

0.37
3.4
6.9
16.8
10
15
50
5.0
15-30
75
50-100
100-200
100-250
100-500
100
250
500
1000
1800

Vessel size

10.8 x 6.4 mm (Dxdia.)
17.6 x 15.5 mm
17.6 x 22.1 mm
17.6 x 34.6 mm
125 mL
25OmL
50OmL
5OmL
25OmL
60OmL
75OmL
1250 mL
2200 mL
4900 mL
25OmL
50OmL
1000 mL
2000 mL

Growth surface
(cm2)

0.32
1.88
3.8
9.4

22
30

200
25
75

150
175
490
850

1750

6000

Material

plastic
plastic
plastic
plastic
glass
glass
glass
plastic
plastic
plastic
plastic
plastic
plastic
plastic
glass
glass
glass
glass
plastic



96-well plate is made easy by use of a multiwell pipettor.
For some applications porous inserts for multiwell plates
are available. These have polycarbonate or polyethylene
terephthalate membranes of various pore sizes (0.4-8 \im).
Cells can grow over the membrane provided. This
may be useful to study cell polarity, as access is
provided to the basolateral and apical sides of the
cell layer.

The Petri dishes and T-flasks can accommodate cul-
tures of 2-100 mL and are suitable for both anchorage-
dependent and suspension cells. The T-flasks are desig-
nated by the surface area available for cell attachment
[Fig. 6(b)]. Thus T-25, T-75, T-150, and T-175 flasks have
growth areas of 25-175 cm2. A canted (angled) neck
is provided so that sterile manipulation is easy. It is
important to allow an equilibrium to develop between the
gas phase of the flask and the atmosphere of the incubator
chamber. The T-flask caps can be adjusted to fit loosely to
allow gas exchange with the environment of the incuba-
tor. The caps should be closed tightly once the flasks are
removed from the incubator. Some T-flasks have a ring of
5 holes in the plastic caps to allow gas exchange through
an inner permeable membrane.

Spinner bottles are straight-sided glass flasks con-
taining a suspended central Teflon paddle containing a
magnet, which turns and agitates the culture when placed
on a magnetic stirrer (Fig. 7). The stirring should be stable
over a long period at a rotation speed of between 10 and
300 rpm. The bottle (or flask) is usually fitted with one

Figure 7. A spinner flask.

or more side arms. These are useful for sampling or as
ports for probes or tubing. Spinner bottles can be designed
up to a capacity of 5 to 10 L. Cultures above this vol-
ume require a top-driven motor for stirring. The spinner

Figure 6. Typical plastic culture vessels: (a) multiwell culture plates; (b) T-flasks of various sizes; (c) roller bottles.



bottles are suited for growing suspension cells, although
they can be adapted for anchorage-dependent cells by the
use of microcarriers. The spinner flasks are usually sili-
conized to prevent undue attachment of cells to the inner
glass surface. This may be performed by application of
dimethyldichlorosilane (Repelcote from Sigma).

An appropriately designed stirring base is required
for operation of the spinner bottles. Most laboratory
stirring bases used for chemical operations are unsuitable
because they have an inaccurate speed control and cause
excessive heating. The stirring bases used for cultures
are required to maintain good speed control for long time
periods and without excessive heating. The stirring bases
are normally fitted with a tachometer for an accurate
indication of the stirring rate. Although these cultures are
often established in warm rooms, many CO2 incubators
will also accommodate such a stirring base — the power
line may be fitted through a sealable hole provided at the
side of the incubator. However, prolonged use of stirring
bases in a humidified incubator can cause corrosion of the
internal mechanical drives. This problem has been solved
by some advanced stirrer modules (e.g., Bellco), which
are sealed units placed inside the humidified incubator. A
separate master controller, which may control more than
one stirrer module is placed outside.

A larger surface area for cell growth is offered in roller
bottles, which are cylindrical plastic or glass containers
that are placed on their side onto mechanical rollers
[Fig. 6(c)]. The rolling mechanism allows the bottles
to be rotated gently and the culture medium to flow
continuously over the inner surface. On inoculation into
the culture medium, the cells attach and grow over the
entire inner surface. The bottles are positioned to turn
slowly along the long axis at between 5 and 60 rph.
The volume of medium added should be just sufficient
to provide a shallow covering of the cell monolayer. After
each complete turn of a bottle the entire cell monolayer
is transiently exposed to the medium. It is important to
ensure that the rotation platform is perfectly horizontal,
otherwise cells at the high end of a flask will not be in
contact with medium.

Roller bottle systems offer the possibility of high
yields of anchorage-dependent cells in replicate cultures.
They were originally developed for the large-scale culture
of anchorage-dependent cells used in the commercial
production of viral vaccines. Equipment is available to
accommodate up to 30,000 bottles each of 1 L capacity.
However, the process is labor intensive, as each roller
bottle must be handled individually for media changes or
cell harvest. In commercial operations, the bottles may
be handled in batches of up to 18 as described by Pania
(17) for an operating vaccine production plant in Brescia,
Italy. Microcarrier cultures offer an alternative means of
producing large quantities of anchorage-dependent cells,
and these have now been adopted in most commercial
processes for vaccine production.

An alternative culture vessel for producing a large
yield of cells on a laboratory scale is the multitray unit
called the cell factory (Nunc). This is a plastic container
that incorporates 10 large plastic trays sealed together.
The total growth surface area is 6000 cm2. No rolling is

Figure 8. Pipette aid.

required, and a maximum yield of over 109 anchorage-
dependent cells can be expected. The system is designed
for single use.

Transfer of media or cell suspensions from culture
vessels can be made with presterilized pipettes, which
are available in various sizes and individually wrapped.
These liquid manipulations under sterile conditions are
conducted with a pipette aid that is lightweight and
normally has an adjustable speed setting. These pipette
aids are designed for use with sterile pipettes (Fig. 8).

MICROSCOPE

An inverted microscope is essential for examination of a
cell culture at regular intervals to monitor the health and
growth of cells [Fig. 9(a)]. The design of this microscope
with the light source at the top and a long-working-
distance condenser allows cells in flasks or even roller
bottles to be viewed. Changes in the cell morphology,
granularity, and degree of spreading are all indicators
that can be monitored by such regular examination.

A standard microscope with a movable side holder is
required to count cells in a counting chamber [Fig. 9(b)]. In
addition to this, it is worthwhile to inspect cultures under
a microscope to determine if there are any significant
changes to the appearance of the cells. Both types of
microscope are essential for routine monitoring of cells in
culture.

CENTRIFUGATION

A low-speed centrifuge is a requirement to harvest cells
from culture (Fig. 10). In general, a centrifugal force of
150-20Og for 5-10 min should be sufficient to separate
out cells from culture medium. Higher forces or longer
times may cause damage to the cells by compacting them
on the bottom of the centrifuge tube. Once centrifugation
is completed, the supernatant should be decanted and
the cells resuspended. Typically swing-out buckets in a
bench centrifuge will accommodate 50 or 15 mL plastic
centrifuge tubes. The bucket size required will depend
upon the volume of culture to be handled.



For reasons of safety the centrifuge rotor or individual
buckets should be sealable to contain any spillage or
breakage. Also, the centrifuge chamber should be sealed.
Fine control of braking is desirable, particularly if isolating
cells from a concentration gradient. Gentle braking
prevents disruption of the separated bands.

A benchtop microfuge may also be useful for higher-
speed centrifugation of small volumes of reagents or media
samples. These may develop precipitates after freezing.

Also, many analytical techniques performed on cell culture
media require precipitation of proteins prior to analysis.

LIQUID NITROGEN STORAGE

Cells can be stored for long periods at subzero temper-
atures. This permits cell stocks of non-primary cells to
be maintained in laboratories without having to resort to
primary animal tissue. The maintenance of a cell stock

Figure 10. A low-speed laboratory centrifuge: (a) benchtop; (b) microfuge.

Figure 9. Microscopes: (a) an inverted microscope; (b) standard mode.



guards against loss of a cell line by contamination or by
genetic change. For cells that are grown continuously it is
often desirable to store cells after various passages so that
any genetic change can be monitored.

For a valuable cell line it is common to maintain a two-
tiered cell bank — a master cell bank and a working cell
bank. The master bank is a store of cells at early passage
and established soon after receiving the original cells. The
cells in this bank are thoroughly examined for freedom
from contamination and identity. The working bank is a
store of cells formed by growth for several passages of one
of the master bank samples. Future cell samples are taken
from the working cell bank, and the master cell bank is
accessed only when absolutely necessary. This practice is
common in industrial production when the lifespan of the
cell banks is carefully monitored.

Cells can be stored in a suspension (107 cells/mL) in a
freezing medium that is dispensed into plastic ampoules
(typically 2 mL). The freezing medium consists of growth
medium or serum supplemented with a cryoprotectant
such as 10% glycerol or dimethylsulphoxide (DMSO),
which will protect the cells from disruption during the
freezing and thawing process. The cells are stable almost
indefinitely in the cryoprotectant when held under liquid
nitrogen (—196 0C) or in the gas phase above the liquid
nitrogen at (< —136 0C). Most cell culture laboratories will
have liquid nitrogen storage canisters for such a purpose.

The method of freezing and thawing is important to
maintain a high viability of the stored cells. Slow freezing
and rapid thawing is recommended for maximum cell
survival. The cell suspension can be frozen by placing the
ampoules containing the cells in a polystyrene box held at
—700C overnight. This ensures an initial freezing rate of
about 1 °C/min, after which time the ampoules are placed
directly into liquid nitrogen. Programmable coolers are
available to control the rate of cooling. These are based on
a slow infusion of liquid nitrogen at a rate determined by
the preset cooling program. However, they are not widely
used in research labs because of the expense and the fact
that there is no great advantage unless it is required
to vary the rate of cell freezing. For recovering cells, the
ampoules are transferred as quickly as possible from liquid
nitrogen to a water bath at 37 °C. The water bath should
be covered for safety because there is a possibility that
a damaged ampoule may explode if liquid nitrogen has
penetrated the seal.

A liquid nitrogen freezer can range in capacity from
25 to 500 L and may be narrow necked or wide necked.
The freezers require regular addition of liquid nitrogen to
replace losses due to evaporation. The wide neck type of
freezer has the advantage of easy access, but the rate of
liquid nitrogen evaporation is higher. The cells are stored
in plastic vials (1-2 mL), which are lowered into liquid
nitrogen for long-term storage. These are placed in large
drawers (for wide-necked freezers) or attached to metal
canes (for narrow-necked freezers). Depending on the size
of the freezer, the storage capacity will vary between
250 to 15,000 plastic vials (or ampoules). A capacity
for 1200 to 1500 vials is more than adequate for most
research labs. Cryogenic plastic vials have strong seals to
prevent leakage that could result from large temperature

Figure 11. A liquid nitrogen storage facility.

fluctuations. The liquid nitrogen reservoir needs to be
monitored at regular intervals, so that the stored vials of
cells are maintained frozen. This may be performed with
a dipstick. However, many modern freezers are fitted with
an automatic indicator with an alarm, which sounds if the
liquid nitrogen level gets too low. This lowers the risk of
damaging important cell stocks by inadvertently allowing
the liquid nitrogen level to drop.

Figure 11 shows typical laboratory cell storage units of
different capacities. The cryogenic vials are contained in
the plastic boxes, which are stacked in the metal racks
before lowering into the liquid nitrogen.

CELLCOUNTING

Growth in cultures is normally determined by counting
cells at regular intervals — at least once a day. The
two direct methods commonly used are manual counting
through a microscope or electronic counting by a particle
counter. Both methods depend upon obtaining a sample of
an even distribution of cells in suspension. Therefore, it
is extremely important to ensure that the culture is well
mixed by stirring or shaking before taking a sample.

HEMOCYTOMETER

This is a thick glass plate that fits onto the adjustable
stage of a microscope. The design most commonly used
is the improved Neubauer hemocytometer. A grooved
calibrated grid is observed through the microscope on the
hemocytometer surface (Fig. 12). This consists of 9 large
squares with 1 mm sides. The central square is subdivided
into 25 squares, each of which is further subdivided into
16 squares of 0.05 x 0.05 mm. A cell suspension enters
the grid space by touching the end of a capillary tube (or
Pasteur pipette) at the edge of a specially designed cover
slip placed on the upper surface of the hemocytometer.
The position of the cover slip forms a chamber, the sides of
which are the calibrated edges of the slide raised exactly
0.1 mm above the ruled surface. The volume contained



Figure 12. An improved Neubauer hemocytometer.

in each of the 9 large squares is 1 x 1 x 0 . 1 = 0.1 mm3

(= 0.1 JiL). The cells are then counted in a standard volume
(usually 5 x 0.1 |iL) as defined by the area of the grid. In
this case

cells per ml = (total count x 104)/5

A standard microscope at low magnification of x40 to x 100
is required for viewing the cells. A handheld tally counter
helps in counting.

Trypan blue is often added to the cell suspension
before counting (18). The dye penetrates the membrane of
nonviable cells, which are stained blue and can therefore
be distinguished from viable cells. This is the most
commonly used assay for cell viability (see article on
"Measurement of Cell Viability").

A modification of this method involves counting nuclei.
Incubation of cell samples in a mixture of citric acid and
crystal violet causes cells to lyse and the released nuclei
to stain purple (19). Nuclei counting is well suited for the
determination of anchorage-dependent cells, for example,
when attached to microcarriers. However, care must be
taken in interpreting nuclei counts, as cells can become
binucleated, particularly when growth is arrested. As a
result the nuclei concentration may be higher than the
cell concentration (20).

The hemocytometer counting method is simple and
effective but can be laborious if many samples are
being analyzed. The expected determined error in cell
concentration is around 10%. This can arise from
variability in sampling, dilution, mixing, filling the
chamber, or counting.

Electronic Counting

The principle of an electronic cell counter (or Coulter
counter) is that a predetermined volume (usually 0.5 mL)

of a cell suspension diluted in buffered saline is forced
through a small hole (diam. 70 pm) in a tube by suction.
As the cells (or any particles) move through the hole,
they cause a measurable change in electrical resistance
as detected by two electrodes, one inside and one
outside the glass tube. This produces a series of pulses
recorded as a signal on an oscilloscope. Several thousand
particles per second may be counted and sized with
accuracy.

The major advantage of this method is the speed of
analysis and is therefore suitable for counting a large
number of samples. It is also reasonably accurate within
an expected counting error of less than 5%. However, the
method is based upon the number of particles contained
in suspension, and consequently, the proportion of viable
cells in the sample cannot be determined. Also it must
be ensured that cell aggregates are not present in the
sample; otherwise the cell count will be underestimated.
Cell suspensions above 104 per mL should be diluted,
otherwise two or more cells passing through the counting
zone at the same time will cause coincidence errors. A
standard protocol is to dilute a cell suspension (x20- x40)
in a saline solution (Isoton).

In the simplest instrument (e.g., Coulter model D
Industrial) a lower size threshold of counting may be
set electronically (Fig. 13). Thus particles smaller than
cells (dust or cell fragments) can be eliminated from the
count. The largest particle size is determined by the size
of the orifice in the tube, which is normally 75 or 100 jim.
For routine counting the Coulter Industrial D is more
than adequate. In more complex instruments (e.g., Coulter
model ZB) lower and upper size thresholds, ("gates") can
be set electronically. This allows the size distribution of
a cell population to be determined. This requires a size
calibration with a standard suspension of particles such
as latex beads or pollen grains.

Figure 13. A simple Coulter counter.



OSMOMETER

An important parameter of cell culture medium is the
osmotic pressure expressed as osmolarity (number of
particles per liter) or osmolality (number of particles per
kilogram). Most measuring devices will determine the
osmolality, which approximates to the osmolarity in dilute
solution. The effect of each component in the medium to
the overall osmolarity is additive and dependent upon
its dissociation. Therefore, 15 mM glucose will increase
the osmolarity by 15 mOsm/L whereas 15 mM NaCl will
increase the osmolarity by 30 mOsm/L.

The osmolarity of standard culture medium is approxi-
mately 300 mOsm/L and is optimal for most cell lines.
Cells can normally tolerate variations within 10% of
this value. However, care should be taken in adding
supplements to the media, as the osmolarity may be
adversely affected.

The osmolarity of a culture may increase during
cell growth as a result of the production of low-
molecular-weight metabolites such as ammonia and
lactic acid. An offline measurement of the osmolarity
of the culture may be made with a simple benchtop
osmometer. The most common type is based on the
measurement of the freezing point of the liquid. The
principle is that the freezing point is lowered as the total
number of all dissolved particles (ionic and nonionic) is
increased. Water has a freezing point of 00C, whereas
a saline solution with an osmolality of 1 Osmol/kg
has a freezing point of —1.858 0C. Osmometers will
measure the freezing point of a solution in comparison
to that of water to an accuracy of ±0.0010C. Most
models will measure within a range of 0-3000 mOsm/kg.
Variations between different models of osmometers
include the degree of automation for measuring multiple
samples and the sample size required. In a micro-
osmometer a sample size of 20-50 uL would be sufficient,
whereas samples sizes for a standard instrument are
0.2-2 mL.
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ETHICS OVERVIEW

When the Tour de France cycle race is brought to a
standstill (1) because of a biopharmaceutical made by
genetically engineered animal cells in culture, one can
begin to appreciate the seriousness of the ethical issues
that are engendered through the practice of animal cell
technology. Other ethical issues have been construed
to justify the uprooting of experimental crops that are
known to be based on genetically engineered plant cells (2)
National and international legislative assemblies have
been actively engaged in enacting legislation that would
outlaw the cloning of humans by processes involving the
growth of adult human cells in culture prior to extracting
an appropriate nucleus that is transferred into an
anucleate human ovum creating a preembryo. Biopiracy
is a newly defined practice whereby a developed country
acquires, by illegal or unethical means, plant materials
that, through processes involving plant cell technology,
may be converted into profitable biopharmaceuticals.
There are many other such issues stemming from activities
in the animal and plant cell technology areas. It therefore
behooves practitioners and others interested in this area of
endeavor to become familiar with the ethical implications
of their activities. This is because, in the not too distant
past, the society at large has been subjected to the reckless
production and distribution of new biopharmaceuticals
(e.g., Thalidomide) and foods (e.g., BSE in meat) from
which damage has resulted.

Ethics

To appreciate the finer ramifications of the use of the term
ethical implications it is useful to examine what we mean
when we invoke the word ethics or its congeners. There
are many connotations of the word ethics, which include:
a dictionary definition of ethics as "Relating to morals; the
science of morals; the department of study concerned with
the principles of human duty" (Oxford English Dictionary
(O.E.D.) 1993). Nevertheless, the word is often used in
association with other words such as morals, laws, values,
good, right, and benefit. So it would serve us well in this
overview section to examine the relationship of ethics to
these other concepts.

The O.E.D. definition of moral is "Of or pertaining
to character or disposition, considered as good or bad,
virtuous or vicious; of or pertaining to the distinction
between right and wrong, or good and evil, in relation to

the actions; volitions or character of responsible beings;
ethical." Its relationship to ethics may be determined from
the etymology of the two words. In the Oxford Dictionary
of Etymology (O.D.E.), 1966: L. moralis, translates to
Gr. T]OtKOi; (ethikos), ethical. While some philosophers and
writers seek to maintain a distinction in meaning between
the two words (ethics being more abstract and theoretical
while morals pertains to a person's views of right and
wrong, or the teachings of one's conscience), in a work such
as this I would hold that the two words, ethics and morals
(and their derivatives) may be used interchangeably and
connote virtually identical meanings.

A useful way of thinking about ethics is as Verbal
guidelines that are intended to modulate human behavior'
(also see the following).

Law is a verbal expression of what a social institution
requires with regard to our behavior in relation to other
members of the community and their properties. When
behavior is in default of the law, sanctions can be expected
to result. The laws themselves may be subdivided into
categories such as civil, ecclesiastical, and criminal, each
with its further subdivisions. Other verbal guidelines for
behavior emerge as rights, rules, regulations, statutes,
guidelines, codes, injunctions, commandments, traditions,
or customs. It is clear, however, that there are ethical
guidelines that exist in areas not covered by laws, in any
of the latter's manifestations. For example, we do not have
laws denoting that people should be totally honest with one
another in their conversation and some might indeed be
"economical with the truth." However, I would also contend
that all that is denoted by laws is also contained within
ethics. One might regard the death penalty as unethical
but legal, but it is necessary to remember that a majority of
the society think otherwise. Although acceptability is not
necessarily grounds for ethicality, it is often used as such.
Again, there are different ethical systems whose resulting
guidelines may be in conflict; so, what is ethical in one
ethical system may be unethical for another such system
(see the section on ethical systems).

A "right" is that for which one can properly make a
claim. In this sense it is part of ethics, as it denotes a
suite of ethically acceptable actions. Similarly ethically
approved actions may be considered right, while ethically
endorsed things or objects may be described as good. While
most laws proscribe actions, rights provide entitlements.
Thus in the United Nations Declaration of Human Rights
of 1948, Article 12 has it that:

No one shall be subject to arbitrary interference with
his privacy, family, home or correspondence, nor to attacks
upon his honor and reputation. Everyone has the right to
the protection of the law against such interference or
attacks.

Many such rights are now embodied in laws. Yet
these ideational "rights" may be waived by criminal
investigation agencies, who have satisfied members of
the judiciary that they have a due cause, while engaged
in the pursuit of alleged criminals. Declared rights (e.g.,
.. . the right to keep and bear arms ... as in the United
States; Article I, Section 9 #13) are legal rights as they are
a component part of the Constitution, which provides the
legal framework for the operation of the whole society. It



should also be noted and stressed that when in receipt of
rights, individuals are required to exercise responsibilities.
The immunity of the family to violation should be matched
by a corresponding pattern of behavior that does not put
the wellbeing of society at risk. The right to be armed
requires following a gun code that provides for the safety
of citizens.

It is also useful to examine the concept of value. Some
individuals regard ethics as being dependent on values,
whereas the reverse is a more sustainable position. The
word value comes from the Latin verb valere, which means
be strong, healthy, effective, worth(y). This leaves open the
question of how values are assigned. When, as infants, we
begin to perceive the world, the objects and actions we
encounter have preassigned values. Those with a high
positive value are encouraged and vice versa. Clearly,
values are assigned by adults to objects and actions on
the basis of what it is that they wish to encourage and
promote. In this regard the seemingly ridiculous values
placed on rare works of art or jewelry do not so much
signify the value of the item per se; rather they act as a
signal to society of the wealth (status) of the possessor of
such items. Hence they are instruments in establishing a
dominance hierarchy that seems to be akin to the behavior
patterns of our primate forebears. It is in this way that
they acquire their value, but it is the ethics of heirarchy
formation that enables the worth of the items to be scaled.

TYPES OF ETHICS

It is both customary and confusing to recognize at least
three different uses of the word ethics. We may, for
instance, consider that the determination of the principles
of ethics as one such use. As such considerations sit
outside most ethical discourse, this area is often referred
to as meta-ethics. Examples of meta-ethical thinking occur
whenever we seek to establish a principle from which
we can derive the detailed prescriptions of our day-to-
day behavior. If our meta-ethics directed us towards
a communitarian course, then we would espouse those
patterns of behavior that most benefited the community of
which we were a part. If, on the other hand, we adopted a
more individualistic mien, then we could expect a greater
influence on our behavior to come from such sources as
conscience, instincts, emotions, or personal drives.

On a day-to-day basis, we use verbal expressions of how
to behave as the matter of our ethics. Such expressions are
termed normative ethics. Examples of this type of ethics
may be gleaned from statements like: do not steal; do not
murder; help the less well off. These statements are often
derived from some meta-ethical principle. Two kinds of
principle may be discerned; the one being absolute while
the other is relative. Absolute ethics are based on texts
that are invariant. They are handed down with great care
to prevent modifications from generation to generation;
the Jewish Torah, the Christian New Testament, and the
Muslim Koran are examples of such texts. In the case of
relative ethics, the principles are modified to meet with
the circumstances. It may therefore be permissible to steal
if life-threatening circumstances can, as a result of a theft,
be alleviated.

A third kind of ethics is seen when people portray the
way other people behave. This is called descriptive ethics.
Ethologists and ethnologists study the way people behave
as either individuals or as members of a racial group,
respectively. From such descriptions one may be able to
perceive what could be construed as normal or acceptable
behavior. This could then go on to form the basis of the
way people might be encouraged to behave. It is often
found that when panels adjudicating on whether some
new biotechnological tool may be used (as, for example,
in the use of animal cells in human transplantation),
the ethical stance that is taken is based on what the
panel thinks is likely to be acceptable to most of the
people in the immediate society. Such an approach to
ethics is fraught with dangers. From time to time select
communities have concurred in the genocide of specific
ethnic groups. We have seen ethnic cleansing in the
former Yugoslavia as well as in several African countries
in recent times. Nevertheless, for issues whose impact is
relatively slight (that is, does not involve the wholesale
destruction by violent means of established communities),
descriptive ethics may be a way to achieve progress and
examine in a careful and pragmatic way the potential
of the new biotechnological tools that have recently been
devised.

ETHICS AS THE SET POINT IN A CONTROL SYSTEM
MODULATING HUMAN BEHAVIOUR

The behavior of living organisms is controlled by a
variety of mechanisms. At the microscopic level, bacteria
and protozoa control the directions in which they move,
the way they feed and grow, and how they reproduce.
Much is known about the way genes are switched on
and off. With multicellular organisms additional chemical
elements enter into the control arena, such as hormones. In
addition to these ostensibly molecular or chemical methods
of controlling behavior, an explanation for the complex
behavior of animals is to assert that they are responding
to their instincts, where these constitute "An innate
propensity in organized beings (esp. in the lower animals),
varying with the species, and manifesting itself in acts
which appear to be rational, but are performed without
conscious adaptation of means to ends" (The Shorter
O.E.D, 1933). The building of a hive by bees or an anthill
by ants, the nesting/mating activities of birds, and the
hunting strategems of wild hyenas and lions may be said
to be based on instinctive behaviors. "Conscious adaptation
of means to ends" may be identified in the higher mammals
and in particular the primates. Hence we now have
another source of stimuli for action that is based on the
coordinated activity of brain neurons. Humans are unique
in that they are able to communicate with one another
via the use of words (originating orally/aurally some
100,000-200,000 years ago and represented by tangible
symbols about 5,000-6,000 years ago), in sharp contrast
to the less precise calls, tweets, barks, howls, squeaks,
bellowings, shrieks, etc. of the nonhuman animals. Some
such word compositions are used to control human
behavior. Words used in this way constitute our ethics
and ethical systems.



The verbal formulation of an ethical guideline serves as
a "set point" in both the feedforward (quality assurance)
and feedback (quality control) systems operating in
contemporary societies (3). These set points are derived
from answers to meta-ethical programs of discovery. In
this they may be influenced by considerations based on
theistic systems whose doctrines encourage individuals
to seek "salvation" or a life of charity and piety so that
they, or their spirit, may, after death, exist in a state of
grace or bliss. An alternative, atheistic system, based on
the biological nature of humans, would hold that behavior
should be based on the objective of human survival. In
stating this goal it is most important to note that the
concept of human survival is complex. It is not solely
based on the survival of individuals, but rather it is
most appropriately considered in terms which include the
survivability of related or socially connected individuals.
This is also to assert that babies and those adults
whose means are so slender that they are in danger of
starvation naturally consider their personal survival to be
paramount. However, for the most part, human survival is
to be considered in groups (both multiple and overlapping)
that differ in size, complexity, and cohesiveness as time
and circumstances dictate.

ETHICAL SYSTEMS

Philosophers who have focused on ethical issues have
approached this subject area from a number of contrasting
standpoints. Some of the leading contenders for the
provision of the principles whereby we decide how to
behave are summarized as:

• Golden Rulers assert that "you should do unto
others as you would have others do to you". This
is a similar position to that taken by Emmanuel
Kant (1724-1804), who proposed that you should
only do that which you would wish to become
a general practice for the society at large (the
categorical imperative). Alternative expressions such
as "you should not do unto others what you would
not wish others to do to you" also hold considerable
sway. It may be that the latter formulation is the
more prevalent statement.

• Virtue ethicists hold that one should behave accord-
ing to the dictates of one's conscience, emotions,
desires, or instincts. One should seek to acquire
a sense of empathy or sympathy with one's fellow
citizen and act to protect whatever harmony is engen-
dered by such feelings. It would be easy to confuse
this view of virtue ethics with that of a more clas-
sical origin. This maintains that one should behave
in a manner as denned by the cardinal virtues set
out by Greek philosophers (allegedly Socrates) dur-
ing the classical period. The prime virtues are those
of prudence, temperance, fortitude, and justice. To
these the apostle Paul added the Christian virtues of
faith, hope, and love/charity, where charity has the
sense of "love of fellow human." In modern medicine
virtue ethics has taken the form of the adoption
by a substantial proportion of the medical ethics

community of the four principles approach based on
the virtues of autonomy, beneficence, nonmaleficence,
and justice (4).

• Utilitarians assert that you should do what is
most useful or makes you happiest. This is often
paraphrased as "the greatest good or greatest
happiness for the greatest number" and, as it seems
that this is ascertainable by objective means, it
becomes a way to solve ethical problems, which is
particularly useful to engineers. It is also referred to
as consequentialism, as one looks to the consequences
of a proposed act before commiting oneself to that act.

• Eudaemonists assert that you should do what makes
you and or the community happiest. This derives
from Aristotle's dictum that the basis of all behavior
is the goal of personal happiness. It may be that
the improvement of one's personal or communal
chance of survival is a route via which one can
obtain happiness, but it would seem that a variety
of alternative ends, such as the acquisition of power,
money, or sexual profligacy are the ways in which
some individuals allege that they find happiness. In
this latter case, the survival value of these excesses is
more dependent on the determination of the position
of that individual in a dominance hierarchy than the
actual possession of the goods, which the power or
money can achieve.

• Communitarians assert that actions should be
determined by what most benefits the community. A
subprinciple of this ethic would be that the power
to determine how the community acts should be
held at that scale of communal operation that is
the most suitable. Such power would be devolved
to larger groupings of people in such cases as
communal defense or policing, or the establishment
of a communication system that would unite people
over a wide and diversified area.

• Survivalists might assert that you should do that
which most promotes survival of yourself and/or your
family or tribe and/or other communities and/or other
biotic entities. The determination of how this system
works is dependent on the variables of wealth (in
terms of multiples of the amount of wealth required
for survival) and age. Circumstances determine the
size, composition, and cohesiveness of the groups,
which can be both overlapping and multifarious.

• Concordance (majoritarian, acceptability, demo-
cratic, consensus, referendal) ethics requires you to
find out what is acceptable to all/the most/a majority
and put that agreement into practice. The deter-
mination of acceptability may be achieved through
questionnaires (referenda) or a group of individu-
als may take a view of what is, or what is likely to
become, acceptable. It should be noted that people are
generally resistant to changes in the status quo or of
things or situations that are foreign (xenophobia) (5).

• Rights-based ethics; recently we have seen the
promulgation of a series of declarations of human
rights. The first such may be part of the amended
American Constitution of 1791, while a further



declaration was issued in 1948 from the United
Nations. The Council of Europe (some 40+ nation
states) also issued a set of human rights that have
been adopted by many of the states of the European
Union. These rights are often used as the basis for
ethical discussions, as they define the envelope of
permitted behaviors.

It is clear that there are a wide variety of principles
from which to choose when making an ethical decision.
While this may not matter when the outcome is the
same, when the outcome is different, it is necessary to
resolve the ensuing dispute before the situation becomes
uncontrollable.

RESOLVING ETHICAL CONFLICTS

Where protagonists seem to adopt irreconcilable positions,
there are a series of practices that can be put in place
to aid the resolution of ethical (and other) issues. These
reduce to a set of actions, which can include one or more
of the following:

• Define the issue over which there is a dispute so that
both parties have the same view of the differences
between them

• Make sure that what are stated to be the "facts" of
the case are indeed those concepts in which people
have the greatest sense of confidence

• By examination of the extreme requirements of each
protagonist, it may be possible to move to some
compromise position in the middle where neither
protagonist obtains all that they originally desired

• By the application of the method of casuistry, which
requires that one of the two ends of the possible action
spectrum be taken by a solution that is evidently
right while the other end is occupied by a solution
that is evident to all to be wrong; we can then move
to a solution by interpolating additional cases whose
Tightness or wrongness are not quite as well defined
but on which some agreement can be obtained so
as eventually to narrow down the differences to a
position on which the agreed action may be based

• Find a technical solution that solves the ethical
dilemma (6); for example, were it possible to provide
a vaccine that would protect people against infection
with the virus that causes AIDS, then this would
be a solution to the behavioral problem that would
otherwise require people to modify their behavior and
use condoms and safe sex in order to prevent infection

• Agree to share the burden that could result from a
compromise resolution to the conflict, so that others
accept their share of any costs incurred as a result of,
say, a newly perceived need to improve performance
specifications

• In the event that there are a number of ethical issues,
it is useful to come to some agreement as to which of
these issues might be considered the most important;
the resolution of that concern often opens the door to
the elimination of the other differences

• Calculate the consequences of the outcomes of the
alternative solutions in a common medium (money,
lives, dignity) and agree on a way to maximize the
level of this parameter

• Require each protagonist to stand outside the system
and view it as if they were a member of an
independent arbitration tribunal; compare results
and move from this position rather than the ab initio
situation

• Obtain the agreement of the disputants that the
resolution of the difference will provide mutual
benefits that could not otherwise be obtained; once
this has been ascertained, the examination of the
issues may begin afresh

• Enclose the disputants in a confined space and
coerce them to resolve their differences (decrease
the temperature, quality of the food and beverages,
amount of space available ... as for the procedures
used for the selection of a new Pope).

The most difficult disputes to solve are those that
involve the lives of humans or animals. For some who
stand on absolute principles, it is not enough to equate
the value of a human life at £750,000 for a road user,
and £2,000,000 if a railway user (7) or the comparatively
paltry assessment of the courts when awarding damages
of £20,000-£l,000,000 (based on a calculation of lifetime
earnings foregone) until November 1998, when an award
of £3.9 million was made to a 17 year old damaged in an
operation at age 5. Others will not, or cannot, put a price
on a life saved. All lives are considered to be infinitely
valuable, including those of some (all) animals. Therefore,
they would argue, it is justified to spend all our resources
to save the life of a one cat, canary, or child. For these
individuals, balloon or life raft debates would result in the
loss of all lives rather than the sacrifice of one or other life
for the survival of the remaining human beings.

In practice we do not behave in this way. Each structure
we build, each car or airplane we construct, or each
bridge we design can fail under unforeseen conditions
of weather, loading, or part defect. To guard against, and
prevent, all putative disaster possibilities would require
infinite resources; so risks are taken. Thus we can be seen
to value our lives in proportion to the level of risk to
which we voluntarily expose ourselves (Table 1). So, by an
examination of the ways in which we actually behave, it
should be possible to reach an accommodation with even
those absolutists, who assert that the Deity made all his
creatures of equal value. This can be done by asking them
some pointed questions about how they would actually
behave in particular situations as opposed to how they
would like to behave, as they do not, in reality, possess
infinite resources.

ETHICS, SCIENCE, AND ENGINEERING

It is implicit in the development of animal and plant cell
technology that both new knowledge and new practical
manifestations of that knowledge will be created. There
are many ethical issues that have emerged as a result
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of scientists and engineers having been engaged in these
innovative processes (8,9).

For example, scientists have been known to falsify data,
to invent data, and to steal data from others (plagiarism)
or to publish the same work in a variety of journals. Other
areas of scientific misconduct have included the exploita-
tion of students and the sexual harassment of co-workers.
Issues of authorship (particularly "gift" authorship to
individuals who have not made any contribution to the
investigation or its publication) and taking advantage
of having privileged information contained in a paper
under review, or a grant application that has been sub-
mitted, are less well-documented deviations from proper
behavior. The deliberate withholding of data or its selec-
tive transmission is also fraught with opportunities for
inappropriate behavior. This has led to the setting up of
an "Office of Research Integrity" in the U.S. and to the
requirement for universities to establish Ethics Commit-
tees to vet projects for the prospects of malpractice and
conflicts of interest. While much of this misconduct is not
made public, there are documented sources that report on
those cases that have become notorious (10-12).

Similar issues to the preceding appear in engineering
institutions, but here, as the work is nearer the
marketplace, issues of whistleblowing occur. In these cases
the whistleblower's career is severely jeopardized, and
while attempting to raise social behavior to a higher moral
plane, the whistleblower is categorized as a sort of pariah
by the colleagues of the person whose misdeeds have
been made public. There are also many malpractices that
occur as a result of "conflicts of interest," so much so that
it is becoming increasing common for journals to insist
on the authors of articles reporting the sources of their
funding. Coupled with the need to comply to commercial
pressures, engineers may present the prospects of their
future successes in terms that belie realities. Dishonesty
in such communications is often at the base of much
"overselling" of both projects and persons. Judgements of
product or process safety and hazard are often subject
to commercial considerations, as are activities that may
lead to unacceptable or even illegal pollution of the
environment (13,14).

ETHICAL ISSUES COMMON TO BOTH ANIMAL AND
PLANT CELL TECHNOLOGY

There are four ethical issues that are commonly used
to challenge the continuing development of the modern
biotechnologies. These are:

• That in modifying the genomes of cells and organisms
we will, unpredictably, create a doomsday monster
resulting in a major disaster

• That it is not natural deliberately to alter the
genomes of organisms

• That one would usurp the function of a deity in
creating living beings with characteristics based on
human designs

• Industry will benefit most while people in developing
countries will suffer

Disaster Scenarios

The media is replete with articles evoking the image
conjured up by Mary Shelley in 1818 of the large and
ugly humanoid entity both created and deserted by the
fictional character Victor Frankenstein. This entity was a
conglomeration of oversized human parts that, as a result
of a lack of courage and understanding on the part of
its creator, caused a number of fatalities before remorse
set in, which led to its demise. The genetic modification
of animal and plant cells is often alleged to be about to
give rise to a doomsday organism that, through an all-
pervasive plague, causes the end of humanity. To support
such contentions we are led to envisage a takeover of
arable farmland by a noxious weed that is resistant to all
forms of chemical weed killer. An alternative scenario is
that by transferring cells from one species of animal to
another (xenotransplantation), the endogenous defective
and latent viruses would be revived by their juxtaposition
with genes from the host organism that are not defective.
This could create a new virus that could have effects
similar to, or worse than, the epidemic caused by the
human immunodeficiency virus, HIV.

It is facile to beat a drum to the tune of the unforeseen
disaster. The future is unpredictable because we do not
have, nor will we ever have, the necessary knowledge
to make the required calculations (this follows from
Heisenberg's Uncertainty Principle of 1927, which may be
paraphrased "that the position and the velocity of an object
cannot both be measured exactly, at the same time, even
in theory"). Asteroids, earthquakes, volcanic eruptions,
tornadoes, tsunamis, floods, and sunspot cycles all provide
unpredictable elements of major consequence to life on
earth. By contrast, we have, more or less, been able to
cope with the translocation of various biological species to
new habitats (15). And this includes the introduction of the
rabbit to Australia, the potato to the eastern world, water
hyacinth into Papua and Aswan, and Africanized killer
bees into the Americas. In each of these cases where the
newly introduced organisms became a pest, our response
has been to find another biological organism that can limit
the growth of the pest without itself becoming a nuisance.

Table 1. Disasters in Perspective

Rail
Home fires
Homicide
Manufacturing industry
AIDS
Household accident

of which falls
Road transport

of which alcohol
Agriculture industry
Mining
Lung cancer in

55-64 year olds

Deaths/IOOK popln/annum (U.K.)
(1980s)

0.2
1
1.2
2
7
8
3.2

10
2

10
20

100



Nevertheless, we seek to protect ourselves against future
distress by the implementation of regulatory processes.

Regulatory Processes. In the determination of those
aspects of behavior that are likely to affect our societies,
we establish special rules and regulations to control
otherwise unbridled practices. For food, pharmaceuticals,
the products of commerce and manufacturing industries,
most countries have a well-developed set of laws and
statues governing behavior. For animal and plant
cell technologists there are well-established regulatory
agencies (see the section on Good Manufacturing Practice
and Licensing) to provide licences for companies and
individuals to produce and market products to those
who are willing to buy. In the case of animal cell
products used as pharmaceuticals, the work involved in
providing the necessary data via a three-stage process may
amount to $200-600 million over a period of 3-10 years.
These expenditures, which are primarily directed at the
establishment of product safety, efficacy, and consistency
of the production process, may well be criticized as they
drive up the cost of the final product to the customer.
This means that poorer people who are not protected by
health-care schemes will not be able to avail themselves
of the most advantageous materials for their health care.
This is particularly acute in developing countries. There
is therefore an ethical case to reduce the certainty that
the products are as safe as it is possible to make them, in
exchange for a greater availability at lower cost to a greater
number. However, the regulatory agencies that operate in
these areas are not constituted easily to determine how
much risk society is prepared to accept; perhaps this is one
area for future examination and development. For plant
cell products the process is shorter and less costly, but
nonetheless it takes years and involves animal feeding
experiments as well as field test studies.

But regulation is not a once and for all time activity.
There is a constant need to monitor the situation in
the field. This requires the establishment and operation
of specialized laboratories, trained personnel, and the
necessary legislative authority to travel, gain access, and
take samples from whatever might be judged indicative of
the way a pharmaceutical or genetically engineered crop
plant is behaving in use. These operations and practices
have been ongoing for many years, but it is clear the public,
as a whole, has not been well informed of these safeguards.
Much of the recent criticism of modern biotechnology stems
from a poorly informed public coupled to the pressing
requirements of media personnel to highlight the new and
the controversial aspects of any discovery or invention.
This often leads them to present with an equal weighting
(time allocated) both sides of the argument even though it
is clear to most reasonable people that one view of events
should prevail. This even-handedness has provided many
nongovernmental organizations with platforms to present
opinions (or soundbites) that emphasize those aspects of
the issue that are intended to lead to an increase in
the fear or distaste of listeners, viewers, or readers to
the more progressive or advanced developments in, say,
biotechnology. It now becomes part of the ethically driven
aspects of being a scientist and/or engineer to engage more

effectively in presenting to the public the advantages and
safeguards that are inherent with any development of
the product profile of the area. Openness, communication,
availability are becoming the hallmark of the way the
new ethic is permeating the field. This, coupled with
appropriately labeled products, could begin to forge a new
relationship between those who are riding the tidal wave
of new developments in the biotechnologies and the people
to whom these benefits are directed.

Ethical Issues in Clinical Trials. Before a licence to market
a drug, pharmaceutical, or vaccine can be obtained,
extensive trials occur in three or more phases (see
Regulatory Processes). This requirement follows from the
disasters caused by the incautious distribution and use of
Thalidomide, a drug that, when taken by pregnant women
to calm their headaches, damaged the fetus in utero.
In proceeding with these phased trials it is necessary
to conduct experiments on humans. But following the
Nuremberg trials of the mid-1940s, which brought to light
the atrocious experiments conducted on prisoners of the
Third Reich, a series of laws were agreed internationally to
govern the conditions for future experiments with human
subjects. It is now the case that when human patients
are involved in such trials it is obligatory to acquire the
informed consent of such individuals. While most trials
proceed on the basis of a patient's willingness to be an
experimental subject, in other instances the patient is
asked to participate in a pretrial review of the implications
of his/her involvement. This may be followed up by some
written statement or multiple choice questionnaire to
determine whether the putative patient has understood
the implications of the engagement. Additionally, the
subjects have to show that they do not need to be on
the trial (financially) and do not benefit excessively by
their involvement. Cases where prospective trial subjects
are not in a fit condition to give informed consent
(babies, the mentally sick, the unconscious, or comatose)
may be introduced into trials by responsible adults who
have an official guardianship or legal authority to make
such decisions. A more recent relaxation of the informed
consent guideline occurs when a doctor wishes to test an
experimental procedure, which is under development as
a therapeutic process, on people who are presented under
emergency conditions.

Randomly selected subjects, in double blind (neither
the patients nor the doctors know whether the subject
is being treated with the test material, placebo, or the
best available alternative from current practice) controlled
trials are the basis on which trials proceed. Data from
tests on the people involved are collected and at the
end of the trial the key to which subject received what
treatment is added into the data set so that the appropriate
comparisons and correlations can be made. However, those
conducting the trial are not insensitive to the progress
of the trial, and their prior knowledge of the likely
outcomes may predispose them to guess as to how the
trial is progressing. For example, if it is clear that the
test material is efficacious and the people on the placebo
are running the risk of catching a disease or facing the
worsening of a disease state, then it would not be ethical



to proceed with the trial and deny to the placebo arm of
the trial the advantages of the test material. Most trials
are not so clear cut, and it is often necessary to keep them
going for several years to assure the investigators and the
regulators that the long-term effects or side reactions of
the test materials are not such as to cause problems.

As the therapeutic and vaccinal materials are applied
to humans and may ameliorate health, the substances
involved may acquire considerable value. This attracts
unscrupulous individuals and companies to promote these
materials and to effect trials in such a manner as to give
the greatest likelihood of a health-promoting outcome.
This has led to a distinction between the determination
of efficacy (done under carefully controlled conditions
designed to enhance the differences between the test
material vis a vis alternatives) and efficiency (which
is the effect of the test material when it is used by
people under uncontrolled conditions and subject to the
vicissitudes of external influences). Additional bias may be
introduced into such studies when companies commission
work in academic establishments. The latter may benefit
financially from such contracts with a consequence that
the chief scientist on the project might find it convenient
to present the best possible picture to the industrial
contractor. This could involve careful selection of which
data to present and the manner of that presentation.
It could also involve the inclusion in trials of people
who do not meet the criteria of selection which were
agreed to by the local ethics committee. Inconvenient
data points may be discounted as being "untypical of
the experiment." There are also instances where the
academics have wished to present data that are damaging
to a company's product and have been forbidden to do so by
the company. When companies contract out their product
evaluations, the possibilities of bias in the resulting
reports are not insignificant. Recent experiences may lead
to the conclusion that data production and analysis with
the least bias may be most effectively achieved when
socially sponsored laboratories are engaged to evaluate
such products. Under these conditions the financial well
being of neither the laboratory nor the investigating
scientists is involved in the examination; so one might
expect a result with the least bias and hence the greatest
social value (16).

Another consideration has emerged in the past
20 years, when a large number (several hundred) of small
biotechnology companies have been founded. Many of
these companies are engaged in generating products for
the human health-care market using animal and plant
cell technology. They are subject to intense pressure to
succeed by their share holders and financial backers.
As they normally start with a vision and some basic
technology or "product in embryo," the initial cash flow
of these companies is highly negative. Whether they can
succeed will depend on how quickly they can convert
this negative cash flow to a positive income stream of
substantial magnitude. This, in turn, depends on how their
products fare in the type of clinical trial discussed. To keep
the investors from withdrawing funds, the company feels
compelled to make statements to the press on the progress
of the product lines it is seekinga to commercialize or

license. There are cases where the material of such press
releases is less than revealing of the actual situation.
There are also situations where the personnel of the
companies, fortified with internal information as to the
likely outcome of a clinical trial, have dealt in the shares
of the company to their own benefit. Some such instances
have come to the attention of the wider public, with a
consequence that the value of companies operating in the
same area has been depressed. These disservices to the
developing biotechnologies may be prevented were the
company executives better educated and informed of their
ethical and legal responsibilities. The virtues of honesty,
openness, fairness, and prudence have to become pervasive
and characterize behavior in this area.

Naturalness

Naturalness has, for some, become a guiding principle.
Individuals criticize genetically engineered organisms for
being "unnatural." But is this the case? There is some
confusion in the application of this term to events that
happen in the world. We do define a category of activities
we call "artificial" or as a transliteration "made by the
application of art." The word art has the connotations of
skill, craft, ability, or aptitude. But in its usage, artificial
has come to mean false, fake, counterfeit, as well as unreal
and unnatural. Yet if naturalness directs us to examine
what is in nature, and what is other than miraculous or
spiritual, then we find that artificial entities are just as
much a part of this natural world as are bird's nests,
anthills, or beehives, in which case the designation of a
genetically engineered cell as unnatural is insecure.

Indeed, "nature" has been doing genetic engineering for
as long as living organisms have existed. Viruses act as
a transportation system, shuttling whole genes from one
organism to another. But the origin of animal and plant
cells by the amalgamation of a number of different types
of prokaryotic cell is also a way that cells can incorporate
whole genomes and make revolutionary changes as part
of the evolutionary process. (This process may account
for rates of evolution vastly in excess of what could be
achieved by single base mutations that are held to provide
the minute variations called for in Darwin's theory of
evolution by natural selection. Such wholesale mergings
of genomes may, in part, account for the step changes in
evolution designated as punctuated evolution.) The key
difference that delineates the human genetic engineer
from the natural processes is that in the case of the former
there is an attempt to achieve a deliberately designed
end, whereas in the latter case, nature does not have
a particular end in view. However, the insertion of a
particular gene into a cell is fraught with uncertainties as
to where that gene will become incorporated in the genome
and how many copies will be made when the cell replicates.
Such position effects are crucial to the timing and efficacy
of the expression of the exogenous gene. So the engineers
resort to the selection, from a number of engineered cells,
of the particular cell that gives the result closest to the
objectives sought. This increases the rate of production of
novel organisms having properties considered desirable.
But it can hardly be called an unnatural process, relying,



as it does, on the "natural" biochemical components and
reactions that have been changing and evolving for the
past 4 billion years.

A corrollary to the charge that genetic engineering is
not natural is that it is contrary to the notional wishes of
planet Earth. Since the establishment of the Gaia model in
the 1970s by the British chemist James E. Lovelock about
the way the Earth performs, it has become commonplace
for individuals to assert that what humans are doing
could in some way prevent the Earth from achieving its
goals, one of which is the maintainance of an environment
suitable for the existence of life. This approach is still
controversial and is difficult to maintain, as the Earth
is not in control of its macroenvironment, which is more
determined by its position in a particular solar system and
by the way the nuclear reactions of the Sun are likely to
progress as that star ages and runs out of fuel.

Superseding Deities

The Old Testament states that God created the plants,
animals, and the man Adam. From Adam he took some
cells (a rib; Genesis 2:21-22) and made the woman Eve.
(If true, this would have been the first cloning process
and would have resulted in another man—in the absence
of environmental chemicals.) He also created man in his
own image (Genesis 1:26). Are we not, therefore, usurping
a function of the deity by deliberately making changes to
that which was "created in his image"? (17). But many men
shave their beards, cut their hair, and become circumcised
(as commanded; Genesis 17:10-14); women have used
makeup and pared their fingernails since recorded history.
The dogs, cows, horses, camels, and turkeys we have today
are not like their historical progenitors of 10,000 years ago.
Indeed, if we accept the alternative story to account for
the origin of humans by the process of evolution, we have
to imagine that some 4 -8 million years ago the ancestor
of the modern human would have looked like a member
of the ape/chimpanzee/bonobo assemblage. Some 750 to
1,500 mutations later Homo sapiens sapiens emerged. It
would be difficult not to conceive a similar, if not greater,
change taking place over the next 4 or so million years.
In the future it is possible to envisage the origination of
a new species of hominid, given our ability to use genetic
vectors (based on modified viruses grown in animal cells
in culture) to alter the genome of contemporary humans.
A new suite of ethics is needed to handle this imminent
manifestation of our newfound biotechnological art. It
could be the most challenging task that has ever been
presented to the human species. Yet, perhaps this is
what God intended. There is little doubt that the creation
of a being with human abilities would result in those
endowments being used to lead to the development of the
next stage of evolutionary progress.

Commercial Exploitation

The fourth argument is that the main beneficiary for
genetically engineered organisms is the company that
produces them. Is this something that requires ethical
examination? Industry's functions include the need to
survive, to provide a workplace for its employees and

profits for the shareholders. Should this be objectionable,
then there would be dissension against all industrial
activity and not just at that fraction that deals with
genetically engineered organisms. That industry seeks to
obtain monopoly positions should also not be surprising.
The patent system provides limited-period monopolies for
inventions in exchange for the complete disclosure of the
invention in a manner that can be replicated by someone
"skilled in the art." Patents promote inventiveness; they do
not provide ownership of intellectual property beyond the
time for which the monopoly is granted (16-20 years). Any
transformation of this system requires a radical overhaul
of the basic political structure of our societies, a task that
is beyond the scope of this entry.

There are, however, weighty considerations pertaining
to the use of genetically engineered plants, which may be
so modified that where once they would only grow in a
developing country they may now grow in a developed
country. This means that the developing country is
deprived of income from the export of such plant materials.
The development of plant varieties to meet local conditions
has become so effective that the yields of most crop
plants, including those grown in developing countries,
has multiplied considerably in recent years. There is,
therefore, reason to believe that genetically modified crops
will also provide their share of benefit to the developing
world as they will for the developed world: Such outcomes
are not mutually exclusive.

An additional consequence of advances in the produc-
tivity of food-yielding plants is that farms become more
efficient and expand, with a resulting displacement of less
efficient farmers who often operate smaller holdings. This
seeming job decrease may be compensated by increase in
jobs in other sectors of the economy. In the UK at the turn
of the twentieth century some 70% of the labor force was
employed on the land, whereas, at the close of the same
century that number had dropped to less than 2% (18). It
is clear that the redeployment of labor is a consequence of
increases in the standard and quality of life.

ETHICAL ISSUES ARISING FROM PLANT CELL
TECHNOLOGY

The battery of techniques, tools, and facilities that have
been described in other parts of this encyclopedia enable
us to make genetically modified plants. These can be
used in both traditional applications and also for some
nontraditional purposes, such as the manufacture of
animal or human vaccines that will protect against
diseases caused by viruses and other microorganisms.
These new possibilities and the ethical problems they
engender will be dealt with in the subsection on ethical
issues raised by vaccines. In general, it is possible to
catagorize the three leading uses of genetically engineered
plants as (1) modification of plant enzymes to increase
the shelf life of plant food materials, (2) the production of
new plant cell lines such as rape seed lines, which do not
produce human toxins, and (3) plants that are resistant to
herbicides or pesticides or both.

From the diversity of the different ethical systems, it
is clear that people who cleave to one such viewpoint



may have differences of opinion to others who adopt a
contrasting ethical system. In practice there are methods
for the resolution of disputes between such individuals, but
in this exposition of the issues, it is not useful to show how
each system will deal with the new and problematic area.
However, for each of the cases presented it is important to
show the extent to which there is a really new problem and
to endeavor to establish the probability of its occurrence
and its magnitude. Once these parameters have been
ascertained it would be possible to determine the likely
acceptability of the new development. This process has two
facets. The one relates to the process of implementation of
the new departure, while the second concerns the nature
of the novel entity.

Most people would agree that a careful, prudent,
and pragmatic approach to the introduction of new
technologies is to be preferred. This requires that we
base our actions and behaviors on what we observe
to be the case, coupled with a suite of understandings
derived from immediately relevant experiments, rather
than on notions that predict from fundamental theoretical
reasonings what ought to be the outcome: These latter
rationalizations are rarely of predictive value in practice.
It also means that we move in small steps and at each
stage of the operation we make sure that we can control
all foreseeable developments, especially those that could
negate any benefits we hope to accrue.

The consequences of the introduction of a novel product
into the marketplace cannot be predicted with a high
degree of certainty. Again, we can adopt a careful, prudent,
and pragmatic approach and watch what happens with
such insertions. In the absence of consumer acceptance the
feedback to the producer will be wholly negative and the
product will no longer be made. When, however, there is a
strong and unsatisfied consumer demand, we have to ask
whether, in spite of its clear acceptance by the customer,
the product is making a beneficial contribution to the life
and wellbeing of the community. Plant-derived opiates
may be in demand by some sections of the community, but
they are outlawed by the society at large because of the
alleged negative effects that would result were they freely
available. (It should be noted that such drugs were only
outlawed in the early years of this century; before that,
they were purchasable as any other commodity.) (The
principal U.S. legislation has been the Harrison Narcotics
Act of 1914, the Opium Poppy Control Act of 1942, and the
Narcotic Drug Control Act of 1956; the Drug Abuse Control
Amendment of 1965 added controls over depressant,
stimulant, and hallucinogenic drugs not covered under
the other narcotic control acts (19). Nevertheless, in the
absence of clear evidence of harmful effects (generally to
health, but there could also be ecological damage) in either
the short term or the long term, it is likely that there will
be a general acceptance of the product.

This approach to the ethicality of new developments
in plant cell biotechnology is clearly based on the ethical
principle, that "what is accepted can be progressed." All we
have to do is to determine the acceptability (or otherwise).
While this ethic is in itself a pragmatic response to a need
to make a practical determination in the face of changing
circumstances, it does not mean that this is either the only

approach or even the correct approach. Perhaps when our
judgmental systems increase in sophistication, we may
ask questions more relevant to the beneficial aspects of
new products. But before we do that we have to have a
clear notion of what we mean by beneficial, and that is
still in dispute. This author would advance the notion that
a developed interpretation of a survivalist objective would
provide such answers, but not all would agree.

Ethics and New Plant Foods. The thought that the
genetic composition of our food materials may have been
deliberately altered has inspired many to examine the
issues of the genetic engineering of plants thoroughly (20).
In November 1994 a consensus conference was held in
London to examine the concerns of a wide cross section
of people on plant biotechnology (21). This was an acute
issue at this time as the "flavor-saver" tomato, based on
a construct designed to express an enzyme that delayed
ripening, had just received its distribution licence. The
outcome of this conference was that the lay panel wanted
genetically engineered food to be clearly labeled as such,
with the ready availability of comprehensive information
on the changes that had been engineered into each product.
(In such labeling it would be difficult to communicate
the concept that the additional enzyme is but one of
10,000-100,000 proteins and is indistinguishable from
them except by sophisticated biochemical techniques.)
The food distributors at the time held that the special
labeling might stigmatize the product so that people
would be reluctant to purchase it (as had been the case,
uniquely in the UK, when y-ray-sterilized foods appeared
on supermarket shelves). However, recent experience has
shown that the labeling of tomato puree as being derived
from a genetically engineered tomato had increased
sales (although a contributory factor could have been a
marginally lower price).

While the present concerns have centered on the newly
engineered variants of common food plants, over the past
century there has been a continual change in the genetics
of these plants through a concerted mutation, crossing,
and selection process that has resulted in much higher-
yielding types of crop plants. Such plants may have smaller
stems and dispose of more of their resources to the edible
components. They also account for our ability to keep
up with an expanding world population. So there is an
illogicality in an objection to newly genetically engineered
plants because they have been so modified. Rather we have
to look for other reasons for the basis of the strength of the
rejectionists views (22). One ethical objection made to such
developments is that the companies supplying the seeds
for such modified plants obtain a monopolistic position
such that they can exploit the market. A corollary to this
is that such plants may be engineered to yield sterile seeds.
However, while a battery of genes (terminator genes)
may confer this (23), an international research group
has recommended to its 16 research institutes that the
terminator technology is banned. Other ethical aspects are
dealt with in sections on ethical issues common to animal
and plant cell technology and the ethical issues on patents.

Were developed nations to become so competent that
they were able to produce all the food and plant



materials they wanted from indigenous plants and their
genetically engineered variants, then there could be
knock-on negative effects to the developing world that
once supplied this market. For example, a company
called RiceTech has invested a new rice they claim is
indistinguishable from Indian-grown Basmati rice. While
it is difficult to see how they can market the rice under
a "Basmati" label, it would not be impossible to persuade
an American public to purchase a home-grown equivalent
to the Indian variety (24). Efforts have to be directed
towards some form of compensation for market losses of
this nature.

Other ways in which the markets for food and plant-
sourced commodities may be jeopardized is through the
genetic engineering of indigenous plants to produce the
materials that were once the exclusive capability of
plants grown only in developing countries. For example,
it is possible to engineer plants that normally grow in
temperate climates to produce cocoa butter and palm oil.
This would have profound economic effects for African
and Asian farmers. However, the magnitudes of such
effects and their longevity may be exaggerated as plant
species indigenous to one country have been cultivated
elsewhere on many occasions in the past (e.g., potato,
rice, rubber trees, mulberry trees, oil palms, grape
vines, etc.). Nevertheless, we have a duty of care to
ascertain that any such transposition is effected with the
minimum harm to the indigenous communities coupled
with appropriate schemes for compensation and crop
diversification.

The incorporation of genetically engineered soya beans
into a stored mass of nonengineered soya beans has
aroused considerable concern recently (25). The ethical
issue here is that people assert the right to choose the food
they eat, and if they have objections to eating genetically
engineered food for the general reasons set out in in the
section on ethical issues common to both animal and plant
cell technology, then they would wish to exercise the right
not to have to eat products made from soya beans that
could contain a proportion of the genetically engineered
material. In the complex contemporary market place,
many hundreds of derivative products may contain soya
bean derivative inclusions. These would be regarded as
forbidden to those with objections. As the material quality
of such foods would be indistinguishable from foods that
did not contain any material from a genetically engineered
plant source (except when sophisticated biotechnological
techniques are deployed), it is not reasonable that a
minority of individuals, who are uncompromising in their
views, exercise a stranglehold on the emergence of new
technologies, particularly as the new materials are just as
benign as the old variety.

The addition of the toxin gene from Bacillus thuringien-
sis (Bt) to plants to make them resistant to attack by
insects is an effective way of increasing yields and decreas-
ing the uses of insecticides. However, the protein involved
is an animal (albeit, insect) toxin; so other animals that
eat the insects that have fed on the modified plants may
also become sick. This would result in a reassortment of
the species inhabiting the locality; a process that is not
unusual in most ecosystems.

There is also the prospect that strains of insect will
be selected that are resistant to the toxin material made
by the plant. To counter this eventuality, it is advised
that crops modified with the Bt addition constitute less
than 80% of any one ecosystem. This will enable normal
populations of insects to outnumber the resistant variants
and prevent the establishment of the variant as the
dominant species.

Other efforts to produce insect- and fungus-resistant
plants have relied on the transposition of the genes that
code for plant lectins. Some such materials are highly
toxic: The lectin ricin from castor oil plants is a human
toxin with a lethal dose that will kill 50% of mice of
100 ng/kg. The examination of food materials that could
contain such a protein will need to be extensive. Clearly,
the cooked/uncooked state of the material is a determinant
of its safety to humans; and we are well aware that
many ordinary plant products need to be processed before
they can be eaten safely. It is essential, therefore, that
information to the public about such experiments be full
and comprehensive and that judgment should await the
outcome of the regulatory agency investigation as to the
suitability of such products for the domestic market.

Ethics and Biodiversity. Biodiversity, or the number
of species per unit area, is a parameter whose value
has varied throughout biological time. Over the past
250 million years the number of species on this planet (as
judged by the fossil record) has fluctuated considerably.
There have been about five occasions when some 70—90%
of all the then present species became extinct (26). The
last such was the event 65 million years ago that led
to the demise of the dinosaurs and the emergence of the
mammals. So a result of the disappearance of old species is
to provide new species opportunities to take the ecological
niches vacated by the species that passed on. Therefore,
the world-wide ecosystem is already conversant with wild
changes in the number of species.

As new plant variants come on stream, they tend to
dominate the agricultural practice of the day and, as
monocultures, they are uniformly susceptible to particular
pests or viruses. However, they tend to be backed up by
other variants, which, although, not as productive are less
susceptible to these attacks. Another safeguard against
crop annihilation is to so engineer them that they become
resistant to all the known pathogens. Whether it causes
more benefit than harm to proceed in this way is still an
open question. It is clear that increases in agricultural
efficiency stemming from the monoculture approach is of
value, but this is achieved at the expense of the decrease
in the opportunities for improvement that could have
resulted from an unknown variant that was not provided
with a chance to express its capabilities to the full. At
this time the balance of benefit is with the monoculturists,
but it is essential that we bear in mind the inherent
weaknesses of this approach and prepare ourselves to
respond rapidly and overcome the problems resulting from
wipeouts.

A second aspect of biodiversity is based on a decrease
in the number of species of plants in those parts of the
tropical rain forests that have been denuded of trees to



make way for other forms of agriculture. The loss of these
plants is thought to result in a decrease in the possibilities
for the discovery of medicinals: a serious consideration,
as some 80-90% of our current pharmaceutical drug list
is derived from plant-based products. Nevertheless, there
has been a revolution in strategies of the pharmaceutical
companies who use their knowledge of the three-
dimensional molecular structures of existing biomolecules
as the source of information for "rational" drug design.
Additionally, they have recently learned to make and
examine millions of alternative molecular structures for
biological effects (the combinatorial approach to drug
discovery). Yet the screening of native organisms for
natural products still occupies a considerable proportion
of research budgets, and while this has opened fields
such as the algae and fungi, the need to examine both
native and exotic plants continues. The exploitation of
the flora of other, often developing, countries has to
be effected through appropriate agreements with those
countries, so that benefit, possibly in the form of a
royalty, may accrue to the country of origin of the source
material.

As an aid to retaining as much biodiversity as possible,
national and international agencies have established seed
banks to archive as much nonperishable material as
possible from the plant kingdom. Second, the genetically
engineered plants themselves constitute an increment in
the amount of biodiversity available. When the hundreds
and thousands of differently engineered experimental
plantlets in each of many hundreds of laboratories across
the world are taken into account, it would be difficult to
sustain an objection to this activity on the grounds that it
decreases biodiversity.

Ethical Implications of Genetically Engineered Pollen
Movements. That the pollen from a transgenic crop can
travel several kilometers and fertilize related plants
should not surprise (27). But whether such fertilized
plants will become pests is a less likely event. Field
experiments in the United States have shown that the
characteristic of herbicide resistance may be transferred
to a related plant (in the Brassica or oilseed rape family),
which then became a weed that could not be eliminated
by the herbicide (28). An even less likely scenario is that
the gene for herbicide resistance becomes incorporated
into the genome of an unrelated plant that is a natural
weed (29). These eventualities would provoke a need to
respond with a newly engineered crop plant resistant to
another herbicide. The danger from chemically resistant
transgenic plants is twofold. On the one hand, it is possible
that the weed targeted by the herbicide, to which the
transgenic plant has been made resistant, will mutate and
no longer succumb to the chemical. This means that the
plant to be protected will have to be reengineered to be
resistant to another herbicide to kill the weeds that have
become resistant to the first herbicide. Multiple cycles of
this nature may be anticipated. Whether combinations
of resistant genes coupled with mixtures of herbicides
will be a longer-lasting answer has not been determined,
but there is little doubt that this way of improving crop
yields will be explored in all its aspects. What applies

to the plants that have been genetically engineered with
exogenous herbicide resistance genes is also applicable
to plants engineered with insect-, fungus-, or virus-
resistant genes. In each of these cases variants of the
pests will emerge for which a different transgene will have
to be introduced into the plant. In practice the use of
genetically resistant plants has led to a decrease in the
number of applications of both herbicides and pesticides.
This has resulted in less expensive produce as well as
decreasing the load of pollutants washed into nearby
waterways.

Organic farmers object to the possibility that the
plants they are producing might become contaminated
by herbicide-resistant pollen. Such farmers do not use
chemicals to help fertilize or protect their crops against
weeds, fungi, or insects. It is also held that they may lose
their special licence to produce such crops if they become
so modified. However, recently a UK court decided that
the likelihood of pollen contaminating such crops at a
distance of 2 km was negligible, and the motion to uproot
the engineered crop was not sustained (30).

Ethics and the Production of Animal Proteins in Plants.
The addition of selected animal genes for expression
in food plants may also present problems, especially
when the origin of the genes is from animals Jews and
Moslems are forbidden to eat, such as pigs. Others, such
as vegetarians, might object to the introduction of any
animal gene into a plant that is used as a food for
humans. While the previous conditions may indeed be
effected, it is most unlikely that the exact gene that
originated in an animal would be inserted into a plant
in an unmodified form: It would be shorter with exons
removed, with expression control promoters or with some
of the redundant third bases changed. (Were those bases
of a porcine insulin gene that were different from the
human insulin gene replaced with the appropriate human
bases, does the resulting gene still retain its porcine-
ness?). It should also be noted that plants do not have the
same post-translational modification systems as animals.
So we might expect differences in glycosylation to occur
when such animal-derived genes are expressed in plants.
Nevertheless, for some purposes this is not consequential,
and the advantages of a plant-produced product may make
this the preferred production system.

As the reason for the rejection of food animals is
based on the nature of the whole animal and/or the
processes undertaken to render it suitable for eating, a
gene taken from such an animal does not evoke either
of these situations and therefore may be considered in a
different light. However, any exploitation of an animal,
including the extraction of its genetic material, might be
considered unacceptable. In this case a synthetic gene
could be constructed that would never have experienced
the animal environment.

These may be technical fixes to obviate ethical
dilemmas, but they do put the magnitude of the ethical
questions raised into perspective so that reasonable people
might come to acceptable and pragmatic conclusions about
their actions regarding plants genetically engineered with
animal genes.



Ethics and Plant-Derived Infectious Agents. The agent
that effects the genetic engineering of the plant may be a
type of DNA that can have an independent existence, in the
form of a virus or bacterium. It is held that such agents
may leave the plant and transform other species. Were
they, for example, to transport an antibiotic resistance
gene (a gene normally contained in these vectors because
it enables the modified organism to be selected for further
use) to a pathogenic bacterium found in nature, then
some people believe that humans might be put at risk of
contracting disease. But as the gene coding for Kanamycin
resistance is often used for this purpose (because the
antibiotic Kanamycin is not used to cure humans of
bacterial disease as it is too toxic), it is not a matter
of concern if bacteria become Kanamycin resistant. A
Kanomycin-resistant pathogen would be treated with a
different antibiotic, one to which it had been deemed
sensitive by laboratory tests.

The release of genetic material from plants cannot
be considered a new event. Pollen has been distributed
by wind and water for eons. Were one or other of the
vectors used to genetically engineer the plant cells become
dispersed in nature, then it is unlikely that it would
result in a fruitful interaction with another genome.
However, should such an interaction occur, any progeny
that form would have to contend for their survival with
the indigenous plants. That humans may injest the nucleic
acids from the vectors may be discounted as a source of
danger, as humans are capable of processing the DNA and
RNA of their food materials in such a manner that they do
not suffer a known genetic damage.

Ethics and the Patenting of Genetically Engineered Plants.
A recent (May 1998) ruling of the European Parliament
has endorsed the Patent Directive of the Council of
Ministers establishing two crucial provisions: The first
is that discoveries of the sequence of bases of the genes
of a living organism are not in themselves patentable.
Inventions that incorporate the base sequence of genes
that are identical to those found in living organisms
may be patentable providing an industrial application
has been specified. This means that the discovery of
the sequence of bases in the genes of existing living
organisms cannot be patented, so that foods, plants, and
animals cannot be monopolized merely because somebody
has managed to sequence the bases of one or more
genes of those entities. Indeed varieties of plants may
be protected as intellectual property if they are uniform,
can be identifiably differentiated, and possess a stable
modification; but this does not tie up the use of the parent
plants whose genomes might have been used in the novel
construct. A genetically engineered plant may be rightfully
considered an invention. It had not previously occurred in
nature and could be regarded as a novel addition to the
biosphere.

Another danger is that companies supplying both the
herbicide and the genetically resistant plant will so
exploit their monopoly position as to render the new
technology unavailable to any other than the already
prosperous. There could also be some coercion in that a
purchaser of a particular herbicide-resistant plant might

be constrained into making a further purchase from the
same source of the matching herbicide. Of course, patent
monopoly rights only last some 16-20 years, after which
any supplier may mimic and market the inventions, yet
the problems inherent in making a herbicide (special
chemical synthesis) and transgenic plant (resistance gene
and transfection process) preclude an easy entry into the
field, even in an effort to copy what has already proven
successful.

Increases in the yield of crop plants have been obtained
by creating hybrids that grow and produce vigorously
but do not generate fertile seeds. These are made by a
seed company from the two parent strains of the hybrid.
Control of this process enables companies to assert a
dominant position in the marketplace, as the farmers
have to come back to them each year for a new supply of
seeds. This arrangement seems to have been successful in
developed economies, where the increase in yield more
than compensates for the increased costs of the seed
materials (see the preceding section on ethics and new
plant foods for comments on terminator genes). However,
it is exclusive, and farmers in developing countries would
have difficulty in acquiring the necessary funding to
engage in this process. The disparity in the distribution of
wealth, which results from these activities, is an ethical
issue. However, as the countries of the world are beginning
to share an increasingly common culture, pressures will be
generated to decrease the magnitude of wealth differences.

ETHICAL ISSUES IN ANIMAL CELL TECHNOLOGY:
OVERVIEW

While plant cell technology generates ethical issues in
the areas of food and the ecosystem, the animal cell
technologist contends with a diverse array of concerns
in the therapeutic and prophylactic areas of human and
animal medicine. As there is a more direct connectivity
between human cells in culture and human beings, the use
of such cells throws up a welter of ethical issues to consider.
Also, while plant cells enrich human populations via
their modification into foods, flowers, or Pharmaceuticals,
animal cells provide a basis for the production of viruses
for vaccines and gene vectors for use in the modification
of the human genome, and in recent months animal cells
in culture have been used to initiate clones, which has
caused the reissue of the concern about the establishment
of cloned populations of humans (31).

Animal cells in culture are used for an ever-widening
range of applications (see the section on animal cell
products). Whereas the initial uses were based on attempts
to understand the way the human body differentiated
from a fertilized embryo to an adult, in the 1950s
animal cells in culture began to be used to produce
virus vaccines (polio, followed in the 1960s by mumps,
measles, and rubella), in which position they stayed until
in the 1970s, when additional uses were discovered (see
the section on the history of animal cell technology).
These included the manufacture of monoclonal antibodies,
the production of eytokines and immunoregulators,
the generation of therapeutically active enzymes and
hormones, and the making of human organs from cells
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grown in bioreactors. Most recently animal cell cultures
have been used to provide the cells destined for the
cloning of animals (32,33). Further developments of these
techniques could be used to clone humans, were the legal
regulations and ethical guidelines construed to permit this
development. The use of virus vectors, grown in animal
cells in culture, for somatic and possibly gametic genetic
modification of humans and animals, presents a further
set of concerns. Genome changes effected by these agents
need not be confined to therapeutic applications, but can
also be used to enhance the character or performance of
people and animals.

As a result of these developments, many questions
have to be answered as to how we use these potent
product materials and, in particular, whether we continue
to focus on the therapeutic approach to medicine or to
give greater emphasis to the prophylactic and diagnostic
aspects of human and animal health care. The use of
modified viruses as biowar agents is also a cause for
concern, and the recently reported developments in the
extraction of pluripotent stem cells from human embryos
for the later production of homogeneic organs may prove
to be an advance that will obviate the need for allogeneic
organs in human transplant surgery (34).

ETHICS AND VIRUS VACCINES

Below I examine some of the ethical issues produced by
recent advances in the field of vaccines and vaccination.
It will touch on the matter of the putative autonomy
of the individual when faced with the need to achieve
universal vaccination, and ways we will have to reassess
the cost = ((risk* the magnitude of the damage) + cost
of manufacture and distribution + surplus) to benefit
relationship. Issues derived from the effect of vaccines on
the size of populations will be followed by an examination
of the transcultural issues raised when vaccines are tested
in societies different from the ones in which the vaccine is
manufactured and for which it is designed. Under such
conditions the concept of informed consent may need
to be considered for modification. The use of vaccines
to obviate behavioral changes (technical fixes), generate
transcendental concerns, and provide new threats via
biological warfare agents will also be considered. There
are also vaccines in development that are likely to protect
people from non-infectious disease. The implications of
the widespread use of such prophylactics, which would
include an increase in the average lifespan of individuals,
requires examination, as it has profound implications on
the structure and operation of our societies.

Vaccines and the Ethic of Autonomy. It is part of
current medical practice when dealing with patients to
extol four basic ethical principles: autonomy, beneficence,
nonmaleficence, and justice. However, when we consider
issues related to vaccination, the principle of autonomy
(self-determination, freedom from interference unless the
act harms others (J.S. Mill), as in U.N. or Council of
Europe declarations on human rights) is challenged. The
principle of autonomy may be assailed from a number of
different facets, such as the competence of an individual to

provide informed consent, the rights of a fetus if a pregnant
mother decides to be immunized, or the connotations of the
social contract entered into when an individual chooses to
dwell in a particular society.

It is well known that when a high proportion of
a population is vaccinated, those who have not been
immunized are less threatened by disease due to the
decrease in the level of the pathogenic organism prevalent
in the society (the herd effect). The question this poses
is: Do those who have opted against vaccination have
the right to benefit from the expense and the risks
of vaccine-induced damage accepted by those who have
been vaccinated? Not only that, but such unvaccinated
individuals pose a threat to the vaccinees as they serve as
a reservoir in which the disease can be maintained and
propagated. Were the society to collectively determine
that all its citizens should receive the vaccine, then
the principle of patient autonomy is infringed. An
intermediate position might be to levy a special cash
buy-out dispensation, or an equivalent contribution to
the society, from those who refuse vaccination. This
would be in compensation for the costs incurred by those
who have accepted the risks of vaccine-induced damage.
Whatever the outcome in any particular society, it is clear
that vaccination poses a challenge to accepted ethical
positions of personal autonomy, the resolution of which
will be dependent on the degree of social coherence and
commitment.

Notwithstanding the ethical support for socially
mandated vaccination, individual mothers or physicians
may take the view that, as it is possible there may
be collateral damage or discomfort from the vaccine,
the requirement to be vaccinated should be resisted.
Clearly, people who have a family history of disease
or whose children have demonstrated a propensity to
succumb to infection may be granted a dispensation
not to be vaccinated. Members of a religious sect that
bases its ethics on traditional mores to the exclusion
of the advances made in modern technology may resist
vaccination. Additionally, people who are ill-informed
or misinformed about vaccines and their benefits may
also object to being subject to something they do not
understand. Whether mothers'have had first- or second-
hand experience of the infectious disease is also a
determinant in the acceptability of some vaccines with
some mothers. For each such situation the provision of
accurate and relevant information to all involved with the
vaccination programs is essential. The crucial data about
the deaths and disabilities that have been caused by the
disease for which people are being asked to take preventive
(vaccinal) measures have to be available and have to be
reliable. This, when contrasted with the low costs of the
vaccination, should be presented to the putative vaccinee
and his/her parent(s). Educated physicians, public health
nurses, and educational programs at all levels of society
(to include the people who produce material for the media)
are a necessary prerequisite for the moderation of the
ethical issues that arise when societal representatives
or regulations for school admission coerce individuals
into becoming vaccinated. It is ironic that when people
are compelled to be vaccinated, they take the view that



vaccines are important, and comply with the regulations;
when the vaccines are not so mandated, they are more
inclined to refuse vaccination, as it is clearly not important.
Another paradox is apparent in the response of mothers to
the prospects of vaccines in that they recognize the need to
be vaccinated against diseases that have been highlighted
in the media as causing death (meningitis), even though
such deaths are relatively rare. But these self-same
mothers are reluctant to have their children vaccinated
against diseases for which they have no information on
the dangers of those diseases, because those diseases have
been all but eliminated by previous vaccination campaigns
(e.g., polio).

To ease the situation where vaccination is compulsory,
it is possible to institute a compensation scheme to
cover the unusual and putative occurrence of vaccine-
caused damage. In the United States the National Vaccine
Injury Compensation Program has been established. The
usual tests whereby vaccine damage compensation may
be claimed are if the damage has lasted longer than
6 months, if the onset of the damage can be held to have
occurred within 15-30 days of the child's vaccination, and
if there are any other supporting indications of a causal
relationship between the damage and the vaccination.
This is a no-fault system of payments, and boards have
been liberal in their assessment of damage worthy of
compensation. It is important to realize that the assessing
body does not have to see a proof of causality beyond
reasonable doubt; rather they have to judge, on the balance
of probabilities, whether compensation is merited. This
means that payments may well have been made in many
cases where the damage was not due to a vaccination. It
also means that if this is widely accepted, then people who
have damaged children but who cannot possibly associate
that damage with a vaccination incident might consider
themselves deprived for not having received the same
treatment as those who allege vaccine-caused damage.
Two issues arise from this situation: One involves the
principle of causation, while the other involves fairness
and justice.

Courts of law or their pared-down counterparts
(commissions, boards, tribunals) provide settings in which
a determination can be made as to how to proceed in
a particular case. They do not (generally) pretend to
establish the truth; although much is said to assert that
such and such is both factual and truthful, including
the verbal evidence of witnesses; this may be considered
window-dressing in the greater cause of case winning.
Science, however, is concerned less with winning than
with proffering a view of the world that is reliable and
can lend itself to progress. Causation, therefore, in these
two arenas is quite different; in the legal arena one is
interested in an outcome of a contest whereby a judge
or jury is, on balance, convinced one way or the other
by the evidence. In the scientific area, we perform test
after test to determine the level of confidence we may
have in the guesses that we call hypotheses. In each
arena we have to deal with the proposition that A caused
B as opposed to A is coincidental with B. In the cases
that come before compensation boards, it is generally
enough to fit the alleged vaccine-caused damage in with

the time constraints for causation. This is not the concept of
causation, which satisfies the stringent criteria generally
adopted by working scientists.

Having obviated the need for a rigorous determination
of causation, the way is open for compensation for
"seeming" vaccine damage. Others who cannot construe
their cases in this way claim that they are being
dealt with unfairly. Does the state have a responsibility
to compensate all those who give birth to damaged
children? Those societies with national health systems
do provide considerable support, and even when there
is not a universal health care system, provision is often
made for the poor to receive some support. Under these
circumstances one might conclude that families in distress
due to the diseases of their children receive adequate
compensation either via the special schemes for vaccinated
children or by socially financed health care projects.

The most important measure of the success of
compensation schemes is that if, in spite of abuses, there is
an increase in those seeking vaccination, then the scheme
may be deemed a success. To date, in view of the increases
in the numbers of people seeking vaccination, the National
Vaccine Injury Compensation Program, operating in the
United States may be considered successful.

Vaccines, Immigrants, and Discriminatory Prac-
tices. Travel is rapidly becoming a feature of life at
the end of the twentieth century. Taking the UK as
an example, the 57 million inhabitants made 42 million
international visits, and the country received an incoming
24 million visitors in 1996; there was also a net inflow
of 50,000 immigrants. Such cross-border movements are
diverse:

• Tourists (for days, weeks and occasionally months)
• Business/commercial people (ditto)
• Professionals in the arts and sciences (ditto)
• Diplomatic and government/military officials (ditto)
• Students (for months and a small number of years)
• Pensioners (wintering in a different country)
• Workers or self-employed entrepreneurs or traders

and distributors (months to many years if not
permanent change of country of residence)

• Families of workers, etc. (ditto)
• Illegal migrants/sex workers/vagrants
• Refugees seeking asylum (months to many years)
• Transport systems staffs and operators (railway per-

sonnel, sailors, flight attendants, airline personnel)
(days to weeks)

• Annual agricultural migrant workers (months)

And as borders between countries are dissolved (as is
happening between some of the countries of Europe in the
late 1990s), more such movements might be expected.

The disease threats to indigenous populations from
external sources have both real and perceived components.
The black death, caused by the bacterium Yersinia pestis,
spread by deliberately infected people (an early example
of biological warfare) escaping from a besieged city in



the Crimea (in 1346, Caffa, now Feodosija), caused the
premature death of over 30% of the European population.
The Spanish influenza epidemic probably started in a
military institution in the United States in 1918. It
caused between 20 and 40 million deaths across the world.
Other waves of influenza have swept across the world,
and the vaccines that are commissioned to protect local
populations are based on the strains of the virus that are
prevalent in the Far East at the time when the vaccine
is produced. Other human diseases have been associated
with the international movement of people, for example,
syphilis, measles, gonorrhoea, herpes simplex, papilloma
virus cancers, human immunodeficiency virus/AIDS,
malaria, yellow fever, dengue, cholera, hepatitis (A, B,
C, +), typhus, and typhoid.

There are commonly held views that migrants and
visitors from poorer countries are also sources of disease.
Within a country there is little doubt that poorer
(low socioeconomic class) people are more susceptible to
disease, and the economic stratification and distribution
of people in the society reflects the disease prevalence
distribution. Sex workers who arrive in a country illegally
or legally are also thought to be the purveyors of disease.
Recently, tourists and business people have been held to
be the transporters of the virus that causes AIDS from its
African origin to the new world. Habitual travellers and
transportation system employees are also implicated in
cross-border transmission of disease-causing organisms.

This situation poses both practical and ethical prob-
lems. On the practical side, there is the question of what
measures can be taken to limit, control, and reduce the
incidence of exotic diseases. There would then have to
be an examination of the ethicality of the measures pro-
posed. The requirement for vaccinations and vaccination
certificates, the possibilities of introducing quarantine,
the administration of vaccines at a border, and the need to
undertake a medical examination before or after travelling
are all procedures that could be adopted. One might also
consider the differential treatment of people dependent
on their country of origin or on the basis of the countries
through which they have passed and the time they have
spent there. The socioeconomic status might also be taken
into account, as might the family situation and the rea-
sons for the cross-border travel. People who are neither
citizens nor travellers, such as the families of visiting
workers whose children are indistinguishable from the
children of citizens, may yet be treated differently with
regard to vaccination. Such variances might apply to the
vaccination regimen that is applicable to these individu-
als. Were these features of travellers and/or immigrants to
provide the rationale for the differential treatment of cross-
border travellers, then they could be construed as contrary
to international declarations of human rights which "...
apply without distinction of any kind, such as race, colour,
sex, language, religion, political or other opinion, national
or social origin, property, birth or other status." (U.N.
Declaration of Human Rights, Art 2, author's italics.)

The ethical issues are not easily resolved. The assertion
of such rights could put an acceptor country at a higher risk
of importing a debilitating infectious disease. This might
be seen as the denial of the rights of a country to operate

basic controls as to who does, or does not, enter that
state. While this does not appear as a documented "right,"
individuals and communities may determine with whom
they consort. And in the matter of disease control (which
ultimately becomes a survival issue) it would be unusual to
give up these aspects of self-determination, whether or not
that was discriminatory. Once accepted as a member of the
society, issues of discrimination take on a different hue.
Now the group sinks or swims as a unit, and although
the various abilities and properties of individuals may
be engaged differentially, the terms of that involvement
are more likely to be applied in accordance with U.N.
perceptions of rights.

Vaccines and Animal Movement Controls. The control of
highly infectious diseases such as foot-and-mouth disease
by the use of vaccines is a triumph of modern methods
of animal health improvement. One of the key aspects of
the control program is the use of certificates of vaccination
to validate the vaccine status of animals that could be
designated for transportation either within a country or
between countries. The incentive for such movements is
the higher profits that can be acquired from the selective
marketing of the animals. To support the certificated
vaccination status of the animals, border posts are used to
inspect incoming animals, and national legislatures pass
laws that forbid the ingress of nonvaccinated animals.
Each of these provisions, however is an opportunity
for illegal or illicit activities. It is not uncommon for
vaccination certificates to be forged, for vaccines to be
used past their recommended date, for vaccines to be
diluted or adulterated, for border controllers to be bribed,
for the secret movement of cattle along unpatrolled
and unregulated cross-border pathways, and for higher
officials to be persuaded to look the other way. In short,
wherever a regulation is put in place that prevents the
monetary gains of a trader, methods will be sought to
obviate the superposed hurdles. Here the technologist
who makes the vaccines is an instrument in the process
whereby people may be led to behave in an unfitting
manner. There is, therefore, a need to reflect on these
issues and build into all societies a comprehensive respect
for law and order, coupled with a nationwide sense of social
fairness, particularly when the wealth of the community
is distributed.

Vaccine Costs and Benefits. For much of the past
350 years, commercial companies have been required
to provide products to the marketplace, and society's
judgment on the company has been via the acceptability
of the product at the price demanded. The function of the
company was to accumulate profits for its shareholders
and top managers (incentives), and society did not
interfere with the way the product was made, nor with
the product spectrum on offer. This ethic, too, is in need
of review. Vaccines are a clear benefit to the society as a
whole. However, there is a risk of vaccine-induced long-
term and severely debilitating damage [well recognized
for polio vaccines and less well established for any other
vaccine, cf. swin fever (inactivated influenza) vaccines
and Guillain-Barre syndrome], which is especially



poignant when incurred after the vaccination of a
3-month-old healthy infant. Under present conditions
the manufacturing company may be sued for damages
(both actual and punitive, if willful negligence is
proven). But is this the appropriate ethic? May not
the society, in accepting the benefit of widespread
vaccination, compensate those who suffer damage at a
level commensurate with the damage? In recent years
the United States has established a National Vaccine
Injury Compensation Program. Of course, were the
manufacturer culpably negligent in a procedural matter,
then compensation would also be due from that source.

Resulting from this liability situation, vaccine manu-
facturers are reluctant to venture into vaccine projects.
Also, as the cost of obtaining a product license is esti-
mated to be some $200-600 million, the implications for
the cost of a dose of vaccine is more driven by the cost of
the regulatory procedure than the production cost (which
rarely exceeds the cost of the bottle plus label). The ethical
issue here is whether the regulatory hurdle that has to
be overcome is really operating in society's best interests.
Nothing we eat or do is without the risk of incurring dam-
age. Vaccines are not different in that respect. Yet the
cost of obtaining a license to manufacture and distribute
implies that the price of the vaccine has to be many dollars
merely to recoup the costs involved. Does this mean that
the rich should pay a high price for a vaccine and thus
subsidize the provision of cheap vaccines to the poor? Or
is it the job of the elected representatives of the people to
act as purchaser on behalf of the poor and provide the vac-
cine manufacturer compensation through the tax system
or other fiscal dispensation?

The development and manufacture of vaccines for
diseases that afflict few people (orphan vaccines) are
not a commercial proposition unless communal support
is provided. Vaccines that lead to a decrease in the
need for over-the-counter or prescribed medicaments are
also unlikely to be made by commercial concerns. The
reluctance of pharmaceutical companies to produce a
vaccine for Helicobacter pylori, which would prevent the
recurrence of stomach ulcers and hence stomach cancers,
is evident from the research programs of those companies
that make antiulcer drugs. Research on vaccines that
would prevent the common cold (caused by a combination
of Rhinoviruses, Coronaviruses, and Adenoviruses) is
also conspicuous by its absence. But prophylaxis as an
approach to healthcare is also underfunded by the society
at large. Therapeutic research receives over ten times the
funding of prophylaxis, and this is particularly difficult
to understand when there are many inexpensive ways
of achieving prophylaxis, of which vaccination, which
affects the immune system, is but one. Other methods of
prevention focus on the protection of the immune system
to decrease the probability that it will be overwhelmed by
an endogenous or exogenous pathogen; such procedures
may be termed "fence vaccines" (35).

It is difficult to determine reliable cost-benefit
relationships. Such calculations tend to restrict their
scope to the monetary balances of what is paid out in
the production and use of a vaccine and what monies are
saved by decreased expenses at the doctor or hospital.

But the assessment of benefit has to be broader than
mere monetary considerations. When a child is able
to complete a school program without having to have
time off to combat an infectious disease, s/he is in an
advantageous position to benefit from having completed
the full educational program. In later life the sense that
one need not suffer from a debilitating disease may result
in feelings of optimism and confidence in the future. This
could lead to increases in personal investment and saving,
thus increasing social wealth and wellbeing, a situation
that could well lead to further health improvements.

Ethical Issues from the Decreased Death Rates Caused by
Vaccination. An ethical argument that is proscriptive of
the use of vaccines in the developing and less developed
world (containing 79% of the world's 6.1 billion people)
is that they will lead to an increase in an already
unsustainable population. This will have sequellae via
an increase in suffering from malnourishment, population
migrations, and war. However, recent figures published
by UNESCO refute these projections and show that the
average number of children born to a woman of the
developing world throughout the period of her fertility
has dropped from 6.06 to 3.75 between 1960 and 1994.
This would indicate that more, rather than fewer, vaccines
are required; and indeed vaccines protective against the
diarrhoeal and respiratory diseases (causing upward of
2 million deaths per annum) of childhood are in test in
the field, while candidate vaccines aimed at controlling
malaria (about 1 million deaths per annum) languish in
laboratory refrigerators. At present there is a campaign to
rid the world of polio. This is likely to succeed by the early
years of the next millennium, with the prospect of a similar
demise for measles to follow. In 1998 malaria was made
a target for worldwide healthcare by WHO. However, it
seems that the focus will be on the therapeutic side rather
than the prophylactic.

Population may not only be affected by a decrease of
infant mortality but also by an increase in the average age
of the community. As the level of communicable disease
wanes, people live longer and the society then has to adjust
its working conditions such that there are productive
positions for the older people to occupy. It clearly has to
become practicable to provide for protracted retirements;
so the emphasis on life-long learning, skill changing, job
flexibility, and part-time working will become the norms
of future social development (see the section on ethical
issues pertaining to the development and use of vaccines
protective against noninfectious diseases).

Using Vaccines as a Technical Fix is an Ethical Issue. Is
it appropriate to use a technical fix when an almost cost-
free change of behavior will achieve the same effect? Such
an ethical problem is thrown up by the willingness of
our communities to spend billions of dollars to provide
therapeutic and prophylactic agents to control the spread
and effects of the human immunodeficiency virus (HIV).
Yet this disease would be eliminated were people to engage
in safe, condom-protected, intercourse in their pre- or
extramarital sexual relationships, especially where the
prospective partners have not been thoroughly tested



for the presence of serum antibodies to the virus. This
provision also applies to the transmission of the virus
that cause hepatitis B, genital herpes, as well as the
cancers wrought by the Papilloma virus. As a corollary
to the practice of safe sex, it might also be expected that
gonorrheal infections would decline as would those caused
by Treponema syphilis and the yeast Candida.

Many of the food and water-borne diseases caused by
the bacteria of the Salmonella, Escherichia, Shigella,
Listeria, Campylobacter, and Vibrio groups would be
eliminated were drinking and washing water to be
prepared according to the highest standards prevalent
in most developed countries. However, the engineering
requirements to achieve this in the short term are
daunting. Whereas the prospects for the development of
orally deliverable vaccines which would provide protection
against the diseases caused by the above pathogenic
bacteria is a task which may be brought to a successful
conclusion within the next decade.

A further case where vaccines are used to preclude the
expenditure of monies is to protect people from the effects
of the diseases of propinquity; typhus and tuberculosis.
Both of these diseases flourish when people are housed
in crowded insanitary conditions. It may be that the
vaccination route is cost-effective in monetary terms but
this should not be used as a way of avoiding the social
improvements which would enhance the dignity of citizens
as well as improving their health.

It is also possible that the new vaccine protective
against Hepatitis A would be rendered superfluous were
travelers to wash their hands thoroughly and take more
care of their cleanliness.

Ethics of Testing Vaccines Abroad. We are presented
with a situation in which tests of vaccines in Developing
Countries can be effected at considerably less expense
than in a Developed Country. This has led to a series of
ethical issues which are exacerbated by the differences
in the cultures of the people who may be engaged in the
vaccine trials. For example, is it possible to obtain the
informed consent of a person who is illiterate and who
does not understand the implications of something like a
vaccine with which s/he is totally unfamiliar? A second
issue might be that the removal of blood or tissue for
sampling might be regarded as an attempt to capture the
spirit of the sampled individual. Additionally there may
be taboos about removal of blood via venipuncture and
in some cultures the insertion of needles into bodies may
have overtones not foreseen in Western cultures.

On removal of a sample containing cellular material
from the body of an individual (generally a tissue
responsible for a pathogenic effect) one obtains the
opportunity to work with a highly selected and unique
genome. Were the genes of that cell to be used to
make a pharmaceutical to particularly benefit people in
the Developed World what sort of compensation should
accrue to the source of the cell line from which the gene
was obtained? Current thinking by the Nuffield Ethics
Committee (a non-governmental organisation) would have
it that the cell provider has not contributed to the inventive
step in the drug or prophylactic development and therefore

is not to be compensated (36). However, if advantage is
taken of the uniqueness of the material derived from a
person of the Developing World then it would be churlish
not to recognize this through some financial contribution
to the individual and his/her community.

One might ask to what extent is a prophylactic trial
in the developing world relevant to the circumstances
prevalent in the developed world? Are the conditions
leading to infection and the challenge organisms relevant?
Are the people in whom the vaccine is tested likely to
respond in an immunologically equivalent manner when
the history of the exposure of their immune systems
to disease is dissimilar in many ways to a person of
the developed world? In the event that there is damage
to an individual as a result of exposure to vaccine in
trial, what are the levels of compensation and who pays?
And indeed, is it ethical that a person in the vaccine-
producing country should enjoy the benefits which have
been won at the expense of the risktaking of a person
in less privileged circumstances? It is clear that there is
not a legal requirement for compensation, unless such
a provision has been written into the contract with
the leaders of the people who will be engaged in the
experimentation. But, having exposed the test subjects
to unknown (although previous experiments in animals
would have given indications that the risks of vaccine
damage were vanishingly small, if not nonexistent), it
would not be unreasonable to make the final vaccine
available under favorable terms (free) to the population
that provided the test data.

Ethics, Vaccine Testing, and Placebos. In situations
where it is believed that an effective vaccine already exists,
it would not be an acceptable ethic to effect trials with
placebo controls that did not provide the best possible
protection. Similarly, it would be counterproductive to
use vaccines whose safety was an issue and where a
less damaging vaccine could be made available, albeit
at greater expense. In addition, there is the overriding
consideration that if nothing is attempted, then there
would be a known tally of deaths and disease and our
efforts to combat that embody a justification for effecting
vaccine experimentation.

Yet the strongest case for the use of a vaccine is
when it provides a significantly improved protection
against infection when compared with the inactive placebo
controls. But the people who are the controls do not know
whether or not they have been vaccinated and might, as
a result, increase their risky behavior, which could result
in disease. This ethical dilemma tends towards resolution
when the people effecting the trials compromise on the
clarity of the result they obtain in exchange for a way
of dealing with the unvaccinated (or inactive placebo)
controls that does not increase the risk of such individuals
becoming infected as a consequence of taking part in the
trials. For example, in a trial of a vaccine directed towards
protection against the onset of AIDS, it may be thought
ethical to treat the control group with a variety of HIV-
inhibiting drugs that is the most efficacious alternative
to the possible full protection afforded by the vaccine. In
recent (1998) deliberations on this issue in UNAIDS, an



interim conclusion is that when conducting AIDS vaccine
trials in developing countries, the tests should be placebo
controlled and the subjects be engaged following "informed
consent." Following the regular monitoring of the subjects,
those known to have become infected would be provided
with the highest level of treatment available in that
country. (It is recognized that this will not necessarily
involve the triple drug treatment available in developed
countries at a cost of about $15,000 per patient per
annum.) The use of placebo controls was justified in that
it will lead to an effective vaccine in less time than an
uncontrolled trial, and although there may be a cost in
human lives, that cost will be less than the cost of doing
less well-controlled trials over a longer period, during
which many more people would die as a result of natural
infection. Such trials would be effected as a collaborative
partnership between the trial proposer representatives of
the indigenous population under the persistent scrutiny of
local ethics committees.

In testing a vaccine designed to be protective against
the development of the AIDS condition (though it is not
necessary to protect against the infection by HIV, which
causes this condition), it is essential to provide to the
test subjects counselling about how to behave in sexual
situations. This would advise subjects to use condoms
in their sexual activities and to refrain from multiple
partnering and other profligate practices. Both the test
subjects and the placebo or comparison arms of the trial
are exposed to this counselling. Clearly, if the subjects
take notice of the admonitions, then neither they nor their
unvaccinated controls need become infected, a situation
that would not test the efficacy of the vaccine. To omit
the counselling would be regarded as callous and contrary
to the ethic that seeks to act beneficently to all patients
and subjects. How this can be related to effecting tests in
countries where the disease poses a serious risk of infection
and where the availability of counsellors is rare are still
controversial question, but it will lead to an increase in
the number of subjects incorporated into the trials as the
incidence of infection is likely to be severely lowered with
a concomitant decrease of the challenge to the vaccine.

Ethics, Vaccines, and the Transcendental. A definition
of the transcendental might be "that which is outside
the cause-and-effect system," where the latter relates
specifically to the interactions between those entities we
recognize as being made up of matter and/or energy. For
example, ghosts, fairies, trolls, spirits, angels, jinn, and
souls are described in such a way that they perform
their tasks with scant regard for the properties of matter
and energy. The same may be said of the panoply of
deities that have been posited as having creative and
control capabilities with regard to the workings of the
world and the affairs of humans. Nevertheless, such
considerations cannot be obviated when we review the
reactions of community members to the production and use
of vaccines, particularly when some of the most emphatic
proscriptive reactions emanate from the leadership of
recognized deistic religions.

In Kirkpatric's book on inoculation published in 1761,
there is the astonishing report of the abreaction of the

church to inoculation with treated material taken from
patients who were suffering from smallpox. This is because
there would be a small, but finite, possibility of dying
from inoculated material; so it could be alleged that
the individual, ostensibly seeking protection, was actually
seeking to commit suicide. This was sinful. Recently, in
1995 (37), there was a series of reports and letters in the
U.K. media about the activities of the Catholic church,
which was seeking to prevail on its disease-susceptible
female members to forego vaccination protective against
rubella, as the vaccine was prepared from the cells of an
aborted human fetus: Human abortion is contrary to the
teachings of that church.

On a more esoteric plane, it is possible to argue that,
through the use of vaccines, mankind has developed a
capability that may eventually rid the world of those
infectious microorganisms, which have been the bane
of our struggle to survive. This depletion in the deistic
armamentarium may be construed as seeking to deny
deities of one of their controlling effector systems; viz,
the threat of divine retribution through the causation of
plagues. Alternatively, it may be held with equal rectitude
that the deity ordained us to discover and use vaccines as
part of its (undisclosed) master plan. Consonant with this
latter controversy, there are those who assert that it is
unnatural to disturb the ways of nature and as vaccines
are a creation of mankind they are not natural and are
therefore to be condemned. Nevertheless, it can be argued
that, as vaccines exist in nature (however they got there),
they are natural, as has been argued in more detail in a
preceding section on ethical issues common to both animal
and plant cell technology.

Now that it is practicable to identify a defective gene
in an adult, child, or even embryo, techniques are in
development to repair, exchange, or inactivate that gene
specifically. These methods imply the existence of "genetic
vaccines." However, these self-same methods may be
used not just to correct defects but also to enhance
characteristics we may desire to accentuate.

As the word disease is defined as a state of being in
which one is not at ease, it is not difficult to use the word
to describe a situation where a person (or a parent) is not
at ease with their (or their child's) height, intelligence,
physical prowess, or color. This raises the ethical ques-
tion of the use of genetic vaccines to prevent the disease
resulting from such deeply held feelings. There is little
doubt that the remediation and/or prevention of situations
that cause physical pain is encouraged and applauded by
the society. The same cannot be asserted where the pain
may be psychological. Nevertheless, this latter pain is just
as actionable as the physical pain (indeed it is physical,
but of the activities of the brain as opposed to muscle).
So, not only would we relieve suffering, but we might also
achieve a human being who is more functionally capable of
making a more extensive contribution to society, a feature
not given to all pain-killing remedies. That such measures
might be construed as interfering with some transcenden-
tal plan cannot be denied, but the ethic of beneficence
might be applied to progress the use of these genetic vac-
cines in all their manifestations (see also the section on
ethical issues in the genetic enhancement of humans).



Ethics and Contraceptive Vaccines. Animal cells in
culture can be specifically engineered to overproduce
hormones, or antigens associated with the trophoblast,
whose introduction into an animal or human female
would result in the generation of a contraceptive state.
By selection of a suitable delivery system it should soon
be possible to achieve an orally deployable contraceptive,
based on one or two applications. Ethical considerations
will then be evoked to determine the way in which such
a powerful tool for population control might be used. This
would be an advance on the steroid hormone pills, which
need to be taken daily.

The deliberate contamination of drinking water sup-
plies with a contraceptive vaccine would act counter to
the autonomy principle of ethics and could be held to be
an affront to the dignity of humans in denying them con-
trol over their own fertility. Notwithstanding this clear
ruling, it is possible to conceive of conditions in which a
decrease in population levels is an urgent necessity and
the use of an orally delivered contraceptive vaccine might
be the only way of achieving that end without recourse to
widespread sterilization. As with any other tool, we have
to adopt an ethic that permits appropriate uses; what we
need to do ahead of time is to discuss and debate what
those circumstances might be.

On the basis of a majoritarian or acceptability ethic,
a population might openly decide to apply an orally
effective contraceptive to a drinking water supply. The
objective would be to decrease the overall fertility of
the society. However, it is clear that individuals who
are not part of the majority and who can afford bottled
water or untreated water may be able to obviate the
need to decrease population size. Alternatively, it may
be possible to remove the contraceptive by physical
or chemical means. This would provide people with
additional choices of whether or not they would wish to
limit the size of their families by using raw modified
water. Other ethical arguments may center upon the
adaptation of this practice to introduce into water supplies
materials that could, for example, modify the state of
an individual's mind, or shorten his/her life. So the
possibly acceptable use for contraceptive purposes may
be perverted to unacceptable and surreptitious uses by
unscrupulous individuals or groups. As in many such
cases, the construction and implementation of adequate
control and regulatory systems enables citizens to have
confidence in the materials they receive or acquire from
other agencies in the society.

Ethical Concerns when Making Vaccines to Protect Against
Putative Biological Warfare Agents. Measles, ebola, Lassa
fever, and influenza viruses have, among others, been
proposed as agents of human destruction in the context
of international and intranational conflict. Both smallpox
and measles have been implicated in the (advertent or
inadvertent) decimation of the indigenous populations of
the Americas during the colonization processes beginning
in the 1500s. Vaccines protective against these diseases,
therefore, become defensive devices that would have to be
surmounted by a would-be aggressor. Perhaps, of more
serious consequence, would be the engineering-out of the

epitopes (those parts of the virus structure that evoke a
response by the immune system; this could be as few as a
sequence of 6 amino acids or a smaller number of carbo-
hydrate monomers), which excite the immune system to
produce virus-neutralizing antibodies. When this occurs,
epitopes that heretofore were immunosuppressed become
immunodominant. However, if, as will be suggested in the
following, cross-protective vaccines are made that react
with the immunosubdominant epitopes, then it should be
possible to continue to make effective vaccines.

In addition to the manipulation of the epitopic profile
of a virus, developments occur in the methods for the
dissemination of the agents. While it is possible to conjure
scenarios of contaminated water supplies and recognize
that the air-handling systems of large buildings may
constitute a means of agent distribution, the mechanisms
for the protection of such seemingly open targets are
well in place already. For we do treat water supplies
with inactivants, and it is recognized that the circulation
of air within air conditioned buildings is fraught with
problems if people's natural illnesses are circulated by air-
handling equipment devoid of high-performance filtration
systems. To meet the contingencies of the distribution a
pathogenic virus, the stratagem of fence vaccination (35)
may be applied.

The cycle of measure/countermeasure, with which we
are familiar in the area of conventional and nuclear
weapons, has echoes in the area of biological warfare. That
we have a duty to defend the lives of our peoples is an ethi-
cal principle few would dispute. In the context of this arti-
cle, the pursuit of vaccines to existing and potential biolog-
ical warfare agents is not just a job done in response to real
or perceived threats, but it should become a mission whose
importance ranks so highly that it has to be included with
the strategic planning we have to undertake to survive. As
in other areas of defensive reaction, we might expect the
vaccine production techniques to be enhanced with regard
to both the ability rapidly to manufacture high-quality
immunogenic preparations and also with respect to the
design and engineering of those immunogens.

The immune system of animals responds primarily to
the most dominant of the epitopes presented to it by a
pathogenic virus. When such epitopes change, it is neces-
sary to make a new vaccine. As the immunodominance of
these epitopes is partly achieved through their position on
the outer extremities of the virus, it is clear that changes in
their molecular structure do not cause collateral changes
to the fundamental or basic virus structure. However,
when these dominant epitopes are removed or replaced
with anodyne substitutes, the immune system responds to
the otherwise immunosuppressed epitopes on other parts
of the virus whose integrity is vital to virus reproduction
and pathogenicity. These epitopes, by contrast, cannot be
readily changed; so vaccines that evoke antibodies or cyto-
toxic T-cells to the newly exposed epitopes continue to be
effective, whatever changes are made to the previously
immunodominant epitopes inhabiting the outer extrem-
ities of the virus. They thereby become cross-protective
vaccines, whose utility is considerably enhanced over the
conventional vaccines, which are produced by unmodified
viruses.



These abilities will have spinoff effects with regard
to our ability to produce vaccines protective against
the pathogenic biological agents that pose threats from
natural sources, such as influenza viruses whose type
changes require us to make immunogenically unique
vaccines on a year-by-year basis. We have also to take
note of the emergent infectious agents (ebola, hantavirus,
HIV) that have achieved a degree of notoriety in recent
years. Our ability to respond to such agents has been slow,
cumbersome, disorganized, and paltry in relation to the
importance of the testing situation these agents proffer.
Our ethics require that we improve on this performance.

Serious thinkers have also contemplated the possibility
of designing a biowarfare agent that can differentiate
between similar ethnic groups. From our knowledge of
genetically determined diseases and the way different
ethnic groups have a propensity for certain red blood
cell surface components (blood group antigens), it may be
possible to build an viral agent that uses such specific
structures for attachment and infection (38). Although
such ideas may, at this time, seem far-fetched, it becomes
more urgent to devote a higher proportion of social
resources to meeting the potentially highly damaging
prospect such possibilities embody.

Ethical Issues Pertaining to the Development and Use of
Vaccines Protective against Noninfectious Diseases. Cancers
and atherosclerotic conditions account for some 43% and
52% of years of life lost to females and males up to the age
65, respectively. During the past 10 or so years there have
been many indications that it will be possible to interfere
with, and possibly prevent, these diseases by modulating
the actions of the immune system. The vaccines, made from
genetically engineered animal cells and viruses grown in
culture, which will effect this redirection of the immune
system, will be instruments used to decrease the death
rates of people above the age of 35, where some 75% of the
total deaths are caused by such noninfectious conditions.
Other noninfectious diseases (Table 2) may also succumb
to this approach to prophylactic medicine. This will have
two major consequences for society. First, there will be
an increase in the number of people who will be available
for work, and second, we can expect an increase in the
number of people who have retired from their major field
of endeavor and who will be drawing on state (where
applicable) and private pensions. There could be additional
drains on social resources, for, as people live longer, they
would have more opportunities to obtain costly services
from healthcare organizations.

The changes that will ensue from the increase in the
numbers of people and the increased age to which people
might be expected to live are multifarious. Many alter-
ations to the way we behave might be expected, and such
behavioral changes will occur within the family as well as
within the broader society. Thus families may expect to
have elderly parents present for longer times, which will
mean that inheritances will not be passed on as quickly,
yet the older people may become a font of useful guidance
to younger generations, if, and only if, they keep up with
the technologies of the times. A further benefit of the pres-
ence of older but fitter parents (grand and great-grand) will

Table 2. Disease Targets

Cancer Diabetes mellitus
Lung Genetic diseases
Colon Huntingdon's chorea
Breast Cystic fibrosis
Liver Phenylketonuria
Melanoma Albinism
Stomach Mucopolysaccharidoses
Sarcomas Thalasaemia
Brain Tay-Sachs disease
Osteosarcoma Drug addiction

Atherosclerosis Alzheimer
Arthritis
Myasthenia gravis
Multiple sclerosis

be the provision of a reliable baby-sitting service, which
will enable the younger generations to face the world of
work with greater confidence and commitments.

Changes will be needed to capacitate the requirements
and the abilities of an increased number of older people
in our societies. The world of work may be extended,
so that after a retirement from a regular position an
individual may still wish to make a contribution to
society. We may need to rethink the kinds of activities
that may be best effected by trained individuals who
would value the work more for the pleasure it generates
than for either the exercise of power, or remuneration
at a level that would support the raising of children.
A new superstratum of goods and services would also
find economic viability. Entertainment, culture, travel,
gardening, house refurbishment, food, and sport/leisure
activities would need some additional special facilities
and could provide exciting opportunities for young and old
alike. Also, educational facilities (such as the University of
the Third Age, U3A, started in France), would be needed
that would not only cater for leisure learning, but would
be involved in retaining for a third age (50+) career.

A crucial and often neglected aspect of analyses of
the benefit side of increased life span is the change in a
person's attitude to him/herself and the rest of society. It
would not be unreasonable to expect that if a person knows
that s/he is likely to live longer, then such an individual is
more likely to think about investing for the future. There
is an optimism that is in contradistinction to the thoughts
engendered by the imminence and inevitability of a pre-
mature death. As more people will save and invest more,
economic activity, which is dependent on the availability
of investment monies, could flourish and a virtuous cycle
of saving, investment, and growth is promoted. However,
we have to return to the issues of increasing the size of
the population and the cost to the society of an increased
number of people drawing their pensions.

Recent data published in a UNICEF report for 1996 (39)
indicate that the number of children born to a woman
throughout the period of her fertility has dropped between
the years 1960 and 1994, in the developed world from 2.8
to 1.7 and in the developing world, comprising some 79% of
the world's population, from 6.06 to 3.75. Additional efforts
to decrease these rates even further is under intensive



examination, and the development of immunoactive oral
contraceptives may give a boost to population control in the
decades ahead (see the section on ethics and contraceptive
vaccines), so much so, that it is likely that the world's
population could well top out at some 7+ billion people
by the middle of the next century and then drop, through
natural causes, in subsequent years. In this light, it is
not envisaged that an increase in the number of older
people will be of major significance in relation to the total
world's population, but it may be that the proportion of
older people could produce some difficulties.

Perhaps the most pervasive argument about the
promotion of a society of people who are getting older
is that the state (that is, the people as a collective) will
have to pay out large amounts of money for healthcare
services and/or as pensions. This could be such a drain on
resources that there would not be funds available for other
socially necessary expenditures for education, housing,
etc. This, too, may be an unfounded reservation. We have
already seen major increases in life expectancy within
the past 100 years. For example, the life expectancy of
a person born in the United States in the year 1900
was 47 years; a person born in the year 2000 might be
expected to live to about 75. So an increase in life span
has not brought about a social disaster; the contrary is
the case. Additionally, during the years when people work
to acquire the necessary monies to bring up and educate
their children, they also put away money in insurance
schemes to pay for their healthcare and pensions; such
expenditures normally become due later in a person's
life. This money is invested and so serves the society as
funds that can grow and contribute to the future wealth
of the society. It should be noted that the payment of
pensions and healthcare monies serves as an incentive for
younger people to join such insurance schemes and make
investments in their, and the society's, future wellbeing.
Again this is a virtuous cycle. People who save, and whose
savings are deployed to create additional wealth for the
society, are making a commitment to a future world. So, as
the state withdraws from the payments of pensions, and
leaves it to the private sector to draw up the necessary
insurance schemes, which are constructed in such a way
that the insurance companies are likely to return a profit to
their investors, we can anticipate that the cost of keeping
people provided with pension funds is unlikely be a serious
drain on the resources of the society.

In conclusion, it would seem that a decrease in the
number of deaths due to cancer, atherosclerosis, and
other noninfectious diseases is not likely to cause a major
increase in the costs of running a society. Rather the addi-
tional contribution from these older and wiser people is
likely to enrich the society and make serious contributions
to the benefit side of the cost-benefit analysis.

ETHICS AND MONOCLONAL ANTIBODIES

Monoclonal antibodies are monomolecular antibody prepa-
rations made from a selected clone of antibody-secreting
animal cells. They are used as components of diag-
nostic kits, for preparative processes based on affinity
chromatography methods, for the delineation of cancerous

tissue, and/or for the attack of such tissue by bifunc-
tional reagents; they may even be used for their enzymatic
properties (abzymes). Few ethical issues pertain to these
reagents though the intellectual property disputes in the
early days of their use were not insignificant. Otherwise,
as these antibodies may be used as hormones, in that they
can be targeted to hormone receptor molecules, issues that
pertain to hormones can be raised for these antibodies (see
the section on ethics and hormones).

There are, however, issues of an ethical nature,
which are raised with regard to diagnosis. Although this
may be more acute in those cases where inheritable,
genetic defects are found and that normally would be
expected to ensue from the determination of the sequence
of bases in the human genome or modifications to
chromosome structure or number, the use of monoclonal
antibodies in a diagnostic mode may also provide ethical
conundrums for those who are involved. The detection of
a-fetoprotein in either amniotic fluids or maternal serum
can be achieved through the use of specifically reactive
monoclonal antibodies. A positive reaction in this test
may indicate that the neural tube of the fetus remains
unsealed and that a baby could be born that would suffer
from Down's syndrome.

The ethical question posed by such a diagnosis is: What
action should one take? It may be possible to take the
fetus to full term, in which case either the family would
take care of the sick baby or alternatively the baby might
be lodged in a social institution where the society would
look after the diseased child. In both of these cases a
considerable cost would be elicited either in terms of the
decreased amount of time the parents could devolve to
other children (or their procreation) or in the increased use
of social resources. The alternative course of action, which
is to procure an abortion, may be contrary to a religiously
based ethic. In practice, in most countries, where such
information is available, many people elect not to carry
the fetus to full term. In some such cases there may
result some psychological damage, which, in time, often
heals. However, in the 1990s, there is little evidence of
wisespread distress, even though some 200,000+ abortions
occur in the UK per annum, out of some 5 million abortions
annually, worldwide.

A corollary to the discovery of a propensity for a genet-
ically inherited disease is that this knowledge of a future
likelihood provides an individual with an unfair advantage
when negotiating a premium for, say, a life-insurance pol-
icy. It also may be used to the disadvantage of others when
accepting certain employments or when entering con-
tractual situations. Legislative assemblies are currently
engaged in devising laws to meet this type of contingency.
Whatever the outcome of such deliberations, there are eth-
ical issues that need to be addressed. One such provision
is that one deals fairly with other members of the com-
munity. In presenting one's situation, it is incumbent on
individuals to provide, without intentional deception, all
relevant information. As we move into a data-dominated
era, decisions about whether or not to acquire informa-
tion about one's genetic make up become more pressing;
in some cases it is not clear that the acquisition of such
details is to the advantage of the possessor.
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ETHICS AND THE USE OF VIRUSES TO MODIFY HUMAN
AND ANIMAL GENOMES

Animal cells in culture can be used to produce the vaccinia,
herpes, and adenoviruses that are commonly used to
attempt to introduce exogenous genes into the human
genome. As the adenovirus targets the lung and the
disease cystic fibrosis results from the genetically caused
formation of an abnormal mucin, it is logical to use this
vector to infect lung cells with an adenovirus virus that
has been engineered to carry the gene for normal mucin
production. To date, attempts at this kind of viral therapy
have only been partially successful, in that relief has
been obtained for a limited period amounting to several
months. Nevertheless, such efforts do mark the way we
may achieve progress.

Most regulatory authorities and legislative assemblies
condone the use of such vectors to achieve the genetic
modification of the somatic cells of humans for therapeutic
purposes but do not sanction the modification of the
gametic cells (spermatozoa and ova). The ethical position
taken is that we may help a diseased individual, but we
may not develop the techniques necessary to modify, in an
inheritable way, the human species. While it is necessary
to point out that we lack the basic knowledge to enable us
to achieve human gametic genetic modification in a safe
and beneficial way, it is also useful to note that if we do not
attempt to accomplish such a goal, we are unlikely ever
to be successful. (The production of genetically engineered
strains of mice and other animals is a growing commercial
activity; here the carrier of the transgene is applied to the
embryo and as most of the embryonic cells are infected, the
transgene becomes incorporated into the cells that make
the gametes. It would seem that this technique could
be applicable to humans. However, it may be necessary
to have knowledge of the nature of the embryo before
embarking on a transformation that may not have been
necessary.) There are over 5,000 genetically inherited
diseases, each caused by single different deleterious
mutation. It would seem worthwhile, therefore, to work
towards the elimination of such impediments from the
families so stricken, once and for all.

A similar case may be made for the re-engineering of
humans to be able to resist all known pathogens without
going through the process of vaccination. It is conceivable
that this may be accomplished by the addition to the
human genome of genes coding for the antibodies and
chemicals that evoke those T-cell responses that would
have been induced as a result of the inoculation of an
exogenous immunogen. This procedure can also be applied
to animals, which would obviate difficult and expensive
vaccination campaigns. Again such modifications might be
most advantageously introduced into the germ line. Were
this to cause the eventual elimination of the pathogenic
organism (qua smallpox), then humans could applaud this
decrease in the risk of pathogenic infections. However,
this would also represent a decrease in the amount of
biodiversity, which would be regarded by some as a loss.
A way a round the latter position would be to determine
the full sequence of the bases of the genes of the pathogen,
such that, were the revival of that organism regarded as

worthwhile, its genes could be synthesised de novo (from
the electronic or paper copy stored formula), and following
an infection process, the previously extinct pathogen could
be made to re-emerge.

The present-day legislative block on human gametic
genetic engineering may be more directed at the
prevention of the deliberate production of humans with
exceptional abilities. We must note, however, that from
some 750 to 1,500 random gene mutations and gene
incorporations, eliminations, and transpositions, etc., the
human species has emerged from its chimpanzee or
bonobo-like condition over a period of 4 -8 million years.
It would, therefore, be likely that an equivalent transition
would occur naturally in the next 4 -8 million years. But,
having acquired the ability deliberately to modify the
genes in the human genome, we might expect such changes
to occur over a considerably shortened time period of, say,
hundreds of years as opposed to millions (see also the
section on ethical issues in the genetic enhancement of
humans). As we do not know for certain in what directions
we should move with regard to such changes, it would
be prudent and pragmatic to move, in small steps, in
many directions at the same time, and, having evaluated
the consequences, determine a general bearing for further
investigation. It may be that in this process, individuals
would arise who would be disadvantaged as a result of the
implementation of the gene modification program. Such
people would need to be treated with compassion and
care so that their dignity was not impugned and their
contribution to the progress of humanity was recognized
and rewarded.

ETHICS AND HORMONE TREATMENTS

A wide range of hormones can be made from animal
cells in culture. These include growth hormone, erythro-
poietin, insulin, follicle stimulating hormone, leutenizing
hormone, somatostatin, prolactin, nerve cell growth hor-
mone (NCGH), and others. These substances can control
the nature of the animals into which they are injected.
Additionally, it is possible to use the genes that code
for these hormones, when incorporated into a viral vec-
tor, as a means of generating transfected animals and
humans that permanently secrete larger amounts of the
hormone than normal. This may lead to larger animals,
or cows with increased milk yields, or animals deliber-
ately rendered sterile. A consequence of effecting such
changes is that the economics of particular industries may
be affected, with the displacement of groups of farmers
(for example) from the workforce. There is also a series
of concerns based on the production of unusual animals.
However, the latter eventualities may be likened to the
selective breeding programs that have been used for dogs,
camels, turkeys, or horses, whereby breeds have emerged
that are incapable of survival except through the offices
of human carers. As each development is novel, it may be
most appropriate to deal with the issues that arise on a
case-by-case basis.

Many hormone treatments deal with attempts to
ameliorate disease situations. Others relate to efforts
to enhance the nature of humans and may only be
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considered as disease alleviators were psychological
discomfort to be considered a disease. Ethically, it is
generally acceptable to treat physical disease by the
most appropriate means. However, society generally
has mixed feelings about the use of psychoactive
treatments (with the notable exceptions of nicotine,
alcohol, barbiturates, Prozac, Vallium, etc.). Similar
proscriptions apply to those who wish to enhance
aspects of their body or performance. This latter
subject is dealt with in greater detail in the next
section.

Hormone Applications to Enhance Human Performance.
One case that has generated considerable media attention
recently has been the use of growth hormone and/or ery-
thropoietin by athletes and others engaged in sport (40).
It surfaced in the recent (1998) Tour de France, when
members of several of the leading teams were arrested
and their living quarters searched for these materials.
But attempts to enhance the performance of athletes
through hormone treatements is a feature of the com-
petitive events of the past 50 years. In particular, some
former East German sports trainers were alleged to
have dosed their young athletes with body-enhancing
drugs without having gained the prior informed consent
of the youngsters. Many of the so-treated contestants,
who have survived into the present world, have spoken
of their experiences and provide living evidence of the
potential for damage that can be caused by the uncon-
trolled use of such materials. It is also thought that
Flo-Jo (Florence Griffith- Joyner), an American female run-
ner who holds the current world records for the 100
and 200 m, sprints took advantage of body-enhancing
drugs; she died from heart seizure in 1998 at the age
of 38 (41).

There are two ethical considerations. On the one
hand, if the laws or regulations governing the conduct of
participants in the sport specifically delineate the nonuse
of "prowess enhancers," then clearly people who use the
newly available hormones are in breach of these rules
and can be banned from the competition. However, as
the two hormones delineated are normal components
of the body, it is difficult to effect a blood test and
then conclude that the individual has been in receipt
of enhancing hormonal treatments. (The erythropoietin is
most advantageously administered some 6 weeks before
the competition and is only detectable in the blood for
a few days after injection.) There are two responses to
this contingency. The one requires the manufacturer of
the hormone to adulterate the material with a detectable
component to act as a marker, while the other examines
the level of red blood cells in the athlete, and were
there to be over 50% above a recognized norm, then it
would be concluded that enhancers had been used and
the athlete would be disqualified. That athletes carefully
control their diet and include in their food intake many
additives of a vitamin, amino acid, or lipidic nature is
well known. Thus it is difficult to draw a line between
the added hormone and these special food supplements,
particularly if techniques of oral administration of the
hormones become commonplace.

On the other hand, the rules may be altered to allow
the use of enhancers. This generates another series of
ethical questions. Would it be permissible for athletes
to use enhancers (hormones) to the point that would
either put them at risk of damaging themselves while
competing or in the aftermath of the competition? As our
knowledge of the likely consequences of enhancement are
relatively sparse, would we be justified in doing these
experiments on, albeit willing, individuals in search of
riches and glory? Would richer athletes be allowed to
express their financial advantage through the purchase
of the most expensive enhancers applied by qualified
personnel under strict supervision? Do we want to
observe a competition based on the relative abilities
of those who are engineering the enhancement of the
athlete? Should the athlete then become an agent of
the enhancement system, and should not the enhancers
share in the prize, etc.? Would it be sensible to run
a two-tier sport system, where one goes all out for a
maximized performance while the other is based on what
the trained human body can achieve in the absence of
added non-nutrient chemical or biochemicals? It may be
that the genie of enhancement is out of the box: How
we exploit the potential of such agents in sport has yet
to be decided, but it is not unlikely that our curiosity of
the potential of such materials will override our ethical
concerns, and we may be able carefully to explore the new
envelope of human ability that is unlocked through such
facilities.

Hormonal enhancement of the growth of children
who are suffering from "dwarfism" is now a generally
acceptable way of providing therapy to such individuals.
It is also used, more questionably, by parents who believe
their children to be too small. But it is clear that were we
to use other hormones, for example, nerve cell growth
factor (NCGF), to extend the size of the brain, then
further ethical questions are in order. It is well known
that the size of a brain per se does not necessarily provide
for greater intelligence. However, the increase in brain
size as we moved from the apes to the humans from,
say, 500 to 1,500 ml is associated with an intelligence
enhancement. Assuming that we could achieve a further
extension to the intelligence of an individual by the
application, from birth, of NCGH, then the ethical issues
we would have to consider would seek to delineate how
we might proceed. Would the application of this type of
hormone lead to incurable immediate or latent injuries,
and how might such disadvantaged people be treated?
Who should receive such brain extension treatments?
How might we educate or deploy these people? How
many people should be treated? Would this create an
elite, and would this elite seek to be self-limiting and
perpetuating? How might the socialization of these people
be achieved? Are there any political/geopolitical issues
that need to be addressed? What effect would it have
on ethnic and racial matters? Would such people have
a special status and be differentiated from those not so
treated? Would the pronouncements of these individuals
be listened to with greater belief, and what would be
the consequences of such attention? We do not have a
body of understanding that would enable us to answer



these questions. Nor do we have theories that can reliably
predict the outcome of such experiments. Adopting a trial
and error approach will lead to mistakes but will also
provide insights as to how to proceed to maximize the
benefits.

Our societies are quite clear on what they regard as
desirable. It is not only the monetary value and incomes of
sports people, stars of the stage and screen, and purveyors
of popular music that can provide the clues as to the
way society values particular personal properties, but
there are equivalent rewards for shrewdness in business,
artistic flair, and ruthless determination. Other attributes,
such as height, strength, mental ability, hair/eye/skin
color, and symmetry may be taken as elements in the
construction of an individual who can excel in these or
other denoted areas. The question that falls from these
considerations is whether we would wish to produce
more people with attributes of higher value as depicted
previously? Another way of phrasing this question is to
ask whether we would wish to construct our mating
(status) hierarchies on the basis of the parameters
delineated? How we proceed in this matter will depend
upon the establishment of the necessary control systems
and upon the careful, sensitive, and open way by which we
engage in society-wide experimentation with alternative
forms of using the techniques which have been made
available to us via the production of animal cells in
culture.

Ethical Issues in the Genetic Enhancement of Humans.
Humans may be enhanced as a result of incorporating new
genes into their chromosomes. These would be delivered
by viruses that integrate some or all of their genomes in
the cellular organelles. When the viruses are genetically
engineered to contain genes coding for human hormones,
we might expect similar effects as the repetitive addition
of hormones by mouth or injection. The ethical issues
raised by these procedures are dealt with in the section on
ethics and human hormone treatments. In what follows
the focus will be on the essential inheritability of the newly
incorporated genes.

In modifying the human genome in a directed way and
with genes whose expression products will have major
influences on the nature of the human form and its
capabilities, we must pause and consider the implications.
There is the prospect of creating the equivalent of
a new race of individuals who might have properties
that would lead to their dominance over the present
species of humans. Should such an operation get out
of control, then the disaster scenarios of a subset of
the futurists may become realized. There is little doubt
that the Neanderthals were superseded by the Homo
sapiens group. Whether this was a painful transition is
unknown, but judging from the totality of the event,
it may be that in the competition between the two
species, the successful one completely eliminated those
who were less well endowed. Would this process be
repeated in a future species takeover? May we develop
the ethical guidelines that would enable us to proceed
with a deliberately engineered species replacement, not
through the process of physical annihilation, but by

a process based on benign, phased, and compliant
replacement? Alternatively, could we build into the new
species of Homo that we make features that require it
to form a symbiotic union with the existing species of
Homo? But it is clear that if we do not think such
events through ahead of time, we are more likely to
be taken by surprise, and under such circumstances
we may not make decisions that would enable a pacific
outcome.

ETHICS AND ENZYMES

Using animal cell cultures to produce enzymes such as
tissue-plasminogen activator, blood clotting factor VIII,
or DNAase may seem to be unburdened with ethi-
cal problems; the three enzymes are therapeutically
active and useful. However, there are issues that relate
to the most cost-effective treatment of blood clots in
heart attacks, where substances such as aspirin and
the relatively inexpensive bacterial product asparagi-
nase may also be efficacious. A new suite of over 40
immunomodulatory proteins/glycoproteins has been dis-
covered in the past 20 years. Manipulation of the com-
position and concentration of these chemicals can be
used to improve the immune response to vaccines, infec-
tions, cancers, and autoimmune diseases such as the
rheumatic disorders. Again the main ethical issue that
emerges is the affordability and availability of these
materials.

While present techniques focus on the development
in drug form of the enzyme therapeutics made by
animal cells in culture, it should be possible in the
future to provide the same therapy via the use of an
infecting virus, which was furnished with the controllable
expression gene coding for the therapeutic enzyme protein.
It should be noted that repetitive drug treatments are
expensive, while one-off infections are much less costly
(once the expenditures of obtaining a licence to produce
and market the product have been covered; see the section
on regulatory processes).

Ethical Tests Using Animal Cell Cultures to Replace
Animals. Millions of rats, mice, rabbits, guinea pigs, and,
to a much lesser extent, cats, dogs, and monkeys, are
used annually in toxicity tests and efficacy tests for a
variety of drugs, vaccines, and foods. In a few such cases
the relationship between the toxicity to the animal and
the human has been determined, but in many other
cases this relationship remains obscure. These tests are
time consuming, use expensive facilities, yield results
with large variances, and in the final analysis may or
may not be relevant. As techniques for the growth of
animal cells in culture have developed, it has become
possible to produce cell lines that retain many of the
differentiated characteristics of the original tissues. Such
cell cultures, derived from different organs and a wide
variety of animals, may be used to determine the toxicity
and, in some cases, the efficacy of food, drugs, and
vaccines. In so far as it is possible to store and aliquot
the cells made in the cultures, it becomes practicable to
effect repeat tests and with multiples of samples in a



rapid and reproducible manner. Statistically significant
results, therefore, become more likely. However, it is
not always clear that observations on cells in culture
reflect the effects of the material under test in the
target animal: the human. It is possible to obtain
correlations between the effects of a substance on any
of the animal models and the effects of the same substance
in a cell culture alternative system. Although this in
itself requires the extensive use of animals, it may be
condoned, as the intention is eventually to omit the
animal test and proceed solely with the cell culture
equivalent.

The wholesale slaughter of millions of small mammals
in the search for the protection of humans from the
toxic effects of biopharmaceuticals and foods is an
activity that is unlikely to be completely eliminated.
Although the relationship between these tests and
effects on humans is limited and sometimes misleading
(penicillin is toxic to cats but does not affect humans at
doses that eliminate sensitive bacteria), they determine
whether of not permission is granted to try materials
on humans. Through the establishment of the necessary
correlations with changes in appearance, metabolism,
surface adhesiveness, response to selective stains, or other
observable parameters, it should become possible, and
would be more acceptable, were animal cell cultures to
be used in place of the animal tests. Nevertheless, as
part of the regulatory procedures, a cautious pragmatic
approach is adopted whenever new materials are applied
to, or provided for, humans.

Ethical Aspects of Producing Agents Others Might Consider
Valuable in Biological Warfare. Viruses have been used
as agents of war or genocide. Whereas the historical
sources of such viruses were once diseased humans
or cadavers, modern technology can produce copious
quantities of potentially lethal viruses from animal cells
in culture. While these agents would be useless when
applied to a vaccine-protected population, in the absence
of such prophylaxis untold damage could result. Also,
through the use of genetic engineering techniques, new
viruses may be deliberately constructed whose pathogenic
properties may be both predictable and enhanced when
compared with viruses that can be isolated from diseased
individuals.

Not only may the pathogenicity of such agents be
extended, but the hardiness of the organisms may be
sufficiently enhanced to enable the distribution of the
agent to be achieved under physical and environmental
conditions that would normally be lethal to that pathogenic
virus. Thus viruses that are stable to desiccation,
high temperatures, the sun's ultraviolet radiation, and
extremes of pH, might be engineered.

Biological warfare conventions, which forbid the
production and use of biological agents or their derivatives
in any conflict situation, do not prohibit the production
of agents or vaccines that would be protective against
putative biological warfare agents. However, this results
in a conundrum. To produce an agent to be a prophylatic
against a potential viral pathogen, one would have
to have produced the pathogen ahead of time. This

latter entity would be a biological warfare agent, but
produced with the specific intent of generating its vaccinal
antidote. Therefore, the determination of the intent of
the pathogen producer is crucial to the ethicality of
the productive activity. It is the objective of current
thinking by those who are negotiating the treaties that
are focused on the prevention of biological warfare to
define conditions under which such research may or may
not take place.

The determination of the intentions of a nation state,
or the secretive leader thereof, is held to be ascertainable
through both direct and indirect methods. The former
would consist of the right to unannounced inspection of
any facility that was thought to harbor a virus production
operation that was not oriented to vaccine or therapeutic
applications. This approach suffers from the disadvantage
that industrial ventures do not like people surveying,
and asking questions about, what they hold to be their
commercially valuable secrets. Indirect methods would
have to rely on the observation of the flow of funds,
the ordering of relevant equipment, the training and
movements of people who were thought capable of a
virus production operation and a careful monitoring
of the information flow to and from potentially active
institutions. As it is difficult to detect the production
of biological weapons at a distance, it is necessary to
acquire information from the people actively engaged in
their production. Such reports might be acquired were
attractive rewards and informant protection programs
made available. Another suggestion is for all those
trained as microbiologists of fermentation technologist
to be required to swear an oath committing them to use
their knowledge and skill to protect and preserve human
life (42).

While it is possible to set out ethical guidelines for
behavior in regard to the production of viruses of increased
utility in a war situation, it would also be ethically
justified to set about rapidly acquiring the abilities
to develop the necessary vaccines that would protect
against any such agent. Although this may seem like
an impossible task, particularly as we bear in mind the
hypervariability of the HIV or influenza virus, there are
yet many indications that we can make effective vaccines
to the immunosubdominant epitopes, which are much
less variable that the immunodominant epitopes that
have commanded our attention until this time. Were this
possible, then through the production of a relatively few
vaccines we would be able to protect against a wide range
of viruses, irrespective of the particular composition or
configuration of their principal point of interaction with
the immune system.

In demanding the development of radically new types
of vaccines to counter potential threats of hostile virus
use, it is possible to produce agents that can protect
human populations against the infectious and pathogenic
organisms that occur in nature. In this way we may
be able better to protect ourselves as a species against
viral attack. So the threat of biological warfare, waged
with pathogenic viruses, is not wholly without ethically
redeeming features. But these benefits will most positively
accrue only if the threat of biological war is not activated.



ETHICAL ISSUES CONTINGENT ON IN VITRO
FERTILIZATION

Since 1978, when Steptoe, and Edwards demonstrated
that it was possible to obtain the fertilization of a human
ovum by spermatozoa in a Petri dish, the applications and
developments of this new technique have been manifold.
To collect the maximum number of mature ova from
females, hormone treatments are used, and to increase
the success (up from 5 to 20%) of the technique a number
(a maximum of 5 in the U.S.) of viable embryos are
implanted into either the hormonally prepared womb of
the ova provider or a willing surrogate mother. A recent
variant (which obviates the defective mitochondrial genes
of one of the mothers) involved the use of two ova from
different females, where the nucleus was taken from one
ovum and inserted into the anucleated ovum from the
second female. This hybrid was fertilized by spermatozoa
in the normal way. This results in an embryo with three
genetic parents. Consequent on the use of these techniques
we have situations in which a woman may have her
ova fertilized by the spermatozoa of a dead man, who
may or may not have been willing to procreate. A new
technique enables the spermatozoa-generating cells of
a healthy male to be transplanted into a male whose
testicular tissues have been damaged due, for example, to
an irradiation treatment to cure cancer. Also the viable
embryos of such procedures may be cryopreserved for
5-10 years or more. During this time the parties to
the production of the embryo may have separated or
their circumstances may have changed such that their
need for the embryo has ceased; on occasion the putative
parents have disappeared. Under these eventualities, the
laboratory effecting the fertilization may either use the
embryo for limited research or it is destroyed. While it
has been common practice with animals to separate the
cells of a growing embryo and create from each cell a
new embryo, the same technology may be used to create
clones of humans. The times when such embryos may be
implanted could lead to the birth of identical brothers
or sisters over an extended period. By manipulating the
sperm, it is possible to enhance the production of male or
female embryos, or alternatively, it is relatively simple to
examine the sex of the embryo and discard those embryos
that are not of the desired sex. A further motive for this
method of conception is the production of a child at a time
in a woman's career after she has reached her highest level
of professional development and has also moved into the
menopause. These techniques have been most helpful in
providing for otherwise infertile couples the children they
have desperately sought.

The cell culture techniques outlined have led to a
number of changes in behavior and thereby a new series of
ethical questions. To what extent is the genetic provenance
of an embryo a factor in the birthing and raising of
children? How may surrogate mothers be prepared for
their ordeal and reimbursed for their pains? What is
the effect of establishing a market in unfertilized ova?
May spermatozoa from one individual be sought after
and used repeatedly? (There are reports of one doctor
surreptitiously siring over 60 embryos with his own

sperm before he was called to task.) What is the ethical
position on a woman's desire to produce a child with
the spermatozoa of a notable or famous person? Are
"designer" babies, if permissible, desirable? Is it justified to
require the hormonally enhanced increase in the frequency
of ovulation and the procedure of ova extraction to be
undertaken by females who do not wish to have children
themselves but are prepared to provide ova to others? How
will the ability to select the sex of a child reflect on social
and family developments? What will the parent-child
relationship be like were the parenting to take place
much later in the life of the parents? How would single
parenting or the parenting of children by people who
are not heterosexual affect the profile of individuals in
the society? Would it be ethical deliberately to seek the
production of clones? (see the section on ethical issues
raised by the possibilities of cloning humans). What are
the implications for the fostering and adoption of children
as the number of suitable homes for these youngsters
decreases? What is it prudent to tell children of such
origins about their parents?

There is great sympathy for the childless couple
who have tried every available means to procreate and
who have failed. This extends to the mature, and now
infertile, parents who have lost only children in perilous
circumstances or through disease. From the wide suite
of options available, it is now possible to provide these
individuals with the offspring they seek. Nevertheless, the
questions posed apply as much to a future world as the
present. We do not know how the manifestations of the
new in vitro tools to provide fertility and an enhanced
degree of control of the nature of the children created
will affect our future collective well-being. Although we
do have some experience of attempting to change the
sex ratio using infanticide as the method, and many of
the questions raised in the preceding paragraph have
been tested in the courts of some countries, the new
laboratory techniques provide a novel departure from
traditional practices, which could lead the accentuation of
such otherwise rare occurrences. Under these conditions
we can only proceed by a process of trial and error, unless
we adopt a more stringent set of ethics that does not
permit such "tinkering" with the lives of humans. To
delimit procreation to primeval coital techniques restricts
human development. As has been the case in the past, we
may gain more from grappling with the challenge of the
new, not by its elimination, but by seeking ways whereby
it may be beneficially exploited.

ETHICAL ISSUES RAISED BY THE POSSIBILITIES OF
CLONING HUMANS

The techniques pioneered by Wilmut and others (32,33),
which have led to the development of the cloning of
mammals by the use of nuclear transfer, may be considered
as providing engineers and scientists with a new tool.
Whenever a fresh tool appears on the horizon, people
express concern over the possible uses to which it might
be applied. They are well aware that when the capability
of amplifying the actions of humans through the use of



implements becomes practicable, there is a corresponding
increase in the capability to perform both beneficial and
harmful acts. A hammer may be used to curtail life (43),
just as it can be used to embed nails; a pen may be used
to flatter or defame; fire may sterilize food, harden spear
points, bake clay vessels for cooking and storage, and keep
predators at bay, and rustle prey to a lethal ambush while
causing death by burning.

Taking a historical perspective, it is clear that many
tools that have come to be esteemed and highly valued
have had periods in their relationship with humankind
where they were regarded as dangerous and reviled.
Humans are the only animals to use fire deliberately.
One can imagine that the first fire users often died as
a result of the infections resulting from burn wounds.
Nevertheless, persistent application to the techniques
whereby the fire might be tamed and used with confidence
must have taken a considerable time. During this learning
period, the early humans would have developed rules (or
guidelines for behavior; viz. ethics), the use of language
would have become more valuable, and the education of
novices would become a necessity. Once mastery over the
fire-tool had become the norm, the wide diversity of its uses
could be explored. The same procedures might have been
applied to the development of explosives, the techniques
of mining, travel by boat or air. What these histories
have in common is that when presented with potentially
dangerous tools, humans have been able to suppress the
disadvantageous aspects and enhance the advantages.
Although such procedures may have presented difficulties
ab initio, through a trial and error approach, a suite of
rules with the corresponding controls was derived. This
enabled those experienced in the art of the new tool use to
proceed to glean the benefits and also to teach succeeding
generations the secrets and mysteries of the properties of
the new tools.

Tools, therefore, are powerful adjuncts for the human
condition. It is good that we are wary of the prospective
uses of new tools. This is particularly germane when we
consider the potential uses of genetic engineering and
cloning. The cloning tool is viewed with some alarm. Are
we to permit the cloning of individuals because people
want to avail themselves of the "right to reproduce"? (U.N.
Declaration of Human Rights:... Art. 3 "Everyone has the
right to life ..." and at Art. 16, "Men and women of a full
age ... have the right to marry and found a family ...").
And, on a priori grounds, cloning, for the establishment
of a family that cannot otherwise be formed, cannot be
excluded either. However, the cloning tool may also be
used for eugenic ends, which some people would find
objectionable.

The application of cloning techniques to achieve eugenic
ends is one of the greater fears of those who have been
impressed by the failed efforts in human eugenics, which
have peppered the historical canvas of the past 1000 years
or more. Societies have sought their betterment by limiting
the reproductive abilities of those members who are
sick, incapable of looking after themselves, or mentally
deficient. Other positive eugenic campaigns have sought
to increase the chances of the more "desirable" members
of society establishing the next generation. Sometimes

the society is stratified through a caste system; other
times a monetary gradation in used; a further way is
to define an aristocracy or power-based subset of the
society to further the breeding ambitions of those who
seek to improve the quality of the societal "blood stock."
In the recent past we have witnessed attempts to deny
the reproductive activities of selected individuals in the
United States, Sweden, and Nazi Germany (44-46), while
today we observe similar efforts at social control in China.
These policies are contrary to many ethical guidelines.
The need for fairness, the proscription of discrimination,
the denial of the basic rights to set up a family and
reproduce, and the removal of personal autonomy are all
ethical norms that often have counterparts in documents
outlining human rights. However, contrary rulings may
be obtained from consensus ethics or from communitarian
or survivalistic teachings. One possible way ahead is not
to eliminate eugenic thinking altogether, but to consider
ways in which one might proceed, while protecting the
dignity and sense of self-worth of anybody affected by
the activity. This matter has not been resolved, but will
need great care were it progressed, as it readily excites
memories of previous disasters and human suffering on
unprecedented scales.

But it is clear that the use of tools whose development
lies in the future cannot be evaluated with regard to
benefits and harms accrued. Rather we must seek to use
the guidelines afforded by our ethical systems to answer
the question as to what rules we can apply to the future
tools to maximize the benefit and minimize the harm
that might be expected from their use. We can proceed
with such an examination on the basis of a theoretical
evaluation of benefit and harm, or we might take a more
practical approach, as will be described in the following.

Theoretical Approaches to the Regulation of a Future Tool
Use. In the contemporary literature on the use of the
cloning tool, the major schools of ethical thinking are
used by those who seek to ground their objections on
what might be respectable philosophical bases. Thus we
have the American President (W. Clinton) asserting that
"... human cloning would have to raise deep concerns,
given our most cherished concepts of faith and humanity.
Each human life is unique, born of a miracle that reaches
beyond laboratory science." This might be regarded as
exemplifying the application of virtue ethics: a process
of deriving guidelines for behavior from one's emotional
(gut) reactions to ethical questions or one based on the
virutes of faith, humanity, and the desire to maintain
the uniqueness of the individual. The consequentialists
(utilitarians, teleologists) who hold that the outcome of the
act determines its value rather than the way the act comes
into being do not hold much sway either, because we do not
know the outcomes of the cloning activity. Medical ethicists
(bioethicists) who adhere to the principles of "autonomy,
beneficence, nonmaleficence, and justice" might regard
cloning as an extension of autonomy (in enabling the
nonfertile to have offspring), or as a decline in autonomy,
as the offspring do not have an equivalent chance of being
as different from their parents as is usual in human sexual
reproduction. Some of those who adhere to an absolute



ethics based on holy texts and their interpretation by
hermeneuts may come out in favor of cloning cells or genes
for the use in saving lives but balk at the cloning of whole
humans for other than the obviation of the problems of
infertility in married couples. Other religious groups have
advocated a complete ban on the cloning technology (47).
However, they would do well to reconsider the Adam and
Eve story as the first depiction of human cloning. Were
we to look to biology for our ethics, then we can perceive
many examples where cloned animals succeed and where
similar species of animals persist as sexually reproducing
entities. One could conclude that biology demonstrates
that any way in which a species may reproduce may
have survivalistic advantages in particular niches, and
that variations in the reproductive method are of value so
that as many niches as possible may be colonized by that
animal family.

However, most of the discussion of the ethics of the
human cloning tool have arisen from the declaration
of the rights of individuals to be unique and to have
identities that pertain to themselves alone (The Universal
Declaration on the Human Genome and Human Rights
of November, 1997, the UNESCO document claims at
Art 2b. "That dignity makes it imperative not to reduce
individuals to their genetic characteristics and to respect
their uniqueness and diversity."). Making a human clone
is an attempt at making a human as alike as an
identical twin to another human. We are well aware
that identical twins are as similar to one another as
it is possible for humans to achieve. Yet it is well
known that in the most rigorous identical twin studies
only some 70% or so of the responses to intelligence
tests are equivalent. When other characteristics are
measured, the correlation between identical twins is less
impressive. Whatever we do in the cloning of humans, it
would be virtually impossible to produce identical people.
Experiences in the womb, the mitochondrial DNA of the
ovum used, environmental influences post-parturition are
such that, even if one were specifically to set about
the production of identical (unable to distinguish in
any way) humans, the task would probably never be
achieved.

The second argument, which is based on the impugn-
ing of the dignity of a human, is also flawed. It may
seem that were one to clone an individual for personal or
social reasons, that such humans have become commodi-
fied (dehumanized) as a result of the process. But then we
all have resulted from the desire of our parents to repro-
duce. Not only that, many parents take an active role in
bringing their children up to be a particular kind of per-
son, of imbuing them with respect and manners and even
the rudiments of a career. Traditionally, children were
regarded a resource for running a farm and providing
sustenance for ageing parents. Are such children thereby
commodified? It would be reckless to think that one can
raise children so that they are free from the influences of
the environment in which they are housed. Yet in seeking
to control the way they develop we do not assert that they
have been dehumanized. In extreme cases, where such
teachings are ineffective and punitive acts are applied, we
may consider that the efforts in control have "gone too

far" and that the rights of the child to be as they wish
should be given greater scope. Thus at the appropriate
time and under suitable conditions control devolves from
parents to children. It is difficult to appreciate why this
should not also pertain in the case of cloned individuals.
So the invocation of the UNESCO declaration by Federiko
Mayor (48) to declaim human cloning is not a particularly
effective way to achieve this object.

Practical Approaches to New Tool Uses. When early
humans were experimenting with clubs, scrapers, spears,
and fire, they were generally bereft of theories of
nature or deities. Indeed, they could not have had
notions as to how such tools might be used in a future
far beyond that encompassed by their relatively short
life spans. Nevertheless, they persevered with their
devices and developed mechanisms for their beneficial
use. Today, we have more sophisticated procedures
to ensure that tools old, new, or future have the
maximum chance of generating the most benefit. We
can establish regulations that limit and legitimize tool
uses. Hammers may not be used for murder, as the
latter is outlawed; spoons cannot administer poison
for the same reason. To make sure that we have
appropriate guidelines we set up committees, authorities,
and bodies of regulators to make and administer laws,
rules, and regulations. To back up such bodies we have
a public address system under the guise of the press
and media. Their efficacy is assured when we are open
and transparent in our dealings with them, especially
when something new has burst upon the scene. In
transmitting data and evidence about the nature of
new tools and their powers, the media used in public
communication provide a service that enables us to
examine exhaustively each new development in the light
of people's opinions and in the views of appropriate
experts. In this way we become forewarned as to potential
disbenefits and have the opportunity to put in place
the necessary strictures to prevent discomfort before it
becomes disaster.

The second way in which tool use is contained to
personal and social benefit is through education. This
may be delivered via parents in the first instance followed
by educational establishments and then there is on-the-job
training. As a final check the public is capable of making
its collective will felt through lobbying the legislature and
through legislation. The pressure of opinion as delivered
by person-to-person contact and as influenced by the media
is also a factor in the education process.

Unburdened by notions of theory or ethics, our
ancestors developed and used tools. As we can observe
in contemporary situations, children and primates learn
to use tools through a trial and error approach. This
pragmatism is obviously most applicable when we do not
know how to use tools for benefit. A cautious pragmatism
prevents great harms from happening. A pragmatism
enriched by theoretical notions of prospective dos and
don'ts is even more likely to result in human gains
with minimal costs or losses. While pragmatism may be
characterized by "learning from action," it is salutary to
review the steps one might take before embarking on the



introduction of a new tool. The listing to follow provides
one such reference resource:

• Estimate the hazards (albeit theoretical) before com-
mencing any practical work, and either decreasing
them or making provision for observing harmful
deviations, or setting aside the ability to correct the
operation before it has a chance of effecting harm

• Begin the experimentation by making the smallest
possible and relevant changes to the existing
status quo

• Take time to observe the results of the initial
experiments before commencing the next experiment

• Operate in situations in which one can isolate the
consequences of a failed experiment

• Develop and make available antidotes to conjectured
malfunctions

• Design into the experiment those monitoring and
control systems to enable the maximum amount of
information to be acquired and to retain the ability to
redirect the operation at any time during the course
of the test

• Recognize the precautionary principle ("one shall
take action to avoid potentially damaging impacts
on nature even when there is not enough scientific
evidence to prove beyond reasonable doubt a causal
link between emissions and effects" (49)

• Obtain approval by the relevant committees or review
boards

• Adopt a strategy of open communication with
colleagues and the public via the media

• Have available the resources to restore any ensuing
damage

However we approach the use of the cloning tool, we have
a duty of care to proceed with caution and openness.
There will be advantages to be gained from different
societies operating in different ways. From such divergent
approaches we may better perceive the ways in which we
might proceed with the likelihood of generating maximized
benefits.

On the verge of a new development, we are in
the position of the pioneers of the twentieth century
who demonstrated the petrol engine, a method for
moving heavier than air machines off the ground, radio
communication, and simple computers. Only this time the
developments are in the area of biology and the subject of
those advances is the nature of humankind itself. It would
be regressive to claim that we are all that we could be and
cannot be improved. Just what those changes are likely
to be, and what effect they will have on the human form
and character are impossible to predict with any surety.
All we can assert at this time is that it is likely there
could be many beneficial changes to humanity as we know
it. As we differ from our non human primate ancestors,
it should not cause us to complain if future descendants
of humans are as distinguishable from their progenitors
as we are from ours; this is fully in keeping with the 4
billion-year-old tradition that is life.
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INTRODUCTION

Flow cytometry facilitates the automated analysis of the
optical properties of individual cells within large popu-
lations (1). Cells or organelles, after suitable preparation
and staining, are passed individually in a liquid stream
through a focused beam of light, typically from either a
laser or an arc lamp (Fig. 1). The scattered light and flu-
orescence emissions from the cells are collected by lenses
and mirrors, subdivided on the basis of their wavelength
(color), and passed to one or more detectors. Voltage sig-
nals from the detectors are converted into a digital format
and used to construct histograms of the intensity of fluo-
rescence or scattered light. Such histograms are displayed
on the computer screen of the instrument and form the
basis of the analytical system. Populations of cells are
identified as peaks on the fluorescence histograms and
may be selected for further analysis or sorting. When the
instrument is configured for sorting, the stream of liq-
uid containing the cells is broken into droplets that are
passed between two charged plates. The computer is able
to determine whether individual droplets contain cells
that are in the sorted population previously identified in
the histograms. It is possible, by charging the individ-
ual droplets, to select and to isolate specific cells from a
population.

The majority of commercial flow cytometers have been
constructed, primarily, for clinical work (2) and are usually
located in a hospital/medical research environment, where
they are used routinely for diagnostic procedures. In
the case of humans and animals, it is relatively simple
to obtain a suspension of single cells either from blood
samples or by enzymatic and/or mechanical disruption of
tissues. However, with plant material, it is more difficult
to obtain a suspension of single cells. Consequently, most
studies to date have used either isolated protoplasts or
isolated organelles.

ANALYSIS AND SORTING OF PLANT PROTOPLASTS

The analysis of mixtures of protoplasts was among the
first flow cytometric studies to be undertaken with plants
(3-5). The conventional sheath fluid for flow cytometry
as developed for animal cells, based on 0.9% (w/v)
saline solution (pH 7.4), was replaced with a solution
of higher osmotic pressure, such as CPW salts solution
(6) supplemented with 130 g I"1 mannitol, at pH 5.8,
in order to preserve the integrity of the osmotically
fragile protoplasts. Changes in the operating parameters
of the instrument were also necessary because of the
larger size of plant protoplasts (10-60 ^m in diameter)
compared with the size of animal cells (5-20 jrnn) (7).
The ability of flow cytometers to sort plant protoplasts,
while maintaining their viability, was first reported in
1984 (8). However, certain difficulties were experienced
in the procedure. For example, using protoplasts from
suspension cultures of Nicotiana tabacum cv. Xanthi,
it was observed that the large size of the protoplasts
(36 ^m in diameter) reduced the efficiency of the sorting
process to 50% compared with that of 10-|im-diameter
fluorescently labeled calibration beads. The viability of
the flow-sorted protoplasts was also reduced, being 50%
of that of unsorted (control) protoplasts. Nevertheless,
these experiments demonstrated that it was feasible to
apply procedures developed for animal cells to plant cell
systems.

Attempts were made to use this instrumentation to
select heterokaryons resulting from the fusion of proto-
plasts from different genera and/or species in somatic
hybridization experiments. The details relating to the
fusion of isolated plant protoplasts, the generation of
heterokaryons that develop into hybrid cells and tis-
sues, and the relevance of somatic hybridization to plant
improvement programs are discussed elsewhere in this
volume. In early experiments (9) to select heterokaryons
by flow cytometry, hypocotyl-derived protoplasts of GIycine
argyrea were fused with cotyledon-derived protoplasts of
G. clandestina, the latter being stained with fluorescein
diacetate (FDA) (10). The green hypocotyl-derived proto-
plasts exhibited red auto-fluorescence from chlorophyll,
while the cotyledon-derived protoplasts, which lacked
chlorophyll in their plastids, emitted green fluorescence
arising from cleavage of the FDA molecules to fluorescein
within the viable protoplasts. Heterokaryons were iden-
tified in the flow cytometer by their bifluorescence and
sorted into centrifuge tubes. All other material, including
homokaryons and unfused parental protoplasts, remained
in the main stream of liquid and passed into the waste
container.

In other studies, red and green fluorochromes have
been used to differentially label morphologically iden-
tical parental protoplasts, that is, two populations of
protoplasts isolated from chlorophyll-containing tissues
or two protoplast populations from cell suspensions. For
example, rhodamine isothiocyanate, which fluoresces red
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Figure 1. The basic components of a
flow cytometer as used for selecting
heterokaryons resulting from the fusion of
green and red fluorescently labelled plant
protoplasts.

but at a different wavelength to chlorophyll, was used
to label protein moieties on the surface of protoplasts iso-
lated from leaves of N. tabacum cv. Xanthi, while FDA was
used to label a second protoplast population from leaves
of a nitrate reductase-deficient, streptomycin-resistant
mutant of N. tabacum (9).

The percentage of the heterokaryons that are retained
after sorting varies from 10 to 60%, depending upon
the parental species employed in their production. This
yield is lower than expected, probably because of the
fragility of the heterokaryons, as well as the disruption of
the sorting process of the instrument by the protoplasts
and the remains of burst protoplasts. In spite of these
problems, it has been possible, in an 8-h session, to
sort ca. 4 x 106 heterokaryons formed by the fusion of
protoplasts of Brassica oleracea var. botrytis with those
of Raphanus sativus. Of these heterokaryons, 2.4 x 106

were selected and cultured using a nurse cell system,
leading to the production of 12 somatic hybrid plants.
Additionally, flow cytometry and cell sorting have been
exploited to isolate heterokaryons following the fusion
of protoplasts between B. tournefortii and B. napus (11),
from which, after culture, somatic hybrid plants were
regenerated. These somatic hybrids exhibited resistance
to Phoma lingam, demonstrating that a trait of agronomic
importance had been transferred from B. tournefortii to B.
napus by protoplast fusion.

In general, sorting of heterokaryons by flow cytometry
would only be considered when it is possible to produce and
to fuse large numbers of protoplasts (more than 5 x 107)
of each parental population. Other procedures have been
used for the selection of heterokaryons when the number
of protoplasts that can be isolated is limited. For example,
manual selection with micropipettes has been employed
to select heterokaryons between protoplasts of Medicago
sativa and M. falcata, prior to the regeneration of somatic
hybrid plants from heterokaryon-derived tissues (12). The
same method of dual fluorescent labeling was also used

in these studies, protoplasts of M. sativa being labeled
with FDA and those of M. falcata with rhodamine
isothiocyanate. Although micromanipulation of individual
heterokaryons is both time consuming and tedious, it is
technically relatively straightforward and is a reliable
method for somatic hybrid production.

ANALYSIS OF NUCLEAR DNA CONTENT

Determination of the ploidy of plants is an essential
requirement in breeding and genetic manipulation pro-
grams. Historically, cytological techniques involving the
harvesting of cells during mitosis and/or meiosis, fol-
lowed by the preparation of cell/tissue squashes and the
counting of chromosomes, have been used to determine
the ploidy status of plants. Such procedures are time
consuming and laborious and depend on the generation
of metaphase spreads of chromosomes. In comparison,
analysis of the nuclear DNA content of cells by flow cytom-
etry is straightforward and provides a rapid indication of
ploidy.

The DNA content per genome varies considerably
within plants, ranging from less than 1 pg per 2C nucleus
(e.g., Aphanes arvensis, 0.6 pg) to 254 pg in Fritillaria
acmopetala. Knowledge of such variation has been
useful for studies of plant taxonomy and evolution (13).
Numerous investigations have shown that the DNA
content per genome is usually constant and, consequently,
is characteristic for each species. Several techniques have
been developed to determine DNA content. Principally,
these involve physio-chemical estimations after bulk
extraction from a large number of cells (14) or in situ
microphotodensitometry of nuclei stained by the Feulgen
method (15). A comprehensive list of DNA amounts per
nucleus has been compiled and updated (16).

In the application of flow cytometry to analyze DNA
content, simple procedures have been described for
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isolating nuclei from intact leaves (17,18) in which
0.1-0.5 g fresh weight of leaf material is chopped
in a buffer containing 25-100 mg I"1 of the DNA
binding fluorochrome propidium iodide. The samples are
introduced into the instrument following their passage
through a 30-jnm filter to remove larger debris. The nuclei
are passed sequentially through a 488-nm laser beam,
and the red fluorescence emissions are collected and
quantified. Two populations of nuclei can be identified
with different levels of fluorescence for each sample. These
populations are in the Go/Gi and the G2/M phases of
the cell cycle. The ploidy is determined by comparison
of the position of the Go/Gi peak with that of seed-
derived diploid material of the same species. In this
way, large populations of plants from breeding programs
or procedures involving tissue culture-based technologies
can be screened to detect variation in ploidy between
individuals. The use of calibration standards, consisting
of nuclei isolated from the leaves of plants with a known
quantity of DNA per nucleus, such as Hordeum vulgare
cv. Sultan (11.12 pg), Pisum sativum cv. Minerva Maple
(9.73 pg), and Senecio vulgaris (2.94 pg), allows estimation
of the total DNA content per genome in the material under
investigation.

The choice of fluorochrome in estimations of nuclear
DNA content is governed by the application and by the
availability of a suitable light source for excitation. The
fluorochrome propidium iodide intercalates into the helical
structure of DNA molecules independently of the actual
base composition. Alternative staining procedures have
been described using 4,6-diamidino-2-phenylindole (DAPI)
and the bisbenzimide dyes Hoechst 33258 and Hoechst
33342 (19), which frequently result in more precise DNA
staining and improved resolution during flow cytometric
analysis. However, DAPI and the Hoechst dyes bind to
the minor groove of DNA at adenine (A) and thymine (T)
rich sites; they require at least 4 AT pairs and possess
a marked affinity for 5 or 6 pairs in a sequence (20,21).
Consequently, propidium iodide is considered to be the
most suitable fluorochrome when determinations are being
made of the total DNA content per nucleus. DAPI and the
bisbenzimide dyes are more suitable for detecting small
changes in DNA content between samples with the same
overall AT content.

Flow cytometry of fluorochrome-labeled DNA has
proved to be useful for determining the ploidy and, hence,
the taxonomic relationships between Glycine species (22).
Other applications relate to assessments of the ploidy of
tissue culture-derived plants (23) and somatic hybrids
generated during protoplast fusion (24), assessing the
stability of ploidy in Solarium species after recovery from
cryopreservation (25) and detecting any ploidy changes in
the seed progeny of transgenic plants, such as those of
rice (26).

ANALYSIS AND SORTING OF CHROMOSOMES

Numerous studies have been undertaken to analyze and
to sort plant chromosomes by extending the procedures
developed for intact nuclei (27). Chromosomes are released
by lysis of protoplasts using hypotonic buffers or by

mechanical disruption of the protoplast membranes by
passage through a hypodermic needle. It is essential to
increase the mitotic index of the source material in order
to have an adequate number of chromosomes and to be able
to identify the chromosomes on the fluorescence histogram.
Combined treatments of cell suspension cultures with
DNA synthesis inhibitors, such as hydroxyurea and
colchicine, can be used to enhance the mitotic index in
protoplasts subsequently isolated enzymatically from such
cells.

Chromosomes released from isolated protoplasts are
stained by DNA-specific fluorochromes, as described for
the analysis of nuclear DNA content, before being charac-
terized by their fluorescence intensity in order to produce
histograms (flowkaryotypes). Chromosomes generate indi-
vidual peaks when the fluorescence of each chromosome is
distinct, or composite peaks when the fluorescence inten-
sity reveals the DNA content of different chromosomes
to be similar. Flow cytometry presents the capability to
analyze statistically large populations of chromosomes
as compared to classical cytology, which is based upon
cell-by-cell analysis. It has been possible, with the avail-
ability of multilaser instruments, to excite simultaneously
multiple fluorochromes on single chromosomes (multi-
variate analysis). For example, greater resolution can
be obtained than is possible with single fluorochrome
analysis by employing two fluorochromes, Chromomycin
A3 (guanine and cytosine binding) and Hoechst 33258
(adenine and thymine binding), simultaneously (28). Such
multivariate procedures are now considered common-
place (29).

In recent years, chromosome analysis and sorting have
been given a considerable boost by the availability of PCR-
based procedures for amplification and labeling of specific
fragments of DNA. Thus a strategy has been described
(30) for sorting chromosomes, differing in size by less than
2% of the genome DNA content, in which chromosomes
are labeled by PCR with a fluorescent nucleotide. The
PCR labeling results in fluorescence signals attached to a
specific position and at a specific intensity for each chro-
mosome when a primer that recognizes a tandemly repet-
itive sequence is employed. Such procedures, although
technically demanding, have considerable potential for
isolating individual chromosomes and chromosome frag-
ments.

CONCLUDING REMARKS

Flow cytometry of plant cells has benefited from the
developments in medical applications of this technology,
especially in relation to the analysis of nuclei and
chromosomes. As discussed previously, sorting of plant
protoplasts, while possible theoretically, is technically still
demanding and usually results in heterokaryons being
dispersed in large volumes of solution. This necessitates
extensive handling, often accompanied by centrifugation,
to concentrate the protoplasts to an optimum density
for culture. Clearly, the most useful application of flow
cytometry to plant material is in the analysis of nuclear
DNA content, together with the analysis and sorting of
chromosomes and chromosome fragments.
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INTRODUCTION

The metabolism of mammalian cell lines used to produce
glycoproteins is inefficient and suboptimal for industrial
scale because the nutrient uptake is not sufficiently tuned
to the needs of biosynthesis. Mammalian cells take up
more amino acids and glucose than they actually require
for cellular processes. As a result waste products, such
as lactate, bicarbonate, carbon dioxide and ammonia,
are secreted and their accumulation inhibits process
yields (1).

Mammalian cells have long been cultivated in "min-
imal essential media," such as developed by Eagle (2).
Only since the demand for optimal bioprocesses for gly-
coproteins have efforts been undertaken to balance the
medium composition with the actual growth and energy
requirements of mammalian cells (3-8).

Here we review studies on glucose and amino acid
metabolism of mammalian cells. First, a brief survey
is given on the metabolism of malignant cells. The
metabolism of cancer cells shares many characteristics



with the metabolism of continuous cell lines used to pro-
duce biologicals. It will be shown that these characteristics
(which among others result in the previously-mentioned
problems in mammalian cell culture) have certain selective
advantages for metastatic tumor cells. Secondly, reports
on the metabolism of industrial cell lines will be discussed
and similarities with tumor cell metabolism are shown.
Then, the analysis of intracellular fluxes of mammalian
cell culture is surveyed. In particular, methods and appli-
cations of flux balances are discussed. It is shown that
flux-balancing techniques have been applied successfully
to trace potential sites for metabolic engineering, to deter-
mine metabolic capabilities, to study overflow metabolism,
and to design optimal medium compositions and feed-
ing strategies. Finally, an outlook is given on research
that will lead to further improvement of low-cost, high-
yield, cell-culture processes by the manipulation of cell
metabolism.

METABOLIC FLUXES IN CULTURED MAMMALIAN CELLS:
SOME LESSONS FROM TUMOR CELL PHYSIOLOGY

Most of our knowledge of carbohydrate and amino acid
metabolism of mammalian cells stems from physiological
studies of malignant cells. Apart from the ability to
proliferate and the lack of differentiation, both tumor cells
and cultured mammalian cells share various properties
with respect to their metabolism (9). In contrast to
normally proliferating mammalian tissue, transformed
cell lines do not regulate the uptake of nutrients strictly
to the needs of biosynthesis and maintenance processes.
For example, glucose uptake is high and not tuned to
the requirements for energy and growth, which causes
the production of lactate. The high rate of glycolysis
combined with elevated lactate production observed in
tumor cells initially gave rise to the postulation of impaired
respiratory capabilities as a specific property of malignant
cells (10). Later, a number of observations led to the
concept that the differences in carbohydrate metabolism
in tumor cells compared to normal tissue were "selective"
alterations that allowed tumor cells to proliferate under
changing conditions with respect to glucose levels and
oxygen pressure and in the absence of sufficient metabolic
control (for a review, see Ref. 11).

Several characteristics of the metabolism of tumor
cells are shown in Figure 1, and the proposed relevance
for selection advantage is indicated. For example, high
glycolytic activity allows tumor cells to generate energy
in hypoxic areas (12). When sufficient oxygen is available,
the glycolytic activity and lactate production rate in tumor
cells also remain high. There is no feedback inhibition
by ATP on phosphofructokinase (reaction 3, Fig. 2a), as
in normal, nonmalignant cells (Pasteur effect). Although
this seems inefficient with respect to energy metabolism,
it has been suggested that the high glycolytic rate
ensures the availability of precursors for biosynthesis:
the intracellular pools of glycolytic intermediates between
glucose-6-phosphate (G6P, Fig. 1) and pyruvate (PYR)
increase, thus supplying substrates for the biosynthesis
of nucleotides, triglycerides, and glycoproteins. This
mechanism allows tumor cells to proliferate (because

Figure 1. Selective advantages of tumor-cell metabolism. The
regulation of glucose and amino acid uptake in tumor cells is
relatively poor compared to cells in normal tissue. Although
this results in the secretion of toxic waste products, such as
lactate and ammonia, several selective advantages are associated
with the low level of metabolic control. The high glycolytic rate
enables tumor cells to proliferate in hypoxic areas (1). As a
result, intracellular concentrations of the glycolytic intermediates
between hexokinase and pyruvate kinase (2) remain high,
and the availability of precursors for nucleic acid (3) and
triglyceride synthesis (4) is ensured. Tumor cells synthesize
relatively high amounts of cholesterol (5), as a result of which the
isocitrate-dehydrogenase flux (6) is low. This is an advantage for
cells proliferating in areas with low concentrations of antioxidants
because isocitrate dehydrogenase is particularly sensitive to
oxidative stress. TCA-cycle intermediates are replenished via
glutamine degradation (7). If glucose levels are low, glutamine
can be the major energy source. In that case, a relatively large
amount of lactate is be derived from the malate shunt (8). (See
also the main text for further details.) The dotted line represents
the mitochondrial membrane.

precursors for biosynthesis are avaliable) and generate
energy (because pyruvate kinase and pyruvate oxidation
remain active) at a relatively high rate and independent
of the oxygen pressure (13).

It has been established that lactate is generated by
glycolysis and also derives to a large extent from glutamine
metabolism in malignant cell lines (14). Glutaminolysis
may theoretically yield nine ATP equivalents per mole of
glutamine consumed and allows tumor cells to proliferate
at low glucose concentrations. It is likely that the carbon
of glutamine in tumor cells, and also that of other amino
acids emerges in TCA-cycle intermediates and provides a
significant amount of energy.
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In addition to enhanced glycolysis and glutaminoly-
sis, tumor cells show little sensitivity to variation in
oxygen concentrations, a lower requirement for antioxi-
dants (15), a reduced (iso)citrate decarboxylation (JCI4) (16),
and enhanced nucleic acid (x2s, #29) (17) and lipid synthesis
OtI9) (18). The low isocitrate — dehydrogenase activity may
be an advantage for tumor cells because isocitrate dehydro-
genase is relatively sensitive to oxidative stress. Another
possible advantage for a low isocitrate — dehydrogenase
flux has been suggested by Coleman and Lavietes (16).
They hypothesized that the high lipid synthesis rates
"truncate" the TCA cycle. To fuel lipid synthesis with
carbon sources, the citrate — synthase reaction (#13) is sup-
plied with oxaloacetate from TCA-cycle intermediates that
are replenished by products from amino acid degradation.
The relevance of these characteristics for the metabolism
of rapidly proliferating cells is further outlined in Figure 1.

METABOLISM OF INDUSTRIALLY USEFUL CELL LINES

Mammalian cells have been used since the early 1980 to
produce heterologous glycoproteins. It appeared that their
metabolism was similar to that of tumor cells: cultured
mammalian cells do not adequately regulate the uptake of
glucose and amino acids to the actual metabolic require-
ments for growth and energy (1). Therefore, cultured
hybridoma, BHK, and CHO cells produce large amounts of
lactate, even if sufficient oxygen is available. At low oxygen
concentrations, glucose uptake rates increase to offset the
reduced energy production from glutamine oxidation (19),
resulting in more lactate production. At low glucose con-
centrations, glutamine uptake rates and ammonia pro-
duction rates increase (20,21). When adequate amounts
of glucose are available, glutamine consumption is also
abundant, which results in the accumulation of various
glutamate-derived amino acids (3,22).

Because of the lack of cellular regulation, the culture
environment has to be controlled to regulate nutrient
uptake and to reduce waste product formation. Flux-
balancing techniques have been applied to determine
the actual nutrient requirements for energy, growth, and
glycoprotein production. This has led to improved media
and feeding strategies and significantly higher yields (7,8).
Further, metabolic flux analysis gives a quantitative
understanding of the physiology of cultured mammalian
cells and provides clues for metabolic engineering. Various
methods of flux analysis are discussed in the following
sections, and applications to mammalian cell culture are
reviewed.

FLUXBALANCE MODELS: METHODS

An overview of the different steps that should be carried
out to quantify the metabolic flows in mammalian cells
is shown in Table 1. Below, these steps are discussed in
more detail.

1. Reduction of Complexity

Metabolism is a large network of reaction pathways
that enables (micro)organisms to convert substrates into

Table 1. Phases in Flux Analysis

1. Set up stoichiometric matrix.
2. Identify determinable fluxes (see "Intermezzo

Matrix Rank").
3. Measure biomass composition and metabolic

rates (Table 2).
4. Calculate determinable fluxes (least-squares

analysis, Fig. 3)
5. Select isotopic tracer experiments (Table 3).
6. Calculate remaining fluxes from data generated

at phase 4 and 5 by applying numerical
methods, such as described in Ref. 50-52.

biomass, energy, and, in selected cases, certain valuable
products. The metabolic network of mammalian cells
contains in the order of 103 enzymatic reactions for the
synthesis and/or degradation of carbohydrates, fatty acids,
lipids, amino acids, proteins, and nucleic acids. The first
step in metabolic flux analysis is to reduce the metabolic
network to a manageable set of stoichiometric equations
by selecting relevant pathways and by lumping complex
subnetworks. For example, mammalian cells lack the
pathway for synthezing essential amino acids, and most
cultured mammalian cells generate neither glycogen nor
urea, although the original species possess the enzymes
for glycogen and urea synthesis. Therefore, these synthesis
pathways are omitted in a flux-balance model for cultured
mammalian cells.

Further reduction of the complexity is achieved by
"lumping" linear reaction pathways. This simplification
is based on assuming that the intracellular accumulation
rate of intermediate metabolites is negligible with respect
to the uptake rate of substrates and the accumulation of
(end) products. For example, complete fatty acid synthesis
machinery can be lumped into one reaction if the fractions
of different fatty acids in triglycerides in mammalian cells
are known. Figure 2a shows a flux model that describes
the metabolism of hybridoma cells after the previously-
mentioned reductions.

2. Identification of Linear-Dependent Reactions

The second step in formulating flux-balance models
involves identifying determined and underdetermined
subnetworks. Many fluxes can be estimated solely by
metabolite-balancing techniques. For example, the alanine
aminotransferase flux (#20 in Fig. 2a) is calculated
from the extracellular alanine production rate and
the (intracellular) alanine requirements for biomass. In
contrast, most fluxes in cyclic pathways (for instance Xi4
and x 15 in Fig. 2a) cannot be determined independently
by mass balancing techniques alone. In the set of
mass balance equations such fluxes cause linearly
dependent relationship (23). Linear-dependent fluxes can
be determined by measuring the rank of the stoichiometric
matrix (24).

Intermezzo: Matrix Rank. The "rank" of the stoichiomet-
ric matrix is the maximum number of linear-dependent



metabolite balances (the rows in matrix S). The metabolic
network is "rank deficient" if the rank is smaller than the
number of metabolic reactions (the columns in matrix S).
In complex networks, linear dependent reactions can be
traced by determining the rank of the matrix after sequen-
tial deletion of the reactions. Below, a simple example
is given to explain this procedure. In this example,
matrix S numerically represents the stoichiometry of the
metabolic network shown. The network contains three
metabolites A, B, and C, that are connected by three
reactions (indicated by the arrows). The rows of matrix
S are associated with mass balance equations, and the
columns with stoichiometric reactions or fluxes, respec-
tively.

The rank of matrix S is 2 because there are two linearly
dependent rows (and columns) in this 3 x 3 matrix.
Sequential deletion of columns 1, 2 and 3 leads to a 3 x 2
matrix with rank 1, 2 and 2, respectively. In contrast to
the first column, columns 2 and 3 do not affect the rank
when deleted and are thus assigned as "linearly dependent
reactions."

To reduce the number of linearly dependent reactions,
futile cycles are often neglected. The result of futile
cycling is dissipation of energy, whereas the net flux
remains unchanged. For example, when flux-balance

models are used to determine the requirement for carbon
and nitrogen sources for anabolic processes, it is not
necessary to include certain futile cycles. However, many
cyclic pathways cannot be neglected for applications such
as described here. Constraints other than the metabolite
balances are required to estimate fluxes in a remaining
underdetermined network, such as shown in Figure 2b.
Examples of constraints that have been applied to
flux analysis in mammalian cell culture are reviewed
below.

3. Measure Biomass Composition and Metabolic Rates

Table 2 lists the metabolites that have been measured
to estimate the major metabolic flows in mammalian cell

Table 2. Metabolites Measured for Flux Analysis

Figure 2. Flux-balance models. The first step in designing a flux-balance model is reduction,
which leads from a complex to a simple network (Fig. 2a). Later, linearly dependent fluxes are
identified, which leads to a network, such as shown in Figure 2b.
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Metabolite

Glucose
Lactate
Ammonia
Oxygen
Carbon dioxide
Amino acids
Fatty acids
Cholesterol
Total lipid fraction

Total protein
Amino acid composition of total protein
Total carbohydrate fraction
RNA and DNA
Monoclonal antibody (product)

Method

Enzymatic assay
Enzymatic assay
Ion-selective electrode
Mass spectrometry
Infrared gas analysis
HPLC
Gas chromatography
Gas chromatography
Weight (after

extraction)
Biuret assay
HPLC (after hydrolysis)
Phenol reaction
Absorbance at 260 nm
ELISA



culture together with the appropriate methods (7,25). It
is critical to measure the biomass composition for each
cell line because cell lines differ significantly in biomass
compositon (7,25).

Turnover of Macromolecules. A problem in estimating
biomass requirements is caused by the fact that most
macromolecules can be synthesized via two different
pathways, often designated as de novo and salvage
pathways. De novo pathways refer to the biosynthesis
of macromolecules via the complete biochemical pathways
from basic nutrients, such as essential amino acids or
(derivatives of) glucose, to the end products. Salvage
reactions are simpler, much less costly, and include
only the assembly of pre formed building blocks which
accumulate as a result of turnover of macromolecules.
Implementation of both pathways in flux-balance models
renders underdetermined networks: the different fluxes
cannot be determined by the measurement of the
end product alone because the reactions are linearly
dependent (see also late). When the need for new biomass
material is high, for example, at high growth rates,
de novo synthesis is most likely prevalent. Therefore,
salvage pathways are often neglected in metabolic flux
analysis of industrial microorganisms and mammalian
cells. An exception is the metabolic model described

by Savinell and Palsson (26), in which the turnover
rate of RNA in hybridoma cells is estimated from
mRNA and rRNA degradation rate constants. The reuse
of the free bases produced can be calculated from
these values. Preferably, the substrate requirements
for macromolecules are determined experimentally. For
example, Mancuso et al. (27) determined the de novo
synthesis of fatty acids by incorporating 13C into
triglycerides of cultured hybridoma cells.

4. Calculate Determinable Fluxes

The principle of metabolic flux balancing techniques is
shown in Figure 3 for an (over)determined metabolic
network. In this example the network is "overdetermined"
because it contains three independent constraints (mass
balance equations) and only two unknowns (fluxes). If the
uptake and secretion rates of the relevant metabolites (for
example TA, T~B and re in Fig. 3) have been measured,
the reaction rates ix\ and X2 in the figure) can be
determined using the appropriate mass balance equations.
A reaction network is shown for which one unique solution
for the variables x\ and X2 can be estimated by least
squares analysis of mass balances A, B, and C. The
example shows that intracellular fluxes can be quantified
by measuring only the uptake and secretion rates of

Figure 3. Principles of metabolic-flux balancing, i. Metabolic model and reaction stoichiometry
of flux xi and #2. ii. Mass balance equations for metabolites A, B, and C in the model (numerical
values are chosen arbitrarily), iii. Plot of flux values x\ and X2. The mass balances are given as
dotted lines. Metabolic-flux balancing techniques are based on relatively simple linear algebra. If
the stoichiometry of the relevant intracellular reactions and the cellular composition are known,
and the uptake and secretion rates of the relevant metabolites (e.g., TA, TB and re in the figure)
have been measured, the reaction rates (#1 and X2 in the figure) can be determined by using the
appropriate mass balance equations. A reaction network is shown for which one unique solution
for the variables x\ and X2 can be estimated by least squares analysis of mass balances A, B, and C.
The least squares method, which is used here because there are more constraints (mass balances)
than unknowns (fluxes), is calculated by (pseudo)inverting stoichiometric matrix S (23):

For the stoichiometry and measured metabolic rates given in the figure, this equation reads

This shows that intracellular fluxes can be quantified by measuring only the uptake and secretion
rates of the relevant metabolites.

SolutionMass balances

over A

over B

over C



the relevant metabolites, provided that the network is
(over)determined.

5. Making the Underdetermined Determined

The minimal number of extra constraints that are
necessary to solve an underdetermined set of mass
balance equations depends on how many sets of linear-
dependent reactions are present. The metabolic network
shown in Figure 2b contains three sets of linear-dependent
reactions, for each of which an additional constraint is
required. In the example these three sets are fluxes 1-16,
fluxes 16-18, and fluxes 23-25. The determination of
one flux out of each set is sufficient to solve the mass
balance equations. Preferably, these are derived from
isotope balances (27-29). Figure 4 shows an example of
the metabolic fate of isopotic label at the first atom of
glucose. It is apparent that fluxes in the pentose shunt,
the malic shunt, and the TCA cycle can be assessed when
the label distribution of the appropriate intermediates or
end products is determined.

If isotopic tracer data are not available, other con-
straints which have been proposed for estimating fluxes
in mammalian cells can be used instead (25,26,30). In
Table 3 the possible methods that have been applied for
flux analysis in mammalian cell culture are outlined.

Radioactive Isotopes. Katz and Wood (31) and Bon-
temps et al. (32) developed methods to determine
metabolic fluxes of the pentose shunt, TCA cycle, and
glycolysis in tumor cell lines based on scintillation count-
ing of labeled end products (CO2 or H2O). Recently,
these methods were applied to analyze hybridoma cell
metabolism (33-35) and other industrially used cell
lines (36). Methods that apply radiolabeled isotopes are
sensitive and have been proven useful in providing exper-
imental evidence of certain (relative) biochemical effects.
For example, Jan and co-workers (34) showed that the
relative flux of glucose through the pentose phosphate
pathway increased at higher oxygen level. Fitzpatrick
and co-workers (33) showed that a large fraction of glu-
tamine (~36%) was oxidized to CO2, which emphasizes
the importance of glutamine as an energy source. Petch
and Butler (35) estimated from flux data obtained by
radio labeled isotopes, that 41% of the ATP produced
in hybridoma cells is provided by glutamine.

No or insignificant amounts of glucose or pyruvate-
derived carbon entering the TCA cycle could be detected
by the 14CO2 release from 6-14C-glucose (33,35,36). This,
however does not agree with flux analysis by other
techniques. The detection of glucose-derived fatty acids
measured by in vivo 13C-NMR (27,28) and on-line
measured 13CO2 from 6-13C-glucose-fed hybridomas (29)

A

Figure 4. The metabolic fate of l-13C-glucose [Adapted from
Mancuso et al. (27).] Glycolytic labeling (circles), malate shunt
labeling (stars), and malate/pyruvate shuttle labeling (squares)
are shown. Reductions of 25 or 50% in filling of symbols indi-
cate 25 or 50% reductions, respectively, in labeling associated
with reaction stoichiometry. The dashed line indicates a mito-
chondrial membrane. Gray symbols indicate label transfer
associated with interconnected pathways. Capitals indicate C
atoms of metabolites, except for the capital P which indicates
either a phosphate group or the C atoms of pyruvate and FA
which denotes fatty acids. A acetyl-CoA, C carbon dioxide or cit-
rate; D dihydroxyacetonephosphate; E erythrose-4-phosphate;
F fructose-6-phosphate or fructose 1,6-biphosphate; G glucose,
glucose-6-phosphate, or glyceraldehyde 3-phosphate; L lactate;
M malate; O oxaloactetate; P pyruvate; R ribose-5-phosphate
or ribulose-5-phosphate; S S7P sedoheptulose-7-phosphate; X
xylulose-5-phosphate.



both indicate that a small but significant amount of glucose
enters the TCA cycle.

A disadvantage of assays based on radio isotopic tracers
for analyzing metabolic fluxes in bioprocesses is that cells
are incubated in a new metabolic environment. Thus,
fluxes cannot be assessed in situ by this method. Therefore,
when absolute flux values of cells cultured in bioreactors
are required, data from scintillation experiments should
be interpreted carefully. In situ flux data can safely be
obtained by using stable isotopes combined with mass or
NMR spectrometry.

Stable Isotopes. Stable isotopes that can be analyzed
by NMR spectrometry or mass spectrometry (13C or
15N) have been used to determine metabolic fluxes of
cultured mammalian cells in situ in bioreactors. Zupke
and Stephanopoulos (37) used l-13C-glucose to assess
the fraction of carbon entering the pyruvate branch
point via the malate shunt by measuring the fractional
labeling of lactate. Bonarius et al. (29) combined 1H-
NMR analysis of the 13C-enrichment in secreted lactate
and on-line 13CC>2-mass spectrometry to determine the
pentose and malate shunts of continuously cultured
hybridoma cells. These data were used to estimate the
optimal glucose consumption rates, that is the minimum
amount of glucose that should be consumed without
limiting energy supplies. A step further to on-line flux
analysis was taken by Sharfstein et al. (28) and Mancuso
et al. (27), who exploited the fact that mammalian cells
cultures in hollow-fiber bioreactors are sufficiently dense
to allow in vivo measurement of (labeled) metabolites by
relatively insensitive NMR spectroscopy. They showed, for
example that high lipid synthesis rates in hybridoma cells
"truncate" the TCA cycle (see also Fig. 1) and that the
pentose shunt activity was only 4% of the glucose uptake,
which is low compared to the pentose shunt flux in cells
grown in a CSTR (20% of the glucose uptake; Ref. 29). In
addition, NMR spectrograms of hollow-fiber cultures can

be used to assess the kinetics of uptake and incorporation
of nutrients.

An alternative to the relatively insensitive NMR
spectrometry is mass spectrometry, which is not limited
only to metabolites that evaporate into the gas phase. By
GC-MS, this technique can also be applied to metabolites
secreted in the culture medium (38). This powerful
technique has not yet been used to study the metabolism
of industrially useful cell lines.

NAD(P)H Balance in Metabolic Flux Analysis. For indus-
trial applications, it is desirable to determine intracellular
fluxes by mass balancing techniques alone. Various alter-
native constraints have been suggested to estimate fluxes
without information from isotopic tracer experiments. The
NADH and NADPH balance has been used in flux-balance
models to determine flux ratios at particular nodes in
the metabolism of microorganisms (e.g., Ref. 23,39,40).
The rank, and thus the observability, of stoichiometric
networks increases after addition of the NAD(P)H bal-
ance (25,41). Although the requirements for NADPH in
anabolic processes can be estimated and the amount of
NADH that is oxidized can be determined by measur-
ing the oxygen uptake rate, certain fluxes are overly
sensitive to these mass balances. Even if the transhy-
drogenase activity, which generates a metabolic cycle in
NADH and NADPH metabolism, is taken into account,
relatively small deviations in the NAD(P)H balance result
in large differences in certain fluxes. For example, it has
been shown for both Bacillus subtilis (42) and hybridoma
cells (29) that the estimated pentose shunt flux is very
sensitive to changes in the NAD(P)H balance.

Linear Optimization Techniques. Instead of assuming
that the NAD(P)H balance can be closed, NAD(P)H
stoichiometry can be used to formulate biochemically
meaningful objective functions (30). In certain cases, the
requirement for or surplus of one of these reduction

Table 3. Determination of Fluxes in Underdetermined Networks

1. Isotopic-tracer experiments

a. Radioactive isotopes

b. Stable isotopes NMR
spectroscopy

c. Stable isotopes mass
spectroscopy

2. Metabolic modeling

a. Addition of mass balances
NAD(P)H balance ATP balance

b. Numerical methods Linear
optimization

Advantage

Sensitive small amounts
sufficient

In situ possible
In vivo possible

In situ possible
Sensitive

Nonlaborious

Nonlaborious

Disadvantage

Radioactive
Possible experimental bias
because cells are incubated
in new medium

Insensitive
Metabolites/cells need to be
concentrated

Error-sensitive

Error-sensitive
May give relatively accurate
values when biochemical
effects are well established

When to use

Relative changes in fluxes
are sufficient

Absolute flux values are
required

Absolute flux values are
required

Estimation of
relative changes is
sufficient

Estimation of
relative changes is
sufficient



equivalents may determine the metabolic flux distribu-
tion of the cell. This is the case, for instance, for adipose
tissue, which requires large amounts of NADPH for triglyc-
eride synthesis (30), for oxygen-limited mammalian cells,
which have NADH in surplus (43), or artificially, for mam-
malian cells that are incubated with non natural electron
acceptors, such as PMS, and consequently require large
amounts of both NADH and NADPH (44). Other objective
functions were proposed by Savinell and Palsson (26), who
assumed that hybridoma cells maximize intracellular ATP
levels, and by Bonarius et al. (25), who assumed that cell
metabolism strives to minimize the net flow. Recently,
a number of these objective functions were compared to
flux values that were determined by isotopic tracer exper-
iments. The flux distributions found using two objective
functions, that is, maximize ATP and maximize NADH,
were relatively similar to the distribution determined
by using l-13C-glucose (29). This is consistent with the
results obtained by Savinell and Palsson (26), who esti-
mated that hybridoma cells produce more ATP and NADH
than the cells actually need. In addition, this suggests
that hybridoma cells are similar to other cancer cells in
being metabolically hyperactive and in the fact that they
consume nutrients regardless of energy requirements.

6. Modeling Isotopic Distributions

Because metabolic pathways are complex, in particular
when data from istopic tracer experiments are included to
determine intracellular flows, computational methods are
indispensable. For example, various simple, nonnumerical
methods have been proposed to evaluate data from isotopic
tracer experiments to determine the pentose shunt flux
in mammalian cells or tissue (31,45,46). However, none
of these nonnumerical methods can correct completely
for inaccuracies due to recycling of (labeled) products in
the pentose shunt, to the dilution of labeling by other
(endogenous) carbon sources, or to assumptions with
respect to the stoichiometry (47). Instead, computational
methods make it possible to dissect the complexity of
stoichiometric networks and isotope distributions and to
perform calculations that cannot be carried out manually.
In numerical algorithms, mass balances of single atoms
can be combined with mass balances of entire molecules to
yield solutions that are free of assumptions with respect
to recycling or dilution of labels (48,49). Recently, Zupke
and Stephanopoulos (50) and Marx and co-authors (51)
developed noninvasive numerical algorithms for this
purpose. In contrast to other methods in which mass
balance equations for each single atom have to be
derived (48), this approach requires only atom-mapping
matrices (AMMs), in which the reaction stoichiometry
is encapsulated. The resulting network is conveniently
arranged, easier to understand, requires less algebraic
manipulation, and modifications do not require new
derivations of atom balances (50).

Bidirectional Fluxes. Any reversible reaction can pro-
ceed in both directions simultaneously. In isotopic tracer
experiments "bidirectional reactions" cause scrambling of
labels and complicate their interpretation. Computational
methods that include bidirectional fluxes are available

(48,52) but have been applied only to a limited extent to
mammalian tissue (53,54). This may be due to the fact that
the method is laborious because it requires the incubation
of different isotopic tracers in parallel experiments and
the extraction of metabolic intermediates.

FLUX-BALANCE MODELS: APPLICATIONS IN
MAMMALIAN CELL CULTURE

Balancing Medium Composition with Requirements for
Biosynthesis

Metabolic flux analysis has already been proven a useful
tool for analyzing the requirements for energy and
biomass synthesis. Using linear optimization techniques
to analyze data of hybridoma cell metabolism, Savinell
and Palsson (26) calculated that neither the maintenance
demand for ATP nor the antibody production rate limits
the growth rate of these cells. They also estimated
that hybridoma cells use their nutrients with only 57
to 78% efficiency under normal conditions. Apart from
this theoretical work, several experimental studies have
been carried out to investigate "overflow metabolism" of
glucose and amino acids at an intracellular level. These
are discussed later.

Flux balances have been used to improve the medium
composition of cell culture. Ferrance and co-workers (55)
examined amino acid balances in developing insect-cell
culture media. They distinguished "balanced" versus
"unbalanced" amino acids in a batch culture of Sf9 cells.
A certain amino acid was designated "balanced" when
the total amount of amino acid measured after 10 days of
cultivation (in the culture medium plus in the hydrolyzed
cell extract) differed by less than 20% different from the
amount in the medium. In contrast, "unbalanced" amino
acids are converted in catabolic processes for more than
20%. It was found that the unbalanced amino acids are
alanine and serine (which are produced in catabolism) and
arginine, asparagine, glutamate, glutamine, glycine, and
threonine (which are consumed in catabolism).

The determination of "net catabolic rates" is a similar
concept (25). The net catabolic rate of metabolite X is the
production rate of X corrected for incorporation in biomass.
The fraction of amino acids required for biosynthesis was
determined by measuring amino acids in (hydrolyzed)
cell protein and measurement of nucleic acid content. In
hybridoma cells, the amino acids aspartate, asparagine,
alanine, (hydroxy)proline, and serine were produced
in catabolic processes. Arginine, glutamate, glutamine,
isoleucine, leucine, and lysine were consumed and used
to generate carbon for TCA-cycle intermediates. In other
words, alanine, aspartate, asparine, proline, and serine
are waste products of amino acid catabolism, and their for-
mation can be reduced by balancing arginine, glutamate,
glutamine, etc., to the requirement for anabolic processes.

Sharfstein et al. (28) used mass balances to complement
13C-NMR data from hybridoma cells cultured in hollow-
fiber bioreactors. It was found that at both low and high
glutamine concentrations a significant fraction of amino
acids entered the TCA cycle at acetyl-CoA (e.g., isoleucine,
leucine, lysine) and succinyl-CoA (isoleucine, methionine,
and valine). At low glutamine concentrations, only 24% of



the amino acids entered the TCA cycle via a-ketoglutarate
(which is mainly glutamine). These data show that it is
important to balance glutamine and also other amino acids
for optimal process conditions.

A systematic and successful approach to reduce
the production of lactate, ammonia, and amino acids,
while avoiding substrate limitation for biomass synthesis
and energy generation, has been proposed by Xie and
Wang (7,8). Based on stoichiometric analysis and mass
balancing techniques, they designed a process control
strategy to meet the requirements for energy and growth
of fed, batch-cultured hybridoma cells. The ratio of lactate
to glucose and the ratio of ammonia to glutamine was
only 0.067 and 0.15, respectively, compared to 1.33 and
0.40 in a conventional batch culture. As a result, the final
antibody titer was 2.4 g/L, almost 50 times as high as in
conventional batch cultivations (8). It would be interesting
to compare the efficiency of nutrient consumption of
these optimized, fed, batch cultures to cultures studied
by Savinell and Palsson (26).

Studying Cellular Physiology

In addition to the studies described above, mass
balances have been used to estimate intracellular
fluxes in mammalian cell culture. For example, it
has been shown that almost all glutamate enters the
TCA cycle via transaminases (X20 a n d #21) a n d not
by the glutamate — dehydrogenase flux 0*22) in cultured
hybridoma cells (25,43), most likely to avoid producting
additional ammonia. Indeed, when hybridoma cells are
ammonia stressed, the transaminase activity is higher,
and the glutamate-dehydrogenase flux is in the direction
of glutamate production, thereby detoxifying a fraction
of ammonia (see also Fig. 5 and Ref. 56). This suggests
that ammonia-resistant cells can be engineered by the
overexpression of glutamate dehydrogenase.

The effect of culture conditions on intracellular fluxes
has been estimated with balancing techniques, even for
underdetermined metabolic subnetworks. For instance,
it has been shown that the TCA-cycle activity is low
under oxygen-limiting conditions (43). This agrees with
the low pyruvate oxidation activity found in other
cultured cell lines (15). Recently, we demonstrated by
metabolite balancing techniques that the pentose shunt

Figure 5. Proposed mechanism of ammonia detoxification by
cultured mammalian cells, as analyzed by mass balancing tech-
niques, (a) Under normal conditions, the flux through glutamate
dehydrogenase is insignificant relative to aminotransferases.
(b) Under ammonia stress, ammonia levels are reduced by
converting it and a-ketoglurate into glutamate, which is subse-
quently channeled back into the TCA cycle by aminotransferases.
The intensity of the solid lines qualitatively represents the mag-
nitudes of the fluxes.
Abbreviations: ALA alanine; ASP aspartate; TCA cycle tri-
carboxylic acid cycle; GLU glutamate; GLN glutamine; NH3
Ammonia; OAA oxaloacetate; PRO proline.

flux (JC2) in hybridoma cells increases after addition
of a growth-stimulating component (25), which agrees
with the biochemical function of the oxidative branch
of the shunt to supply NADPH for anabolic processes.
These results suggest that mass balancing techniques are
useful for the analysis of effects of toxic compounds on
cellular physiology, even if the metabolic network under
investigation is underdetermined.

OUTLOOK

In the near future, metabolite balancing techniques may
be used to study areas of mammalian cell metabolism other
than energy (26), glucose (7,25,43) or amino acid (7,56)
metabolism. A few studies of those committed to
optimizing the production of glycoproteins by mammalian
cells have already proceeded this direction. Bibila and
Flickinger (57) used a structured model to study the
pathway dynamics of antibody synthesis and suggested
that the antibody assembly in the ER may be rate-
limiting in rapidly growing hybridoma cells. Recently,
Bailey et al. (58) used mass balance techniques to predict
the fraction of biantennary glycoforms of a glycoprotein
product produced by CHO cells, as a function of fi-
iV-acetyl glucosaminyl transferase III activity. Whiteley
et al. (59) described a model to quantify the effect of
coexpression of the chaperone BiP on the secretion of
IgG in insect cells. These studies consider only a fraction
of the secretory pathway. When more quantitative in vivo
data are available, it may be possible to determine rate-
limiting steps in protein synthesis of mammalian cells by
mass balance techniques.

CONCLUSION

Stoichiometric and flux analyses have been shown useful
for optimizing cell-culture processes and for designing flux
distributions with optimal nutrient uptake and a mini-
mum of waste product synthesis. It has been demonstrated
that a large fraction of metabolic fluxes in mammalian cells
can be estimated by mass balancing techniques alone.
Isotopic-tracer experiments remain indispensable for the
determination of fluxes in cyclic pathways. However, rela-
tive trends in intracellular metabolic fluxes upon changes
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in extracellular conditions can be determined solely by
mass balancing techniques, even if the metabolic net-
work is principally underdetermined. The combination of
flux-balance models and isotopic tracer studies will be
the future tool for quantitative flux analysis of complex
metabolic networks.
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INTRODUCTION

Genetic engineering can be defined as a deliberate
attempt to alter the genotype of a cell or organism by
introducing foreign DNA. In this context, foreign DNA is
any exogenously supplied DNA, and does not necessarily
have to be derived exclusively from a heterologous source.
The ability of mammalian cells to take up DNA from
their surrounding medium was first shown in the early
1960s (1). However, gene transfer to animal cells had
been appreciated even since the 1940s, when viruses were

first shown to carry their own nucleic acid. It is now
known that animal cells can take up DNA naturally
from a variety of sources, such as from incompletely
hydrolyzed DNA molecules in the digestive tract (2).
However, the predetermined genetic manipulation of
animal cells only became possible at the beginning of
the recombinant DNA era. This saw the development of a
range of tools and techniques for the cloning and in vitro
manipulation of particular DNA fragments, permitting the
construction of recombinant DNA molecules containing
novel combinations of sequences from diverse sources.
Such techniques facilitated the design of vectors, purpose-
constructed delivery vehicles used to introduce and
establish foreign DNA sequences in animal cells. This, and
the inclusion of transcriptional and translational control
sequences in vectors to drive foreign gene expression,
forms the basis of genetic engineering in animal cells.

The applications of this technology are manifold. In
most cases, the underlying aim of a particular gene
transfer experiment is to express a protein, either for
commercial or research purposes, or for gene therapy. The
expressed protein is usually referred to as a recombinant
protein because it is encoded by a recombinant vector,
not necessarily because the open reading frame itself
is recombinant at the DNA level. If the open reading
frame is recombinant, that is, represents two or more
heterologous coding regions joined together in-frame, the
protein is defined as a fusion protein. In many cases,
the recombinant protein is not typically synthesized by
the host cell (e.g., it may be a protein from a different
species, or a protein that is normally restricted to a
different cell type), in which case it may be described
as a heterologous protein. Alternatively, it may be an
endogenous protein, but the aim may be to overexpress
it, or express it under unusual circumstances. Finally,
the recombinant protein may be a particular mutant
form of an endogenous protein, or one that has been
modified so it is targeted to a different intracellular
compartment. The expression of recombinant proteins in
animal cells is now a well-established technology and has
been used in a huge variety of experimental systems. As
a commercial approach to protein production, large-scale
cultures of engineered mammalian cells have been used
to synthesize antibodies, hormones, growth factors and
cytokines, blood clotting factors, and the surface proteins
of numerous viruses for use as recombinant vaccines (3).
More recently, the same gene transfer technology has
been used to alter endogenous gene expression or make
targeted genome rearrangements in host cells. Vectors
producing antisense RNA can be used to inhibit the
expression of specific endogenous genes. Novel vectors
can also be used as insertional mutagens, and to facilitate
the identification and cloning of genes by reporting their
expression patterns. Others can replace endogenous genes
by homologous recombination, and can even generate
specific chromosome rearrangements. The scope of such
experiments may be limited to animal cells in culture,
but if fertilized eggs, early embryos, or embryonic stem
cells are used as host cells for gene transfer, it is
possible to regenerate chimeric or fully transgenic animals
expressing recombinant proteins or carrying specific



germline alterations. The reintroduction of engineered
cells into living animals, and gene transfer to animal cells
in vivo, are also becoming established as technologies for
gene therapy and the generation of chimeric animals for
research.

OVERVIEW OF ANIMAL CELL TECHNOLOGY

Animal Cells Used for Genetic Manipulation

The use of cells to analyze gene function and gene
regulation plays a pivotal role in many molecular biology
studies. For the analysis of animal genes, it is usually
beneficial, and in many cases essential, to use animal
cells as hosts. Animal cells alone provide the correct
genetic and biochemical background for such studies.
Furthermore, animal proteins expressed in animal cells
are more likely to be correctly processed and modified
compared to those expressed in bacteria or microbial
eukaryotic systems. For these reasons, there has been
an intense effort over the past twenty years to develop
efficient vectors and DNA transfer procedures for use
with animal cells. Generally, this means mammalian cells
and cell lines, because this is where most resources have
been directed. However, other vertebrate cells are used
for specialized purposes (e.g., the chicken DT40 cell line
for homologous recombination). Furthermore, insect cell
lines are used for the highly efficient baculovirus-based
transient expression system, and since they are cheap

to maintain, insect cells have recently emerged as hosts
for recombinant protein expression in their own right (4).
One exception to this apparently polarized exploitation of
the diversity within the animal kingdom is in the field
of transgenesis. The eggs and early embryos of many
animals — nematodes, mollusks, annelids, insects, fish,
amphibians, birds, and mammals—have been subjected
to gene transfer procedures to produce animals containing
transient episomal foreign DNA or carrying stable
germline modifications. Additionally, the large oocytes
and eggs of the South African clawed frog Xenopus laevis
have been widely exploited as a transient heterologous
expression system for the analysis of protein function (5).

Protein Expression

For protein expression, the DNA sequence to be expressed
is typically cloned in a bacterial host and then introduced
into animal cells either by transfection (direct DNA
transfer) or transduction (carried within a virus particle).
In each case, cloning and transfer involve the use
of specialized vectors carrying all the DNA sequences
required for transcription and translation. There are
many reasons for doing this type of experiment (Table 1).
Sometimes such a strategy is chosen because the foreign
sequence cannot be expressed in any other host (e.g., if it
contains introns that are incorrectly spliced in microbial
systems). Characterizing the properties of cloned genes by
expression in mammalian cells may also be one route to
isolating a particular gene or cDNA sequence from a DNA

Table 1. Reasons for the Genetic Manipulation of Animal Cells

Protein expression (i) For the production of large amounts of a protein that is either naturally
scarce or the completely novel product of recombinant DNA technology;
especially applicable for the production of biologically active proteins with
specific forms of post-translational modification, which are carried out
incorrectly in microbial expression systems

(ii) For confirmation of the identity of a cloned gene by immunological assay of its
product

(iii) For the study of protein function, transport, localization, etc. within animal
cells

(iv) For the comparison of normal and mutant proteins
(v) For the expression of proteins from genomic sequences containing introns,

which are not spliced or incorrectly spliced in microbial systems
(vi) For gene augmentation therapy, the expression of proteins in animal cells in

order to correct a genetic defect in a live animal
(vii) For the production of transgenic animals expressing a foreign protein

Regulatory analysis (i) For transient analysis of gene regulatory sequences in cells using reporter
constructs

(ii) For the analysis of gene regulatory sequences using reporter constructs in
transgenic animals

(iii) For the cloning and analysis of higher-order function elements (origins,
centromeres, matrix attachment regions, boundary elements, etc.)

Gene inhibition (i) For the inhibition of endogenous gene function using antisense RNA,
ribozymes, intrabodies, or dominant negative alleles either for functional
analysis in cells/transgenic animals, or for gene inhibition therapy

Mutagenesis and targeting (i) For untargeted gene mutation by random insertional mutagenesis
(ii) For mutagenesis screening and cloning by tagging or plasmid rescue

(iii) For the entrapment of genes or regulatory elements
(iv) For targeted disruption of an endogenous gene (gene knockout)
(v) To introduce a subtle mutation (allele replacement)

(vi) To replace one gene with another (gene knock in)



library, an approach termed expression cloning. In many
cases, cloned sequences are introduced into animal cells in
order to be subjected to some kind of functional analysis,
such as testing various mutant forms of a protein or
regulatory element for their activity. Alternatively, protein
production may itself be the goal, allowing biochemical
and structural analysis, or in the biotechnology industry,
commercial production for research, industrial, or medical
use. The exploitation of animal cells as "protein factories"
is particularly important if correct post-translational
modification is required for efficient protein activity or
if the product is intended for human therapeutic use, since
incorrect modification often renders recombinant human
proteins immunogenic. In research, recombinant protein
synthesis is a means to investigate a particular biological
system, and this is usually the major factor determining
the choice of suitable host cells. Gene delivery therefore
has to be optimized to fit these parameters. However,
where protein synthesis is itself the ultimate aim, a
small number of cell lines have been specially developed
to complement particular vectors, such as COS-7 cells
for SV40-derived replicons, HEK 293 cells for adenoviral
vectors, and Sf9 cells for baculovirus vectors. Gene transfer
procedures for such cells have been carefully optimized and
are routine in many laboratories.

Many of the strategies discussed require only transient
protein expression. The foreign DNA need only remain
intact and functional in the host cell for a short time, or the
host cell itself need only survive transiently. This type of
system is sufficient for protein harvesting if a large amount
of protein can accumulate over a short period of time. It
is also sufficient for many types of functional analysis,
because the given assay can be completed rapidly. In other
situations, however, it may be necessary to generate a
cell line producing recombinant protein on a long-term
basis. This approach is used where a continuous supply
of protein is required or where the cell line is used as a
basis for further study. Such applications require foreign
genes to be stably and permanently maintained in their
animal cell hosts. This can be achieved in two ways: first
by stable integration of foreign DNA into the genome, and
second by the use of stably maintained episomal vectors.
Stable maintenance and long-term expression are also
required where manipulated cells are used to generate
transgenic animals, or as part of a gene therapy program.
Like engineered cells, transgenic animals may be used
purely for functional analysis, or as novel strains for
exploitation in further experiments. Transgenic animals
can also be used as living factories, producing correctly
modified commercially valuable proteins, for example
in their milk. This approach is euphemistically termed
"animal pharming."

Recent Advances in Gene Transfer Technology

While protein expression remains the predominant use for
animal cells, attention has recently switched to a powerful
set of novel applications that exploit the same gene
transfer techniques directly to modify animal genomes,
or the expression of endogenous genes. Gene targeting is
the replacement of one allele with another by homologous
recombination, leaving the rest of the genome unchanged.

This technique facilitates allele replacement and gene
disruption (gene knockout) to create tailor-made mutant
cells. The expression of endogenous genes can also be
influenced by using expression constructs to generate
antisense RNA, sometimes associated with ribozymes.
These interact with and destroy cellular mRNAs, and
hence block gene expression at the post-transcriptional
level. Both gene targeting and antisense RNA strategies
are extremely powerful when combined with current
methods for generating transgenic animals, because they
allow the creation of specific mutants with particular
genes interrupted, replaced, altered by subtle mutation,
or inhibited. The random insertion of cloned DNA also has
many applications, for example, saturation mutagenesis,
gene cloning by tagging or plasmid rescue, and the
trapping of endogenous genes and regulatory elements
using randomly inserted reporter gene constructs. Once
again, this technology is at its most powerful when used
in transgenic animals, allowing the isolation of genes and
regulatory elements with specific expression patterns, or
the isolation of genes associated with particular mutant
pheno types.

The technology associated with gene expression and
genome modification is now quite sophisticated, and is
advancing rapidly. This reflects the free use of well-
characterized genetic systems from simpler organisms
as genetic tools, and the trend towards designing and
customizing them to make them unique and fully
controllable. Of particular interest is the use of site-
specific recombination systems from bacteriophage and
yeast to control gene expression and generate targeted
genome rearrangements, often in an inducible or regulated
fashion. The design of fully synthetic or hybrid inducible
gene expression systems should eventually allow the
experimenter to exercise complete and predictable control
over foreign genes transferred to animal cells and in
transgenic animals. It will not be long before it is possible
to generate cell lines and animals in which particular
genes can be disrupted or activated in specific cell types
or at specific developmental stages at the whim of the
investigator.

Transfer and Fate of DNA Introduced into Animal Cells

DNA can be introduced into cultured animal cells by two
routes. The first exploits the natural ability of animal
viruses to infect cells and deliver the viral genome either
to the cytoplasm (most RNA viruses) or nucleus (most
DNA viruses). Recombinant viruses carrying foreign DNA
can thus be used to transfer foreign genes into the cell, a
process termed transduction. Most DNA viruses, as well as
the retroviruses (which have a DNA stage of the replication
cycle), have been used to deliver foreign genes to the
nucleus. Some replicate episomally (e.g., herpes viruses),
while others integrate (e.g., retroviruses). Exceptionally,
the poxviruses are DNA viruses that replicate in the
cytoplasm. They, and some RNA viruses, have been
exploited for cytoplasmic gene delivery and expression,
which can be advantageous in certain experiments (e.g.,
for producing antisense RNA). The general advantage
of transduction as a gene delivery method is its high
efficiency: In certain systems every cell in a culture dish



can receive foreign DNA. It is also possible to exploit the
natural tropism of a virus to infect particular cells in a
tissue; for example, Epstein—Barr virus is lymphotropic.
On the down side, there is often a complex series of
manipulations involved in the preparation of recombinant
viruses. Most viruses also exhibit cytopathic effects, and
there are safety concerns over the use of recombinant
human viruses. The alternative and simpler strategy is
direct DNA delivery, where the cell is forced to internalize
DNA present in the surrounding medium, or where there
is direct physical delivery of DNA into the nucleus, such as
by microinjection. These unnatural DNA uptake routes are
grouped under the term transfection. Direct delivery is by
far the most commonly used strategy due to its simplicity
and the requirement for only small, easily manipulable
vectors. However, it is much less efficient, and strong
selection systems must be used to identify successfully
transfected cells.

The fate of DNA introduced into cells depends on the
vector system being used. Many viruses, and plasmids
derived from them, carry cis-acting elements that facilitate
episomal replication, allowing the DNA to be replicated
and expressed without integration. Alternatively, foreign
DNA may integrate into a random chromosomal site and
replicate as a normal part of the genome. Integration
generally represents a permanent modification, while
episomal maintenance may be permanent or transient,
depending on the nature of the replicon and its effect on
the cell. Genes carried on vectors with no capacity for
episomal maintenance may also be expressed transiently,
but are soon diluted from the cell population. In some
cases, the use of nonreplicating vectors, or even simple
donor DNA without vector, ensures that only cells which
have stably integrated the DNA will be selected.

The sections to follow have been written to provide an
overview of the technology associated with gene transfer
to animal cells. The following two sections describe the
construction and use of direct transfer vectors and viral
vectors, respectively. The next two sections discuss the
factors controlling heterologous gene expression in animal
cells. The subsequent section introduces the more recent

technological advances of genome manipulation, including
the use of antisense RNA and gene targeting. The final
section describes how transgenic animals are produced
from manipulated animal cells, and discusses the impact
of this relatively new technology.

PLASMID EXPRESSION VECTORS FOR ANIMAL CELLS

Classes of Expression Vector and Common Modular
Components

An expression vector contains regulatory elements allow-
ing the expression of any foreign DNA it carries. The
simplest expression vectors, transcription vectors, allow
transcription but not translation of cloned foreign DNA,
and are designed for in vitro use [Fig. Ka)]. They allow
the production of large quantities (up to 100 ug per reac-
tion) of recombinant RNA and are often equipped with
dual, opposing promoters allowing both message sense
and antisense RNA to be synthesized, for example, for
use as probes in hybridization experiments. Significantly,
such vectors utilize the very specific promoters from E. coli
bacteriophages such as T3, T7, and SP6, which do not func-
tion in animal cells. More complex vectors can therefore
be designed to incorporate this in vitro transcription sys-
tem without interfering with the function of eukaryotic
transcription units in animal cells. Simple transcription
vectors lack other regulatory sequences, including tran-
scriptional termination sites. RNA of specified length can
therefore be produced from such vectors only by lineariza-
tion (run-off transcription). Although designed for in vitro
use, transcription vectors play an essential role in certain
protein expression systems (e.g., see the later section on
Sindbis virus and Semliki Forest virus vectors).

Typical protein expression vectors allow both the
transcription and translation of cloned DNA, and thus
facilitate the production of recombinant protein [Fig. l(b)].
Such vectors are equipped with transcriptional regulatory
sequences and sequences that control RNA processing and
protein synthesis (6). They are designed for use both in
cell culture and in vivo. In cases where the objective

Figure 1. Generic maps of different types of expression vector: (a) a transcription vector, which
carries promoters allowing the in vitro transcription of foreign DNA; (b) a protein expression
vector, which contains the regulatory elements (promoter-enhancer, intron, polyadenylation site)
allowing the transcription and translation of foreign DNA; such vectors may also carry a marker
gene for selection of transformants, or a viral origin of replication for episomal maintenance; (c) a
regulatory probe vector, which carries a reporter gene and allows the characterization of cloned
regulatory elements.

pProbepExpressionIntron
neo

pTranscription

hCMV
promoter

SV40 poly(A)

lacZ

Foreign
regulatory
sequence

SV40 poly(A)Foreign
gene

Foreign
sequence

SV40ori

SP6

T7



of the expression experiment is simply to produce as
much protein as possible, overexpression vectors are used,
which are designed to maximize both transcription and
translation. Where more moderate protein expression
levels are appropriate for the experiment, or where
large amounts of protein would be toxic to the cells,
inducible regulatory elements may be used. Proteins may
be expressed as native polypeptides or fusion proteins, the
latter often to facilitate protein purification or analysis. A
common fusion strategy is to express recombinant proteins
with an N-terminal signal peptide. This allows secretion
from host cell, so that the protein can be purified from the
growth medium without resorting to cell lysis.

Further expression vectors are designed not for the
analysis of cloned gene products, but cloned regulatory
elements (7). Such regulatory probe vectors carry a screen-
able marker gene such as lacZ, and allow the insertion
of putative regulatory elements that can be used to drive
marker gene expression [Fig. l(c)]. Different vectors are
available for the analysis of different types of ds-acting
element. Promoter probe vectors carry a reporter gene with
an initiation codon but no upstream regulatory sequences,
and are used for the identification and dissection of puta-
tive promoters. Enhancer probe vectors carry a reporter
gene driven by a minimal promoter, allowing analysis
for the upregulation of basal activity. There are also
vectors available for the analysis of transcriptional termi-
nator/polyadenylation sites and splice signals. Specialized
probe vectors called entrapment vectors are used for the
identification and isolation of novel regulatory elements
following random integration into the genome. These are
discussed in more detail in a later section.

There are now hundreds of different expression vectors
available commercially, and many more that have been
designed for specific experimental purposes. Despite
this overwhelming diversity, all expression vectors carry
a number of common modular components and differ
only in their versatility and applicability to particular
experimental systems and host cell types. The typical
modular components of an expression vector for animal
cells are discussed in the following, and can be divided
into five major categories (6):

• Plasmid backbone sequences. Those sequences re-
quired for cloning in bacteria and for in vitro
manipulation

• Plasmid maintenance sequences. Many vectors also
carry sequences of viral origin that allow episomal
replication in animal cells

• Components of the animal gene transcription unit.
Those sequences used for the efficient expression of
foreign genes, including promoter and enhancer ele-
ments, a polyadenylation site, an intron, sequences
for translational control, and sequences for protein
targeting in the host cell

• Marker genes. Either for visible quantification or
characterization of gene expression, or for selection
of transfected cells

• Sequences to simplify protein purification. In overex-
pression vectors there may be additional sequences

encoding a signal peptide (to facilitate secretion),
a protein tag (to allow, e.g., affinity purification of
the fusion protein), and a protease cleavage site (to
remove the tag after purification)

Plasmid Backbone Sequences

All expression vectors for use in animal cells are shuttle
vectors', that is, they can be propagated in cells of more
than one species. In most cases, the alternative host
is Escherichia coli, allowing large quantities of plasmid
DNA to be prepared and isolated from bacterial culture
(c.f. yeast artificial chromosome vectors in the following
section). Such vectors contain an origin of replication
derived from the naturally occurring plasmid CoIEl, and
a dominant marker for selection in bacterial cells. This
marker is usually an antibiotic resistance gene because
the selective regime is simple. However, suppressor tRNAs
are used in some host-vector systems.

In addition to these basic maintenance sequences,
other backbone sequences include those used for in vitro
manipulation (8). The most important of these is the
multiple cloning site, a cluster of unique restriction enzyme
sites allowing the insertion of foreign DNA, using a
variety of subcloning strategies, at a site that does not
disturb vector functions. For many vectors, recombinant
screening is facilitated by locating the multiple cloning
site within a marker gene so that recombinants can
be screened for loss of marker activity. The simplest
and most popular system is blue-white selection. This
is based on the marker gene lacZ, whose product fi-
galactosidase converts the chromogenic substrate X-gal
(5-bromo-4-chloro-3-indolyl-^-D-galactopyranoside) into a
blue pigment. Recombinant vectors, in which the marker
is interrupted, lack ^-galactosidase activity. Therefore,
on X-gal supplemented medium, recombinant colonies
appear white and nonrecombinant colonies blue. The
best contemporary vectors are extremely versatile and
contain a bacteriophage fl (or similar) origin of replication,
facilitating the production of single stranded DNA for
sequencing, in vitro mutagenesis, etc., and opposed
bacteriophage promoters allowing the synthesis of sense
and antisense RNA corresponding to the insert (e.g. for in
situ hybridization).

Generally, the bacterial and animal components of
shuttle vectors are functionally segregated. The animal
DNA does not function in bacteria, and therefore does
not interfere with cloning. Similarly, the E. coli backbone
sequences are not intended for use once the plasmid has
been introduced into animal cells, and they do not interfere
with maintenance or expression. However, certain plasmid
sequences have been shown to inhibit vector function
in mammalian cells. The first example was a fragment
of the pBR322 backbone that inhibited the activity of
the SV40 origin of replication in monkey cells (9). Such
poison sequences are often poorly defined, but they may
be responsible for the varying efficiencies of otherwise
similar expression vectors. Occasionally, eukaryotic insert
sequences can interfere with cloning in bacteria — this
usually involves rearrangement of the insert due to the
presence of repetitive DNA sequences, but can also result
in nonrecovery of recombinant vectors from bacterial



culture. Some contemporary vectors are designed to use
certain sequences both in bacterial and animal cells. A
recent series of expression vectors from Invitrogen utilizes
a single dominant selectable marker for resistance to
the antibiotic Zeocin. This can be selected in bacteria
and mammalian cells because the gene is controlled by
dual tandem promoters (a synthetic bacterial promoter
and the human cytomegalovirus promoter), and hence
significantly reduces the size of the vector allowing the
propagation of larger inserts. Bacterial promoters, such
as the T7 promoter and the E. coli lac promoter, have
also been used as part of animal gene transcription
units. They have been exploited as heterologous inducible
promoters, allowing efficient inducible expression of cloned
genes if the appropriate transcription factors are provided
in trans. Such systems are discussed in more detail
later.

Plasmid Maintenance Sequences

The transfection of animal cells with bacterial plasmids
results in a low frequency of transformation due to
stable integration of the DNA into the host genome.
Such vectors are not maintained episomally because the
bacterial CoIEl origin does not function in eukaryotes. Any
extrachromosomal DNA is rapidly diluted and degraded
in nontransformed cells. Certain mammalian viruses,
however, propagate their genomes as episomal plasmids
on either a long-term (latent) or a short-term (lytic) basis.
The inclusion of viral origins in recombinant plasmids
allows expression vectors to be propagated in the same
manner.

Lytic origins, such as the SV40 ori and Epstein-Barr
virus orihyt, can promote massive extrachromosomal
replication of expression vectors if appropriate regulatory
proteins are supplied in trans. This prolific amplification
of the foreign DNA allows high-level recombinant protein
synthesis, but this rapidly becomes toxic to the host cell,
resulting in cell death within a few days. Vectors with
lytic origins are thus suitable for transient expression,
but not for long-term protein synthesis. Conversely,
latent origins, such as Epstein-Barr virus oriP and the
bovine papillomavirus origin, allow stable maintenance
of expression vectors at a low copy number. This is not
toxic to the cell, and such vectors are suitable for long-
term propagation and facilitate the stable expression
of recombinant proteins. Expression vectors carrying
papovavirus and Epstein-Barr virus origins are discussed
in more detail later.

Regulatory Sequences

All protein expression vectors carry a transcription unit
containing the sequences required for efficient gene
expression. These comprise transcriptional regulatory
sequences, RNA processing signals, and sequences for
protein synthesis and targeting. The major components
are outlined briefly in the following section and discussed
more fully in subsequent sections.

• Promoter and enhancer sequences. The promoter is
the site where RNA polymerase II binds to the

transcription unit, and cis-acting elements upstream
of the promoter also control its cell type speci-
ficity and induction in response to external signals.
Enhancers are cis-acting elements that work with
endogenous promoters to increase their transcrip-
tional activity; they may also impart cell type and
inducible specificity upon gene expression. The pro-
moter and enhancer elements chosen for particular
expression strategies depend on the experimen-
tal parameters. There are three types of system:
(I) endogenous systems; (2) promiscuous viral sys-
tems; and (3) inducible systems. Where a particular
level or pattern of gene expression is required (e.g.,
when directing gene expression to specific tissues in
transgenic mice), an endogenous promoter/enhancer
system may be employed because many highly
specific systems have been characterized. Where
high-level expression and versatility are required,
the strong and promiscuous regulatory elements
found in mammalian viruses are often used. These
include the SV40 early promoter and enhancer, the
human cytomegalovirus promoter/enhancer, and the
Rous sarcoma virus long terminal repeat (LTR) pro-
moter/enhancer. These widely used elements func-
tion in many cell types, often beyond the scope
specified by the host range of the virus, allowing
the same expression vectors to be transfected into
a range of different cell lines. Where precise con-
trol of gene expression is desired, or where the
recombinant protein is toxic to the cells, inducible
systems may be used. These may be of endogenous
origin (e.g., heat induction), in which case endoge-
nous genes may also be activated. Alternatively,
they may be heterologous systems that have to be
activated by supplying appropriate transcriptional
regulators in trans (e.g., E. coli lac and tet systems,
the Drosophila melanogaster ecdysone system). Both
endogenous and heterologous systems may suffer
from leakage (high background expression) or a low
induction ratio, so there has been an intense effort in
recent years to develop hybrid or completely artificial
induction systems, allowing precise control of foreign
gene expression.

• RNA processing sequences. These include a transcrip-
tional termination/polyadenylation site and often an
intron. Termination and polyadenylation sites are
essential for stable RNA production. Introns are not
necessary for the efficient expression of all genes, but
in many cases the inclusion of an intron has been
shown to improve protein expression levels. For some
genes, this may be because splicing is required for
continued transcription or RNA stability. Alterna-
tively, the recruitment of particular proteins during
splicing may facilitate translation when the mRNA
is exported from the nucleus.

• Sequences for efficient translation and protein target-
ing. By far the most important consideration here
is the Kozak consensus, a sequence surrounding
the initiation codon whose context sponsors efficient
ribosome scanning and initiation. The size of the 5'
untranslated region (UTR) is also kept as short as



possible, as secondary structure in the transcript can
inhibit translation. If a 3' UTR is included in the
vector, AU-rich instability sequences are avoided. A
further sequence included in some vectors is a picor-
naviral internal ribosome entry site, allowing the
production and translation of polycistronic mRNAs.
Sequences may also be included that target recom-
binant proteins to particular cellular compartments.
Nuclear localization sequences are used to target pro-
teins to the nucleus. Signal peptides target proteins
to the secretory pathway, which may be essential for
correct post-translational modification. KDEL reten-
tion signals (KDEL specifies a tetrapeptide sequence
in the single letter amino acid code) may be used to
favor intracellular protein accumulation.

Marker Genes

A marker gene is one conferring a readily identifiable
phenotype. Many expression vectors carry marker genes,
or are introduced with a second vector carrying a marker
gene. Such genes can be divided into two classes serving
distinct functions.

First, visible or screenable markers (reporter genes) pro-
vide visible evidence of transfection and gene expression.
Under the control of a constitutive promoter, reporter
genes can be used to determine transfection efficiency.
Such vectors are often used for cotransfection with a series
of experimental vectors to provide an internal experimen-
tal control. If a reporter gene is linked to a heterologous
regulatory element, it can be used to quantify the expres-
sion levels and patterns associated with that regulatory
element. If a reporter gene is joined to a foreign gene
and expressed as a fusion protein, it can be used as a
flag to determine protein localization, or exploited for
protein purification (see next section). Entrapment vec-
tors, which integrate into the genome and reveal the
attributes of proximal genes and regulatory elements by
reproducing their expression patterns, can exploit both
these principles.

Second, selectable markers encode products conferring
resistance (positive selection) or sensitivity (negative
selection or counterselection) to a particular treatment.
These are used to select stably transfected cells from a
background of nontransfected cells, or other rare products
of transfection (e.g., cells that have undergone homologous
recombination as opposed to those that have integrated the
DNA randomly).

Sequences to Simplify Protein Purification

The synthesis and accumulation of recombinant protein
in the cytoplasm of stably transfected cells has several
disadvantages, including toxicity effects and dependence
on cell lysis for protein isolation. However, by expressing
recombinant proteins with an N-terminal signal peptide,
proteins can be secreted from the cell and purified from the
medium, reducing toxicity and allowing long-term protein
production by repeated passaging. Traditional methods
for the purification of overexpressed proteins involve time-
consuming gel filtration or ion-exchange chromatography
procedures. Only if the protein has a natural ligand,

or if an antibody is available, can it be purified by
the simpler techniques of affinity chromatography or
immunoprecipitation. Many current expression vectors
include sequences incorporated specifically to simplify
the purification of overexpressed proteins (10). These
sequences fall into three classes: fusion polypeptides,
fusion epitopes, and oligo(amino acid) tails. Each provides
a tag with which to purify the protein product of any gene
expressed using that vector (Table 2). Fusion polypeptides
include ^-galactosidase, glutathione-£-transferase, and
staphylococcal protein A. In each case, there is a particular
ligand to which this polypeptide binds, allowing the

Table 2. Sequences Included in Mammalian Expression
Vectors to Simplify the Purification of Overexpressed
Proteins

Abbreviations: APTG,p-aminophenyl-/?-D-thiogalactopyranoside; ER, endo-
plasmic reticulum; FLAG, amino acid one-letter code for residues within
the "FLAG" epitope.

Sequence

Signal peptide

/J-galactosidase

Glutathione-S-
transferase

Staphylococcal
protein A

c-Myc

FLAG

(HiS)6

(Cys)4

Collagenase
Enterokinase
Factor Xa

Comments

Secretion

An N-terminal 15-30 amino acid peptide
which, by interacting with a signal
recognition particle, causes ribosomes
to attach to the ER membrane and pass
the nascent polypeptide into the ER
lumen for secretion; many signal
peptides have been characterized and
some exploited in mammalian
expression vectors; e.g., the mouse Ig
kappa chain signal peptide is used in
the Invitrogen vector pSecTag

Fusion polypeptides

Approximately 120-kDa polypeptide,
binds to APTG

Approximately 30-kDa polypeptide, binds
to glutathione

Approximately 30-kDa polypeptide, binds
to IgG and elutes at low pH

Fusion epitopes

11 amino acid epitope, recognized by
mouse monoclonal antibody 9E10;
elutes at low pH

Hydrophilic 8 amino acid epitope
recognized by commercially available
antibody anti-FLAG M1/M2

Oligo(amino acid) tails

Purified by metal chelate affinity
chromatography, or anti-(His)6
antibodies

Purified by affinity to thiopropyl groups

Cleavage sites

Cleavage site is -Pro-xxx-^-Gly-Pro-xxx-|
Cleavage site is -(Asp)4-Lys-|
Cleavage site is -Ile-Glu-Gly-Arg-| at

pH8.0



recombinant fusion protein to be captured and then
eluted. Fusion epitopes are short peptides providing a
single epitope of a particular protein, such as c-Myc,
for recognition by a monoclonal antibody. The advantage
of epitopes is that their small size and surface location
usually does not interfere with the native folding or
activity of the recombinant protein, which is sometimes a
problem using the larger fusion polypeptides. Similarly,
a short oligo(amino acid) tail provides an unobtrusive
tag allowing purification by simple chromatographic
procedures, or again using antibodies. The tail is usually
2-20 residues in length. A further sequence often included
in such vectors is a consensus cleavage site allowing the
overexpressed protein to be separated from its fusion
tag. A number of simple sequences may be chemically
or enzymatically cleaved (e.g., cyanogen bromide cleaves
after methionine residues). More complex cleavage sites,
such as the motif recognized by enterokinase, are
useful because they are unlikely to appear within the
recombinant protein by chance.

OTHER DIRECT TRANSFER VECTORS FOR ANIMAL CELLS

Yeast Artificial Chromosome Expression Vectors

Simple engineering strategies, such as protein synthesis
and transient analysis, can be performed with cDNAs
or minigene constructs cloned in plasmid or viral
vectors. Although such constructs provide the essential
information for protein structure, it is well established
that endogenous gene expression is influenced not just
by local regulatory elements, but also distant sites
that may exert a direct regulatory influence, or may
control chromatin structure or the extent of DNA
methylation. Hence, to reproduce the native expression
characteristics of an endogenous gene fully, a transgene
may need to be bracketed by hundreds of kilobase
pairs of flanking sequence. Inserts greater than 50 kbp
cannot be cloned in standard plasmid, cosmid, or viral
vectors due to packaging constraints, instability resulting
from recombination, the selection of spontaneous deletion
mutants, and the likelihood of shearing the DNA during
in vitro manipulation.

Such limitations have been overcome by developing
yeast artificial chromosome (YAC) vectors (11). These are
linear vectors carrying the essential czs-acting elements of
a yeast chromosome, and are stably propagated in yeast
cells at a low copy number. The components required
are a yeast centromere (CEN), an origin of replication
(autonomous replicating sequence, ARS) and telomeres
(TEL). The vectors also carry a multiple cloning site for
the insertion of foreign DNA, and selectable markers
for stable maintenance (such markers generally restore
prototrophy to an auxotrophic yeast strain). Of the vari-
ous large-capacity vectors developed for use in bacterial
and mammalian cells (reviewed in Ref. 11), YAC vectors
have many advantages, including their capacity (theoret-
ically up to 2 Mbp, which should enable even the largest
mammalian genes to be cloned) and the amenability of
yeast for homologous recombination. This allows yeast
vector sequences to be replaced by mammalian selectable

markers prior to transfection, a process termed retrofitting.
It also allows specific mutations to be introduced into the
foreign DNA. Recombinant YAC clones are fragile and
subject to shear, but several methods have been devel-
oped for their efficient transfection into mammalian cells,
including lipofection, fusion with yeast spheroplasts, and
microinjection into the pronuclei of fertilized eggs (see
later). Embryonic stem (ES) cells have been the predom-
inant targets for YAC transfection, and such techniques
yield transgenic mice with at least the same efficiency as
obtained using more traditional and smaller transgenes.

The generation of YAC-transgenic mice is not a trivial
process, since recombinant YAC DNA is difficult to
purify intact, and is highly susceptible to fragmentation
once inside the cell. Typically, transgenic animals
integrate several YACs, some with terminal deletions
reflecting intracellular fragmentation events. Despite
these difficulties, YACs have been used to study the
expression of a number of human and mouse genes in a
transgenic environment, using constructs ranging in size
from 40 kbp to over 1 Mbp (11). In most cases, transgene
expression was shown to closely mirror the expression
of the endogenous gene, suggesting that the inclusion of
flanking material can isolate transgenes from position
effects, which often influence basic expression constructs.
The applications of this technology are manifold, including
mutational analysis, the generation of animal models for
human disease, the analysis of czs-acting elements in their
natural context, and the analysis of higher-order genome
function (e.g., genomic imprinting and X-chromosome
inactivation). YACs have also been used as the basis of
one class of mammalian artificial chromosome (MAC), as
discussed later.

Targeting Vectors

Whatever the ultimate aim of a gene transfer experiment,
most vectors are designed primarily to express something,
be it a recombinant protein, a reporter gene under the
control of a cloned regulatory element, or an antisense
RNA molecule. Some plasmid vectors, however, do not
carry the typical components of a eukaryotic transcription
unit, and are therefore not strictly expression vectors.
There are two uses for such constructs: gene targeting and
random integration.

Gene targeting is the replacement of specific target
DNA sequences with foreign DNA carried in a vector by
homologous recombination and/or gene conversion (12).
Targeting vectors are used for two purposes, first
to replace genomic DNA sequences, and second to
replace sequences in viral genomes already in the
cell, to generate recombinant viral vectors (see later).
Like expression vectors, targeting vectors carry plasmid
backbone sequences and selectable markers, but they lack
eukaryotic maintenance sequences because the vectors
are not designed for amplification or recovery—their sole
purpose is delivery of the foreign DNA to the homologous
target. For this reason, such vectors are often termed gene
delivery vectors, or suicide vectors. The most important
feature of a targeting vector is the region of homology with
the intended target, as this is an absolute requirement for
homologous recombination. The design of the homology



region allows either insertion by single crossover or
transplacement by double crossover (targeting vectors and
strategies for gene targeting are discussed in more detail
later). Note that gene targeting and protein targeting are
not related terms: The former refers to the introduction
of particular mutations into specific genes by homologous
recombination, while the latter refers to controlling the
intracellular (or extracellular) destination of a protein
once it has been synthesized. The purposeful alteration
of protein structure by introducing specific mutations into
its gene is termed protein engineering.

Plasmid Vectors for Insertional Mutagenesis and Entrapment

The use of vectors for random integration into genomic
DNA serves two purposes. First, integrating vectors can
be used to generate mutants. Mutagenesis in classical
genetic analysis traditionally involves exposing a pop-
ulation of organisms to high levels of a mutagen, and
then recovering mutant offspring by suitable selection and
screening. The mutagens employed are either chemical
(e.g., ethylmethane sulfonate added to food) or physical
(e.g., bombardment with X-rays). More recently, biolog-
ical mutagens have been exploited. These are based on
transposable elements, DNA sequences that naturally
jump from site to site in the genome, often happening
to interrupt genes. Transposable elements cloned in plas-
mid vectors can be introduced into animal cells and will
jump to random sites in the genome resulting in inser-
tional mutagenesis. This strategy has been widely used to
generate Drosophila mutants: vectors carrying recombi-
nant Drosophila transposons called P elements have been
microinjected into eggs, leading to the recovery of mutant
offspring (13). Transposable elements require both cis-
acting sequences and trans-acting enzymes for mobiliza-
tion. The strategy used to control P element mutagenesis in
Drosophila is to coinject eggs with two plasmids, one con-
taining a defective P element (lacking the frcms-fimctions)
and another containing a helper P element, which has
been rendered nonmobilizable by deleting its cis-functions
(these are termed "wings-clipped" elements). This enables
the defective P element to jump once, from the plasmid to
a random location in the genome, and then remain stably
integrated. lnsertional mutants have also been generated
in mice, initially by the chance integration of transgenes
or retroviral vectors designed for other purposes, and later
by specially dedicated integration vectors (14).

Second, integrating vectors can be used as entrapment
vectors to identify local genes and regulatory elements
[Fig. 2(a)]. In this case, the transposable element contains
a reporter gene that responds to local promoter or enhancer
elements at the site of integration. The classic example of
this type of vector is the original Drosophila enhancer
trap (15). A recombinant P element transferred to the
Drosophila germline, as discussed, carries lacZ under the
control of a minimal promoter. The randomly integrated
cassette is then influenced by any local enhancers,
and the reporter gene expression pattern reveals the
expression parameters of the gene normally controlled by
the enhancer. Gene traps use the same strategy to identify
genes. In this case, the reporter gene may be located

downstream from an AUG codon or a splice acceptor site.
The first type of gene trap is activated upon insertion into
the first exon of an endogenous gene, while the other is
activated if inserted into an intron. Entrapment strategies
are widely used in Drosophila to identify novel genes on
the basis of their expression parameters. More recently,
the same approach has been used in other animals,
including mice (16), where libraries of ES cells carrying
reporter insertions can be used to generate transgenic
animals (17). ES cells are the preferred target for such
experiments as the interpretation of insertional mutation
phenotypes generated by the pronuclear injection of
mouse eggs may be complicated by the extensive genome
rearrangements that often accompany this procedure.
More refined approaches can be used to identify specific
classes of genes, for example, the use of a reporter
gene that requires an N-terminal signal sequence for
expression effectively selects for mutations in genes that
encode secreted proteins. Also, a gene trap comprising
two selectable markers and designed to express the
site-specific recombinase Cre will induce a permanent
switch between the markers when integrated adjacent to
a constitutive promoter (Cre recombinase is discussed
in more detail later). This approach can be used to
identify genes expressed in a temporally restricted manner
through the generation of a cell autonomous marker (no
switching of marker genes). The integration of a gene
trap vector is generally mutagenic, and depending on
the gene, the mutant phenotype may be observed in
heterozygotes or homozygotes. Such vectors thus serve
a dual role — interesting new genes can be identified
both by their reporter expression pattern and by their
mutant phenotype. Note that retroviruses (see later) are
often used for insertional mutagenesis and trapping in
mammals. Their unusual mode of replication allows them
to be classed as transposable elements as well as viruses;
so their activity is very similar to Drosophila P element
vectors.

Basic integrating vectors do not require any special
sequences in addition to the plasmid backbone, and even
this can be dispensed with — insertional mutants in mice
can be generated by introducing foreign DNA fragments
into fertilized eggs without a vector. Entrapment vectors
require a marker gene and minimal regulatory elements,
but both basic integrating vectors and entrapment vectors
lack eukaryotic maintenance sequences, because they
are not deigned for amplification or recovery. However,
careful design of such vectors can prove very useful.
One consideration is the uniqueness of the introduced
sequence. In Drosophila, the introduction of single P
elements into fly strains normally lacking P elements
enables genes identified by insertional mutagenesis to
be cloned by tagging. Simply, this involves screening
a genomic library generated from the mutant line for
the unique sequence of the integrated element [Fig. 2(b)].
Any clones isolated by this technique would contain the
integrated foreign DNA and surrounding genomic DNA.
This could then be used to screen genomic and cDNA
libraries from wild-type flies to identify and isolate the
noninterrupted version of the gene. This is an extremely
convenient reverse genetics approach in the study of gene



function, based on an original strategy devised by Lowry
and colleagues (18).

An even more elegant refinement is the technique of
plasmid rescue (19). In this case, the vector is designed
so that the sequence that integrates into the genome
contains certain plasmid backbone elements: the origin
of replication and a bacterial selectable marker. The
isolation of flanking DNA can then be achieved without

library construction: Genomic DNA from the mutant line
is digested with a restriction endonuclease cutting at
a single site in the vector, and the resulting genomic
DNA fragments are ligated to form circles. These can
be introduced into bacterial cells en masse, but only
those carrying a plasmid origin and marker will replicate
under the selective regime [Fig. 2(b)]. Bacterial colonies
growing on selective media thus contain circularized

Figure 2. Insertional mutagenesis and entrapment vectors: (a) different forms of entrapment
vector. The enhancer trap vector carries a minimal promoter, and gene trap vectors may carry a
"naked" start codon (this type of vector is also known as a promoter trap) or a splice acceptor.
(b) insertional mutagenesis and entrapment vectors may be used to clone local genes either by
tagging or plasmid rescue.
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genomic fragments carrying the inserted DNA sequence
and flanking genomic DNA.

DIRECT DNA TRANSFER TO ANIMAL CELLS

Overview of Animal Cell Transfection

The direct transfer of DNA into animal cells can be
accomplished by a number of techniques that either force
the cells to take in DNA by breaching the cell membrane
or exploit the natural ability of cells to internalize certain
molecules in their environment. The DNA introduced into
cells by transfection may be maintained transiently or
permanently. In transient transfection, the DNA may be
nonreplicative, in which case it is diluted and lost from
the population of cells over a few hours, depending on
its stability. For plasmids containing an SV40 origin of
replication, episomal replication occurs in certain simian
cells, but the high replication rate eventually causes cell
death. In both cases, foreign genes may be expressed
transiently, with a rapid onset of protein synthesis,
but for a limited duration. Transient transfection is
therefore useful for strategies such as expression cloning,
rapid assays for protein activity, and establishing the
potential of different promoters. Transient transfection
is not an efficient method for the overexpression and
purification of recombinant proteins on a long-term basis
and cannot be used to generate transgenic animals. For
stable transfection (also termed transformation because
the genotype of the cell is altered), foreign DNA must
be maintained permanently in the cell. If the exogenous
DNA is nonreplicative, stable transfection must occur by
integration of the DNA into the genome. Alternatively, the
foreign DNA may be carried in an episomal vector, whose
moderate replication rate does not cause cell death. Stable
transfection is required for the long-term production of
foreign proteins, for gene silencing by antisense RNA
synthesis, and for the generation of transgenic animals. It
is also highly desirable in many gene therapy applications.

What governs whether a given DNA molecule will
transiently or stably transfect a cell? Partly, this
depends on the type of vector. Those carrying episomal
maintenance sequences control their own fate: SV40-
based vectors kill simian host cells by high-level episomal
replication; so stably transfected cells are not recovered.
However, vectors carrying the Epstein-Barr virus latent
origin are stably maintained in permissive cells because
their replication rate is moderate and is tolerated
by the host. For nonreplicating DNA, however, both
transient and stable transfection occur concurrently. The
efficiency of transient transfection varies considerably
among different cell types and according to the transfection
method, but is always several orders of magnitude
higher than that of stable integration. Thus, in transient
transfection experiments, a small number of cells will
also be stably transfected, but these will not generally
be noticed in the short experimental time scale. In
stable transfection experiments, many cells are initially
transiently transfected, but the DNA is soon diluted and
destroyed. Selection is used to identify the rare cells
where foreign DNA has integrated into the genome,

and by this time, the "transient" DNA is no longer
present. Stable integration is thought to occur by
illegitimate recombination — end joining between broken
chromosomal DNA and vector DNA. In some cells, an
alternative to illegitimate recombination is homologous
recombination. The efficiency of this process is extremely
low in most cells, and even in particularly amenable
cells (such as ES cells and the DT40 line), it is still
a rare process and occurs several orders of magnitude
less frequently than random integration. Homologous
recombination occurs only if the vector carries a homology
region, where ectopic pairing can occur between the
genome and the vector, facilitating crossing over or gene
conversion. Due to the rarity of this event and the relative
frequency of random integration, very powerful selective
strategies must be employed to identify targeted cells, as
discussed later.

Transient Transfection with Nonreplicating Vectors

In transient transfection, DNA is not integrated into the
genome. Instead, when taken up by cells, it is transferred
to the nucleus, where it remains for a short period of time
in an extrachromosomal state (6,20). Almost any vector
and any cell line can be used for this type of transient
transfection, and recombinant proteins can be synthesized
as long as the vector contains a mammalian expression
cassette. The onset of protein expression is rapid, but
the yield depends not only on the regulatory elements
in the vector, but also on the transfection efficiency
(i.e., how much DNA is taken into each cell) and the
stability of the extrachromosomal DNA (i.e., how long
it lasts once inside). Covalently closed circular plasmid
DNA survives 12—48 hours in many cell lines before it is
degraded and diluted, allowing the transient expression
of foreign genes from simple vectors lacking eukaryotic
maintenance sequences. Some cell lines are renowned for
the stability of transfected DNA, allowing survival and
foreign gene expression for over 80 hours. One example is
the adenovirus-transformed human embryonic kidney line
293 (21). Covalently closed and supercoiled plasmid DNA
is required for efficient transient transfection. Relaxed
DNA (i.e., nicked circles or linear DNA) is a poor
template for transcription, and is prone to exonucleolytic
degradation. Ideally, high-quality plasmid DNA, prepared
using either cesium chloride equilibrium density gradient
ultracentrifugation or anion exchange chromatography,
should be used for transient transfection experiments.

Transient Transfection with Runaway Polyomavirus
Replicons

The polyomaviruses are a genus of small DNA viruses
from the papovavirus family. Each virion comprises a
nonenveloped, icosahedral capsid and a circular double-
stranded DNA genome of approximately 5 kbp. The best-
characterized species is simian virus 40 (SV40), whose
productive host range is limited to certain permissive
monkey cells. SV40 was the first animal virus to be
exploited as a vector because, like bacteriophage A, it
was considered a model system and its molecular biology
was studied in great detail. The first SV40-based vectors
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genomic fragments carrying the inserted DNA sequence
and flanking genomic DNA.
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cells by transfection may be maintained transiently or
permanently. In transient transfection, the DNA may be
nonreplicative, in which case it is diluted and lost from
the population of cells over a few hours, depending on
its stability. For plasmids containing an SV40 origin of
replication, episomal replication occurs in certain simian
cells, but the high replication rate eventually causes cell
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transiently, with a rapid onset of protein synthesis,
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DNA is nonreplicative, stable transfection must occur by
integration of the DNA into the genome. Alternatively, the
foreign DNA may be carried in an episomal vector, whose
moderate replication rate does not cause cell death. Stable
transfection is required for the long-term production of
foreign proteins, for gene silencing by antisense RNA
synthesis, and for the generation of transgenic animals. It
is also highly desirable in many gene therapy applications.
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transiently or stably transfect a cell? Partly, this
depends on the type of vector. Those carrying episomal
maintenance sequences control their own fate: SV40-
based vectors kill simian host cells by high-level episomal
replication; so stably transfected cells are not recovered.
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their replication rate is moderate and is tolerated
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among different cell types and according to the transfection
method, but is always several orders of magnitude
higher than that of stable integration. Thus, in transient
transfection experiments, a small number of cells will
also be stably transfected, but these will not generally
be noticed in the short experimental time scale. In
stable transfection experiments, many cells are initially
transiently transfected, but the DNA is soon diluted and
destroyed. Selection is used to identify the rare cells
where foreign DNA has integrated into the genome,

and by this time, the "transient" DNA is no longer
present. Stable integration is thought to occur by
illegitimate recombination — end joining between broken
chromosomal DNA and vector DNA. In some cells, an
alternative to illegitimate recombination is homologous
recombination. The efficiency of this process is extremely
low in most cells, and even in particularly amenable
cells (such as ES cells and the DT40 line), it is still
a rare process and occurs several orders of magnitude
less frequently than random integration. Homologous
recombination occurs only if the vector carries a homology
region, where ectopic pairing can occur between the
genome and the vector, facilitating crossing over or gene
conversion. Due to the rarity of this event and the relative
frequency of random integration, very powerful selective
strategies must be employed to identify targeted cells, as
discussed later.

Transient Transfection with Nonreplicating Vectors

In transient transfection, DNA is not integrated into the
genome. Instead, when taken up by cells, it is transferred
to the nucleus, where it remains for a short period of time
in an extrachromosomal state (6,20). Almost any vector
and any cell line can be used for this type of transient
transfection, and recombinant proteins can be synthesized
as long as the vector contains a mammalian expression
cassette. The onset of protein expression is rapid, but
the yield depends not only on the regulatory elements
in the vector, but also on the transfection efficiency
(i.e., how much DNA is taken into each cell) and the
stability of the extrachromosomal DNA (i.e., how long
it lasts once inside). Covalently closed circular plasmid
DNA survives 12—48 hours in many cell lines before it is
degraded and diluted, allowing the transient expression
of foreign genes from simple vectors lacking eukaryotic
maintenance sequences. Some cell lines are renowned for
the stability of transfected DNA, allowing survival and
foreign gene expression for over 80 hours. One example is
the adenovirus-transformed human embryonic kidney line
293 (21). Covalently closed and supercoiled plasmid DNA
is required for efficient transient transfection. Relaxed
DNA (i.e., nicked circles or linear DNA) is a poor
template for transcription, and is prone to exonucleolytic
degradation. Ideally, high-quality plasmid DNA, prepared
using either cesium chloride equilibrium density gradient
ultracentrifugation or anion exchange chromatography,
should be used for transient transfection experiments.

Transient Transfection with Runaway Polyomavirus
Replicons

The polyomaviruses are a genus of small DNA viruses
from the papovavirus family. Each virion comprises a
nonenveloped, icosahedral capsid and a circular double-
stranded DNA genome of approximately 5 kbp. The best-
characterized species is simian virus 40 (SV40), whose
productive host range is limited to certain permissive
monkey cells. SV40 was the first animal virus to be
exploited as a vector because, like bacteriophage A, it
was considered a model system and its molecular biology
was studied in great detail. The first SV40-based vectors
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were viral transduction vectors, and the life cycle of SV40
and its development as a viral vector are discussed later.
Despite many successes, however, the use of such vectors
has been severely curtailed by the limited capacity for
foreign DNA (maximum insert size 2.5 kbp), reflecting the
small size of the capsid.

A breakthrough came with the discovery that plasmids
containing a polyomavirus origin of replication were
propagated in the same way as the virus genome,
that is, as episomal replicons in permissive cells (22).
Replication also requires the presence of a viral-encoded
trans-acting regulator termed the T antigen. However,
since the polyomavirus replicon is not packaged into
viral capsids, there is no effective limit to insert size.
A number of polyomaviruses have been exploited to
develop episomal vectors, including SV40 for monkey
cells, murine polyomavirus for mouse cells, and BK
virus for human cells. The related bovine papillomavirus
(BPV) has also been used. BK virus and BPV-derived
replicons can be maintained episomally at a moderate copy
number and allow long-term protein expression: These
vectors are discussed later. Conversely, the replication
of SV40- and murine polyomavirus-derived vectors is
uncontrolled. In permissive cells, with readily available
T antigen, such vectors can replicate to an astonishingly
high copy number (up to 105 vector molecules per cell).
This facilitates high-level recombinant protein synthesis,
making such host-vector systems among the most efficient
available. Unfortunately, this prodigious replication and
gene expression cannot be sustained by the host cell,
and cell death occurs within a few days. SV40 and
polyomavirus replicons are therefore suitable only for
transient transfection, not in this case because the DNA
is lost, but because so much DNA is synthesized that the
cell cannot survive.

In some polyomavirus vectors, the T-antigen coding
sequence is included, enabling propagation in any
permissive cell line. Other vectors lack the T antigen,
which must then be supplied in trans. The development of
the COS cell line simplified the use of SV40-based vectors.
This is a derivative of the African Green Monkey cell
line CV-I, which is stably transformed with a partial
SV40 genome (hence COS: CV-I, origin, SV40). The
integrated SV40 origin is mutated and nonfunctional,
but the early transcription unit is functional, allowing
constitutive expression of the T antigen. This can
stimulate the replication of any SV40 replicon in the same
nucleus, and therefore allows the episomal propagation
of SV40 vectors lacking their own T-antigen transcription
unit (22). A whole series of SV40-based expression vectors
has been designed for use in COS cells, some also
utilizing SV40 transcriptional regulatory elements, others
containing heterologous elements. It would be impossible
to discuss all these vectors in detail; so the interested
reader is advised to consult Ref. 20 for a review of
early vector development, and recent product catalogues
from biotechnology companies such as Invitrogen for
descriptions of contemporary vectors. Cell lines have
also been developed for the propagation of murine
polyomavirus replicons, such as the mouse cell line MOP-
8 (23). Some of the most versatile transient expression

vectors contain both SV40 and murine polyomavirus
origins (e.g., the pcDNAl vector series from Invitrogen).
Notably, while the SV40 origin of replication may function
only in certain permissive monkey cells, the promoter
and enhancer sequences of this and other viruses are
extremely promiscuous. SV40 replicons can therefore be
used for transient transfection of any mammalian cell
type, although protein yields are much lower than for
monkey cells because there is no episomal replication.
In nonpermissive cells, SV40 DNA may also integrate
into the genome resulting in stable transformation, and
allowing the development of cell lines. More recently, it
has been possible to generate permissive monkey cell lines
stably transformed with episomal SV40-based vectors by
using conditionally expressed or temperature sensitive
T antigens, which sponsor more moderate and tolerable
replication rates (24,25).

Reporter Genes in Transfection Analysis

Transient transfection is often used to study gene
expression, function, and regulation in animal cells
because it is rapid, repeatable, and simple to perform,
allowing the comparative analysis of many different
expression constructs simultaneously. The alternative
strategy of producing cell lines for each construct is
laborious and expensive. Additionally, as discussed later,
the integrated foreign DNA is subject to random position
and dosage effects that may obscure the true relationship
between different constructs. Following the introduction
of foreign DNA into animal cells, it is possible to study
gene expression directly, for example, by northern blot,
nuclease protection, RT-PCR, immunological assay, or
assay for protein activity. This strategy suffers several
disadvantages, however, including the time-consuming
assays required, the requirement for gene-specific probes,
and the fact that if the transfected gene is similar to an
endogenous gene, it may be impossible to discriminate
between them.

One way to avoid these problems is to study gene
activity indirectly, by fusing the appropriate regulatory
sequences to a reporter gene (7). A reporter gene is a
screenable marker gene, that is, a gene whose product
is easily detected using a simple assay. Reporter genes
are often used to detect and characterize gene regulatory
elements by inserting the putative elements upstream
of the marker in specialized regulatory probe vectors.
The recombinant vectors are then introduced into one or
more types of animal cell, and quantitative assays for
the reporter molecule allow the experimenter indirectly
to gauge the level of transcriptional activity conferred by
the regulatory elements (26). In the same way, inducible
regulatory elements can be tested for their response to
particular stimuli by measuring the induction of reporter
gene expression. Cell type or developmental specificity can
be assayed by causing cells to differentiate in vitro, or by
testing reporter constructs in transgenic animals known
as reporter transgenics. A common strategy is to generate
a series of mutated versions of a given reporter construct
to narrow down particular cis-acting motifs in regulatory
elements. Upstream signaling events can also be studied,



for example by addressing the response of reporter genes
to the perturbation of specific signaling pathways.

Reporter genes are not used only to analyze regulatory
elements. By fusing a reporter gene to the coding
region of a second foreign gene, a fusion protein may
be generated that generally retains reporter activity.
This can be used to study protein localization in
the absence of a specific antibody, or, as discussed
previously, to simplify protein purification. One of the
most important uses of reporter genes in transient
transfection is to normalize data for transfection efficiency.
As discussed, the yield of protein obtained from a dish
of transiently transfected cells is highly dependent on
transfection efficiency, which can vary widely within an
experiment according to the transfection method used.
When comparing the activities of different constructs, it
is necessary to discriminate between variation caused by
genuine functional differences between constructs, and
that caused by fluctuations in transfection efficiency. A
reporter gene hitched to a constitutive viral promoter can
provide an excellent internal control.

There are many different reporter genes used in animal
systems, each with specific advantages and disadvantages
(Table 3) (27-36). Reporter molecules also differ greatly
in their half-lives, an important consideration where
researchers wish to study rapid inductive responses and
longer-term effects. General properties that make ideal
reporter genes include the following:

• The availability of rapid, sensitive, and inexpensive
assays for the product

• Minimal background activity in animal cells
• The reporter assay should be quantitative and have

a broad linear range, allowing the experimenter to
detect both major and minor differences in activity

• The reporter gene should have a small coding region,
so that expression vectors and fusion proteins are
kept to reasonable sizes

• The product should not be toxic or otherwise affect
the host cell physiology

Stable Transfection Using Nonreplicating DNA

In stable transfection, transformed cell lines are produced
in which recombinant proteins are synthesized on a long-
term basis, lasting months to years. Stable transfection
thus requires foreign DNA sequences to be maintained
on a long-term basis and in such a manner that the cell
can otherwise function normally (5,20,37). This can occur
in two ways. First, foreign DNA may integrate into the
genome, where it is maintained as a new chromosomal
locus by endogenous DNA replication. Second, foreign
DNA can be maintained episomally on a vector that
replicates at a moderate rate and hence does not affect
cell viability. In both cases, transformed cells may be
maintained under a selective regime, ensuring that the
foreign DNA is still present.

The most popular strategy for generating stable
cell lines is the integration of foreign DNA into the
genome. This strategy does not require specialized vectors,
as the integration mechanism involves illegitimate

recombination, where any DNA sequence can serve as a
substrate. A foreign gene that has integrated into the host
genome is termed a transgene. Stable integration has been
achieved with many different types of vector, including
those with no eukaryotic maintenance sequences. Even
linear foreign DNA fragments without a vector are suitable
substrates for integration. In fact, in contrast to transient
transfection, which is more efficient using supercoiled
plasmids, the frequency of stable integration is increased
using linear DNA because this is a better substrate for
illegitimate recombination. The integration mechanism
is extremely inefficient, that is, three to four orders of
magnitude less efficient than transient transfection and
viral gene transfer. Transformants are typically recovered
at a frequency of 10~5 to 10~6. For this reason, selectable
markers must be used to identify and selectively propagate
the rare, stably transformed cells (such markers are
discussed in the next section).

Another important factor in stable transfection by inte-
gration is the random nature of the integration event. It is
thought that the position of integration reflects the adven-
titious use of randomly occurring chromosome breaks in
the target cell population, and that the foreign DNA is erro-
neously used as a substrate by end-joining enzymes that
exist to repair such breaks. Typically, multiple copies of the
transfected DNA integrate at a single donor site, follow-
ing end-to-end ligation to form a transient low-complexity
structure termed a transgenome. Some transfection meth-
ods allow a degree of control over copy number (e.g.,
electroporation parameters can be set to favor single
copy integration), while others, such as calcium phos-
phate-mediated transfection, are not controllable. The
position of integration and the number of transgene copies
integrated are therefore highly variable, and both can
influence transgene expression. This results in varying
expression levels between independently derived trans-
formed clones, and the phenomenon of transgene silenc-
ing, where even cells with stably integrated and intact
transgenes fail to express recombinant proteins. The
causes of these effects and strategies to overcome them
are discussed in a later section.

Selectable Markers for Use in Mammalian Cell Lines

Under some circumstances, the foreign DNA introduced
into a cell may confer a phenotype that can itself be
selected or used as a visible assay for stable transfection.
This is unusual, however; so a selectable marker gene is
normally introduced along with the nonselectable foreign
DNA to allow transformed cells to be propagated under
conditions where the high background of nontransformed
cells will die. Initially, selectable markers were included
on the same vector as the nonselectable foreign DNA,
so that the two would cointegrate and selection for
the marker would necessarily identify cells carrying the
nonselectable gene of interest. However, it was shown
that two discrete plasmids cotransfected into mammalian
cells also resulted in a high frequency of cotransformation
(i.e., where the initially unlinked genes were integrated
together, usually at the same locus) (38). Typically, a 10:1
ratio of nonselectable to selectable vector is used, so that
cells transformed with the marker are highly likely to be



Table 3. Properties of Genetic Reporter Systems Used in Animal Cells

Abbreviations: ATP, adenosine 5'-triphosphate; CAT, chloramphenicol acetyltransferase; FDG, fluorescein di-/8-D-galactopyranoside; GFP,
green fluorescent protein; MUG, 4-methylumbelliferyl-jS-D-galactoside; ONPG, o-nitrophenyl-/*-D-galactopyranoside; PLAP, human placental
alkaline phosphatase; SEAP, secreted alkaline phosphatase; UV, ultraviolet; X-gal, 5-bromo-4-chloro-3-indolyl-^-D-galactopyranoside.

Reporter gene (product)

lacZ (/3-galactosidase)

cat (chloramphenicol
acetyltransferase)

SEAP (secreted alkaline
phosphatase)

luc (firefly luciferase)

GFP (green fluorescent protein)

Comments

Source: E. coli
Activity: Catalyzes the hydrolysis of /J-galactosides, e.g., lactose and many specialized

derivative substrates for different assay formats
Assays: /*-galactosidase assays are nonisotopic. In vitro assay formats based on

colorimetric (with substrate ONPG) or fluorometric (with substrate MUG) detection
systems lack sensitivity, but chemiluminescent systems using 1,2-dioxetane
derivatives are highly sensitive. High-resolution in vivo histological assays are also
available. The chromogenic substrate X-gal can be used for fixed tissue, and the
fluorescent substrate FDG can be used for live cells.

Advantages: Versatile, sensitive and many assay formats available.
Disadvantages: Some mammalian cells have high endogenous /?-galactosidase activity
Other comments: /*-galactosidase is a stable protein
References: 27,28

Source: E. coli transposon Tn9
Activity: Catalyzes the transfer of acetyl groups from acetyl coenzyme A to

chloramphenicol.
Assays: In vitro assays are isotopic, involving chromatogrpahic separation of acetylated

and nonacetylated forms of 14C-chloramphenicol. Such assays have low sensitivity
and are expensive, but more recently developed immunological and fluorometric
assays are better. In vivo CAT assays rarely used due to low resolution.

Advantages: Minimal background activity in mammalian cells
Disadvantages: Low sensitivity, expense, reliance on isotopic assay format
Other comments: CAT is a highly stable protein
Reference: 29

Source: Truncated form of human PLAP
Activity: Removes phosphate groups from a variety of substrates
Assays: Nonisotopic, sensitive in vitro assays using either colorimetric, fluorometric or

chemiluminescent formats to detect secreted protein. Not used for in vivo assays.
Advantages: Secreted protein can assayed in growth medium without lysing cells,

allowing multiple assays for the same culture and further manipulation of cells
following assay

Disadvantages: High endogenous levels of alkaline phosphatase in some mammalian
cells (although SEAP is heat tolerant, allowing endogenous enzyme to be inactivated
by heat treatment). Reporter system depends on correct function of the secretory
pathway.

References: 30,31

Source: The firefly Photinus pyralis
Activity: Light produced in the presence of luciferase, its substrate luciferin, oxygen,

magnesium ions, and ATP
Assays: Nonisotopic bioluminescent assays are used in vitro and in vivo. These are

highly sensitive and can be performed in live cells, using lipophilic luciferin esters.
Advantages: Sensitive, minimal background activity in mammalian cells
Disadvantages: Requires expensive detection equipment, some assay formats have

limited reproducibility
Other comments: Luciferase has a high turnover rate and is thus useful for the study of

inducible systems.
References: 28,32,33

Source: The jellyfish Aequorea victoria
Activity: Intrinsic ability to fluoresce under blue or UV light
Assays: Nonisotopic. Used for in vivo assays in live animals. Allows monitoring of

changes of gene expression in real time, and fusion GFPs allow protein sorting events
to be followed.

Advantages: Intrinsic activity (no substrate requirements), sensitivity, use in live
organisms

Disadvantages: The signal from A. victoria GFP is not intense enough for some systems.
Other comments: Improved GFPs with stronger emission, and emission at different

wavelengths, have been generated by mutation allowing multiple studies in a single
cell.

References: 33-36



cotransformed with the nonselectable DNA. The markers
are used to select founder cells that give rise to stably
transformed cell lines. Cells are allowed to grow under the
appropriate selective regime for about 10 generations. At
this point, individual clones of surviving cells are isolated
and used to found new lines.

The first selectable marker to be widely used was
Tk, encoding the enzyme thymidine kinase (TK) (39).
This is an endogenous marker; that is, it represents
an activity already present in most mammalian cells,
and therefore requires a tk~ cell background for positive
selection. Like most endogenous markers, Tk encodes a
nonessential enzyme involved in nucleotide biosynthesis.
Such markers have been developed because there are two
alternate nucleotide biosynthesis pathways in mammalian
cells, allowing viable mutant cells for each pathway to
be isolated, and chemical inhibitors of each pathway
to be identified. Under normal growth conditions, TK
is not required because dTTP can be synthesized from
carbamyl phosphate (the de novo pathway). However,
if cells are grown in medium containing the inhibitor
aminopterin, the de novo pathway is blocked and dTTP
must be synthesized from thymine (the salvage pathway),
which requires TK. Other endogenous markers are listed
in the first part of Table 4, and their role in nucleotide
biosynthesis is summarized in Figure 3. The problem with

such markers is that the number of cell types available for
transfection is limited to those where appropriate mutant
lines have been developed. Thus, although tk~ mutant cells
are themselves easily selected using 5-bromodeoxyuridine,
there has been a drive to develop new markers that can be
used in all mammalian cells.

Such dominant selectable markers (dominant because
they are derived from an exogenous source and there
is no competing activity in any mammalian cell) are
often drug resistance genes of bacterial origin (3,6,20,37).
Cells can be propagated in normal medium and then
transformed cells can be positively selected by adding the
drug at the appropriate concentration. Commonly used
dominant selectable markers are listed in the second part
of Table 4. One disadvantage of these bacterial markers
is that the concentration range over which the selective
agents are active tends to be narrow. Such markers are
therefore not suitable for stepwise selection for increased
transgene copy number. As discussed in more detail in
the following section, in situ transgene amplification is
one way to overcome position effects and generate high-
yield transformed cell lines, but this requires markers
than can be selected in a stepwise manner over a range
of selective conditions (40,41). The predominant example
of this type of amplifiable marker is Dhfr, which encodes
the enzyme dihydrofolate reductase (DHFR). Increasing

Table 4. Selectable Markers Used in Animal Cells: Endogenous Markers; Dominant Selectable Markers; Amplifiable
Markers; Reviews and Further References for the Development and Use of Selectable Markers can be Found in Refs. 3, 6,
20, 37, 40 and 41

Endogenous markers

These markers are involved in nonessential endogenous biosynthetic pathways. Most of the markers are enzymes involved in the
nucleotide biosynthesis salvage pathway, and such markers can be used both for positive and negative selection. Positive selection is
achieved using salvage pathway mutant cell lines in combination with drugs that block the de novo nucleotide biosynthesis pathway.
Negative selection is achieved using toxic base analogs that are incorporated into DNA only if the salvage pathway is used. Alternative
endogenous markers are expressed at a low level in animal cells, and can be used for selection in the presence of a certain inhibitor. The
endogenous functions of the markers and the activity of the inhibitors are summarized in Figure 3.

Marker

Ada

Aprt

Cad

Dhfr

Product and function

adenosine deaminase; converts
adenosine to inosine

adenine phosphoriboyl-transferase;
converts adenine to AMP

carbamyl phosphate synthase;
aspartate transcarbamylase;
dihydro-oroatase. These are the first
three steps in de novo uridine
biosynthesis.

dihydrofolate reductase; converts
folate to dihydrofolate and then to
tetrahydrofolate

Principles of selection

XyI-A (9-/?-D-xylofuranosyl adenosine) is an adenosine analog, which is
toxic if incorporated into DNA. ADA detoxifies XyI-A added to the
growth medium by converting it to XyI-I, its inosine equivalent. There is
a low background of ADA activity in most mammalian cells and
2/-deoxycoformycin, an ADA inhibitor, is therefore included in the
selection medium.

Positive selection: Adenine, and azaserine, to block de novo dATP
synthesis, so only cells using salvage pathway survive.

Negative selection: Toxic adenine analogs (e.g., 2,6-diaminopurine) which
are incorporated into DNA only in cells with APRT activity.

Positive selection: PALA (N-phosphonacetyl-L-aspartate) inhibits the
aspartate transcarbamylase activity of CAD

Positive selection: DHFR is required for several reactions in de novo and
salvage nucleotide/amino acid biosynthesis; hence selection is carried
out in nucleotide-free medium. However, Dhfr is typically used as an
amplifiable marker with the inhibitor methotrexate (see third section of
table).



Table 4. Continued

Dominant selectable markers

These markers are derived from a different species and confer an alien drug-resistance phenotype upon the transfected cell.

Markers used for in situ gene amplification

These markers can be amplified in situ by increasing the concentration of a competitive inhibitor in the medium. Many amplifiable
markers are also used as endogenous or dominant selectable markers, but in some cases, the drug used for amplification may not be the
same as that used for standard selection.

Marker

Hgprt

Tk

Product and function

hypoxanthine - guanine phosphoribosyl-
transferase; converts hypoxanthine to
IMP and guanine to GMP

thymidine kinase, converts thymidine to
dTMP

Principles of selection

Positive selection: Hypoxanthine and aminopterin, to block de novo IMP
synthesis; so only cells using salvage pathway survive. Selected on HAT
medium*.

Negative selection: Toxic guanine analogs (e.g., azaguanine) which are
incorporated into DNA only if there is HGPRT activity in the cell.

Positive selection: Thymidine, and aminopterin to block de novo dTTP
synthesis; so only cells using salvage pathway survive. Selected on HAT
medium*

Negative selection: Toxic thymidine analogs (e.g., 5-bromodeoxyuridine,
gancyclovir) which are incorporated into DNA only if there is TK activity
in the cell.

Marker

AS

ble

gpt

hisD

hpt

neo

pac

trpB

Product (and source species)

asparagine synthase (E. coli)

glycopeptide-binding protein
(Streptoalloteichus hindustantus)

guanine - xanthine
phosphoribosyltransferase (E. coli)

histidinol dehydrogenase (Salmonella
typhimurium)

Hygromycin phosphotransferase
(E. coli)

neomycin phosphotransferase (E. coli)

puromycin N-acetyltransferase
(Streptomyces alboniger)

Tryptophan synthesis (E. coli)

Principles of selection

Bacterial enzyme uses ammonia as amide donor unlike mammalian
equivalent. Hence cells transformed with AS grow on asparagine-free
medium containing the toxic glutamine analog albizziin

Confers resistance to glycopeptide antibiotics bleomycin and pheomycin
(and its derivative, Zeocin™)

Analogous to Hgprt in mammals, but possesses additional xanthine
phosphoribosyltransferase activity allowing survival in medium
containing aminopterin and mycophenolic acid (Fig. 3)

Confers resistance to histidinol

Confers resistance to hygromycin-B

Confers resistance to aminoglycoside antibiotics (e.g., neomycin,
kanamycin, G418)

Confers resistance to puromycin

Confers resistance to indole

Marker

Ada

AS

Cad

Dhfr

gpt

GS

Hgprt

Impdh

Mt-I
Mres

Ode

Rnr

tk~

Umps

Product

adenosine deaminase

asparagine synthase

aspartate transcarbamylase

dihydrofolate reductase

xanthine - guanine
phosphoribosyltransferase

glutamine synthase

hypoxanthine - guanine
phosphoriboosyltransferase

inosine monophosphate dehydrogenase

metallothionein 1

multidrug resistance: P-glycoprotein 170
gene

ornithine decarboxylase

ribonucleotide reductase

thymidine kinase

uridine monophosphate synthase

Amplifying selective drug

deoxycoformycin

^-aspartylhydroxamate

N-phosphonacetyl-L-aspartate

methotrexate

mycophenolic acid

methionine sulfoxamine

aminopterin

mycophenolic acid

Cd2+

adriamycin, colchicine, others

difluoromethylornithine

hydroxyurea

aminopterin

pyrazofurin



Figure 3. Nucleotide biosynthesis and commonly used endogenous selectable markers. De novo
nucleotide synthesis begins with the boxed precursors and follows the thick arrows. In the absence
of de novo substrates, or where the de novo pathway is blocked, the cell can use pyrimidine and
purine salvage pathways, beginning with the circled precursors and following the thin arrows.
Mammalian cells cannot convert xanthine to XMP, but this reaction is carried out by the E. coli
enzyme XGPRT, encoded by thegpt gene, allowing this to be used as a dominant selectable marker
in mammalian cells (zigzag arrow). Eventually, the nucleotides are converted into dNTPs (open
arrows) and incorporated into DNA. The salvage enzymes are not required for cell growth when
de novo substrates are available; so salvage pathway mutants are viable under normal growth
conditions. However, if the de novo pathway is blocked using any of the inhibitors (shown in bold),
genes encoding salvage pathway enzymes can be used as selectable markers when salvage
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resistance to methotrexate, a competitive inhibitor of
DHFR, usually correlates to increased Dhfr gene copy
number, and coamplification of the nonselected donor
gene. Amplifiable markers are highly efficient, but Dhfr
is endogenous, and the background of wild-type cells that
express and amplify their wild-type Dhfr locus can be a
problem. For this reason, such markers tend to be used in
mutant cell lines, which again restricts the number of cell
types available for transfection.

Maximizing Transgene Expression by Gene Amplification

When cultured cells are exposed to toxic concentrations
of certain drugs, rare individual cells survive because
they happen to have undergone a mutation that confers
drug resistance. The first such system to be investigated in
detail was resistance to the folic acid analog methotrexate,
which is a competitive inhibitor of DHFR (reviewed in
Ref. 42). Resistant cells were shown to fall into three
classes: those with reduced methotrexate uptake; those
with point mutations in the Dhfr gene, making the enzyme
less susceptible to inhibition; and those carrying multiple
copies of the Dhfr locus, allowing the production of enough
enzyme to out-compete the inhibitor. This latter class
can be selected stepwise by successive increases in drug
dosage, resulting in the propagation of clones with highly
amplified Dhfr gene arrays, and allowing cell growth in
concentrations of methotrexate up to 105 times greater
than the dose lethal to wild-type cells. The amplified copies
may be maintained as large intrachromosomal tandem
repeat units known as homogeneously staining regions
(HSRs), or as small extra chromosomes termed double
minutes. It is important to note that the drug does not
induce gene amplification, but facilitates the selection of
rare cells that have undergone random amplification.

Cloned copies of the Dhfr gene and its cDNA, re-
introduced into cells by transfection and randomly
integrated into the genome, are also amplified by drug
selection. However, it is not just the essential coding region
that is amplified. Extensive flanking sequences of up to 106

bp of DNA may be coamplified, emphasizing the random
nature of the amplification process. It is this amplification
of nonselected flanking material that can be exploited in

gene transfer experiments. Vectors have been constructed
in which a gene such as Dhfr is included adjacent to the
multiple cloning site where the nonselectable foreign gene
is inserted. The stable transfection of this construct allows
tandem cointegration of the amplifiable marker and the
nonselected gene. Alternatively, the Dhfr vector can be
cotransfected with a second vector carrying nonselectable
foreign DNA. As discussed, cotransfected vectors tend to
cointegrate at the same locus. Cointegration is followed
by a regime of intensifying drug selection, resulting in the
propagation of cells containing highly amplified arrays of
both the marker and nonselected transgenes (40,41).

This strategy facilitates high-level recombinant protein
synthesis, and can overcome position-dependent transgene
silencing because amplification can continue until there
are so many transgene copies that the amount of
mRNA synthesized is no longer the limiting factor for
protein expression. Alternatively, a specific regime of
drug treatment can be used to select for transformants
where the transgene is not subject to negative position
effects. However, since Dhfr is an endogenous marker,
drug selection can amplify the endogenous Dhfr gene
as well as transfected copies. Dhfr is therefore most
advantageous when used in a dhfr~ cell line, so that
nontransfected cells are not coselected on the basis of
endogenous gene amplification. Several derivatives of the
CHO (Chinese hamster ovary) cell line have been described
that lack DHFR activity. These include DUKX-BIl (DXB-
11), which has one active Dhfr gene (43), and DG44, which
is a homozygous null cell line (44). Two strategies have
been used to extend the range of cell lines available for
DHFR selection. First, a mutant form of the Dhfr gene,
which is highly resistant to methotrexate, can be used to
select for methotrexate resistance even in cells carrying
two normal copies of the normal Dhfr gene. However,
the level of amplification is restricted because large doses
of methotrexate are required to inhibit the endogenous
genes. Second, the Dhfr marker can be cotransfected
with a dominant selectable marker such as neo. Thus
cells can be treated with increasing concentrations of
methotrexate, and also selected with constant levels
of G418, to counterselect wild-type cells (which would
otherwise survive through amplification of the endogenous

Figure 3. (Continued) precursors are also provided. For example, Tk can be used to circumvent
aminopterin-inhibited de novo dTMP synthesis if the salvage precursor, thymidine, is included in
the growth medium. Alternatively, de novo and salvage inhibitors can be overcome by amplifiable
selection, e.g., PALA, an inhibitor of de novo UDP synthesis, can be overcome by amplification
of the Cad gene, and methotrexate, an inhibitor of several de novo and salvage reactions, can be
overcome by amplification of the Dhfr gene. Salvage pathway markers can also be counterselected
using toxic base or nucleoside analogs. These are toxic when incorporated into DNA via the salvage
pathway, but innocuous if nucleotides are synthesized de novo. For example, 5-bromodeoxyuridine
(bdUr) is a thymidine analog incorporated into DNA following conversion into a nucleotide by TK.
In the absence of TK, bdUr is not phosphorylated and is not incorporated into DNA. Azaserine
blocks several de novo reactions, the most important of which is shown. Abbreviations of enzymes
and inhibitors: APRT, adenine phosphoribosyltransferase; ADA, adenosine deaminase; CAD, car-
bamyl phosphate synthase/aspartate transcarbamoylase/dihydroorotase; dCF, deoxycoformycin;
DHFR, dihydrofolate reaductase; HGPRT, hypoxanthine-guanine phosphoribosyltransferase;
IMPDH, inosine monophosphate dehydrogenase; PALA, N-phosphonacetyl-L-aspartate; PNP,
purine nucleoside phosphorylase; TK, thymidine kinase; XGPRT, xanthine-guanine phospho-
ribosyltransferase.



Dhfr gene). Dhfr was the first selectable marker to be used
for amplification, and remains the most popular. Other
markers, listed in the third part of Table 4, have also been
used, but suffer from disadvantages such as the prevalence
of nonamplified resistance mutants, or cytotoxicity at high
drug concentrations. Only glutamine synthase has been
used anywhere near as frequently as Dhfr.

Stable Transfection Using Episomally Maintained Vectors

Replicating, extrachromosomal vectors for stable transfec-
tion possess a number of distinct advantages over integrat-
ing vectors. First, recombinant proteins are expressed at
a moderate level, which is uniform among independently
derived clonal lines. This is because there are no position
effects (the construct does not integrate) and no dosage
effects (the plasmid reaches a stable episomal copy num-
ber, regardless of initial transfection efficiency). Second,
stable transfection by episomal maintenance is equivalent
in efficiency to transient transfection, that is, up to 105

times more efficient than stable transfection by integra-
tion. Finally, because the vectors are episomal, they can
be separated easily from chromosomal DNA: This is par-
ticularly advantageous in techniques such as expression
cloning, which rely on the recovery of cloned DNA. While
nonreplicating plasmids suffice for stable transfection
by integration, episomal plasmids require maintenance
sequences derived from viruses whose genomes are also
maintained episomally. Novel strategies based on control-
ling the runaway replication of SV40-derived vectors have
already been discussed. Three other viruses that have been
widely exploited to construct episomal vectors are bovine
papillomavirus (BPV), BK virus (a human polyomavirus),
and Epstein-Barr virus (EBV).

The papovavirus family includes the polyomavirus and
papillomavirus genera. SV40 and the related murine
polyomavirus have been used to develop a range of
transient expression vectors that replicate to high copy
number and eventually cause cell death. The human BK
polyomavirus is stably maintained at a moderate copy
number (approximately 500 copies per cell) in human cells.
Plasmid vectors carrying the BK virus origin of replication
are similarly maintained as long as the BK virus T
antigen is available, and cell lines stably transformed
with such vectors have been continuously propagated for
over a year (45). BK virus-derived replicons contain a
selectable marker (e.g., neo) as well as plasmid backbone
sequences, BK virus functions, and the mammalian
transcription unit. This allows high-level recombinant
protein expression to be achieved by increasing the drug
concentration in the medium and hence selecting for
increased copy number. In this way, stable cell lines
carrying up to 9,000 copies of the vector can be generated,
although the copy number falls when selection is removed.
This vector system is extremely versatile: Variants have
been described with different promoters and selectable
markers, and a number of different host cell lines have
been used, including HeLa, COS-7, and 293 (45,46).

The papillomaviruses are related to the polyomaviruses
but possess larger, more complex genomes and encode
proteins on only one DNA strand. They infect higher

vertebrates, including man, and cause benign growths
called papillomas or warts. Bovine papillomavirus can
infect cultured mouse cells, but cannot produce progeny
virions. Instead, 50-100 copies of the genome are
maintained episomally as plasmids, and it is this property
that has been exploited to develop a series of episomal
expression vectors. Like SV40 and other polyomaviruses,
the early functions of BPV cause growth transformation.
The earliest BPV-derived vectors therefore comprised the
entire BPV genome cloned in a bacterial plasmid with
a mammalian expression cassette, and transfected cells
were identified by their transformation to a continuously
proliferative state. The early functions are carried on a
5.5-kbp sector of the BPV genome, which is termed the
69% transforming fragment (BPV69T), and this appears
to be sufficient for establishment and maintenance of
the episomal state (47). This fragment forms the basis
of a more versatile series of expression vectors that
also contain a mammalian selectable marker to extend
the range of possible host cells (reviewed in Ref. 48).
The ability of BPV69T vectors to replicate efficiently is
increased in some but not all cells by certain mammalian
genomic sequences, which are included, for example,
in the BV-I vector series (reviewed in Ref. 49). BPV
vectors can establish long-term, moderate-level foreign
gene expression in a broad range of mammalian cell
types, although 3T3 and C127 fibroblasts are the most
popular hosts. There is no limit to insert size, allowing
both cDNAs and full genes to be expressed. However, BPV
vectors suffer from several limitations. First, although
the viral genome is small in comparison to, for example,
herpes virus or vaccinia virus, it is still too large
(>10kbp) to manipulate easily in vitro, and lacks the
cloning versatility of other plasmids. Second, there are
problems with vector stability (50). Recombinant vectors
may undergo recombination or deletion, resulting in the
loss of foreign DNA, and in certain cell lines the vector may
integrate into the genome. Recombination between vectors
can occur, so that either single plasmids or oligomers may
be propagated. These effects are largely unpredictable,
depending on multiple parameters such as cell line, vector
type, and insert structure. The same parameters also affect
replication efficiency; so the episomal copy number may
vary from very low (20 plasmids per cell) to over 300 copies.

Due to the instability of BPV replicons, many
researchers have turned to Epstein-Barr virus as an
episomal expression vector (51). EBV is a human herpes
virus whose productive host range is limited to primates
and a few other mammals (e.g., dogs). The virus is
naturally lymphotropic and commonly infects B cells,
causing infectious mononucleosis. The virus has a large,
double-stranded linear DNA genome that circularizes
shortly after penetration by interaction between terminal
repeat sequences. In culture, the virus can cause lytic
infection, resulting in cell death, but most infected cells
are transformed into a proliferative state and the virus
genome is maintained as a latent, episomally replicating
plasmid, with a copy number under 1000. Although the
tropism of the virus is limited by its interaction with
a specific receptor found on very few cell types, the
circular EBV genome is maintained in many primate cells



following transfection, and thus shows great potential as
a broad cellular host-range expression vector. However,
the species host range is still limited to primate and dog
cells — rodent cell lines are not permissive for episomal
EBV replication. Only two regions of the EBV genome
are essential for the establishment and maintenance
of latent replication: the bipartite origin of replication
oriP, and the gene encoding the trans-acting regulator
of transcription and replication, EBV nuclear antigen-
1 (EBNA-I). These sequences form the basis of EBV
latent expression vectors, which are maintained at a
copy number of 2-50 per cell. A distinct origin, orihyt,
and a different regulator termed ZEBRA, are required
for lytic replication, thus oriP/EBNA-1 vectors do not
amplify in cells undergoing lytic EBV infection. More
recently developed EBV vectors containing both origins
can be maintained as low-copy-number vectors in latently
infected B-cell lines, and amplified approximately 500-fold
when cells are transfected with constitutively expressed
BZLF-I (the ZEBRA gene) to induce lytic replication. EBV
vectors may contain oriP only (in which case EBNA-I must
be supplied in trans) or both oriP and the EBNA-I coding
region driven by a mammalian promoter (in which case
the vectors are helper independent). EBV vectors must
also carry a selectable marker, because (1) transformation
efficiency, while much higher than for stable integration, is
still less than 10%, and (2) in the absence of selection, both
oriP and oriP/EBNA-1 vectors are passively lost at the rate
of 2-6% of cells per generation. A number of markers have
been successfully used, including Tk, neo, and gpt. Many
foreign genes have been successfully expressed using EBV
vectors, including those encoding enzymes, growth factors
and receptors, structural proteins, and heterologous viral
proteins (51, and references therein). In addition to their
use as "standard" mammalian expression vectors, EBV
replicons can be recovered intact from mammalian cells,
facilitating their use for expression cloning. The EBO
series of vectors has been designed for this purpose (52).
Furthermore, because of their large capacity, the inclusion
of bacteriophage X cohesive end (cos) sites allows such
vectors to be maintained in E. coli as cosmids (53). The
most recent advance in EBV-replicon technology is the
development of EBV vectors as human artificial episomal
chromosomes. Such vectors represent one of a number
of strategies for the design of mammalian artificial
chromosomes, and can carry up to 350 kbp of genomic
DNA (reviewed in Ref. 54).

TRANSFECTION METHODS

Overview of Transfection Strategies

The term transfection was originally coined to describe the
introduction of bacteriophage genomic DNA into bacterial
cells via the same route as plasmid DNA (the latter process
being known as transformation). The term was meant to
convey the unusual nature of DNA uptake, contrasting
with the natural infection route. In the same way, forcing
animal cells to take up DNA from the surrounding medium
using a variety of chemical and physical methods is also
termed transfection, and can be a highly efficient way to

introduce DNA either transiently or stably into cultured
cells, or indeed cells in vivo. When the term transformation
is applied to animal cells, it usually refers to a stable
change of genotype brought about, as discussed, either by
incorporation of the transfected DNA into the genome, or
its long-term episomal maintenance. However, the same
term is also used to indicate oncogenic transformation
(growth transformation), that is, the change in phenotype
resulting from the activation of an oncogene, causing
for example, loss of substrate dependence, uncontrolled
proliferation in the absence of growth factors, and
abnormal differentiation.

When DNA transfer to cultured animal cells was first
demonstrated (1), the uptake mechanism was unknown.
Later it was shown to depend on the formation of a calcium
phosphate-DNA coprecipitate, and this was the first of
many "chemical transfection" techniques to be described,
where cells take up DNA complexed with another molecule
by endocytosis. Generally, these techniques result in a sig-
nificant frequency of transgene mutation due to passage
of the DNA through acidic endosomes. Over the years,
a number of alternative transfection strategies have been
devised (6,20,55) (Fig. 4). Fusion transfection involves cells
taking up DNA by fusion with a natural or artificial lipid

Figure 4. Transfection of animal cells and routes to the nucleus.
Microinjection (1) and particle bombardment (2) facilitate the
direct delivery of DNA to either the nucleus or cytoplasm.
Electroporation (3) or fusion transfection (e.g., protoplast fusion,
liposome fusion (4)) result in the delivery of DNA to the cytoplasm,
and its subsequent transfer to the nucleus by an unknown
mechanism. Chemical transfection methods (5) result in the
uptake of DNA-chemical complexes by endocytosis (6). Similarly,
ligand-conjugated DNA (7) is taken up by receptor-mediated
endocytosis (8), which is also thought to be the case for naked DNA
(9) having first interacted with unknown extracellular proteins
(JO). Following endocytosis, the DNA is transferred to the nucleus
through the endosomal pathway in an unknown manner (11).
This delivery mechanism is made more efficient using adenoviral
capsid proteins, which cause endosomal disruption.



membrane containing foreign DNA. Poration transfection
involves the creation of small pores in the cell membrane
through which DNA can be imported. Physical transfec-
tion involves a mechanical breach of the cell membrane,
and the direct delivery of DNA either to the cytoplasm or
nucleus. All these mechanisms result in direct delivery,
and avoid endosomal processing of the DNA. Addition-
ally, by conjugating DNA to a suitable ligand, it can be
introduced into specific cell types by receptor-mediated
endocytosis (this strategy is particularly applicable for cell
targeting in gene therapy). These different transfection
mechanisms are discussed in more detail in the following
section, and are summarized in Table 5.

The successful transfection of animal cells in culture
is dependent on many parameters. Some are universally
important, such as the quality of the foreign DNA and the
health of the target cells, which should both be maximized.
Other parameters are cell type specific; thus different cells
are transfected with differing efficiencies, and not all
cells respond to the same transfection methods. Primary
cells are particularly resilient to transfection, and some
cannot be transfected efficiently using standard methods.
Cells that grow as monolayers are easier to transfect than
those growing in suspension or as clumps, and quiescent
or postmitotic cells are more recalcitrant than rapidly
dividing cells. The efficiency of chemical transfection
often depends on the composition of the growth medium;
for example, the presence of serum tends to inhibit
transfection using cationic lipid preparations. Chemical
transfection in particular tends to have the most adverse
effects. Some cells are badly affected by calcium phosphate
transfection because they respond poorly to the precipitate
adhering to their surfaces. Conversely, cationic lipids
appear to be better tolerated and are suitable for many
cells traditionally regarded as difficult to transfect. The
major cell lines used for recombinant protein expression

(e.g., CHO, COS-7, HEK 293, Sf9) are well characterized,
and transfection protocols have been optimized to enable
many researchers to use them. Unfortunately, cell lines
for transfection cannot always be chosen purely for the
ease of DNA transfer. The choice is often made according
to other properties, such as the ability of cells to express
certain proteins or to use specific regulatory elements
efficiently, the ability of cells to differentiate or respond to
particular inductive treatments, or because a particular
form of post-translational modification is carried out.
Therefore, the first step in a transfection strategy is
often to optimize transfection efficiency using a range
of protocols and testing the parameters within each
transfection method.

Transfection with Locally Applied Naked DNA

Naked DNA transfects cultured cells very inefficiently
when added to the growth medium, due both to degra-
dation and poor internalization. Similarly, uncomplexed
DNA administered intravenously to live animals is rapidly
degraded following hepatic uptake (56). Unlikely as it may
seem, however, the injection of uncomplexed plasmid DNA
in vivo into muscle results in high-efficiency gene transfer
and expression (57). This can be exploited to raise a protec-
tive immune response against viral and other pathogenic
antigens and against tumor proteins (58). The application
of naked DNA to other tissues has also resulted in success-
ful transfection, (e.g., using balloon catheters to coat the
internal walls of arteries) (59). DNA has also been injected
into the blastocoel cavity of mouse embryos, resulting in
the generation of transgenic mice, albeit with much lower
efficiency than pronuclear microinjection. The mechanism
by which naked DNA is taken into, for example, muscle
cells is entirely unknown. It is thought that the extracel-
lular DNA may become coated with certain extracellular

Table 5. Examples and Properties of the Major Categories of Transfection Method Used to Introduce DNA into Animal
Cells

aNote that some methods are suitable for both transient and stable transfection (e.g., calcium phosphate transfection, lipofection), whereas others tend to
favor transient transfection (e.g., DEAE-dextran transfection, protoplast fusion) and others tend to favor stable transfection (e.g., nuclear microinjection).
6Transgene structure following chemical transfection is dependent on method. Calcium phosphate generates large random arrays if there is carrier DNA,
but smaller, concatemeric arrays are generated by other methods. For more details see later section "Fate of foreign DNA and structure of the transgenome".

Category3

Chemical

Poration

Fusion

Physical

Receptor mediated

Examples

Calcium phosphate,
DEAE-dextran,
Polybrene, lipofection

Electroporation, laser
transfection

Liposome/virosome
delivery, protoplast
fusion

Particle bombardment,
microinjection

Conjugation to various
ligands, naked DNA
transfection?

Method of uptake

Endocytosis of DNA
complexes

Diffusion through
transient pores in cell
membrane

Fusion of DNA-
containing lipid vesicle
with cell membrane

Mechanical direct
transfer of DNA into
cell

Receptor mediated
endocytosis

Route

Via endosome

Directly into cytoplasm

Directly into cytoplasm

Directly into cytoplasm or
nucleus

Via endosome

Transgene structure

Multiple arrays6

Single transgenes or
multiple arrays; highly
controllable

Multiple arrays

Multiple arrays

?



proteins, and that these may facilitate receptor-mediated
endocytosis.

Transfection with Calcium Phosphate

Calcium phosphate transfection was first used in 1973 to
introduce adenovirus DNA into mammalian cells (60). The
first mammalian cell lines stably transfected with nonviral
DNA were also produced using this technique and were
described in 1978 (61). Calcium phosphate transfection
is probably still the most widely used gene transfer
technique, and this reflects its numerous advantages:
The procedure is inexpensive, highly repeatable, and
suitable for both the transient and stable transfection
of a wide range of cells (61a,61b). In transient calcium
phosphate-mediated cotransfection, the molar ratio of
different plasmids used in the transfection mix appears
to be faithfully reproduced in the transfected cell
population (62).

There are many variations on the original technique,
but all involve mixing DNA, a HEPES-buffered phosphate
solution, and calcium chloride, resulting in the immediate
formation of a fine DNA/calcium phosphate coprecipitate.
This settles onto the cells and is internalized. Originally,
it was thought that coprecipitated particles might be
taken up by phagocytosis, but it is now suggested
that endocytosis results in the transfer of calcium
phosphate-DNA complexes to the nucleus (63).

Since cells need to be coated by the coprecipitate,
calcium phosphate transfection is particularly suitable for
cells that grow as monolayers, as opposed to cells growing
as clumps or in suspension. An alternative technique,
using a BES buffer, which allows the precipitate to form
gradually over several hours, is up to 100-fold more
efficient for stable transfection with high-quality plasmid
DNA, although equivalent in efficiency to the original
HEPES-buffered method for transient transfection, or for
stable transfection with linear DNA (64,65). The efficiency
of transient transfection using the original method may
be enhanced by chemical shock, as will be discussed in
the following section. However, this does not increase the
efficiency of the BES-buffered method.

Transfection with DEAE-Dextran

A major disadvantage of the calcium phosphate trans-
fection technique is that certain cell lines are adversely
affected by the precipitate, resulting in extensive
cell death. A mixture of DNA and DEAE-dextran
(diethylaminoethyl-dextran), a soluble polycationic car-
bohydrate, allows the transfection of many cells that
respond poorly to calcium phosphate-DNA coprecipitates.
Like calcium phosphate transfection, the DEAE-dextran
technique was originally devised to facilitate the transfer
of viral DNA into animal cells and was later adapted
as a plasmid transfection method (64,65). Contempo-
rary DEAE-dextran transfection protocols are based on
improved strategies devised by Lopata et al. (66) and
Sussman and Milman (67), which include chemical shock
treatments to increase the efficiency of DNA uptake
(see the following section). The DEAE-dextran tech-
nique is highly reproducible and simple to carry out.

DNA is simply mixed with 10 mg ml"1 DEAE-dextran
and added to the cells. The mixture is presumed to
contain complexes that increase the efficiency of endo-
cytosis, and compared to calcium phosphate transfec-
tion, a much smaller amount of DNA is required.
Plasmid DNA introduced into cells by DEAE-dextran
adopts the nucleosome structure typical of endogenous
chromosomes, whereas most of the estimated 1 Mbp
of DNA entering cells as calcium phosphate copre-
cipitates remains in an aggregated form (68). How-
ever, because less DNA is introduced into cells using
DEAE-dextran, this method is useful only for transient
transfection, not for the generation of stably transfected
cell lines.

Enhancing Transient Transfection Efficiency

In some transient transfection systems, cotransfec-
tion with a plasmid carrying the RNA polymerase
III-dependent adenoviral VAi gene results in an increased
efficiency of foreign gene expression (69). VAi is thought to
act at the level of protein synthesis by restoring the activ-
ity of the host translational initiation factor eIF2. This
factor is inhibited by a protein kinase activated in the
presence of double-stranded RNA, which can sometimes
arise from dual-strand transcription of transfected plas-
mid DNA. The adenoviral VAi gene product is an RNA
molecule that specifically interacts with and represses
this kinase, the dsRNA-activated inhibitory protein kinase
(DAI kinase), and is used to stimulate viral protein syn-
thesis during adenovirus infections. Vectors carrying the
adenoviral VA genes are commercially available (e.g., pAd-
VAntage, which is marketed by Promega).

A number of chemical treatments have also been
described that enhance the efficiency of transient trans-
fection, perhaps by increasing the rate of DNA uptake
or improving the stability of DNA in the cell. A com-
monly used procedure is to expose cells to an osmotic
shock following transfection, which increases the amount
of DNA taken up from the surrounding medium. The shock
involves brief exposure of transfected cells to 10-30% solu-
tions of glycerol or dimethylsulfate (66,67). As with other
transfection parameters, the optimal concentration and
exposure time must be determined empirically. Another
transfection enhancer is chloroquine, which inhibits acid-
ification of endosomal vesicles and thus probably protects
DNA from degradation (70). Chloroquine is moderately
cytotoxic, however, and cells may be exposed to this
chemical either during or after transfection, but only for
a few hours. Sodium butyrate is also used to increase
transfection efficiencies and may be used in conjunction
with an osmotic shock (71). The treatment involves adding
sodium butyrate (final concentration 10 mM) to the growth
medium after the shock, and leaving cells in contact with
it for 24 hours.

Electroporation and Laser Transfection

Electroporation is the transfection of cells in culture
by exposing them to a transient electric field. This
causes nanometer-sized pores to open briefly in the
cell membrane, allowing uptake of free DNA from the



surrounding medium. This method is ideal for many
cells recalcitrant to chemical transfection methods. It
is efficient, highly reproducible, and suitable for both
stable and transient transfection, and has the added
advantage that transgene copy number can be controlled
(72). Electroporated DNA is transferred directly into
the cytoplasm without processing through endocytotic
vesicles (73), and for this reason the observed frequency
of mutation is much lower than for chemical transfection
methods (74). Electroporation is applicable to most cell
types, and once optimal conditions have been determined,
is a very simple procedure — cells are suspended in
electroporation buffer in a cuvette and exposed to a
brief, high-voltage electrical pulse. The exact magnitude
and duration of the pulse are the critical parameters,
and these must be determined empirically for different
cells. Many cells are efficiently electroporated by a brief
high-voltage pulse (800-1500 V), but others, especially
primary cells, may be killed by such treatment and respond
better to a longer lasting pulse of 100-300 V. The highest
transfection efficiencies typically occur when there is about
50% cell death. The technique was first carried out in 1982
using mouse fibroblasts (75), but was soon adapted to
many other cell types (76). Among the few disadvantages
of this technique are the requirement for specialized
capacitor discharge equipment capable of accurately
controlling pulse length and voltage, and the requirement
for larger numbers of cells and higher DNA concentrations
than for other procedures. A number of electroporation
instruments are commercially available and are discussed
extensively by Potter (77). More recently, the technique
has been adapted for in vivo gene transfer (78).

Another transfection technology, which has not become
widely used, is transfection following laser treatment (79).
This technique has been grouped with electroporation
because it involves a similar DNA uptake mechanism. Free
DNA is taken up directly from the surrounding medium
through transient pores created by a finely focused laser
beam. Like microinjection (see the following section) this
strategy can be applied only to a small number of cells at
a time, but with optimal DNA concentration can result in
stable transfection frequencies of greater than 0.5%.

Liposomes, Virosomes, and Lipofection

Gene transfer mediated by liposomes was first described
in 1980 (80). Liposomes are unilaminar phospholipid
vesicles into which DNA can be packaged. When
mixed with cells in culture, the vesicles fuse with
the cell membrane and deliver DNA directly into the
cytoplasm (81), a mechanism similar to that of protoplast
fusion (see the following section). The original liposome
transfection techniques were no more efficient than
calcium phosphate transfection and suffered the further
disadvantage that the preparation of DNA-containing
liposomes was complicated and labor intensive. One
particular advantage of the method, however, was the
ability to transform cells in vivo by injecting liposomes
into the bloodstream (reviewed in Ref. 82). The efficiency
of liposome-mediated gene transfer can be enhanced by
incorporating viral proteins that facilitate the active
fusion between viral envelopes and cell membranes.

Such fusogenic particles have been termed virosomes.
For example, virosomes have been prepared from the
envelopes of Sendai virus allowing the delivery of DNA
to astroglial cultures (83).

A breakthrough came with the development of
cationic/neutral lipid mixtures, which spontaneously asso-
ciate with negatively charged DNA to form complexes (84).
Residual positive charge in the complexes then interacts
with negatively charged molecules on the cell surface,
causing the DNA to be internalized. Technically, this is
one of the simplest transfection protocols. Lipid-DNA
complexes are prepared simply by mixing DNA with the
lipid preparation in serum-free medium, then the mixture
is added to the cells. This facilitates rapid and efficient
DNA uptake, and is gentle enough to be applicable to both
conventional plasmid vectors and YACs (11). The uptake
mechanism was originally thought to be similar to lipo-
some fusion (84), but more recent experiments suggest
that endocytosis of DNA-lipid complexes occurs (85,86).
Lipofection, as this technique has become known, is highly
reproducible and extremely efficient for both transient
and stable transfection. It allows up to 90% of cells in
culture to be transiently transfected, and demonstrates
stable transfection efficiencies up to 20-fold greater than
standard chemical transfection methods. One drawback to
this approach is that the lipids are usually difficult to pre-
pare in the laboratory. They must therefore be purchased
from a commercial source, and they are very expensive.
There are now many different lipid preparations available,
varying in price, efficiency, and suitability for different cell
lines. A number of formulas have been compared (87), but
new ones are entering the market all the time.

Polybrene-Mediated Transfection

Another polycationic chemical, the detergent Polybrene,
has been used to mediate the transfection of certain cell
lines, for example, CHO cells, which resist transfection by
calcium phosphate (88). Like DEAE-dextran, Polybrene
is soluble and may form complexes with DNA to facilitate
uptake by endocytosis. For other cell lines, Polybrene
has been shown to be no more efficient than calcium
phosphate as a transfection mediator, and it has not gained
widespread use.

Cell or Protoplast Fusion

Certain chemicals, such as polyethylene glycol (PEG),
act as fusogens, agents that cause cell membranes to
fuse together. This can be exploited to transfect animal
cells by mixing them with other cells containing large
amounts of plasmid DNA. Schaffner first successfully
used bacterial protoplasts to transfect mammalian cells
in culture by treating bacterial cells with chloramphenicol
to amplify the plasmid DNA content, and lysozyme to
remove the cell wall. The protoplasts were then centrifuged
onto a layer of mammalian cells and induced to fuse
with them, thus delivering the DNA directly into the
cytoplasm (89). This is a highly efficient method for
transient transfection, but poor for stable transfection
and cotransfection. Similarly, some investigators have
used the hemoglobin-free ghosts of erythrocytes for gene



delivery (90). In both cases, the complexities involved in
preparing and delivering the donor cells have hindered
the widespread adoption of the method. However, the
technique is gentle, allowing it to be applied to the
transfection of ES cells with fragile YAC vectors and
human chromosome fragments. For YAC delivery, yeast
spheroplasts containing recombinant YAC vectors are
induced to fuse with ES cells in culture, facilitating
the introduction of YAC vector DNA and the eventual
generation of YAC transgenic mice. One drawback to this
method of YAC transfection is that all the endogenous
yeast chromosomes are also introduced into the mouse
cells, and these may have unpredictable effects (11).
The largest DNA molecules currently transferred to
mouse cells are human chromosome fragments, a process
involving microcell-mediated gene transfer (91).

Microinjection

The direct microinjection of DNA into the cytoplasm or
nuclei of cultured cells is sometimes used as a transfection
method, but although highly efficient on an individual
cell basis, this procedure is time consuming, and only
a small number of cells can be treated. Originally, this
technique was used for the transformation of cells that
were resistant to any other method of transfection (92).
Stable transfection efficiencies are extremely high, in
the order of 20%, and very small quantities of DNA are
sufficient. Another major advantage of this technique is
that direct nuclear delivery avoids exposing the foreign
DNA to any cytoplasmic organelles; so it is delivered
intact. Microinjected DNA therefore suffers less mutation
than DNA delivered by most chemical transfection
methods. The most significant use of microinjection is the
introduction of DNA into the oocytes and eggs of animals,
either for transient expression analysis (e.g., in Xenopus)
or to generate transgenic animals. It is suitable for the
introduction of YAC vectors into the pronuclei of fertilized
mouse eggs, but since DNA delivered in this manner must
be very pure, painstaking preparation of the DNA must be
carried out to avoid fragmentation. Shearing can also occur
in the delivery needle, and YAC DNA is often protected
by dissolving it in a high salt buffer and/or mixing it
with polyamines. The production of transgenic animals by
microinjection is considered in more detail later.

Transfection By Particle Bombardment

Particle bombardment (also known as microballistic or
microprojectile transfection) is a relatively recent addition
to the range of transfection techniques available to
scientists working with animal cells. The procedure
involves coating micrometer-sized gold or tungsten
particles with DNA and then accelerating the particles
into cells or tissues using a blast of high-pressure helium
gas or an electrical discharge. The size and total mass
of the particles and the force of the bombardment are
important parameters that balance efficient penetration
against cell damage. The technique was developed for
the transformation of maize (93) and is now a method
of choice for generating transgenic cereal plants. For
animal cells, the technique has been less widely used

because it is usually simpler to transfect cultured cells
by alternative well-established methods. However, the
technique has found a role in the transfection of whole
organs and tissue slices (94,95), and more recently for the
transfer of DNA to surface organs in gene therapy (96).
In a variation of the technique, Vahlsing et al. (97) have
used a pneumatic gun to drive DNA solutions through
skin and into muscle. This technique, which is much
less efficient that the traditional injection route to in
vivo muscle transfection, has nevertheless allowed the
robust expression of several viral and bacterial antigens,
resulting in a particular immune response.

Receptor-Mediated Transfection

A recent development in transfection technology, suitable
for gene therapy applications, is the delivery of DNA
to particular cells by conjugation to a specific ligand.
The ligand interacts with receptors on the cell surface,
allowing both it and the attached DNA to be internalized.
This strategy was first used to deliver plasmid DNA to
liver cells by targeting the liver-specific asialoglycoprotein
receptor (98). Plasmid DNA was conjugated to the ligand,
asialoorosomucoid protein, using a polylysine bridge.
The conjugate was added to cultured cells, and plasmid
reporter gene activity was observed in liver cells but not
other cell types. Since then, many similar experiments
have been performed, and the efficient receptor-mediated
transfection of many cell types using various ligands
has been reported (reviewed in Ref. 58). One problem
associated with this technique is that the ligand-DNA
complexes are internalized via endocytotic vesicles that
generally fuse with lysosomes, resulting in degradation of
the DNA and consequent failure of gene expression. Some
DNA escapes this fate and finds its way to the nucleus to
be expressed, but the mechanism by which this occurs is
not understood. A greater than 1000-fold enhancement of
gene expression occurs if the ligand-DNA complexes are
joined to adenoviral particles, which are known to disrupt
endosomes as part of their infection strategy (99). More
recently, adenovirus-derived peptides have been used for
the same purpose, because these are less toxic and are
less likely to provoke an immune response after in vivo
delivery. Receptor-mediated transfection is highly efficient
in cell culture, resulting in the transfection of up to 90% of
cells carrying the appropriate receptor. Less success has
been observed for in vivo gene transfer, partly because
the ligand-DNA complexes are degraded in serum, and
partly because the size of the particles appears to be a
critical parameter for the transfection of different cell
types. The attachment of peptides to DNA molecules can
serve other purposes in gene delivery. Recently, plasmid
DNA has been conjugated to the SV40 T-antigen nuclear
localization signal (100), resulting in the accumulation of
transfected DNA in the nucleus.

VIRAL EXPRESSION VECTORS FOR ANIMAL CELLS

General Properties of Viral Vectors

Viruses are natural gene delivery vehicles; so it was
inevitable that they should be exploited as vectors. The
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delivery (90). In both cases, the complexities involved in
preparing and delivering the donor cells have hindered
the widespread adoption of the method. However, the
technique is gentle, allowing it to be applied to the
transfection of ES cells with fragile YAC vectors and
human chromosome fragments. For YAC delivery, yeast
spheroplasts containing recombinant YAC vectors are
induced to fuse with ES cells in culture, facilitating
the introduction of YAC vector DNA and the eventual
generation of YAC transgenic mice. One drawback to this
method of YAC transfection is that all the endogenous
yeast chromosomes are also introduced into the mouse
cells, and these may have unpredictable effects (11).
The largest DNA molecules currently transferred to
mouse cells are human chromosome fragments, a process
involving microcell-mediated gene transfer (91).

Microinjection

The direct microinjection of DNA into the cytoplasm or
nuclei of cultured cells is sometimes used as a transfection
method, but although highly efficient on an individual
cell basis, this procedure is time consuming, and only
a small number of cells can be treated. Originally, this
technique was used for the transformation of cells that
were resistant to any other method of transfection (92).
Stable transfection efficiencies are extremely high, in
the order of 20%, and very small quantities of DNA are
sufficient. Another major advantage of this technique is
that direct nuclear delivery avoids exposing the foreign
DNA to any cytoplasmic organelles; so it is delivered
intact. Microinjected DNA therefore suffers less mutation
than DNA delivered by most chemical transfection
methods. The most significant use of microinjection is the
introduction of DNA into the oocytes and eggs of animals,
either for transient expression analysis (e.g., in Xenopus)
or to generate transgenic animals. It is suitable for the
introduction of YAC vectors into the pronuclei of fertilized
mouse eggs, but since DNA delivered in this manner must
be very pure, painstaking preparation of the DNA must be
carried out to avoid fragmentation. Shearing can also occur
in the delivery needle, and YAC DNA is often protected
by dissolving it in a high salt buffer and/or mixing it
with polyamines. The production of transgenic animals by
microinjection is considered in more detail later.

Transfection By Particle Bombardment

Particle bombardment (also known as microballistic or
microprojectile transfection) is a relatively recent addition
to the range of transfection techniques available to
scientists working with animal cells. The procedure
involves coating micrometer-sized gold or tungsten
particles with DNA and then accelerating the particles
into cells or tissues using a blast of high-pressure helium
gas or an electrical discharge. The size and total mass
of the particles and the force of the bombardment are
important parameters that balance efficient penetration
against cell damage. The technique was developed for
the transformation of maize (93) and is now a method
of choice for generating transgenic cereal plants. For
animal cells, the technique has been less widely used

because it is usually simpler to transfect cultured cells
by alternative well-established methods. However, the
technique has found a role in the transfection of whole
organs and tissue slices (94,95), and more recently for the
transfer of DNA to surface organs in gene therapy (96).
In a variation of the technique, Vahlsing et al. (97) have
used a pneumatic gun to drive DNA solutions through
skin and into muscle. This technique, which is much
less efficient that the traditional injection route to in
vivo muscle transfection, has nevertheless allowed the
robust expression of several viral and bacterial antigens,
resulting in a particular immune response.

Receptor-Mediated Transfection

A recent development in transfection technology, suitable
for gene therapy applications, is the delivery of DNA
to particular cells by conjugation to a specific ligand.
The ligand interacts with receptors on the cell surface,
allowing both it and the attached DNA to be internalized.
This strategy was first used to deliver plasmid DNA to
liver cells by targeting the liver-specific asialoglycoprotein
receptor (98). Plasmid DNA was conjugated to the ligand,
asialoorosomucoid protein, using a polylysine bridge.
The conjugate was added to cultured cells, and plasmid
reporter gene activity was observed in liver cells but not
other cell types. Since then, many similar experiments
have been performed, and the efficient receptor-mediated
transfection of many cell types using various ligands
has been reported (reviewed in Ref. 58). One problem
associated with this technique is that the ligand-DNA
complexes are internalized via endocytotic vesicles that
generally fuse with lysosomes, resulting in degradation of
the DNA and consequent failure of gene expression. Some
DNA escapes this fate and finds its way to the nucleus to
be expressed, but the mechanism by which this occurs is
not understood. A greater than 1000-fold enhancement of
gene expression occurs if the ligand-DNA complexes are
joined to adenoviral particles, which are known to disrupt
endosomes as part of their infection strategy (99). More
recently, adenovirus-derived peptides have been used for
the same purpose, because these are less toxic and are
less likely to provoke an immune response after in vivo
delivery. Receptor-mediated transfection is highly efficient
in cell culture, resulting in the transfection of up to 90% of
cells carrying the appropriate receptor. Less success has
been observed for in vivo gene transfer, partly because
the ligand-DNA complexes are degraded in serum, and
partly because the size of the particles appears to be a
critical parameter for the transfection of different cell
types. The attachment of peptides to DNA molecules can
serve other purposes in gene delivery. Recently, plasmid
DNA has been conjugated to the SV40 T-antigen nuclear
localization signal (100), resulting in the accumulation of
transfected DNA in the nucleus.

VIRAL EXPRESSION VECTORS FOR ANIMAL CELLS

General Properties of Viral Vectors

Viruses are natural gene delivery vehicles; so it was
inevitable that they should be exploited as vectors. The
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development of viral vectors for DNA transfer to animal
cells reflects seven advantageous characteristics of animal
viruses:

• They have evolved efficient mechanisms to adsorb
to the surface of and gain entry into cells without
damaging them. Transfection, by comparison, is very
inefficient and can be destructive.

• They deliver their nucleic acid intact because it is
initially packaged in a proteinaceous capsule. Con-
versely, DNA delivered by transfection is exposed,
and hence often suffers damage leading to mutation.

• They tend to block host cell protein synthesis to favor
the expression of viral genes (including transduced
foreign genes), which simplifies the recovery of
recombinant proteins.

• Viral genomes contain strong and promiscuous
regulatory elements that can be exploited to drive
high-level foreign gene expression.

• Many animal viruses have a broad host range and
can thus replicate in diverse cell types from a large
number of species.

• During lytic infection, viruses replicate to a high copy
number and hence facilitate similar amplification of
any foreign genes they carry.

• Many viruses can stably transform cells by integra-
tion or latent episomal replication, becoming quies-
cent in the process and allowing the production of
cell lines. The integrated form of a viral genome is
a provirus, and the same term is sometimes used to
describe the plasmid-like latent episomal form of a
virus.

Many animal viruses have been exploited as vectors,
mostly for foreign gene expression in cultured cells,
but more recently as gene therapy vectors both in
vitro and in vivo. Four classes of viral vector to be
discussed — adenovirus, adeno-associated virus, herpes
simplex virus, and retrovirus—have been used in phase 1
clinical gene therapy trials (reviewed in Ref. 101).

Like foreign genes integrated in cellular genomes,
foreign genes inserted into a viral genome are termed
transgenes. There are three strategies for the incorporation
of foreign genes into viral genomes. In two of these
strategies, the resulting virus is known as helper
independent or replication competent, meaning that the
recombinant virus is able to propagate, even though it
carries foreign DNA. First, foreign DNA can be added
to the entire viral genome without loss of viral genomic
sequences. Vectors designed on this principle are termed
insertion vectors, and typically the foreign DNA is inserted
between functional viral genes, or at the edge of a linear
genome. Second, foreign DNA can be used to replace
a nonessential viral gene (nonessential, at least, for
productive infection in cell culture). Vectors designed on
this principle are termed replacement vectors, and the
wild-type viral DNA fragment that is replaced is termed
the stuffer fragment. The third strategy also involves
replacement, but in this case one or more essential
viral genes is replaced with foreign DNA. This renders

the recombinant vector helper dependent or replication
defective, and missing essential functions must be supplied
in trans.

Helper-dependent vectors are especially important for
gene therapy applications because an obligatory viral
infection accompanying gene transfer would be extremely
undesirable. The £r<ms-functions maybe supplied (1) using
a helper virus (a virus carrying the essential functions,
which is co-introduced with the vector) or (2) using a helper
plasmid, which is transfected into the cells infected by the
vector. Alternatively (3) dedicated cell lines sometimes
termed packaging lines or complementary lines can be
used to propagate the vector. These cells are transformed
with a deficient viral genome that is itself incapable
of replication, but supplies helper functions in trans
to the vector. The extreme form of this strategy uses
derivatives that are sometimes termed amplicons and
sometimes described as gutted (or gutless): All viral coding
sequences are deleted, leaving behind only those cis-
acting elements required for replication, packaging, and/or
proviral integration. The choice of strategy depends on
many factors, including genome size, the availability of
packaging lines, the number and nature of nonessential
genes, and the packaging capacity of the viral capsid.

Many viruses (e.g., papovaviruses) package DNA into
a preformed capsid and thus have a strictly defined
packaging capacity that limits the size of foreign DNA.
Others (e.g., the baculoviruses) form the capsid around
the genome, and no such limitation exists. There are
a number of techniques for placing foreign DNA into
viral genomes. The two most popular are ligation and
homologous recombination. In the ligation strategy,
restriction enzymes are used to prepare vector and foreign
DNA and the two elements are joined in vitro using
DNA ligase. In the homologous recombination strategy,
a plasmid carrying the foreign DNA within a viral
homology region is transfected into cells infected with
the parental vector, and recombinants are generated by
crossing over within the homology region. The homologous
recombination strategy is favored for viruses with large
genomes, which are difficult to manipulate directly
(e.g., baculovirus, herpes virus, vaccinia virus). In both
cases, various screening and selection strategies may
be employed to isolate recombinant vector molecules, as
discussed for individual viruses in the following section.
The use of helper viruses that are themselves replication
defective or that carry mutations allowing counterselection
is useful for preparing pure stocks of recombinant vector.
Contemporary systems are also designed so that two
or more entirely independent recombination events are
required to generate replication-competent, wild-type
virus genomes. Novel strategies involving site-specific
recombination and transposition have also been used to
generate recombinant viruses.

Adenovirus Vectors

Overview. The adenoviruses are a family of DNA
viruses characterized by a nonenveloped, icosahedral cap-
sid and a double-stranded, linear genome of approximately
36 kbp. They are well known for causing upper respiratory
tract diseases in humans, and display a broad species and



cellular host range in mammals. Two unrelated cellular
receptors that mediate viral interaction with target cells
have recently been identified. Over 50 distinct serotypes
of human adenovirus have been isolated, but most aden-
ovirus vectors are derivatives of Ad2 and Ad5.

The major advantages of adenoviruses as vectors
are the high titer (1012-1013 pfuml"1), the efficiency of
gene transfer (approaching 100%), the broad species and
cellular host range (including postmitotic cells), and the
ease of in vitro manipulation (102,103). Adenovirus vectors
in current use can accommodate up to 8 kbp of foreign
DNA, although the theoretical maximum is approximately
30 kbp. One disadvantage of adenoviral vectors is the
low efficiency of transformation (10~5). They are therefore
useful as transient expression vectors, but not for efficient
stable gene transfer. This, together with their tendency
to provoke an immune response, may limit their utility
for human gene therapy. The potential use of adenoviral
vectors for gene therapy has generated much interest
in prolonging the expression of adenoviral transgenes,
reducing cellular and humoral immune responses, and
targeting gene transfer to particular cells. Progress in
these areas is discussed in two recent reviews (104,105).

Quite apart from their use as vectors, adenoviruses
are, as discussed earlier, exploited in two other areas of
gene transfer technology. First, plasmids expressing the
adenoviral VA genes may be used to increase foreign
gene expression following transient transfection with

plasmid vectors. This is because the RNA products of
these genes inhibit the activity of DAI protein kinase, an
enzyme that blocks protein synthesis in the presence of
dsRNA. Second, the presence of adenoviral capsids during
receptor-mediated transfection has been shown to increase
the efficiency of transgene expression up to 2000-fold. This
is because DNA taken up by receptor-mediated endocytosis
is delivered to lysosomes, wherein it is degraded, but since
adenovirus disrupts endosomes as a normal part of its
infection strategy, the addition of adenovirus particles can
increase the survival of internalized DNA and increase
foreign gene expression.

Adenovirus Molecular Biology. There are approximately
10 transcription units in the linear adenovirus genome,
but the number of gene products produced is increased
by complex patterns of alternative splicing and protein
processing (102,103). Genes are expressed in two phases,
early genes before replication and late genes after
replication. There are six early transcription units, which
from left to right on the adenovirus gene map are EIa,
EIb, E2a, E2b, E3, and E4 [Fig. 5(a)]. EIa proteins are
transcriptional regulators. EIb proteins control mRNA
export and the inhibition of host cell protein synthesis.
E2a and E2b encode proteins for viral DNA replication.
E3 proteins help to evade the host immune response,
and E4 encodes further transcriptional regulators. All
regions except E3 are essential for viral propagation

Figure 5. (a) Map of the adenovirus 5 (Ad5) genome, from which many adenoviral vectors have
been developed. The genome is divided into 100 map units, each representing 360 bp, with inverted
terminal repeats (hatched boxes). Arrows represent transcripts, the early transcripts E1-E4, the
intermediate transcripts pIX and IVa2, and the major late transcript (MLT). The position of the
RNA polymerase III-dependent VA genes is also shown. The major late transcript is differentially
spliced to yield five families of mature transcripts (LI-L5), each beginning with the tripartite
leader (TL) and ending where indicated, (b) Strategies for vector development. Foreign genes
can be inserted adjacent to the E4 region, or used to replace either El or E3. El replacement
vectors are the most widely used, and their capacity may be increased by also deleting the E3 and
E4 regions. A further strategy is to delete all internal sequences except the packaging site (T/T),
generating an amplicon vector.
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in cultured cells. Replication occurs by a displacement
mechanism, and begins at inverted repeats at the termini
of the viral genome, where it is primed by terminal,
nucleotide-binding proteins. After replication, early gene
expression is switched off and transcription initiates from
the single major late promoter, producing five major
families of transcripts. All these late transcripts begin with
a sequence termed the tripartite leader, an untranslated
region containing two introns, which increases the
efficiency of protein synthesis. Each transcript family also
has a common 3' end, and individual members differ with
respect to internal splicing patterns. Further genes within
the EIb, E2a, and E2b transcription units are expressed
during the late phase. There are also several intermediate
genes, (e.g., pIX and the set of VA genes) transcribed by
RNA polymerase III. These enhance late gene expression
by inhibiting DAI protein kinase, which otherwise blocks
protein synthesis during late infection. Late genes encode
viral structural proteins and proteins involved in their
processing and assembly to form the mature virion.

Although stable integration of adenovirus DNA occurs
at low frequency, one of the major reasons for interest
in the adenoviruses is their ability to transform cells.
The adenoviruses are divided into several subgroups
based on their oncogenicity, with subgroup A being the
most oncogenic, usually causing tumors when injected
into newborn mice. Subgroup B is weakly oncogenic,
and subgroups C-F induce tumors only occasionally. All
adenoviruses can transform cultured cells, however, and
invariably this involves stable integration of at least the
leftmost 11% of the viral genome. This fragment of the
genome contains the EIa and EIb transcription units.
Certain products from this region are oncogenic because
they inhibit the activity of host cell cycle regulators. EIa
inactivates the retinoblastoma protein, whose function is
to prevent S-phase transcription, and EIb inhibits the
activity of p53, which blocks the cell cycle in response to
DNA damage and other signals.

Construction of Recombinant Adenovirus Vectors. Both
replication-competent and replication-deficient adenoviral
vectors have been developed (102,103) [Fig. 5(b)]. The
replication-competent vectors include E3 replacement
vectors and insertion vectors (where foreign DNA is
added at the right-hand edge of the linear gene map
just upstream of the E4 transcription unit). The most
widely used adenovirus vectors, however, are replication
defective due to deletion of the EIa and EIb transcription
units. These El replacement vectors are propagated in
the complementary human embryonic kidney cell line
293, which is transformed with the leftmost 11% of
the adenovirus genome and hence supplies the missing
functions. El replacement vectors may also lack the E3
transcription unit, which increases the maximum capacity
of the vector to approximately 8 kbp (106). The further
deletion of the E4 region allows foreign DNA of up to
11 kbp to be inserted, and has the further advantage of
removing adenoviral functions that interfere with host
cell physiology. The theoretical maximum capacity of an
adenoviral vector is 30 kbp. This requires the deletion of
all adenoviral coding DNA, leaving just the cis-acting

elements required for packaging and replication — a
so-called adenovirus amplicon. Packaging lines like
HEK 293 cannot be prepared for amplicons because the
overexpression of adenoviral late proteins is cytotoxic.
Current strategies therefore use helper viruses, although
there remain problems separating the recombinant vector
and helper, and with vector instability. Amplicon vectors
have been used successfully to prepare vectors carrying the
cystic fibrosis transmembrane receptor cDNA (107) and
dystrophin cDNA (108) in 293 cells either cotransfected
or coinfected with helper vectors, but yields of the
recombinant vector are so far very low.

Wild-type adenovirus genomes are difficult to manipu-
late because of their size and lack of conveniently placed
restriction sites. The production of recombinant adenovi-
ral vectors by homologous recombination is therefore a
popular strategy, and a series of plasmid vectors has been
produced, containing adenoviral sequences interrupted by
a multiple cloning site (102,103). The alternative strategy
of recombinant vector production in vitro has been facil-
itated by the development of derivatives of the wild-type
adenovirus genome containing unique restriction sites
for insertion, or paired sites for excision of E l or E3
stuffer fragments and their replacement with foreign DNA
(102,103). Recombinant adenoviral genomes produced as
discussed earlier are infectious and can be introduced into
permissive cells by transfection. Evidence of viral infec-
tion is seen within a few days, and cell lysates can then
be used to infect fresh cells, resulting in the formation
of plaques representing viral clones. These can be puri-
fied and the DNA analyzed for the presence of the foreign
insert by PCR. It is desirable to check for sequence loss and
rearrangements, especially if the insert is large and the
recombinant genome approaches the maximum packaging
size of the virus.

Adeno-Associated Virus Vectors

Overview. The parvovirus family of single-stranded
DNA viruses is divided into the autonomous and
dependovirus subgroups. The latter includes adeno-
associated virus (AAV), which is naturally defective, that
is, unable to complete its replication cycle in the absence of
a helper virus. In this instance, the term helper virus does
not refer to a replication-competent derivative of the same
species. Rather, the dependoviruses require functions
supplied by a different virus species for their propagation.
Adenovirus is a suitable helper virus, hence "adeno-
associated" but herpes virus is also competent to supply
the required functions, and to a lesser extent so is vaccinia
virus. The AAV virion is small, with a nonenveloped
icosahedral capsid. Either DNA strand is packaged with
equal efficiency, and both strands are infectious. AAV has
a biphasic infection cycle. In adenovirus-infected cells it
enters the lytic cycle and replicates to a high copy number.
In other cells it enters a latent state where it does not
replicate, but instead integrates into the genome. It is
this latent state that is currently being exploited for gene
transfer, due to the potential for long term transgene
expression. However, if a transformed cell is subsequently
infected with adenovirus, the AAV provirus is excised
(rescued) and lytic infection commences.



AAV has numerous properties that make it a valuable
gene transfer and expression vector, particularly for gene
therapy (109,110). First, stable integration occurs with
great efficiency, and proviral transgenes can be expressed
using either AAV or heterologous promoters. Second,
the virus has an impressive host range that includes
nonproliferating cells. Third, the virus is unusual in
that even the wild type does not cause any disease
symptoms. Fourth, it is very safe to use: Recombinant
AAV vectors lacking replication functions require two
helper viruses, a helper AAV to supply missing AAV
functions, as well as adenovirus. Finally, there is no
superinfection immunity; so cells can be transduced with
different AAV vectors as many time as necessary. This
allows the addition of multiple traits to cells through
successive transformations. The host range of AAV has not
been fully explored, but it appears to infect and replicate
efficiently in all mammalian cell lines if a suitable helper
virus is used. The helper virus is the primary determinant
of which cells can be productively infected. Conversely,
integration efficiencies vary from species to species, with
human cells the most efficient hosts. This may reflect the
specificity of the proviral insertion site — most integration
events involving wild-type virus appear to occur within a
relatively small region of chromosome 19 (19ql3.1-qter),
suggesting specific sequences may be involved that are
endogenous to humans. This specific targeting could be
an advantage in gene therapy, but recombinant AAV
vectors tend to integrate randomly, suggesting the site
specificity is conferred by AAV £ra?is-functions. AAV has
been shown to integrate into the DNA of all human cell
lines tested, although the potential of primary cells has
not been widely examined. One problem with AAV is the
low titer of recombinant viral stocks. Initially, this was as
low as 104 -105 transducing units per milliliter, although
by careful optimization of preparation methods, this has
increased to 109.

AAV Molecular Biology. The AAV genome is approxi-
mately 5 kbp in length. The unique central region of the
genome is flanked by 145-bp inverted terminal repeats,
which are required for several functions including replica-
tion, gene regulation, and proviral integration (109). The
internal region of the genome has been divided into two
large sections by genetic analysis [Fig. 6(a)]. The rep region
encodes nonstructural proteins, and mutations within this
region generate a replication-deficient phenotype that also
lacks certain transcriptional functions. The cap region
encodes the structural proteins of the capsid, and muta-
tions within this region generate a packaging-deficient
phenotype. There are three promoters in the AAV genome,
named according to their map positions (p5, pl9, p40). Rep
proteins arise from mRNAs transcribed from the p5 and
pl9 promoters, while capsid proteins arise from mRNAs
transcribed from the p40 promoter. All transcripts share a
common intron and polyadenylation site. The polyadeny-
lation site is adjacent to the origin of replication and
c/s-acting elements required for packaging, integration,
and rescue.

The regulation of AAV gene expression is complex,
involving both helper virus and AAV functions (109). In the

absence of helper virus, no AAV genes are expressed. In the
presence of adenovirus, transcription begins from the p5
and p 19 AAV promoters, resulting in the synthesis of AAV
Rep proteins. This in turn induces high-level transcription
from all three AAV promoters, heralding the lytic cycle.
The adenovirus EIa protein plays the major role in this
process, as it is the initial transactivator of p5 and pl9
transcription. However, further adenovirus gene products
are also required for productive AAV infection (hence the
293 cell line is not permissive for AAV replication). In
fact EIb, E2a, E4, and VA genes are also required for
the efficient accumulation and productive splicing of AAV
mRNAs.

Construction of Recombinant AAV Vectors. The first
AAV vectors, produced in 1984, were cap -replacement
vectors. Initially, the cap region was replaced with the
E. coli neo gene. The integrated neo gene was expressed
at a low level from the endogenous AAV p40 promoter,
but levels were sufficient to allow G418 selection of
transduced cells. Major improvements to AAV-mediated
gene delivery came with the development of vectors where
all internal reading frames were deleted, leaving just
the polyadenylation site and the cis-acting sequences
for packaging, integration, and rescue in addition to
the terminal repeats (109,110) [Fig. 6(b)]. The maximum
capacity of the AAV capsid is 110% wild-type genome size;
thus amplicon vectors of this nature allow the insertion
of approximately 4.5 kbp of foreign DNA. The removal of
the rep region provided an additional advantage: AAV Rep
proteins control transcription as well as replication, and
have been shown to interfere with endogenous promoters
and enhancers in AAV vectors. However, rep~ vectors are
not affected in this manner and have been used with
several constitutive and inducible eukaryotic promoters,
and the patterns of cell type-specific and inducible
expression have been faithfully reproduced. Vectors with
intact Rep functions are less predictable, although some
promoters appear unaffected (e.g., the adenovirus E4
promoter).

One disadvantage of AAV expression vectors is the
laborious procedure for producing stocks of recombinant

Figure 6. (a) Simplified map of the AAV genome showing the
rep and cap regions, the three promoters (p5, pl9, and p40),
the polyadenylation site, the cluster of ds-acting sites at the
right-hand site of the map (origin of replication, rescue, packaging,
integration), and the inverted terminal repeats (hatched boxes).
(b) A recombinant AAV vector. The viral coding sequences have
been removed and replaced by a foreign gene under the control of
a heterologous promoter. The cis-acting sites remain in situ.
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virus. Since both a helper virus (adenovirus) and a
helper AAV are required to provide missing functions
in trans, there are two types of contaminant to remove.
Wild-type AAV can be used as a helper, but the
resulting recombinant stock contains adenovirus and
wild-type AAV contaminants, the latter often in great
excess to the recombinant virus. Much effort has been
expended on developing procedures for the removal of
contaminants. Adenovirus can be inactivated by heating
(lysates are heated to 600C for 2 hours) and effectively
removed by CsCl density centrifugation or other physical
methods. Several strategies have been employed to restrict
the propagation of wild-type AAV, including the use
of packaging-deficient AAV strains, the use of helper
plasmids transfected into the cells infected with the
parental AAV vector and adenovirus, the use of cell lines
with integrated AAV genomes lacking functional rescue
sequences, and the use of conditional lethal AAV mutants
as helpers. These strategies have reduced the proportion of
wild-type virus in the resulting stocks, although the level
can still reach 10-50% due to recombination between
the recombinant and helper AAV genomes. There is
little chance of generating true AAV packaging lines
because the overexpression of AAV genes is cytotoxic
and, as discussed in the previous section, so is the
overexpression of adenoviral helper functions. The current
method for producing essentially pure recombinant AAV
is to use two plasmids, one carrying the recombinant
AAV genome with all cis-acting sites intact but all
£rcms-functions replaced by foreign DNA, and the other
carrying the rep and cap functions, but lacking any ex-
acting elements. These are cotransfected into cells infected
with adenovirus. There is no homology between the two
plasmids, preventing the production of wild-type AAV
by homologous recombination, but with all the required
functions supplied in trans, the recombinant AAV vector
is rescued from the plasmid and packaged. Contaminating
adenovirus is then removed as discussed, leaving the
recombinant AAV vectors.

AAV vectors are newcomers in the field of gene transfer,
and much remains to be learned of their suitability for
stable gene expression especially in gene therapy. In
particular, issues that need to be addressed include the
nature and efficiency of vector transduction and transgene
activity in vivo. A number of such studies have been carried
out recently, and are reviewed in Ref. 110.

Alphavirus Vectors

Overview. The alphaviruses are a group of single-
stranded positive-sense RNA viruses with a broad host
range including insects and mammals (111). The wild-type
genome has two genes, the 5' gene encoding viral replicase
and the 3' gene encoding a self-cleaving polyprotein
containing all the capsid structural proteins. The genome
acts as a direct substrate for translation, but initially
only the replicase gene can be translated because it is
associated with the typical 5' cap required for eukaryotic
protein synthesis, while the start of the structural gene
is internal and lacks such a cap. Naked viral RNA
is infectious because the replicase gene is translated
efficiently by host ribosomes. The replicase produces a

full-length negative-sense "antigenomic strand" that is
used as a template to generate both full-length daughter
genomes and a subgenomic RNA carrying the structural
proteins gene. This subgenomic RNA is also capped, hence
allowing translation of the structural proteins.

Alphaviruses have several properties making them
suitable as transient expression vectors (111,112). First,
they have a broad host range and cell tropism, facilitating
gene delivery to many cell types. Second, recombinant
alphaviruses deliver their RNA to the cytoplasm, where
it is efficiently self-replicated and expressed to yield
high levels of recombinant protein (however, alphavirus
genomes can also be cloned as cDNA and expressed
from a normal expression vector, resulting in the export
of recombinant viral RNA from the nucleus). Third,
because the viral structural proteins are encoded on a
separate subgenomic RNA, this region can be replaced
by foreign DNA without rendering the vector replication
defective. Fourth, the delivery of recombinant vector RNA
ensures that the virus never integrates into the genome,
making this system particularly useful for short-term
gene therapy (e.g., cancer therapy). Finally, the two
best-characterized alphaviruses — Semliki Forest virus
(SFV) and Sindbis virus (SIN) — are transmitted in an
asymptomatic manner, so they express foreign DNA
in cell culture and in vivo without causing cytotoxic
effects or disease symptoms. The alphaviruses have been
developed as vectors only recently, and are so far the only
RNA viruses (excluding the retroviruses, which have a
DNA stage in their replication cycle) to be commercially
exploited as expression vectors. The use of RNA viruses is
advantageous for certain experimental strategies because
there is no chance of proviral integration, and hence
no danger of mutation or transformation. A number of
negative-strand RNA viruses have also shown potential
for vector development, although at this time the number
of successful gene transfer and expression experiments are
limited (for a recent review, see Ref. 113). One potential
disadvantage with the use of RNA viruses is the generally
low fidelity of the viral replicase enzymes, which results in
a higher level of transgene mutation than seen with DNA
viruses.

Molecular Biology of SFV and Sindbis Virus. SFV, Sindbis,
and other alphaviruses infect cells by receptor-mediated
endocytosis. The spike glycoprotein of the virus envelope
then causes the viral and endosome vesicles to fuse,
releasing the viral nucleocapsid into the cytoplasm.
Proteins such as Sindbis spike glycoprotein have been
exploited to enhance the efficiency of liposome-mediated
transfection by catalyzing the fusion of liposomes and their
target cells — such fusogenic DNA-containing particles are
known as virosomes, and have already been discussed
in more detail. Following entry into the cytoplasm, the
genomic RNA is released from the nucleocapsid and
is immediately translated to yield the viral replicase
[Fig. 7(a)]. This enzyme produces progeny genomes by
first synthesizing a negative-sense antigenomic strand,
and then using this as a template to generate positive-
sense genomic strands. The replicase also transcribes
the subgenomic RNA from an internal promoter, and as



Figure 7. (a) Structure and replication of a simplified alphavirus
genome. (1) There are two genes, one encoding replicase and the
other encoding structural proteins. The genome is flanked by
replicase binding sequences (wavy lines) and is capped at the 5'
end (black circle). (2) The 5' cap allows ribosome binding, resulting
in translation of the replicase gene (broken arrow). (3) Replicase
copies the genomic RNA to generate an antigenomic strand. This
contains an internal promoter (thick arrow shown on antigenomic
strand, small arrow shown on genomic strand). (4) replicase
initiation at the internal promoter facilitates transcription of the
subgenomic RNA, which is capped and translated to yield the
structural proteins, (b) Design of alphavirus vectors. (1) Addition
vector, where a gene can be added to the full genome under a
second internal promoter. (2) The structural genes can be replaced
by foreign DNA. (3) The foreign DNA can be fused to part of the
structural polyprotein gene to take advantage of a translational
enhancer.

discussed, this encodes a polyprotein containing the viral
structural proteins. The polyprotein is cleaved by capsid
protein C, which has chymotrypsin-like autoproteolytic
activity. The viral proteins associate with naked genomic
RNA, and the new nucleocapsids migrate to the cell
surface, where they are released by budding, generating
new lipid envelopes with spike proteins.

Construction of Recombinant SFV and Sindbis Virus
Vectors. The alphavirus replicase initiates transcription
of the subgenomic RNA at an internal promoter, and
one strategy for expressing recombinant proteins from
alphavirus vectors is to add a second promoter either
upstream or downstream of the structural genes, allowing
the insertion of a foreign gene and its expression as
an additional subgenomic RNA (111,112). All subgenomic
RNAs are capped and can be translated. Alternatively,
the insertion of an IRES element between the structural
genes and the transgene allows internal translation of
the transgene, albeit at a lower efficiency compared
to cap-dependent translation. Such strategies produce
vectors that are not only replication competent, but also
competent to produce infectious viral progeny. Since this
is not always desirable, a second strategy is to replace

the structural genes with foreign DNA. Such constructs
are more efficient than the addition-type vectors, which
tend to be unstable (111). Structural gene replacement
does not affect replication, but it prevents the formation
of infectious virions, and can result in extremely high
levels of recombinant protein synthesis, up to 50% total
cellular protein. Foreign DNA can be used to replace the
entire structural coding region, but the first 40 amino acid
residues include a strong enhancer of protein synthesis,
which significantly increases the yield of recombinant
protein. In many expression systems, this region is
included in the vector, so that the foreign gene is
expressed as an N-terminal fusion protein. Alternatively,
the entire capsid C protein region can be included. In this
case, foreign genes are initially expressed as N-terminal
fusion proteins, but autocatalytic cleavage results in
the production of native protein. These strategies are
summarized in Figure 7(b).

Since SFV and Sindbis are RNA viruses, in vitro
manipulation and recombinant vector construction must
involve the use of cDNA genome copies (111). These can
be used to produce infectious RNA in vitro, which can
be transfected into cells using many of the methods
traditionally used for DNA transfection. For example,
Sindbis expression vectors are marketed by Invitrogen.
The vector pSinRep5 is a plasmid containing bacterial
backbone elements, the Sindbis replicase genes and
packaging site, and an expression cassette featuring a
Sindbis subgenomic promoter, a multiple cloning site,
and a polyadenylation site. There is an SP6 promoter
upstream of the replicase genes and expression cassette
for generating full-length in vitro transcripts. There is
a second set of restriction sites downstream from the
polylinker, allowing the vector to be linearized prior
to in vitro transcription. Foreign DNA is cloned in
the expression cassette, the vector is linearized and
transcribed, and the infectious recombinant Sindbis RNA
thus produced is transfected into cells and expressed to
generate high levels of recombinant protein. A different
approach is to clone the entire alphavirus vector as an
expression unit in a conventional plasmid expression
vector under the control of a typical mammalian promoter,
such as the SV40 promoter. In this case, DNA is
transfected into the cell as normal and alphavirus RNA
is produced as mRNA and exported to the cytoplasm.
Here it replicates as a virus and produces large amounts
of recombinant protein. In both the RNA and DNA
transfection strategies, helper functions are not required
and recombinant virus particles are not produced.

The introduction of recombinant RNA into cells is
unsuitable for certain experiments, especially for gene
delivery in vivo. In these cases, viral infection of
cells is used for gene transfer. The propagation of
infectious recombinant viruses requires helper functions
(i.e., structural genes) to be supplied in trans. A
binary approach has been used successfully to produce
recombinant viruses. A vector such as that described
above is used in concert with a second vector carrying
the structural genes (111,112). Two in vitro transcription
reactions are performed and target cells are cotransfected
with two RNAs, one expressing replicase and the
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transgene, and one the structural proteins. This facilitates
one round of replication and packaging and the production
of recombinant viral particles that can be used to infect
other cells. There is a risk of replication-competent
viruses assembling by promiscuous replication, involving
switching between the alternative RNA templates. This
has been addressed by developing helper viruses with
conditional lethal mutations, but the risks are at present
too great for alphaviruses to be considered safe for human
gene therapy.

Baculovirus Vectors

Overview. The baculoviruses are a diverse group of
double-stranded DNA viruses whose productive host range
is limited to insects and other arthropods (114). There are
no known vertebrate hosts; thus vectors derived from bac-
uloviruses are among the safest to use in the laboratory.
However, baculoviruses are taken up by mammalian cells
in culture, and recent studies have shown them capable
of expressing foreign genes under the control of mam-
malian viral promoters (115). Baculoviruses are therefore
potential vectors for gene therapy, and it is likely that this
relatively unexplored aspect of their molecular biology will
be studied in great detail and exploited in the future.

The mainstream role of baculovirus vectors, however, is
the high-yield transient expression of foreign proteins in
insect cells (116—118). The usefulness of baculoviruses
as vectors stems from the unusual infection cycle
of one particular subfamily, known as the nuclear
polyhedrosis viruses. The baculoviruses are divided
into three subfamilies: the nuclear polyhedrosis viruses
(NPVs), the granulosis viruses, and the nonoccluded
viruses (114). The NPVs are potentially the most suitable
vectors because they produce nuclear occlusion bodies,
where mature virions are embedded in an abundant
proteinaceous matrix. The matrix allows virions to survive
in a harsh environment such as the external surface of
leaves. The two important features of this system (as
concerns vector development) are: (1) The matrix consists
predominantly of a single virus protein, polyhedrin, which
is expressed at very high levels; and (2) the nuclear
occlusion stage of the infection cycle is nonessential for
viral propagation in insect cell lines. The polyhedrin
coding region can therefore be replaced with foreign genes,
allowing prodigious heterologous gene expression from the
polyhedrin promoter, and such replacement vectors are
replication competent.

Due to the simple procedures involved in labora-
tory handling and propagation, vector development has
concentrated on two species of virus (117,118). For the
production of recombinant proteins in insect cells, the
multiple nuclear polyhedrosis virus from the alfalfa looper
Autographa californica has been extensively utilized. This
virus (AcMNPV) is propagated in several insect cell lines,
the most popular of which are derived from Spodoptera
frugiperda (e.g., Sf9, Sf21). Alternative hosts include cell
lines derived from Estigmene acrea, Mamesta brassicae,
and Trichoplusia ni (e.g., High Five™). A related virus
(BmNPV), which infects the silkworm Bombyx mori, has
been used for the production of recombinant protein in live
silkworm larvae.

The baculovirus expression system has two other impor-
tant advantages in addition to its safety, convenience, and
yield. First, the rod-shaped viral capsid is completed after
genome packaging, so that the size of the capsid is deter-
mined by the length of the genome. This means that
any amount of foreign DNA can be accommodated, and
multiple genes can be expressed in tandem (119). Sec-
ond, many types of post-translational protein modification
have been documented in insect cell lines, including pro-
teolytic cleavage, formation of disulfide bonds, N-linked
and O-linked glycosylation, and fatty acid acylation (119).
Baculoviruses are therefore ideal for overexpressing mam-
malian proteins, especially those intended for therapeutic
use. However, there is some variation in the nature of
protein modification, particularly with respect to N-linked
glycosylation, between mammalian cells and the popular
baculovirus host cell line Sf9. It has been reported that gly-
cosylation patterns in an alternative cell line derived from
E. acrea are similar to those in mammalian cells (120).
Furthermore, mammalian glycosylation enzymes have
been coexpressed with target foreign proteins using bac-
ulovirus vectors in Sf9 cells, and this strategy has success-
fully altered the specificity of the glycosylation pathway
to generate correct modifications typical of mammalian
proteins (120). For cellular localization studies, it is also
notable that most proteins expressed in insect cells using
baculovirus vectors are correctly targeted.

Molecular Biology of AcMNPV. A. californica multiple
nuclear polyhedrosis virus (AcMNPV) replicates with a
biphasic cycle in susceptible insect cells and produces two
distinct forms of virus (119). The early cycle results in the
production of extracellular budded viruses (EBVs), single-
enveloped virions that are released by budding from the
cell membrane and go on to infect other cells. This first
phase of the lytic cycle occurs within 20 hours following
infection and involves the expression of three sets of viral
genes. The immediate early (alpha) genes and the delayed
early (beta) genes are expressed before DNA replication.
The alpha genes are expressed immediately after the
infecting virus is uncoated, and expression requires no
viral gene products; hence transfected naked AcMNPV
genomic DNA is infectious. The beta genes are expressed
after the alpha genes, and their expression is dependent
upon alpha gene products. The late (gamma) genes are
expressed after the onset of replication and are thought to
encode products involved in ECV structure and assembly.
Most of the alpha, beta, and gamma genes are essential
for productive infection.

After 20 hours post-infection, the production of ECVs is
dramatically reduced. This corresponds to reduction of the
transcription of alpha, beta, and gamma genes, and the
induction of a fourth set of very late (delta) genes. Partially
assembled virions in the nucleus at this stage are enclosed
within envelopes and then trapped in a paracrystalline
matrix consisting mainly of a single protein, polyhedrin.
The resulting structures are termed occlusion bodies, and
function to protect the virus from temperature fluctuation
and desiccation. The occlusion bodies are ingested by
insects, and dissolve in the high pH of the digestive system,
freeing the trapped viruses to infect the cells of their host.



Several delta genes have been characterized, including
the polyhedrin gene itself, the plO gene whose function is
unknown, and several genes encoding components of the
occlusion body envelope. Importantly, these genes can be
regarded as nonessential for productive infection in insect
cell lines, although they are essential for the spread of the
virus in nature. This establishes a containment system for
laboratory-constructed baculovirus vectors.

Construction of Recombinant Baculovirus Vectors. Most
baculovirus vectors involve replacement of the polyhedrin
or plO coding regions (reviewed in Ref. 119). As discussed,
the nonessential nature of these delta gene functions has
made them desirable targets for replacement with foreign
DNA. There are also vectors that use early promoters,
particularly for the production of proteins known to be
toxic to insect cells, and more recently for baculovirus
surface display technology (reviewed in Ref. 120).

Polyhedrin replacement vectors are most popular due
to the prodigious expression of polyhedrin in the late
part of the replication cycle (accounting for up to 25% of
total cellular protein, or 1 mg per 106 cells) and the ease
with which recombinant vectors can be identified (see the
following section). The polyhedrin upstream promoter and
5' untranslated region are important for high-level foreign
gene expression, and these are included in all polyhedrin
replacement vectors. Initially, the highest levels of
recombinant protein expression were obtained as fusions
with at least the first 30 amino acids from the N-terminal
region of the polyhedrin protein. This would appear at
first to reflect optimization of protein stability, but in fact
reflects the presence of additional regulatory elements
located downstream of the polyhedrin translation start
site. For the production of native proteins, vectors are
available where the natural polyhedrin initiation codon is
mutated, so that these important "downstream" sequences
become part of the 5' untranslated region of the foreign
gene. However, it has been reported that initiation may
still occur at this mutated site; so cloned foreign genes
must be trimmed of their own untranslated regions, and
the start codon should be out of frame with respect to the
natural polyhedrin start codon.

The original method for identifying recombinant
polyhedrin-replacement clones was screening plaques
for lack of occlusion bodies. Wild-type virus produces
occlusion bodies, which cause plaques to appear opalescent
under an oblique light source. Conversely, recombinant
plaques lack occlusion bodies (OB~) and therefore appear
clear. Such analysis must be carried out using a
light microscope as baculovirus plaques are very small.
The major disadvantage of plO replacement vectors is
that p 10 mutants are not OB ~ and have no easily
scorable phenotype. Plaques of both polyhedrin and plO
replacement vectors can be screened for the presence of
the insert by hybridization or immunological detection
of foreign protein. More recently, a number of powerful
visual screening strategies have been developed as well
as systems for selecting recombinant viruses. The E. coli
lacZ gene has been used to help identify recombinant
plaques. In the simplest strategy, the general visibility of
plaques is improved by insertion of the lacZ gene under

an appropriate promoter somewhere in the baculovirus
genome, so that all plaques turn blue upon exposure to
X-gal. More refined approaches include exploiting lacZ
for blue-white selection: By using parental baculovirus
strains in which ^-galactosidase is expressed from the
polyhedrin promoter, recombinants (which replace the
lacZ gene with the foreign gene to be expressed) form
clear plaques, while parental vectors form blue plaques;
alternatively, by introducing lacZ as a marker alongside
the foreign gene, the recombinant vectors form blue
plaques, while the wild-type virus produces clear plaques.
Due to the lack of screenable phenotype, plO expression
vectors must incorporate a reporter gene detection system
to allow recombinant plaques to be identified. Recently,
vectors have been designed with polyhedrin expressed
from the plO promoter, so that the original OB assay can
be used.

Baculovirus genomes are large, and although strains
have been constructed with unique restriction sites,
allowing insertion of foreign DNA by in vitro liga-
tion, the favored strategy is homologous recombination
using plasmid targeting vectors containing a baculovirus
homology region into which foreign DNA has been
inserted (117,118). Generally, plasmid and wild-type bac-
ulovirus DNAs are cotransfected into the appropriate
insect cells by calcium phosphate transfection, lipofection,
or electroporation. This strategy generates recombinant
vectors at a frequency of 0.5-5%. Linearized baculovirus
genomes are noninfectious, but remain recombinogenic,
and this can be used to reduce contamination from wild-
type virus. The proportion of recombinants can be vastly
increased through the use of nonviable deleted derivatives
of the wild-type baculovirus genome, which are repaired
by homologous recombination with the targeting vector.
Derivatives of the wild-type AcMNPV genome, with unique
restriction sites added upstream of the polyhedrin gene
and within an essential gene found downstream of the
polyhedrin locus, can be used to generate linear genome
fragments lacking an essential function. Such nonviable
linear genomes are now commercially available (e.g.,
BacPAK6). Compatible targeting vectors span the deletion
and provide enough flanking homologous DNA to sponsor
recombination between the two elements and generate a
viable, recombinant genome. Such approaches result in
the production of up to 90% recombinant plaques. Com-
binatorial approaches using deleted nonviable genomes
and targeting vectors incorporating lacZ visible screening
systems provide very powerful selection for recombinant
vectors. Even the minor inconvenience of waiting one
day for the blue-white screening assay to develop has
been overcome with the introduction of baculovirus vec-
tors using immediately visible markers such as green
fluorescent protein (120).

Alternative systems, in which the baculovirus genome
is maintained and targeted as a low-copy-number episome
in bacteria (121) or yeast (122), are gaining popularity
because they allow the direct isolation of recombinant
vectors. Low-copy-number maintenance is important to
prevent the survival of a background of nonrecombinant
vectors. The baculovirus genome can be stably maintained
as a low-copy-number episome in bacteria if it contains an



F-plasmid origin of replication and a bacterial selectable
marker such as kanamycin resistance. This system,
marketed by Gibco-BRL under the name "Bac-to-Bac,"
exploits the specificity of the bacterial transposon TnZ
to introduce foreign genes into the baculovirus/plasmid
hybrid, which is called a bacmid. The foreign gene is
cloned into a bacterial transfer plasmid between two Tn7
repeats. This is transformed into the appropriate strain of
E. coli, which contains the bacmid and a helper plasmid
supplying Tn7 transposase. Induction of transposase
synthesis results in the site-specific transposition of the
transgene into the bacmid, generating a recombinant
bacmid that can be cloned and isolated from bacterial
culture for transfection into insect cells. The Tn7 target
site in the bacmid is inserted in-frame within the lacZ
gene, allowing blue-white screening of recombinant s, and
rapid isolation of pure recombinant bacmid DNA from
bacterial culture.

The baculovirus genome can also be maintained as a
low-copy-number episome in yeast if it contains a suitable
origin of replication, a centromere, and selectable mark-
ers: These elements are inserted as a cassette to replace
the polyhedrin gene. In the original system, a pair of
selectable markers was used, allowing the power of yeast
genetics to be applied to vector selection. One marker was
used for positive selection of transformed cells, while the
other was used for counterselection against nonrecombi-
nant vectors. The SUP4-0 marker was initially used for
counterselection. This is a nonsense suppressor that, in the
particular yeast strain used, confers sensitivity to the argi-
nine analog canavanine and the ability to grow in media
lacking adenine. Removal of the marker by replacement
with homologous DNA confers resistance to canavanine
and a requirement for adenine. Plasmid DNA isolated
from canavanine-resistant, adenine-requiring yeast cul-
tures was used to transfect insect cells and produce pure
recombinant baculovirus. In both bacteria and yeast, the
maintenance sequences (origin of replication/centromere
and positive selection marker) must stay in the recombi-
nant baculovirus vector. They have been shown to have
no effect on baculovirus replication or gene expression in
insect cells.

Herpes Virus Vectors

Overview. Herpes viruses are large, enveloped viruses
with linear, double-stranded DNA genomes varying from
100 to 200 kbp in size. Different herpes viruses differ
considerably in their host range and cell tropism.
Furthermore, while some cell types undergo only lytic
infection, others are also permissive for latent infection,
resulting in long-term episomal maintenance of the viral
genome. Of the eight known types of human herpesvirus,
two have been extensively developed as vectors (51,123).
The first, Epstein-Barr virus, has already been discussed.
EBV has a narrow host range, and its cell tropism is limited
to B-lymphocytes and nasopharyngeal cells displaying
the appropriate receptor. Cultured lymphocytes tend to
undergo latent viral infection, but many other cell types
are also permissive for latent EBV replication following
the transfection of naked viral DNA. Hence, the major use
of EBV has been the development of episomal plasmid

vectors for transfection (51). Conversely, the human
herpes simplex viruses (HSV-I and HSV-II) have a broad
host range and cellular tropism because they interact with
a near-ubiquitous cell surface molecule. Many cell types
therefore undergo lytic HSV infection, while neurons also
undergo latent infection. HSV vectors have thus been
developed both for short-term foreign gene expression in
many cell types, and for long-term foreign gene expression
in neurons (123-126). The vectors show great potential for
gene therapy applications, especially genetic intervention
in the brain (124). The major advantages of HSV vectors
are their broad host range and tropism, their natural
ability to cause latent infection of neurons, and their large
capacity: Up to 50 kbp of foreign DNA can be incorporated,
which may comprise multiple genes.

Molecular Biology of HSV-1. HSVl has a broad host
range and cell tropism because it interacts with ubiquitous
heparan sulfate molecules on the surface of target
cells (127). The viral genome is linear, but after release
from the nucleocapsid it gains entry to the nucleus and
immediately circularizes. The capsid also contains a virion
host shutoff protein (VHS) that interrupts host protein
synthesis, and a transcriptional activator termed VP16.
During lytic infection, VP16 forms a dimer with the host
transcription factor Oct-1 and induces the expression of
the five viral immediate early genes, a0, a4, a22, «27,
and a47. The immediate early genes are all essential for
lytic replication. These encode further regulators that act
both on their own genes (in a self-regulatory manner) and
upon a set of approximately 15 early genes controlling
DNA replication. Following replication, approximately 40
late genes are activated, which encode DNA cleavage and
packaging proteins and capsid proteins. Progeny genomes
are then packaged into virions and transported to the cell
surface, where lysis occurs (127).

Lytic infection occurs in many different cell types, but
latency is restricted mostly to neurons (127). The switch
to latency is thought to reflect the balance of host- and
virus-encoded transcriptional regulators in the cell. The
immediate early genes are not expressed, and viral activity
is restricted to a 152-kbp genomic region that overlaps the
aO immediate early gene in the antisense orientation.
This region encodes a set of latency-associated transcripts
(LATs). The LATs are also synthesized during lytic
infection, although no protein products have been detected
(even though LATs are associated with ribosomes). During
latency, the LATs remain in the nucleus. The LATs are
neither required for the establishment of latency, nor its
maintenance, but they are required for reactivation of the
lytic cycle.

Strategies for HSV Vector Construction. HSV has a
large genome, and one simple strategy for generating
recombinant HSV vectors is to transfect HSV-infected
cells with a targeting vector containing a foreign gene
within a viral homology region (101,124). Several HSV
genes are nonessential for productive infection and can
be replaced with foreign DNA. The resulting viruses are
replication competent and infectious. For approaches such
as gene therapy, however, HSV vectors must be replication



defective. Several derivatives of HSV are now available
that carry deletions in one or more of the immediate
early genes, and such vectors must be propagated in
a complementing cell line or in the presence of a
cotransfected helper plasmid. The deletion of immediate
early genes is also beneficial because their products are
toxic to the host cell. HSV amplicon vectors are also
widely used (101,124-126). These comprise the HSV
origin of replication and genome packaging site cloned
in a plasmid vector along with a mammalian transcription
unit. All viral genes are deleted, leaving a vector that
can only be packaged in the presence of a helper virus
supplying the many missing functions in trans. Wild-
type HSV-I can be used to supply helper functions, but
the wild-type virus often causes lytic infections, resulting
in rapid cell death both in vitro and in live animals. A
number of HSV-I mutants have been developed as helper
viruses, as these are nonpermissive for lytic replication
(but still induce latent infection when introduced into
cultured neurons or injected into the brain). Initially, a
temperature-sensitive mutant was used carrying a point
mutation in one of the immediate early genes. This was
conditionally defective, inducing latent infections in the
brain and in cultured neurons at 37 0C but lytic infections
at 310C. Unfortunately, its applicability was limited by a
significant reversion frequency, resulting in the induction
of lytic infections. More recently, defective helper viruses
with deletions in one or more of the immediate early genes
have been used, providing complementary packaging lines
to produce infective recombinant particles. In some cases,
the reversion frequency has been reduced to 10~7.

HSV Vectors for Prolonged Transgene Expression in Neu-
rons. Due to their ability to cause long-term latent infec-
tion of neurons, the major use of HSV-1-derived vectors
has been for gene transfer to neurons either in vitro or in
the central nervous system of living animals (124-126).
Traditionally, neurons have been a difficult gene transfer
target because they are postmitotic, and many transfection
and viral transduction systems require rapidly dividing
cells. The in vitro transfection of neurons often yields
poor results due to limited uptake as well as the stan-
dard problems associated with position and dosage effects.
HSV-I vectors possess a number of advantages for gene
transfer to neurons, including efficient DNA transfer, a
large genome size permitting the transduction of large
segments of foreign DNA, and long-term episomal main-
tenance without viral gene expression. This later property
ensures that during latent infection, the host cell physiol-
ogy is unaffected — in fact, it is thought that most of the
human population carries latent herpes virus infections in
the absence of disease symptoms. The effect of foreign gene
expression can therefore be studied without considering
the background effects of viral gene activity.

The original HSV-I amplicon vector, pHSVlac, carried
the lacZ reporter gene under the control of the constitutive
HSV IE4/5 promoter (125). This vector carried plasmid
backbone sequences for maintenance in E. coli, the latent
HSV origin of replication (oris) facilitating replication
and maintenance as an episomal vector in mammalian
cells, the HSV a site required for genome packaging, and

a mammalian transcription unit comprising a promoter,
intron, lacZ gene, and SV40 polyadenylation site. No viral
genes were included, and the only viral sequences present
were those cis-acting elements required for maintenance
and packaging. This vector could be established in neurons
following transfection, but as discussed, neuronal trans-
fection is inefficient. The strategy was therefore to package
the amplicon vector in viral capsids and use these to infect
neurons. Several packaging strategies (using wild-type
HSV, conditional mutant HSV, and deletion-mutant HSV
helper viruses) have been discussed previously.

Vectors based on pHSVlac have been used to trans-
fer many genes into neurons, including reporter genes,
and genes encoding growth factors and their recep-
tors, signal transduction components, and neurotrans-
mitters (125,126). This strategy can be used both for
therapeutic intervention and for the experimental study
of cell function, for example, through the introduction
of novel heterologous genes, the overexpression or con-
stitutive expression of endogenous genes, the expression
of dominant negative proteins to generate loss of function
effects, and the use of toxins to ablate particular cells. Gen-
erally, it has been found that in vivo transfer results in
relatively long-term foreign gene expression (two weeks or
more) with transformed cells restricted to those surround-
ing the injection site and more distant cells whose axons
project into the site. The duration of transgene expression
is strongly influenced by promoter choice. The number of
infected cells is influenced by the extent of virion diffusion
from the site of injection, and the titer of the innoculum.
As discussed, HSV has a broad cell tropism and will infect
glia and other nonneuronal cells as well as neurons. There
have been a number of successful attempts to restrict
the expression of foreign genes carried in HSV vectors
using cell-type-specific promoters, such as the neurofila-
ment L promoter, which is panneuronal, and the tyrosine
hydroxylase promoter, whose activity is restricted to cate-
cholaminergic neurons. Reporter genes driven by the IEl,
IE3, and IE4/5 promoters have been shown to be active for
up to 10 weeks in cultured sensory neurons.

The defective HSV-I vectors described provide a
system for therapeutic gene transfer to neurons, which
could be used to treat a variety of neurophysiological
disorders (124). A number of potentially therapeutic
genes have been cloned in this type of vector including
tyrosine hydroxylase for the treatment of Parkinson's
disease, nerve growth factor for the treatment of
Alzheimer's disease, and brain-derived neurotropic factor
for potential repair of neuronal damage. Generally,
transgene expression was detected for about two weeks
following infection under the control of the IE4/5
promoter or other constitutive promoter. The rat brain
glucose transporter cDNA has been introduced into the
hippocampus of rats by stereotactic injection of HSV
amplicon vectors, and has successfully reduced neuron
loss following kainic acid-induced seizures. However,
foreign gene expression was observed for only a few
days. Conversely, in a rat Parkinson's disease model, the
transfer of tyrosine hydroxylase cDNA in a vector derived
from pHSVlac resulted in long-term (>1 year) behavioral
recovery.



HSV Vectors for Transient Expression in Nonneuronal
Cells. The wide cell tropism of HSV provides an opening for
its development as a gene delivery and expression vector
for many cell types in addition to neurons. Miyanohara
and colleagues (128) carried out successful gene transfer
to liver by injecting recombinant herpes virus vectors
both directly into the organ and into the portal vein.
Although liver cells do not support latent HSV replication,
HSV-mediated gene transfer to nonneuronal cells allows
short-term recombinant protein expression, which may
be sufficient for short-term or repetitive gene therapy,
for example, the expression of canine factor IX in liver
as a potential therapeutic treatment for hemophilia B.
The restriction of HSV-mediated transgene expression to
short duration would be an advantage in cancer therapy,
as shown by the treatment of experimental glioma by
delivering HSV vectors expressing thymidine kinase,
allowing infected dividing cells to be killed by treatment
with gancyclovir (129).

Retrovirus Vectors

Overview. Retroviruses are RNA viruses whose un-
usual replication strategy includes reverse transcription
of the RNA genome to generate a terminally redundant
double-stranded cDNA copy, which integrates into the host
genome in a semirandom manner (131). Progeny virions
are produced by transcription of the provirus to yield both
daughter viral genomes and subgenomic mRNAs encoding
enzymes and structural proteins of the viral capsid. The
host range and cell specificity of a particular retrovirus
species is determined primarily by the envelope proteins,
which interact with cell-surface receptors. The envelope
proteins of amphotropic murine leukemia virus (MLV)
are particularly promiscuous, so this virus has a broad
host range and cell tropism and has been extensively
developed as a vector for gene transfer to mammalian cells
(132-134). Other retroviruses with more limited cellular
tropism (including the human immunodeficiency virus,
HIV) are also used as vectors for specific experimental
purposes. Retroviruses infect a wide variety of vertebrates,
and infection is usually nonlethal (HIV is an exception).

The retroviruses are an obvious choice for vector devel-
opment, first, because of their natural ability to integrate
DNA into the host genome, and second, because some,
known as acute transforming retroviruses, demonstrate
the inherent ability to transduce and express foreign
genes. Over 100 acute transforming retroviruses have
been described, leading to the discovery of many onco-
genes, including those encoding growth factors and their
receptors, signal transduction proteins, cell cycle reg-
ulators, and transcription factors. In many cases, the
viral oncogene is fused to another viral gene so that it
is expressed as a fusion protein. If this was an obliga-
tory expression strategy, the construction of recombinant
retroviral vectors could be very cumbersome. However,
certain retroviruses contain oncogenes whose translation
is initiated at a unique start codon (e.g., v-src in Rous
sarcoma virus), and others carry two oncogenes (e.g., v-
erbA and the unrelated v-erbB in avian erythroblastosis
virus), suggesting that a number of alternative transgene
integration strategies could be used. Retroviruses are

attractive potential vectors for many reasons (132,133).
First, their small genome is no more difficult to manipu-
late in vitro than a standard plasmid vector. Second, they
can be propagated to high titers (106-108 pfu ml"1) using
appropriate packaging lines. Third, they contain a strong
promoter-enhancer complex that can drive high-level
transgene expression in many cell types. In all naturally
occurring acute transforming retroviruses, oncogenes are
driven from these LTR promoter-enhancer complexes,
but transgenes can also be driven by their own promoters
or by heterologous promoters from within the retrovi-
ral vector. Fourth, the efficiency of infection in vitro can
approach 100%. Finally, retroviral integration produces
stably transduced cell lines that can express foreign genes
on a long-term basis — this makes them particularly suit-
able for gene therapy (135). The first successful report
of human gene therapy, the correction of severe combined
immunodeficiency (SCID) by transferring adenosine deam-
inase (ADA) cDNA to cultured hemopoietic stem cells or
T-lymphocytes, involved the use of retroviral vectors (136).
Similarly, retroviruses can be used for in vivo gene transfer
simply by injecting recombinant vectors at the appropriate
site. A similar concept involves the injection of retroviral
vectors into embryos to generate chimeric embryos for the
study of cellular interactions during development (137).
One area in which this approach has been particularly
useful is the study of limb development, where several
discrete tissues produce signals that interact to cause
limb bud growth and morphogenesis along three axes. The
transfer of MLV vectors to mouse embryos in utero is pos-
sible, but many limb development experiments have been
carried out in chickens by introducing concentrated recom-
binant Rous sarcoma virus (RSV) vectors into cultured
chicken embryos, or chicken embryos in ovo. Another role
for retroviral gene transfer in development is the analysis
of cell lineage. In this case, recombinant vectors carrying
reporter genes such as lacZ or GFP are introduced into
embryos at a lower concentration so that individual cells
are transduced. Since the proviral DNA is replicated along
with the host chromosome, all descendants of that trans-
duced cell express the reporter, allowing the lineage of the
original transduced cell to be traced. Retroviral vectors are
not used just to generate chimeric animals. Fully trans-
genic animals can also be produced (138) by retroviral
infection of ES cells or preimplantation embryos, followed
by the rearing of chimeric animals from which transgenics
can be bred (the generation of transgenic animals is dis-
cussed in more detail later). Finally, the use of transposons
and transfected foreign DNA as insertional mutagens and
entrapment vectors was discussed earlier. Since retro-
viruses are also transposable elements, retroviral vectors
can be used as insertional mutagens. If the appropriate
vector components are included, retroviruses can also be
used as entrapment vectors, and flanking sequences can
be isolated by plasmid rescue (14).

Molecular Biology of the Retroviruses. Retroviral genome
organization is simple and highly conserved between
species (131) [Fig. 8(a)]. The integrated provirus comprises
three major open reading frames igag, pol, and env)
bracketed by tripartite direct long terminal repeats



(LTRs). A single promoter located in the left LTR is
used to transcribe genomic RNA. The gag region encodes
viral structural proteins {group antigen), the pol region
encodes reverse transcriptase (polymerase), integrase and
protease, and the env region encodes viral envelope
proteins. The full-length RNA is translated to yield two
polypeptides, Gag and Gag-Pol, the latter by occasional
programmed read-through of the gag termination codon.
The full-length RNA also undergoes splicing to eliminate
the gag and pol regions. The splice product is translated
to generate the Env polypeptide. The protease encoded by
the pol region (or occasionally the gag region, depending
on the virus) cleaves the major gene products to yield
approximately 10 mature polypeptides.

The retroviral infection cycle begins by uptake of virions
through interaction between virus envelope proteins
and the appropriate cell surface receptors (131). The
capsid contains two copies of the RNA genome (i.e., it
is diploid) as well as reverse transcriptase. Since the
packaged RNA genome is transcribed from an integrated
proviral cDNA using a promoter within the left LTR
and a polyadenylation site within the right LTR, the
free genome is truncated at both ends compared to the
provirus, and lacks its characteristic LTR structure. Early
in the replication cycle, the RNA genome is copied to
generate a double-stranded cDNA replica, in a complex
process involving two template jumps. It is this process
that generates the LTRs. The cDNA genome, complete
with redundant LTRs, is integrated into the host DNA
using viral integrase in a process reminiscent of the
transposition of simple "cut and paste" transposons. It is
then transcribed to generate progeny genomes and mRNAs
for translation. Mature viral proteins assemble with the
genomic RNAs to form new virions. A specific czs-acting
packaging site termed f is required for this association.

Construction of Recombinant Retroviral Vectors. Most
retroviral vectors are replication defective. Several
replication-competent vectors have been developed, but
they have a limited insert size and most important, they
allow the spread of vector DNA throughout the host
genome following infection, a consequence that is usually
undesirable (132-134). Most naturally occurring acute
transforming retroviruses are also replication defective,
because the viral oncogene replaces an essential viral
function. They require superinfection with a wild-type
virus to replicate successfully in the host. An exception is
Rous sarcoma virus, which carries the v-src oncogene in
addition to the entire viral genome. Replication-competent
RSV vectors have been developed in which the v-src gene is
replaced by foreign DNA. These vectors infect avian cells
efficiently, but not mammalian cells, unless they have been
modified to express the appropriate heterologous receptor.
For mammalian cells, replication-competent vectors based
on Moloney murine leukemia virus (MoMLV) have also
been developed.

Replication-defective vectors are generally amplicons,
with most of the viral coding region replaced by foreign
DNA [Fig. 8(b)]. Such vectors can be propagated only in
the presence of helper functions, either using a replication-
competent helper virus or a packaging cell line (132-134).

The use of helper viruses results in the production of
recombinant vector contaminated with the helper virus
itself. Packaging cell lines are therefore more suitable for
the production of pure, infectious viral particles capable of
reverse transcription and integration, but not of further
replication. A range of different packaging lines has been
developed, differing in the parental virus used to create
the line, and the extent to which the helper virus genome
has been modified and rearranged. The former property
determines the host range of the recombinant vector
because it specifies the type of envelope protein inserted
into the virion envelope. The most promiscuous vectors are
generated using packaging lines derived from amphotropic
viruses such as MLV. Many alternative packaging lines
are available, which allow the tailoring of vector host range
for particular experimental strategies. The latter property
determines the extent to which replication-competent
viruses are generated by recombination. The most efficient
lines contain helper viruses with genomes modified and
rearranged to (1) limit the extent of homologous sequence
shared between the helper virus and the vector and
(2) increase the number of independent crossover events
required to form a replication-competent genome. One
of the most efficient lines in this category is GP + E-86
(139), which contains split coding regions, point mutations,
and deletions, and hence requires three independent
recombination events to generate a replication-competent
virus.

Various strategies have been used to express foreign
genes in retroviral vectors (132,133,136). The simplest
strategy, which is used to express single genes, is to
remove all coding sequences and place the foreign gene
between the LTR promoter and the viral polyadenylation
site. This results in the high-level constitutive production
of a single RNA encoding the foreign protein, and is useful
where the aim of the experiment is to synthesize large
amounts of protein. However, if a specific expression
pattern is required, an internal heterologous promoter
can be inserted as part of the transgene. A difficulty with
vectors containing internal heterologous promoters (non-
LTR promoters) is that the LTR regulatory elements can
either positively or negatively affect internal transcription.
This problem has been circumvented by the development
of self-inactivating or suicide retroviral vectors (140), with
deletions in the 3' LTR. A mutation in the 3' LTR
is copied to the 5' LTR during the subsequent round
of vector replication, resulting in a virus with inactive
LTR promoter and/or enhancer elements, but functional
internal promoters. An additional advantage to these
vectors is that ectopic activation of endogenous genes
adjacent to the integration site is also avoided.

Selectable markers can be used to identify stably
transduced cells, and it is therefore desirable to express
two genes, the foreign gene and the marker, in the
same vector. Many of the selectable markers listed in
Table 4 have been used in retroviral vectors. The dominant
markers neo, hpt, Dhfr, andgpt can be used in any cells, but
Hprt and Tk require gene transfer to hprt~ or thr cell lines.
The expression of two (or more) genes can be achieved in
a number of ways [Fig. 8(b)]. An internal promoter can be
used so that there are two independent transcription units



within the virus. Alternatively, the vector can be modeled
on the splicing pattern of a wild-type virus, so that full-
length and spliced transcripts are produced. In both cases,
it is essential to allow full-length RNAs to be produced
from the recombinant genome in the packaging line; so it
is important not to include a polyadenylation site at the
end of the first gene, which could terminate (replicative)
transcription and result in loss of the second gene.
In two-promoter vectors, the lack of a polyadenylation
site for the upstream gene can result in read-through
transcription and occlusion of the second promoter. This

can be alleviated by placing the two genes in opposite
orientations, so that the (reversed) polyadenylation site
of the transgene is not recognized during full-genome
transcription. For alternative splicing vectors, the possible
existence of cryptic splice sites the upstream gene should
be considered. Multiple gene expression with LTR-based,
internal promoter-based, and alternative splicing vectors
can also be achieved by using internal ribosome entry
sites. Although the open reading frame downstream of the
IRES is usually translated less efficiently than that using
the more typical 5' cap ribosome loading mechanism, it is

Figure 8. (a) Structure of a typical retrovirus genome and its transcripts. (2) The proviral genome
is flanked by long terminal direct repeats and has three open reading frames, gag, pol, and env.
The sites marked PB are primer binding sites, where genome replication is initiated. ^ is the
packaging site. (2) The U5 region contains a promoter-enhancer complex that stimulates genomic
transcription. The R region contains a polyA site. The maximum transcript thus lacks terminal
U3 and U5 elements, which are regenerated during cDNA synthesis. (3) Splicing between acceptor
and donor sites (shown as circles in 1) generates a subgenomic transcript enabling translation of
the env coding region, (b) Structure of recombinant retroviral vectors (black bar is foreign gene).
(1) Simple vector with transgene driven by LTR promoter. (2) Vector with transgene driven by
an internal heterologous promoter. Such a vector may carry a mutation in the U5 region (x) that
abolishes LTR promoter activity. (3) Double gene vector where each gene is driven by the LTR
promoter by splicing. (4) Double gene vector with gene 1 driven by a LTR promoter and gene
2 by its own promoter. (5) Double gene vector with the downstream gene under the control of
an internal ribosome entry site. (6) Double gene vector where one transgene contains introns.
The intronless transgene is controlled by the LTR promoter, and the other gene is inverted and
controlled by an internal promoter.
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certainly efficient enough for marker-based selection and
reporter-based visible screening.

The interference of introns and polyadenylation signals
with the virus replication cycle places certain limitations
on the type of sequence that can be expressed in retroviral
vectors. cDNAs are the simplest sequences to express
because they can be inserted in the same orientation
as the viral transcription unit (or they can be reversed
with respect to the promoter, to generate antisense
RNA). Genes are more difficult to express, because the
introns and polyadenylation signals may interfere with
viral replication and RNA processing. If full, intron-
containing genes must be expressed, they need to be placed
under the control of an internal promoter, and the whole
expression cassette has to be reversed in orientation.
This allows intron recognition and splicing (and hence
normal translation) from the reversed internal promoter,
but prevents the introns being spliced during forward,
full genome transcription. The alternative strategy is to
remove the introns artificially and insert an intronless
minigene into the vector in the forward orientation.
Virus titer is reduced by the inclusion of an endogenous
polyadenylation site at the end of the intronless minigene,
but only by 5-10-fold; so infection is still productive.

Recombinant retroviral vectors for mammalian cells
are constructed using cloned retrovirus cDNA, containing
the essential cis-acting sites for the retroviral life cycle,
but lacking the gag, pol, and env genes whose products can
be supplied in trans. The essential elements for high-titer
virus production are the LTRs, primer binding sites, and
the packaging site x/r. Importantly, it has been determined
that the \\r site, originally defined as a noncoding sequence
5' to the gag open reading frame, actually extends into
the gag coding region. Contemporary retroviral vectors
therefore include this entire sequence (^+) to ensure high
titer.

SV40 Vectors

SV40-derived transduction vectors are rarely if ever used
these days; hence this section provides only a brief
summary of their properties (130). As discussed earlier,
SV40 is a polyomavirus that infects certain monkey cells.
It has a small, icosahedral capsid, and a circular, double-
stranded DNA genome approximately 5 kbp in size. SV40
was the first animal virus to be characterized in detail at
the molecular/genetic level, and was hence the first to be
developed as a vector.

SV40 lytic infections in monkey cells can be divided
into three stages. First, there is a latent stage, where
the virus genome is uncoated and transported to the
nucleus. This is followed by an "early stage" where early
viral genes are expressed and host cell DNA synthesis
is stimulated. Finally, in the late stage, the viral genome
itself is replicated and progeny genomes are packaged. The
host cell is then lysed and progeny virions are released.
The SV40 genome has two transcription units known as
the early and late regions, which have opposite polarities.
The transcriptional start sites are located close together,
facing outward, and are separated by a complex regulatory
region containing early and late promoters, an enhancer,
and the SV40 origin of replication. Both transcription

units encode single transcripts that are differentially
spliced to yield multiple products. The early transcript
produces two mature mRNAs encoding the large T- and
small t-antigens (tumor antigens), involved in replication
and transcriptional control. The T-antigen is essential for
viral replication and must be supplied in trans to SV40-
derived vectors lacking this function. Additionally, the
T-antigen also plays a major role in the stimulation of host
DNA synthesis by interfering with the regulation of the
cell cycle. Hence, cells such as COS-7, which express T-
antigen constitutively, are transformed into a continuously
proliferating state. The late transcript produces three
partially overlapping mRNAs that encode the major coat
protein VPl, and the minor coat proteins VP2 and VP3.

In the first SV40 vectors, either the entire early region
or the entire late region could be replaced by foreign DNA.
Since both regions are essential for viral propagation,
missing functions had to be supplied in trans. This
initially involved coinfection with a helper virus, until the
development of the complementary COS cell lines carrying
a defective integrated SV40 genome. Such cell lines
allowed the propagation of "early replacement" vectors by
supplying T-antigen in trans. Many recombinant proteins
have been produced in CV-I or COS cells infected with
SV40 vectors (reviewed in Ref. 130), but they suffer two
serious drawbacks, which have limited their use. First,
they have a restricted host range (certain permissive
monkey cells, such as CV-I and its derivatives), and
most important, the maximum insert size is limited to
2.5 kbp, due to the capacity of the capsid. Such vectors
have become more or less obsolete with the discovery
that plasmids carrying the SV40 origin of replication can
be propagated in just the same way as the virus, but
without any limit to the insert size. The improvement of
transfection procedures has also made transfection with
SV40 replicons almost as efficient as infection by the virus
itself.

Vaccinia and Other Poxvirus Vectors

Overview. The poxviruses comprise a large family of
DNA viruses, with a complex architecture, a genome size
ranging from 1 to 300 kbp, and a host range including
vertebrates and invertebrates (141). The most unusual
aspect of this DNA virus family is the cytoplasmic site
of replication, which means that the virus must encode
and package all the enzymes required for replication and
transcription. The best-known poxvirus is undoubtedly
variola virus, the agent responsible for smallpox. Edward
Jenner showed that smallpox could be prevented by
immunization with a related virus responsible for the
milder infection known as cowpox. Later, worldwide
immunization with vaccinia virus (related to variola
and cowpox viruses) led to the eventual elimination of
smallpox as an infectious disease. Much interest was
therefore generated by the potential use of recombinant
vaccinia vectors, carrying genes from other infectious
microorganisms, as live vaccines. Vaccinia virus has
been used to express several heterologous viral proteins
in mammals, including influenza virus hemagglutinin,
hepatitis B surface antigen and HIV envelope protein,
and canarypox virus vectors are currently undergoing



clinical trials for vaccination of humans (142). Apart from
this focused area of application, poxviruses represent a
generally advantageous transient expression system due
to the wide host range, strong expression levels, and
cytoplasmic transcription (143).

Molecular Biology of Vaccinia Virus. Vaccinia virus has
a complex structure comprising a central core (containing
about 100 proteins) and a lipid envelope derived from the
Golgi apparatus (containing a further number of unique
viral proteins). The envelope is essential for infection and
(in vitro) plaque formation, and virions containing the
envelope are termed extracellular enveloped viruses (143).
The majority of infectious particles, however, exist as
intracellular naked viruses in the cytoplasm. The vaccinia
virus genome is double-stranded linear DNA, although
the ends of the DNA strands are sealed by hairpins. The
genes of the vaccinia virus genome can be divided into four
temporal classes: constant, immediate, intermediate, and
late. The constant and immediate genes are expressed as
infection begins, using the viral RNA polymerase carried
in the virion. The immediate genes encode enzymes and
other proteins required for replication and exposure of
the genome. Expression of most of the immediate and
intermediate genes is mutually exclusive; hence when
intermediate gene expression commences after replication,
immediate gene expression ceases. The intermediate genes
encode, among other products, late gene transcriptional
regulators. The constant genes have both early and
late promoters and are hence expressed throughout the
infection cycle. The late genes encode packaging proteins,
capsid components, and enzymes that are carried in the
virion and used immediately after infection.

Construction of Recombinant Vaccinia Virus Expression
Vectors. Vaccinia virus is simple to grow because of
its broad host range, including both established cell
lines and primary cells. However, the efficiency of
plating varies according to cell type. The large genome
size and unusual replication strategy represent major
obstacles to the design and construction of expression
vectors (143). The genome is too large to manipulate
in vitro, and because the virus normally carries its
own replication and transcription machinery into the
cell, recombinant genomes introduced into the cell by
transfection are not infectious. Although it is now possible
to generate infectious recombinant genomes (142), the
strategy of choice is to transfect virus-infected cells with
targeting vectors carrying a vaccinia promoter/foreign
gene expression unit within a vaccinia homology region,
allowing the insertion of foreign DNA by homologous
recombination (141,143).

Since poxviruses encode their own transcriptional
apparatus to allow cytoplasmic transcription, endogenous
poxvirus promoters must be used to drive the expression
of foreign genes, at least in simple vectors. A number
of vaccinia promoters have been used, and the gene
expression parameters depend upon whether early, late, or
constant promoters are chosen (141,143). Early expression
may be desirable to avoid the cytopathic effects of the
virus, but the highest levels of transcription are provided

by late promoters. The P I l promoter is extensively used,
and can generate over 1 [ig of protein per 106 cells.
The constant promoter P7.5 is not quite as active as
PI l , but allows transcription throughout the replication
cycle and is the most widely used of all. The vaccinia
virus early transcriptional apparatus uses a specific
transcriptional termination signal with the consensus
sequence TTTTTNT; so it is advisable to eliminate such
motifs within foreign genes to prevent possible truncation.
It is also notable that, due to cytoplasmic transcription,
vaccinia virus contains no introns and cannot splice
introns present in foreign genes. Therefore, vaccinia
vectors must be used to express cDNA sequences, or
minigenes with introns artificially removed. Higher levels
of foreign gene expression can be achieved using a hybrid
expression system in which the transgene is driven by the
bacteriophage T7 promoter, and the T7 RNA polymerase is
expressed from a second vector (144). High-level transient
expression can be achieved if the T7-expressing vector
is a plasmid, transiently present in the cell following
transfection. More prolonged expression is achieved by
incorporating the T7 gene under the control of a vaccinia
promoter in a second recombinant virus vector. For toxic
proteins, inducible expression systems have also been
designed. One example incorporates a strong vaccinia
promoter, such as 4b, combined with the lac operator
sequence from E. coli. The foreign gene is coexpressed
with E. coli lad, encoding the Lac repressor, allowing
foreign gene expression to be regulated by IPTG (inducible
expression systems are discussed in detail later).

Vaccinia forms large plaques on permissive cells, and
these can be lifted onto nitrocellulose or nylon filters and
subjected to hybridization-based screening for the foreign
gene. The efficiency of screening is enhanced by various
selection strategies, which depend on the site of insertion.
Negative TK selection is used where the foreign gene is
inserted into the viral Tk locus: thr viruses are resistant
to the normally lethal effects of 5-bromodeoxyuridine and
can be selected on this basis, although naturally occurring
tk~ mutants are coselected and true recombinants must
still be identified by hybridization. Negative HA selection
is used where the foreign gene is inserted into the
viral hemagglutinin locus: When chicken erythrocytes are
added to the plate, HA- plaques are clear, whereas wild-
type plaques are red. Selection can also be accomplished by
cotransfer of a dominant selectable marker such as neo or
gpt, or a visible marker such as lacZ. The latter is a popular
screening method: recombinant plaques become blue when
incubated in the presence of X-gal, while parental plaques
remain clear.

Hybrid Viral Vectors

As discussed, individual viruses have certain advantages
and disadvantages as vectors, and none is suitable for
all applications (101). For instance, herpes virus and
adenovirus each has a broad host range, and herpes
virus in particular has a large capacity, but neither
integrates efficiently into the host genome. Conversely,
while AAV integrates with great efficiency, it has a
limited capacity. Recently, there has been an effort to
design customized hybrid viral vectors with selected



advantageous properties from each of the component
viruses. Although in its infancy, this is one direction in
which the field of vector development could expand in
the next few years, providing novel and superior vectors
for specific applications, especially in the field of gene
therapy (101). Using the example given, a herpes simplex
virus vector carrying inducible AAV rep functions could be
used to carry recombinant AAV into a broad range of cells,
facilitating transfer of the AAV passenger to the genome.
The advantage of this strategy is that the AAV genome
does not need to be packaged, and there would therefore
be no size constraints on the foreign DNA it could carry.

EXPRESSION PARAMETERS AND OPTIMIZATION —
VECTOR AND INSERT SEQUENCES

We turn now to an examination of the parameters that
influence foreign gene expression in animal cells. As
discussed, the aims and limitations of the experiment
dictate whether it is appropriate to maximize the
expression of foreign DNA or to place it under some type
of exogenous control. Sequences in the vector and the
insert play a major role in the regulation of foreign gene
expression at all levels (transcription, RNA processing,
translation, and beyond), and to a large degree, the effect
of such sequences is predictable. Much less predicable
is the influence of the cellular environment, particularly
upon integrated transgenes, which are subject to position
and dosage effects, and also to variations in the level of
DNA methylation.

Transcriptional Initiation: Promoters and Enhancers. Tra-
nscriptional initiation is the rate-limiting step in the
expression of most higher eukaryotic genes. Control is
mediated by cis-acting DNA elements that act as binding
sites for trans-acting regulators termed transcription
factors. Transcription factors can act positively or
negatively and function in one of three ways: (1) by directly
interacting with the basal transcriptional apparatus
whose function is to recruit RNA polymerase, and thus
either stimulating or inhibiting the recruitment of basal
components, or influencing the stability of the initiation
complex; (2) by affecting chromatin structure or DNA
conformation, for example, by displacing a nucleosome
or by introducing a kink in the DNA; or (3) indirectly, by
influencing the activity of a second transcription factor.

In animals, many genes are expressed in complex spa-
tial, temporal, and inducible patterns. The manner in
which a particular gene is transcribed depends on the
combination of cis-acting recognition sequences control-
ling it, and the availability of functional transcription
factors in the cell (reviewed in Ref. 145). Most genes are
controlled by at least two functionally distinct elements:
a promoter, which is located at the 5' side of the gene
and directly interacts with the initiation complex, and an
enhancer, which may be located some distance away and
interacts with the initiation complex by looping out of the
intervening DNA. The promoter is minimally the sequence
where RNA polymerase is loaded, and usually consists of
an initiator element surrounding the transcriptional start
site, and/or a motif termed the 7!ATA box located about

25 bp upstream of the start site. The initiator and TATA
box are not present in all promoters, but when they are
present, they are found in the same orientation and on the
same strand. Promoters lacking an initiator element typi-
cally have multiple start sites because RNA polymerase is
not loaded at a unique position. Further motifs are located
5' to this basal promoter, and comprise the upstream pro-
moter elements. These include (1) the CAAT box, GC-rich
boxes, and other elements, which act as binding sites for
ubiquitous transcriptional activators; (2) motifs that bind
transcription factors synthesized or activated only in cer-
tain cell types and/or at certain developmental stages and
hence control the cell type and stage specificity of gene
expression; and (3) response elements that bind transcrip-
tion factors whose activity is inducible or repressible by
endogenous and exogenous signals. Similarly, enhancers
are modular units made up of different motifs, some of
which may act generally, and some of which may confer
cell-type, temporal, or inducible specificity upon the gene.
Promoters control basal transcription and are therefore
orientated so that transcription proceeds in one direction
only. Conversely, enhancers act to stimulate transcription
from a promoter but, because they cannot load RNA poly-
merase, they have very little promoter activity themselves.
Enhancers act in a position-, orientation-, and distance-
independent manner, and may stimulate transcription up
to 1000-fold from a given promoter.

Endogenous Promoters and Constitutive Viral Promot-
ers. In the first gene transfer experiments, mammalian
transgenes were expressed under the control of their own
poorly characterized transcriptional control sequences.
Even as mammalian regulatory elements began to be
defined, the use of endogenous promoters continued to
impose severe limitations on the range of cells in which
foreign genes could be expressed. The rate of recombinant
protein expression was wholly dependent on the ability
of the cell line chosen to recognize and utilize particular
promoters and enhancers (20).

The cloning of viral regulatory elements was a break-
through in gene expression technology. The evolutionary
success of viral promoters and enhancers is evident
from the (in some cases) copious production of virus
proteins in infected cells. Hence, foreign genes cloned
in recombinant viral vectors are often expressed under
the control of the most active promoters and enhancers
from that viral system, especially as this often repre-
sents the most convenient cloning strategy. Examples
include the baculovirus polyhedrin and plO promoters
(119), the adenoviral E l promoter (102), and the vac-
cinia virus p7.5 promoter (141). The most promiscu-
ous regulatory elements are found in viruses, because
viruses have evolved to infect and propagate within a
broad range of cells. Many plasmid overexpression vectors
therefore employ the most generic and transcriptionally
active promoter/enhancer systems, which consequently
not only maximize the transcription of the cloned gene,
but also allow expression in a broad range of trans-
fected cells. The most popular systems are the SV40 early
promoter and enhancer (146), the Rous sarcoma virus
long terminal repeat promoter and enhancer (147), and
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factors in the cell (reviewed in Ref. 145). Most genes are
controlled by at least two functionally distinct elements:
a promoter, which is located at the 5' side of the gene
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site, and/or a motif termed the 7!ATA box located about
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5' to this basal promoter, and comprise the upstream pro-
moter elements. These include (1) the CAAT box, GC-rich
boxes, and other elements, which act as binding sites for
ubiquitous transcriptional activators; (2) motifs that bind
transcription factors synthesized or activated only in cer-
tain cell types and/or at certain developmental stages and
hence control the cell type and stage specificity of gene
expression; and (3) response elements that bind transcrip-
tion factors whose activity is inducible or repressible by
endogenous and exogenous signals. Similarly, enhancers
are modular units made up of different motifs, some of
which may act generally, and some of which may confer
cell-type, temporal, or inducible specificity upon the gene.
Promoters control basal transcription and are therefore
orientated so that transcription proceeds in one direction
only. Conversely, enhancers act to stimulate transcription
from a promoter but, because they cannot load RNA poly-
merase, they have very little promoter activity themselves.
Enhancers act in a position-, orientation-, and distance-
independent manner, and may stimulate transcription up
to 1000-fold from a given promoter.

Endogenous Promoters and Constitutive Viral Promot-
ers. In the first gene transfer experiments, mammalian
transgenes were expressed under the control of their own
poorly characterized transcriptional control sequences.
Even as mammalian regulatory elements began to be
defined, the use of endogenous promoters continued to
impose severe limitations on the range of cells in which
foreign genes could be expressed. The rate of recombinant
protein expression was wholly dependent on the ability
of the cell line chosen to recognize and utilize particular
promoters and enhancers (20).

The cloning of viral regulatory elements was a break-
through in gene expression technology. The evolutionary
success of viral promoters and enhancers is evident
from the (in some cases) copious production of virus
proteins in infected cells. Hence, foreign genes cloned
in recombinant viral vectors are often expressed under
the control of the most active promoters and enhancers
from that viral system, especially as this often repre-
sents the most convenient cloning strategy. Examples
include the baculovirus polyhedrin and plO promoters
(119), the adenoviral E l promoter (102), and the vac-
cinia virus p7.5 promoter (141). The most promiscu-
ous regulatory elements are found in viruses, because
viruses have evolved to infect and propagate within a
broad range of cells. Many plasmid overexpression vectors
therefore employ the most generic and transcriptionally
active promoter/enhancer systems, which consequently
not only maximize the transcription of the cloned gene,
but also allow expression in a broad range of trans-
fected cells. The most popular systems are the SV40 early
promoter and enhancer (146), the Rous sarcoma virus
long terminal repeat promoter and enhancer (147), and
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the human cytomegalovirus immediate early promoter
(148). These elements function in a broader range of
cells than that defined by the productive host range of
the viruses themselves, because although a virus may
not be able to gain entry into all cells due to a lack
of appropriate surface receptors, the transcriptional con-
trol elements have often evolved to exploit transcription
factors present in many cells, generally including those
outside the specified host range. Hence, while the repli-
cation of SV40 is restricted to certain simian cells, the
SV40 promoter/enhancer functions in most mammalian
cells. The constitutive systems are not absolutely equiv-
alent, however, and it pays to identify the most suitable
regulatory system to use in a particular cell type. Certain
cells appear to repress transcription from particular viral
promoters; for example, the human embryonic kidney cell
line 293, which is widely exploited for propagation of ade-
noviral vectors, does not support transcription from the
SV40 promoter (149).

Although viral promoters have been used in versatile
expression vectors, the advent of transgenic technology
and gene transfer to live organisms has resulted in a
new requirement for cell- and stage-specific promoters
to restrict transgene expression to particular cell types.
Examples include the use of cell-specific promoters to
ablate particular cell types, the use of milk promoters
to obtain high yields of recombinant protein in the milk
of transgenic mice and livestock, and the use of neuron-
specific promoters to ensure that herpes virus vectors
delivered to the brain express transgenes only in neurons,
and not in glial or epithelial cells.

Endogenous lnducible Promoters. While high-level con-
stitutive protein expression may be suitable for many
applications, there are certain situations where the exter-
nal control of transgene expression is desirable. Where
protein overexpression is the aim, external control is
required if the recombinant protein is potentially cytotoxic
or cytostatic. Furthermore, many experiments require
transgenes to be activated at a certain time or for a certain
duration, for example, in studies of the cell cycle, to study
the effects of transgene expression at particular stages of
development, or for the conditional silencing of transgenes
or endogenous genes to investigate the consequences of
gene loss at particular developmental stages.

The earliest experiments involving external transgene
regulation took advantage of endogenous inducible
systems (reviewed in Ref. 150). The best-characterized
of these include the heat shock promoter (responsive to
elevated temperature; 151), the metallothionein promoter
(responsive to the presence of heavy metals such
as cadmium and zinc; 152), the mouse mammary
tumor virus (MMTV) LTR promoter (responsive to
dexamethosone; 153), and the interferon-^ promoter
(responsive to interferon, viral infection, and dsRNA;
154). A transgene placed under the control of one of
these regulatory elements could be stably integrated,
and protein expression could be induced by shifting to
an elevated temperature, or by adding the appropriate
inducing substance to the growth medium. While these
systems provide a "complete package" for cell culture

experiments, in that control is mediated by endogenous
trans-acting regulators, they suffer from one or more of
the following major disadvantages (155): (1) substantial
leakage (background transgene activity in the noninduced
state); (2) low induction ratio (the ratio of induced
to noninduced protein yield); (3) cytotoxic effects of
the inducing agent; and (4) the concomitant activation
of other, endogenous genes whose activity may be
undesirable, or may interfere with the system being
studied. For example, activation of the heat shock
promoter can induce transgene activity up to 100-fold, but
the high temperature causes extensive cell death, blocks
protein synthesis, and interferes with protein secretion.
Protein synthesis begins when cells are returned to 37 0C,
but the rate of transcription then drops. Similarly, the
metallothionien promoter has a high basal transcription
level, an induction ratio of less than 10, and cadmium
is cytotoxic. The glucocorticoid response element of the
MMTV LTR promoter provides a more effective system
because there is only minimal leakage, but the induction
ratio is again less than 10, and other hormone-responsive
genes are activated. These promoters have also been used
in transgenic animals. In this context, even moderate
leakage is unacceptable for certain experiments, such as
conditional cell ablation by expressing a toxin such as ricin
under inducible control. A further disadvantage is the
unexpected and often undesirable tissue-specific effects
of induction, reflecting the tissue-specific distribution of
transcription factors, or the differential uptake of the
inducing agent.

Heterologous, Recombinant, and Artificial Inducible
Systems. Many of the problems attributed to the use of
endogenous inducible systems can be addressed using
systems that are heterologous, recombinant, or totally
synthetic. A disadvantage of this approach is that the
components of the system (e.g., genes encoding the
appropriate trans-acting regulators) have to be introduced
into the cell along with the target gene and its control
sequences. This can be a problem when generating
transgenic animals, and for this reason, specific regulator
strains of mice have been (and continue to be) developed,
and are commercially available. These can be used to "cross
in" heterologous regulatory systems by breeding with
transgenic animals carrying the regulatable transgene
of interest. Despite this complication, the advantages
of nonendogenous systems are manifold, benefiting from
thoughtful design and modification, rather than relying on
natural properties (155):

• Transgene induction is specific to exogenously
supplied, nontoxic agents.

• Transgene induction does not interfere with any
endogenous pathways because no endogenous genes
are affected.

• There is no leaking—in the noninduced state,
transgene expression is minimal.

• Undesirable cell-type-specific effects of induction can
be eliminated; alternatively, transgene expression
can be induced in specific cell types by design.



• The inducing agent can be chosen to penetrate cells
quickly for rapid induction, and decay quickly for
prompt return to the basal state.

All such systems are designed around a switch principle,
where transgene expression is controlled by a heterol-
ogous, recombinant, or artificial response element. This
is activated (or repressed) by a heterologous, recombi-
nant, or artificial trans-acting regulator, whose activity
is modulated by a small, exogenously supplied molecule

(the inducer). Four major types of system have been
exploited (Fig. 9): the E. coli lac operon (156), the E.
coli tet operon (157,158), the Drosophila molting hor-
mone ecdysone (159), and mammalian steroid hormones
(reviewed in Ref. 155). Not all inducible switches function
at the transcriptional level, and switches at the protein
level are discussed later.

The E. coli lac system (156) is based on the lad
gene, which encodes a transcriptional repressor protein.
The E. coli lac operon encodes three enzymes involved

Figure 9. Mechanisms of inducible transgene controly. (1) Repressor-based system, e.g., the Lac
switch. The transgene construct contains lac operator(s), which bind Lad repressor and prevent
transcription. Induction is achieved with IPTG, which binds to and inactivates the repressor,
causing it to release the DNA. (2) Activator-based system, e.g., tTA. Here, the E. coli Tet
repressor is fused to a transcriptional activation domain, e.g., VP16. The transgene contains tet
operators that now function as enhancers. Introducing tetracycline into the system inactivates
tTA causing transgene repression. (3) Reverse activator-based system, utilizing a mutated Tet
repressor-VP16 fusion, which binds to DNA in the presence of tetracycline and releases DNA in
its absence. (4) Chemically induced dimerization system. A transcription factor is expressed as
separate DNA-binding and activation domains, each including a binding site for a bivalent ligand
such as FKBP12. Introducing the ligand into the system causes dimerization and transcription
factor activity. (5) Steroid-based system. A transcription factor is expressed as an estrogen
receptor fusion protein. In the absence of estrogen, the fusion protein is sequestered into an
inactive complex by Hsp90. Introducing estrogen to the system releases, and hence activates,
the transcription factor. Abbreviations: TF, transcription factor; RNAP, RNA polymerase; IPTG,
isopropyl /S-D-thiogalactopyranoside; Tet, tetracycline; Act, activator domain; DNAB, DNA-binding
domain; ER, estrogen receptor.
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in lactose metabolism. In the absence of lactose, the
Lad repressor binds to operator sites around the
transcriptional start site and prevents RNA polymerase
initiating transcription. The presence of lactose in the
medium results in the synthesis of a metabolic by-
product, allolactose. This binds to the repressor, effecting
a conformational change that causes it to release the DNA.
The same result arises from treatment with a gratuitous
inducer, isopropyl-1-thio-^-D-galactopyranoside (IPTG).
Transcription of the genes for lactose catabolism then
commences. The strategy for transgene regulation in
animal cells is to place a lac operator sequence downstream
of the transgene transcriptional start site, and introduce
a second expression construct constitutively expressing
the lad gene. Under basal conditions, the transgene is
repressed, but if IPTG is added to the medium, the
repressor is released from the operator site, allowing
transgene expression. This system achieves an induction
ratio of about 3-500, which is up to 100-fold greater
than the commonly used chemical endogenous induction
systems. However, the number and position of lac operator
sites in the target gene appears to be critical for correct
regulation (157). The original E. coli tet system, pioneered
in transgenic tobacco plants, was based on a similar
principle to the lac system. The tetR gene encodes a
repressor that binds to operator sequences in the tet operon
when tetracycline is absent. Here, tetracycline itself is
the inducer, and causes the release of the repressor and
induction of the tet genes. The operational parameters
of the lac and tet systems in mammalian cells were thus
similar, except that the number and position of tet operator
sequences was shown to be less important for inductive
control than the equivalent lac operators. Although more
advanced than endogenous systems, the original lac and tet
systems also suffered certain disadvantages. To suppress
transgene activity fully, high levels of Lad or TetR
proteins were required, and were found to be cytotoxic.
Furthermore, IPTG and tetracycline levels were slow to
decay, resulting in a long time lag before the effects of
induction could be eliminated or reversed.

Some disadvantages of the "repressor"-based systems
have been addressed by converting TetR and Lad into
activators, by generating fusion proteins in which the
repressor is joined to the herpes simplex virus VP16
transactivator (160,161). In the case of the tet system, the
fusion product (termed tTA) confers constitutive transgene
activity in the absence of tetracycline, and is suppressible
by tetracycline (or its derivative deoxycycline). These
systems have a reduced basal transcription level because
a eukaryotic enhancer is not required (the operator
now provides the enhancer activity) and high levels
of repressor protein are unnecessary. This provides an
induction ratio in the order of 105. One disadvantage,
however, is the constant requirement for tetracycline
in the growth medium (for cells) or drinking water (for
transgenic animals) to maintain the basal state. This
has proven to be toxic in many experimental systems,
and the unequal distribution of tetracycline results in
significant fluctuation in the basal level of transgene
activity, which is intolerable for the regulated expression
of some proteins. Furthermore, since induction requires

the absence of tetracycline, it is dependent on the rate
at which tetracycline can be eliminated. The tTA protein
has also proven to be toxic when expressed at high levels,
although autoregulatory systems have been designed to
optimize tTA expression levels. These problems have
been addressed by generating a mutated form of the tTA
activator whose DNA-binding activity is improved rather
than abolished by tetracycline (162). This protein (termed
rtTA, reverse tTA) is thus an activator in the presence
of tetracycline, removing the requirement for long-term
exposure to the inducer. Although tetracycline-based
systems have been criticized for high toxicity, low
efficiency, and low stability, they are extremely versatile
and have been used in many different experimental
systems, perhaps explaining why weaknesses have been
so readily identified. Numerous plasmid- and viral-based
delivery vectors have been constructed (reviewed in
Ref. 155), and it is likely that this system will continue to
be exploited and improved in the future.

The Drosophila ecdysone system (159) exploits a steroid
hormone signaling pathway endogenous to insect cells
but absent from mammalian cells. The steroid hormone
ecdysone is responsible for the extensive morphological
changes that occur during molting in Drosophila. The hor-
mone acts through a heterodimeric transcription factor
of the nuclear receptor family, comprising the products
of the genes ecr (ecdysone receptor) and usp (ultraspir-
acle). This system can be used for transgene regulation
by including an ecdysone response element upstream of
the transgene, and cotransfecting cells with constructs
carrying the two Drosophila genes encoding the receptor.
Transgene induction is achieved by treating cells with
either ecdysone itself, or its analog muristerone A. Since
both the receptor and its response element are insect spe-
cific, neither the ligand nor its receptor has any toxic or
other physiological effects on mammalian cells, and thus
the system is innocuous and highly specific. Ecdysone
and muristerone A appear to be harmless when injected
into mice and are totally eliminated within a few hours.
Despite its advantages, the original ecdysone system had
a poor induction ratio. This problem has been addressed
by introducing mammalian components into the system
to generate hybrid receptors recognizing totally artifi-
cial response elements. Saez and colleagues (155) have
recently described a system in which the Ecr protein is
expressed as a fusion with the HSV transactivator protein
VP16 and the mammalian glucocorticoid receptor. The Usp
protein is replaced by its mammalian homolog, the retinoid
X receptor. The resulting hybrid recombinant receptor
responds to ecdysone and muristerone A, and binds to an
artificial response element recognized by no other recep-
tor of mammalian or insect origin. This powerful system
has minimal background activity and an induction ratio
of up to 1000. Additionally, since the hormones are elimi-
nated rapidly from cells and animals, this system enables
rapid induction and return to the basal state. Inducible
systems based on mammalian steroid hormones have also
been described, although these are recent developments
and remain to be optimized. Perhaps the most promising
approach is the construction of a recombinant proges-
terone receptor carrying the yeast GAL4 DNA-binding



domain and the HSV transactivator VP16 (163,164). This
receptor is unable to bind progesterone, but can bind the
progesterone antagonist RU486, also known as mifepri-
stone. Transgenes driven by the yeast GAL4 recognition
site are induced by RU486, apparently at levels low enough
not to affect endogenous progesterone activity. However,
these early systems suffer from leakage, low induction
ratio, and undesirable physiological effects, and hence
require further development.

Finally, a recently described system of transgene reg-
ulation exploits the principles upon which the yeast two-
hybrid system (for studying protein-protein interaction)
was based. This technique, known as chemically induced
dimerization (CID), uses a divalent ligand simultaneously
to bind and hence aggregate separate DNA-binding and
transactivation domains to generate a hybrid transcription
factor. This facilitates very tight transgene regulation,
and shows minimal background effects. The initial sys-
tem exploited the immunophilin-binding domain of the
immunosuppressant drug FK-506. A divalent homodimer
of this drug, FK-1012, binds to two immunophilin domains
and promotes dimerization (165). A problem with this sys-
tem is that homodimer transactivators and homodimer
DNA-binding domains are generated at high frequency.
More recent systems have used heterodimers of FK-506
and rifamycin, so that only two different proteins are able
to dimerize, thus preventing such undesirable interac-
tions (166). Unfortunately, while these CIDs penetrate
and decay rapidly, they are only active at concentra-
tions causing immunosuppressive side effects. Alternative
CIDs are thus being sought and designed (reviewed in
Ref. 155).

Transcriptional Termination and RNA Processing

In eukaryotic cells, the primary transcripts of protein-
encoding genes are extensively processed before export
from the nucleus for translation. The processing steps
include the addition of an inverted 7-methylguanosine
cap to the 5' end, the removal of introns by splicing,
the cleavage and polyadenylation of the 3' end, and
the methylation of certain internal bases (reviewed
in Ref. 167). The function of internal methylation is
not understood, but the other modification steps are
essential for message stability, nuclear export, and
efficient translation. These factors must therefore be taken
into account when designing expression vectors.

Capping. All eukaryotic mRNAs are capped. The cap-
ping process occurs immediately following transcrip-
tional initiation, probably because the enzyme responsible
(mRNA guanyltransferase) is associated with the initi-
ation complex. Most animal cell mRNAs have a type
1 cap, which is methylated at position G7 of the cap
itself and at position O2 on the ribose moiety of the
next residue. The capping reaction occurs automatically,
hence no special precautions are needed to ensure vector-
encoded transcripts are capped. The cap serves a number of
functions — it appears to be required for nuclear export, it
prevents 5' end degradation, and it serves as a recognition
site for the factors that initiate translation.

lntron Splicing. Most genes in animal cells are inter-
rupted by one or more noncoding segments of DNA, known
as introns. These are removed from the primary transcript
by a well-characterized mechanism involving the recogni-
tion of 5' and 3' splice sites by a large, trans-acting spliceo-
some assembly. The activities of the spliceosome result in
a transesterification reaction that joins the upstream and
downstream exons and eliminates the intron. Many verte-
brate genes contain large and numerous introns, and the
majority of mammalian genes comprise more intron mate-
rial than exon material, in some cases exceeding 95% of the
transcription unit. However, due to the size constraints of
many expression vectors, the simplicity of in vitro manip-
ulation, and partly due to cloning strategy, genes are often
expressed as cDNAs or as artificial minigenes with all
introns removed (20,6,168).

The earliest cDNA expression studies in mammalian
cells provided evidence that splicing might be required
for efficient mRNA synthesis, prompting the inclusion
of an intron in the transcription unit of a number of
expression vectors. Since then, many investigators have
independently confirmed that cDNA expression is either
intron dependent or significantly improved in the presence
of an intron, in some cases up to 500-fold (168). However,
there have also been numerous reports of cDNAs that
are efficiently expressed without an intron. Furthermore,
there are a number of mammalian genes that lack introns,
and the vast majority of bacterial genes lack introns yet are
still efficiently expressed in mammalian cells. However,
the presence of an intron has rarely been shown to
have adverse effects; thus many contemporary expression
vectors possess a small heterologous or artificial intron
in the mammalian transcription unit. Genuine introns
include the SV40 small t-antigen intron (used, e.g.,
in vectors marketed by Invitrogen) and the human
growth hormone intron. Improved expression has been
documented using hybrid introns, for example, comprising
a 5' splice site from the /*-globin gene and a 3' splice
site from an immunoglobulin gene. These are particularly
close to the ideal splice signal consensus and are used, for
example, in vectors marketed by Promega. In some cases,
point mutations have been introduced so that introns
match the splice consensus perfectly. As discussed later,
the requirement for introns in transgenic animals is more
widely accepted, and genomic constructs are generally
more efficiently expressed than cDNAs (169).

Early investigations showed that the presence or
absence of an intron could control gene expression by
affecting the resultant levels of mRNA. The role of
introns in the regulation of foreign gene expression has
been investigated recently, and a post-transcriptional
regulatory mechanism has been identified (170). Primary
transcripts are associated with proteins during synthesis,
processing, and export from the nucleus, to form
heterogenous ribonucleoproteins (hnRNPs). It appears
that intron-containing and intronless genes expressed
in the nucleus end up associated with different sets of
proteins, and that this ribonucleoprotein architecture may
affect subsequent translational efficiency. Notably, these
investigators found that the absence of an intron resulted
in a significant amount of post-transcriptional silencing,



presumably due to repression by hnRNP structure. An
intron placed at the 5' end of the transcript could
alleviate this silencing, but a 3' intron increased the
silencing effect. Although these data were obtained using
Xenopus oocytes rather than mammalian cells, the study
provides evidence that the nature of the transcription
unit can affect subsequent levels of gene expression
by stimulating the recruitment of particular regulatory
proteins. While the evidence from mammalian systems is
in some cases contradictory, the presence of a 5' intron
is also favored, and may indicate that a similar mechanism
is in operation. It is possible that recruitment of alternative
proteins during transcription could also affect continued
transcriptional efficiency or mRNA stability, allowing
the same mechanism to regulate mRNA levels. These
possibilities remain to be investigated.

Another consideration involving introns is the generic
nature of the splice signals, and the presence of cryptic
splice sites. Generally, eukaryotic primary transcripts are
spliced in a predictable fashion even though all introns
carry the same consensus splice signals, which are short
enough to be occur by chance both within the body of
the intron and in adjacent exons. It is thought that the
sequence context of the splice sites, the distance between
them, and the secondary structure adopted by the nascent
transcript or completed primary transcript may dictate
how the splicing apparatus and RNA interact to define
the introns to be removed. If a normal splice site is
mutated, one or more local cryptic splice sites may become
active, and these are used efficiently even if there is no
"leaky" cryptic splice site usage in the wild-type transcript.
This readiness to utilize alternative splice sites should
be considered when designing recombinant genes with
hybrid introns, as they may not be spliced in a predictable
fashion, and may produce aberrant transcripts that are
not translated.

Finally, the requirement for introns should be consid-
ered carefully if a viral gene delivery strategy is favored,
as this may influence the choice of vector and its design.
As discussed, the inclusion of sense-orientation introns in
retroviral vectors can interfere with the viral replication
cycle (132,133). If a cDNA or intronless minigene cannot
be expressed efficiently, the intron-containing genes must
be inserted in the reverse orientation so that the introns
are not recognized during the transcription phase of the
replication cycle. Poxviruses are unusual DNA viruses
that replicate in the cytoplasm, and no viral genes con-
tain introns because the virus does not have access to
the nuclear splicing machinery. Therefore, foreign genes
cloned in poxvirus vectors such as vaccinia virus must
also lack introns (141). This should not affect the effi-
ciency of gene expression, however, because the regulatory
mechanisms discussed depend on nuclear history, that is,
exposure of the transcript to nuclear proteins. Messen-
ger RNAs introduced directly into the cytoplasm using
poxvirus or alphavirus vectors, or by RNA transfection,
are not subject to these interactions.

Transcriptional Termination and Polyadenylation. The
mechanism of transcriptional termination in the protein
encoding genes of animals is not fully understood (167).

Termination is thought to occur downstream of the
mature 3' end of the transcript, which is generated
by endonucleolytic cleavage of the nascent RNA. The
cleavage reaction is followed by polyadenylation, the
addition of a variable number (approximately 200) of
adenylate residues to generate the so-called poly(A)
tail. This occurs 10-30 nucleotides downstream of a
highly conserved polyadenylation site, with the consensus
sequence AAUAAA. A GU-rich sequence downstream of
the polyadenylation site may influence the actual position
of cleavage. Cleavage and polyadenylation are carried out
by a multimeric complex comprising recognition factors
that bind to the polyadenylation site, a dimeric cleavage
enzyme, and the enzyme poly adenylate polymerase.
Although the precise function of polyadenylation is not
known, it appears to increase mRNA stability and
control mRNA export. If the polyadenylation site is
mutated, the level of protein synthesis can drop by as
much as 90%. It is therefore essential to include an
authentic polyadenylation site and terminator region in
expression vectors, downstream of the foreign gene. A
number of polyadenylation sites are commonly used,
including those from the SV40 early transcription
unit, and the mouse /J-globin gene. The inclusion of
a polyadenylation site within the vector removes any
reliance on endogenous polyadenylation sites supplied
with foreign genes and cDNAs. This is particularly
advantageous for the expression of genes and cDNAs
with large 3' untranslated regions, because these can be
trimmed off, an operation that may also improve transgene
expression by increasing mRNA stability (168).

Polyadenylation Sites in Cointegrate Vectors. Many gene
transfer experiments involve the use of cointegrate
vectors, that is, vectors containing multiple genes. A
cointegrate vector is usually defined as one where linked
genes are under separate transcriptional control, and gene
transfer experiments involving two or three genes linked
on the same vector are carried out routinely in many
laboratories. In such vectors it is particularly important
to include termination/polyadenylation sequences at the
end of each transcription unit. If this is not carried
out, it is possible for gene expression to be limited at
three levels. First, where transcription from one gene
reads through into a second downstream gene, promoter
occlusion can occur. This involves transcription through
the promoter of the downstream gene, preventing the
assembly of the transcription complex and blocking gene
expression (171). Promoter occlusion occurs if two adjacent
genes are in the same orientation. If adjacent genes are
in opposite orientation, read-through transcription from
one gene generates antisense RNA that can block the
expression of the second gene at the post-transcriptional
level, a phenomenon termed antisense suppression. If both
promoters are active, both sense and antisense RNA can
be generated. These may associate to generate double-
stranded RNA (dsRNA), activating the DAI protein kinase,
which phosphorylates and inactivates eIF2, a critical
translation initiation factor (69). These problems can
be alleviated by preventing read-through transcription,
through the inclusion of a terminator and polyadenylation



site after each gene. A polyadenylation site placed
upstream of a gene can block any adventitious gene
activation by factors binding to backbone sequences
upstream of the transcription unit. This is particularly
important in vectors whose purpose is to test putative
regulatory elements.

Protein Synthesis

Kozak Consensus. The requirements for high-efficiency
translation of foreign genes in mammalian cells have
been studied in great detail (172,173) and reflect
three important properties of the foreign gene: (2) the
nucleotide sequence surrounding the translational start
site; (2) codon choice throughout the coding region; and
(3) the structure of the 5' and 3' untranslated regions.

The optimal translational start site sequence was
denned by Kozak as 5' CCRCCAUGG 3', with the
underlined sequence representing the initiation codon (R
is any purine). The adenosine residue of the initiation
codon is defined as position +1 of the coding region and
the residue immediately 5' to that is defined as position
— 1 (there is no position 0). The two most important
residues appear to be the purine at position —3 and the
guanosine at position +4. Most expression vectors contain
the Kozak sequence as standard, although only proteins
with valine, alanine, glutamine, glycine or aspartate as
their second residue can be specified by a coding region
with guanosine at position +4. Mutations deviating from
the Kozak consensus can reduce protein expression levels
by up to 90%.

Codon Choice. The genetic code is degenerate; hence
most amino acids are encoded by a family of codons.
Some codon families (e.g., those encoding leucine and
serine) have as many as six members. The analysis of
many gene sequences obtained from different organisms
has revealed two important principles of codon usage.
First, there is codon bias; that is, particular codons within
a family are used more often than others. Second, the
codon bias differs from species to species, so that a
codon favored in one animal might be different to that
favored in another (174). Codon bias can reflect several
underlying factors. Degeneracy at first and second base
positions is caused by the presence of isoaccepting tRNAs,
alternative tRNAs that are charged with the same amino
acid but recognize distinct codons. Third base degeneracy
reflects the relaxed base pairing rules (so-called "wobble
rules") applying to the third base of the codon and the
first base of the anticodon, which in some cases reflects
the modification of tRNA bases. A further reason for
codon bias involves bulk properties of the genome. In
GC-rich genomes, guanine- or cytosine-containing codons
might be favored over adenine- or thymine-containing
codons, while in AT-rich genomes the opposite bias might
apply. Codon choice can influence transgene expression
at several levels. The progress of translation can be
inhibited if a particular codon is favored in the source
organism, but not in the host to which the foreign gene
is transferred. The translation machinery may pause at
a rare codon. This may simply reduce the rate of protein
synthesis, resulting in a lower yield, or it may cause more

serious problems such as misincorporation, frameshifting,
or truncation. This can be addressed by attempts to
match codon preference in the transgene to that of the
host, by introducing translationally neutral mutations
into the coding region. However, this can sometimes have
unpredictable effects by influencing the stability of the
mRNA. It should also be borne in mind that rare codons
are occasionally used in a regulatory capacity, and that
under some special circumstances, they may even misread
in a programmed fashion. Examples include frameshifting
during the translation of retroviral gag andpo/ genes, and
insertion of the rare amino acid selenocysteine (167).

Structure of Noncoding Regions. The structure of the
5' untranslated region influences translational efficiency
by affecting ribosome assembly and scanning (172,173).
Ribosomes comprise two subunits, and initial binding
involves only the small subunit, which interacts with
proteins assembled at the 5' 7-methylguanosine cap,
and scans along the mRNA until the first AUG codon
is encountered. If the 5' UTR contains a significant
amount of secondary structure, assembly and scanning
can be inhibited. The presence of false AUG codons
upstream of the genuine start site is also deleterious,
especially if they are followed by in-frame termination
codons. Most expression vectors are therefore designed to
incorporate minimal processed 5' UTR sequences (there
may be an intron in the 5' UTR, but this would not be
represented in the processed mRNA), or a 5' UTR known
to function efficiently in concert with the appropriate
promoter-enhancer system. The sensitivity of transgene
expression to sequences upstream of the initiation codon
means that it is important to ensure that sequences
at the 5' end of the insert do not generate secondary
structure or additional start codons when integrated into
the vector. Particular difficulties have been caused by the
homopolymer tailing method of cDNA cloning, although
this is rarely used these days.

A 3' untranslated region is not usually included
in expression vectors because it serves no function
essential for translation. Endogenous 3' UTRs may
contain regulatory elements, such as AU-rich elements
conferring instability upon the message resulting in rapid
turnover (175). Typically, the entire 3' UTR is removed
from cloned genes or cDNAs prior to insertion, so that the
termination codon of the transgene is more or less adjacent
to the polyadenylation site (168).

Internal Ribosome Entry Sites and Polycistronic Vec-
tors. As discussed, multiple genes may be expressed on
the same cointegrate vector as independent transcription
units, by placing each under the control of an indepen-
dent promoter and polyadenylation site. Another way to
express multiple genes on a single vector is to include sev-
eral coding regions in the same polycistronic message. For
a long time, it was thought that polycistronic protein-
encoding genes were restricted to bacterial genomes,
because eukaryotic translation was assumed to be uni-
versally 5' cap dependent. The discovery of internal
ribosome entry sites (IRES) elements, first in the picor-
naviral genome, and then in endogenous animal genes,



provided a useful strategy for transgene coexpression and
selection for high-level foreign gene expression (176). A
reporter gene such as lacZ can be placed downstream of
an IRES in the same transcription unit as a given foreign
gene. This allows cells expressing the foreign gene to be
identified through coexpression of /?-galactosidase. This is
particularly useful in transgenic animals where expres-
sion patterns can be mapped and the effect of heterologous
protein expression determined in the same animals (177).
In knockout mice, the insertion of an IRES -lacZ con-
struct into an endogenous gene facilitates both knockout
by insertional mutagenesis and the identification of cells
that now lack the targeted gene product (177). The expres-
sion of genes downstream of an IRES is much less efficient
than normal 5' cap-dependent genes. This can be exploited
to isolate cells expressing foreign genes at high levels. If
a selectable marker is placed in the downstream position,
only cells with high levels of marker expression will sur-
vive, and this will identify cells with elevated levels of
foreign gene expression (168).

Post-Translational Events

Overview. Protein synthesis is not the end of gene
expression. During or following synthesis, all polypeptides
undergo some form of covalent modification before folding
to form functional proteins. Such modifications may
involve minor chemical changes to specific amino acid
side chains or the addition of major chemical adducts
such as complex oligosaccharides or lipids. Other proteins
are modified by endo- or exoproteolytic cleavage. In
some cases, protein modification may be reversible and
can be used as a means to regulate protein activity
(e.g., phosphorylation of serine, threonine, and tyrosine
residues). Other types of modification are permanent
(e.g., glycosylation and proteolytic cleavage). Protein
modification may serve several purposes. In some cases the
modification is required for protein activity, while in others
the protein functions equally efficiently in its modified
and unmodified forms. Certain forms of modification are
required for the protein to adopt its correct tertiary
or quaternary structure (e.g., the formation of disulfide
bonds). Certain forms of modification are characteristic
of particular protein sorting pathways in the cell; for
example, N-linked glycosylation occurs in the ER lumen,
and O-linked glycosylation occurs in the Golgi network.
In some cases, particular modifications are required for
protein sorting (e.g., the addition of mannose-6-phosphate
groups targets proteins to lysosomes, and the cleavage
of signal peptides may be required to reveal further
targeting motifs, e.g., in mitochondrial import). Finally,
some forms of protein modification are involved in the
regulation of protein degradation (e.g., ubiquitination of
lysine residues).

The secretion of proteins from mammalian cells
involves a characteristic series of modifications that
take place in the ER and Golgi (reviewed in Refs. 178,
179). Such proteins generally carry an N-terminal signal
peptide that causes the ribosome to associate with the
ER membrane. The protein is then cotranslationally
translocated into the ER lumen, a process termed vectorial
discharge. In the lumen, the signal peptide is cleaved,

and a preformed high-mannose oligosaccharide is added
to asparagine residues in the "sequon" element with
the consensus sequence Asn—Xaa—Ser/Thr (Xaa is any
residue except proline). This initial N-linked glycosylation
is followed by several modifications. Terminal glucose
residues and probably a single mannose residue are
removed, and fatty acylation may also occur, before the
part-modified protein is transported to the Golgi network.
In the Golgi, further modifications occur to the N-linked
glycosyl groups, including the hydrolysis of more mannose
residues, and the addition of distinct oilgosaccharide
groups such as fucose, galactose, N-acetylglucosamine,
and sialic acid. De novo O-linked glycosylation may also
occur by the transfer of N-acetylglucosamine groups to
serine and threonine residues. As well as glycosylation
and acylation, other forms of modification also occur in the
secretory pathway, such as the O4-sulfation of tyrosine
residues, and various forms of proteolytic processing.

Factors Affecting the Processing of Recombinant Pro-
teins. Three major factors affect the processing of recom-
binant proteins: (1) correct targeting of the protein; (2) the
ability of the protein to fold and undergo proper modifica-
tion; and (3) the availability of appropriate enzymes and
their positioning in the host cell. A protein that requires
a particular form of post-translational modification needs
to be targeted to the correct intracellular compartment for
that processing to occur. Hence a normally secreted protein
whose coding region is truncated so that the signal peptide
is no longer translated will likely accumulate in the cyto-
plasm in a biologically inactive form. This problem needs
to be addressed, especially if only a partial cDNA sequence
is available for translation, or if a recombinant protein is
to be expressed as an N-terminal fusion protein, because
the endogenous signal peptide would either be missing or
obscured by the fusion product. Many vectors are available
with integral secretory signals to target expressed proteins
to the secretory network. Other targeting motifs, such as
mitochondrial entry sequences and nuclear localization
signals, are also terminal, and the same precautions need
to be taken when expressing proteins containing these
signals.

The modification of a protein is dependent on many
factors, including the presence of appropriate target-
ing sequences, the presence of modification consensus
sequences (such as the N-linked glycosylation sequon),
the sequence context surrounding this motif, and the over-
all tertiary conformation of the protein. It is thought that
modification relies not just on the presence of particu-
lar motifs in the polypeptide primary structure, but also
on the tertiary structural context in which this motif is
presented to the processing enzymes, and the geometry
of enzyme positioning (e.g., in the Golgi). Furthermore,
where modification occurs in a series of successive steps,
each modification may cause the tertiary structure of
the protein to change in order to make it more accessi-
ble to the next processing enzyme. Hence any alteration
to the primary structure of a polypeptide may cause a
critical deviation from the optimum tertiary conforma-
tion, resulting in the failure of a particular modification
reaction. This is demonstrated by the alteration of, for



example, glycosylation patterns following mutations caus-
ing nonconservative amino acid changes, or following the
incorporation of amino acid analogs. The dependence of
late processing events on the successful completion of
earlier modifications is demonstrated by the altered gly-
cosylation patterns observed following treatment with
inhibitors of the early glycosylation enzymes (180).

Finally, it has been observed that recombinant proteins
may be processed differently in alternative expression
hosts, probably reflecting the absence or differential
abundance of processing enzymes. Some differences
in glycosylation patterns have been observed between
alternative mammalian hosts; for example, secreted
proteins produced in CHO cells tend to have more
terminal sialic acid residues than those produced in
COS cells (181,182); so this may need to be taken into
account when choosing a particular host-vector system.
Insect cells use a distinct N-linked glycosylation pathway
to that found in mammals, which is an important
limitation to the utility of the baculovirus expression
system (183). Proteins expressed in the popular SfB cell
line cannot produce certain glycosylation intermediates,
such as side chains ending in galactose-sialic acid
residues, and this is thought to reflect the absence of
a key processing enzyme synthesized in mammalian
cells, N-acetyl-^-glucosidase. The baculovirus system may
therefore be unsuitable for the expression of glycoproteins
that function only when correctly modified. However, cell
lines derived from the alternative host Estigmene acrea
do synthesize N-acetyl-/3-glucosidase, and are hence more
likely to produce authentic mammalian glycoproteins.
Recently, the ability of the baculovirus expression system
to coexpress two or more proteins simultaneously has been
exploited to alter the endogenous glycosylation pathway
of SfB cells. Wagner and colleagues (184) have reported
the coexpression of fowl plague hemagglutinin and
human /3-1,2-N-acetylglucosaminyltransferase, resulting
in the production of recombinant protein with N-
acetylglucosamine-terminated glycans. The flexibility of
the glycosylation process in insect cells is likely to be
widely exploited for the production of recombinant human
proteins.

Many endogenous proteins are processed by cleavage.
Some (e.g., the signaling protein Sonic hedgehog) are
autoproteolytic, while others, including inactive pro-
enzymes (zymogens), growth factors (e.g., pro-NGF,
pro-BDNF), and a large number of hormones and
neuropeptides (e.g., pro-insulin, pro-glucagon, pro-renin,
proenkephalin, prodynorphin) require modification in
trans. The overexpression of such recombinant proteins
is often hampered by the low level of endogenous
proteases, termed proprotein convertases, which are
responsible for the processing reactions. Recently, a
family of proprotein convertases has been extensively
characterized and several members have been cloned
(reviewed in Ref. 185). Several groups have successfully
coexpressed the precursor and its cognate proprotein
convertase in an attempt to generate high yields of mature
recombinant protein, such as insulin in insect cells (186),
von Willebrand factor in CHO cells (187), and coagulation
factor C in transgenic pigs (188).

lnducible Protein Activity. Earlier, several inducible
transcription systems were described, which allow trans-
gene activity in cells and transgenic animals to be con-
trolled by the application of a small molecule (an inducer)
such as IPTG, tetracycline, or steroid hormones. All these
transcription level regulatory systems suffer from one
major disadvantage: that there is a delay between the
alteration of transcriptional activity and the response at
the level of recombinant protein expression. The most
rapid of these inducible systems still has a lag of several
hours before induction reaches its full potential. Simi-
larly, return to the basal state is delayed by the rate
of protein turnover as well as the natural rate of decay
of the inducer. To address this problem, a number of
post-translational approaches to the regulation of protein
activity have been developed. Classical approaches, such
as the isolation of temperature-sensitive alleles, and pro-
tein microinjection, are very powerful but lack versatility.
Temperature-sensitive alleles suffer from the same disad-
vantages as heat-shock transcriptional induction (i.e., the
concomitant activation of many endogenous genes with
pleiotropic effects), while microinjection is not reversible.

Two more promising approaches are the use of
steroid-binding fusion proteins (189) and the exploitation
of chemically induced dimerization (165). The estrogen
receptor exists in an inert state in the absence of estrogen
because the hormone-binding domain interacts with heat
shock protein 90 (Hsp90) to form an inactive complex.
When estrogen is present, however, a conformational
change causes the release of the receptor, which is then
free to dimerize and interact with DNA. The principle
of the steroid-based post-translational switch is that any
protein expressed as a fusion with a hormone-binding
domain will similarly interact with Hsp90 and form an
inactive complex (189). A given heterologous protein can
thus be expressed at high levels in an inactive state, but
can be activated by feeding cells or transgenic animals
with estrogen (reviewed in Ref. 190). The kinetics of the
switch are rapid, on the order of seconds rather than hours,
and can therefore be used to study rapid cellular events
such as those occurring in signal transduction pathways.
A more recently developed version of this system uses a
modified estrogen receptor, which is highly specific for the
ligand 4-hydroxytamoxifen, thus removing many of the
pleiotropic effects of estrogen administration (191).

The chemically induced dimerization (CID) system
takes advantage of the ability of ligands to facilitate
the dimerization of proteins carrying ligand-binding
domains (165). The CID system has already been described
as a transcriptional switch, in which separate DNA-
binding and transactivation domains expressed as ligand-
binding fusion proteins are conditionally dimerized by
supplying a divalent ligand. The same idea can be
exploited to activate proteins whose normal activation
requires a dimerization step (e.g., many receptors and
signal transduction proteins) or the separately expressed
domains of monomeric proteins (as for transcription
factors in the transcriptional CID switch). CID has been
successfully used to regulate the activity of a range
of transmembrane receptors and intracellular signaling
proteins by conditional activation. It is also possible to use



inhibitory proteins to facilitate conditional inactivation,
providing another potential route to conditional gene
silencing.

EXPRESSION PARAMETERS AND OPTIMIZATION —
CONSEQUENCES OF TRANSGENE INTEGRATION

Overview

The integration of foreign DNA into the genome of a
host cell is a chaotic and typically random process (192).
Certain viral vectors display various degrees of regional
specificity, for example, retroviruses may preferentially
integrate into actively transcribed DNA (132,133), and
wild-type AAV shows definite preference for a particu-
lar region of the human genome (109). The existence of
preferential integration sites for plasmid DNA transfected
into animal cells has been suggested (193), but it is gen-
erally assumed that the integration mechanism exploits
randomly occurring chromosome breaks. A frequent obser-
vation made in experiments dealing with the integration
of foreign genes into animal genomes is that transgene
expression is highly variable among cell lines or transgenic
animals generated by independent transformation events.
Additionally, transgene integration may cause unexpected
changes in phenotype. Conversely, transgene expression
within a clone of transformed cells, or within a line of trans-
genic animals, is more likely to be comparable, although
this is not always the case. What is responsible for such
interclonal variation?

Since DNA integration is both chaotic and random,
several molecular parameters can vary between clones, but
would be expected to remain the same within clones (192).
First, the position of integration can vary, giving rise
to so-called position effects that reflect the influence of
the local molecular environment. Second, the number of
integrated transgene copies can vary, giving rise to gene
dosage effects. Third, transgene structure and organization
can vary, including factors such as the internal mutation,
rearrangement, or truncation of single transgenes, and
the orientation and arrangement of adjacent transgenes.
Finally, transgenes can become de novo methylated, a
still poorly understood phenomenon that often causes
transgene silencing and may represent a genomic defense
mechanism. All these factors are thought to be able to
contribute in some way to transgene activity, resulting in
highly variable expression levels.

Timing of Integration

When DNA is introduced into cultured cells, individual
cells are selected on the basis of their ability to express
the foreign DNA on a long-term basis, which is prime facie
evidence for stable integration. For transgenic animals,
however, the organism must be considered as a whole.
The timing of integration may play an important role in
the behavior of transgenes in different cells and hence
determine the characteristics of the resulting animal. In
mice, DNA introduced into the fertilized egg by pronuclear
microinjection often integrates after DNA replication, or
after one or more cell divisions, and the resulting embryo
may thus be mosaic for transgene insertion. As discussed

in a later section, this means that a transgene has to
be transmitted through the germline before it is stably
inherited as a Mendelian trait.

Mice, and mammals generally, undergo a characteristic
form of development where very little material is stored
in the egg, and zygotic transcription begins at the
two-cell stage. Conversely, animals such as fish and
amphibians have large eggs with a stockpile of proteins
and RNA. The early embryo undergoes a rapid series
of synchronous cleavage divisions followed by an event
termed the midblastula transition, where division becomes
asynchronous and zygotic transcription begins. This event
is thought to reflect the titration of DNA packaging
proteins such as histones. It is the initial surplus of
these DNA packaging proteins that may be responsible
for the unique behavior of DNA introduced into fish
and amphibian eggs. Unlike mammalian systems, where
the DNA is soon integrated, exogenous DNA in fish
and frog eggs is rapidly concatemerized and subject
to extrachromosomal replication (194). As the embryo
cleaves, the distribution of transgene copies is arbitrary,
resulting in mosaic and variable expression levels between
equivalent cells. Although mosaic transgene expression
is widely attributed to differential distribution of the
transgene in cells of the early embryo, there may also
be factors causing differential transgene expression: This
applies to fish, frogs, and mammals (195). Eventually,
exogenous DNA is degraded, but at some point integration
may occur. While this is an early event in mouse
development, with fish and frogs, integration occurs much
later, and the resulting mosaics may contain only a low
percentage of transformed cells (reflecting integration
after perhaps 12 rounds of cleavage). Consequently, there
are different position and dosage effects in different cells
of the same animal, and it may also be more difficult to
obtain fully transgenic animals.

The Fate of Foreign DNA and the Structure of the
Transgenome

Exogenous DNA introduced into animal cells rapidly
becomes covalently joined to form larger arrays. The size
and structure of the arrays depends upon the amount,
conformation, and complexity of the source DNA. In
techniques such as calcium phosphate transfection, a large
amount of DNA enters the cell. In many cases, at least
two independent transgenes are introduced (a selectable
marker and one or more nonselected genes) and carrier
DNA is used to bring the DNA concentration to optimal
levels for coprecipitate formation. Carrier DNA is often
sheared or sonicated genomic DNA from a convenient
source such as salmon sperm, and is thus linear and of
high complexity. Shortly after transfection, the transgenes
and carrier DNA form large, randomly arranged arrays
reflecting the arbitrary ligation of DNA fragments. This
structure, termed the transgenome, usually integrates
at a single site. It is sometimes unstable and may be
subject to full or partial excision, probably reflecting
intrachromosomal recombination events (19,196).

In other transfection methods, and in microinjection,
carrier DNA is not used. Less DNA therefore enters the
cell and the DNA that does reach the nucleus is relatively
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inhibitory proteins to facilitate conditional inactivation,
providing another potential route to conditional gene
silencing.

EXPRESSION PARAMETERS AND OPTIMIZATION —
CONSEQUENCES OF TRANSGENE INTEGRATION

Overview

The integration of foreign DNA into the genome of a
host cell is a chaotic and typically random process (192).
Certain viral vectors display various degrees of regional
specificity, for example, retroviruses may preferentially
integrate into actively transcribed DNA (132,133), and
wild-type AAV shows definite preference for a particu-
lar region of the human genome (109). The existence of
preferential integration sites for plasmid DNA transfected
into animal cells has been suggested (193), but it is gen-
erally assumed that the integration mechanism exploits
randomly occurring chromosome breaks. A frequent obser-
vation made in experiments dealing with the integration
of foreign genes into animal genomes is that transgene
expression is highly variable among cell lines or transgenic
animals generated by independent transformation events.
Additionally, transgene integration may cause unexpected
changes in phenotype. Conversely, transgene expression
within a clone of transformed cells, or within a line of trans-
genic animals, is more likely to be comparable, although
this is not always the case. What is responsible for such
interclonal variation?

Since DNA integration is both chaotic and random,
several molecular parameters can vary between clones, but
would be expected to remain the same within clones (192).
First, the position of integration can vary, giving rise
to so-called position effects that reflect the influence of
the local molecular environment. Second, the number of
integrated transgene copies can vary, giving rise to gene
dosage effects. Third, transgene structure and organization
can vary, including factors such as the internal mutation,
rearrangement, or truncation of single transgenes, and
the orientation and arrangement of adjacent transgenes.
Finally, transgenes can become de novo methylated, a
still poorly understood phenomenon that often causes
transgene silencing and may represent a genomic defense
mechanism. All these factors are thought to be able to
contribute in some way to transgene activity, resulting in
highly variable expression levels.

Timing of Integration

When DNA is introduced into cultured cells, individual
cells are selected on the basis of their ability to express
the foreign DNA on a long-term basis, which is prime facie
evidence for stable integration. For transgenic animals,
however, the organism must be considered as a whole.
The timing of integration may play an important role in
the behavior of transgenes in different cells and hence
determine the characteristics of the resulting animal. In
mice, DNA introduced into the fertilized egg by pronuclear
microinjection often integrates after DNA replication, or
after one or more cell divisions, and the resulting embryo
may thus be mosaic for transgene insertion. As discussed

in a later section, this means that a transgene has to
be transmitted through the germline before it is stably
inherited as a Mendelian trait.

Mice, and mammals generally, undergo a characteristic
form of development where very little material is stored
in the egg, and zygotic transcription begins at the
two-cell stage. Conversely, animals such as fish and
amphibians have large eggs with a stockpile of proteins
and RNA. The early embryo undergoes a rapid series
of synchronous cleavage divisions followed by an event
termed the midblastula transition, where division becomes
asynchronous and zygotic transcription begins. This event
is thought to reflect the titration of DNA packaging
proteins such as histones. It is the initial surplus of
these DNA packaging proteins that may be responsible
for the unique behavior of DNA introduced into fish
and amphibian eggs. Unlike mammalian systems, where
the DNA is soon integrated, exogenous DNA in fish
and frog eggs is rapidly concatemerized and subject
to extrachromosomal replication (194). As the embryo
cleaves, the distribution of transgene copies is arbitrary,
resulting in mosaic and variable expression levels between
equivalent cells. Although mosaic transgene expression
is widely attributed to differential distribution of the
transgene in cells of the early embryo, there may also
be factors causing differential transgene expression: This
applies to fish, frogs, and mammals (195). Eventually,
exogenous DNA is degraded, but at some point integration
may occur. While this is an early event in mouse
development, with fish and frogs, integration occurs much
later, and the resulting mosaics may contain only a low
percentage of transformed cells (reflecting integration
after perhaps 12 rounds of cleavage). Consequently, there
are different position and dosage effects in different cells
of the same animal, and it may also be more difficult to
obtain fully transgenic animals.

The Fate of Foreign DNA and the Structure of the
Transgenome

Exogenous DNA introduced into animal cells rapidly
becomes covalently joined to form larger arrays. The size
and structure of the arrays depends upon the amount,
conformation, and complexity of the source DNA. In
techniques such as calcium phosphate transfection, a large
amount of DNA enters the cell. In many cases, at least
two independent transgenes are introduced (a selectable
marker and one or more nonselected genes) and carrier
DNA is used to bring the DNA concentration to optimal
levels for coprecipitate formation. Carrier DNA is often
sheared or sonicated genomic DNA from a convenient
source such as salmon sperm, and is thus linear and of
high complexity. Shortly after transfection, the transgenes
and carrier DNA form large, randomly arranged arrays
reflecting the arbitrary ligation of DNA fragments. This
structure, termed the transgenome, usually integrates
at a single site. It is sometimes unstable and may be
subject to full or partial excision, probably reflecting
intrachromosomal recombination events (19,196).

In other transfection methods, and in microinjection,
carrier DNA is not used. Less DNA therefore enters the
cell and the DNA that does reach the nucleus is relatively
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simple (and hence repetitive) in its sequence. There
are two consequences of using smaller amounts of less
complex DNA. First, the transgenome is smaller; hence
the number of integrated transgene copies is reduced.
Single or multiple copies can integrate, but rarely more
than 30 copies are present at a single site. There may be
several sites of integration, and a degree of control can
be exercised over transgene copy number by varying the
amount of DNA introduced into the cell. Second, smaller
amounts of DNA are likely to favor the generation of
head-to-tail concatemers rather than randomly arranged
arrays. This is because larger amounts of DNA (especially
carrier DNA) increase the concentration of free DNA ends,
and this can stimulate the synthesis of DNA ligase (197).
Large amounts of high-complexity DNA thus favor random
ligation, while small amounts of low-complexity DNA favor
homologous recombination. In mammals, linear DNA is
integrated five times more efficiently than supercoiled
plasmid DNA because it provides a substrate for DNA
ligase (76). Supercoiled plasmids presumably have to
undergo homologous recombination with each other, or
become randomly broken, to generate free ends. Although
both linear and circular DNA is concatermerized by
homologous recombination in mammals, only circular
DNA tends to promote concatemerization in frogs and fish,
while linear DNA is more likely to form random arrays.
This is presumed to reflect the accumulation of stored
DNA ligase in the precleavage embryo, which can use
linear but not circular DNA as a substrate (198,199). In
fish and frogs, the random ligation of linear DNA is much
more rapid than the concatemerization of circular DNA,
thus linear DNA is more effective for transient expression,
episomal replication, and integration (200).

Position Effects

Position effect is a catch-all term used to describe vari-
ability in transgene expression conferred by the position
of integration. Since the earliest transformation experi-
ments, it has been known that the chromosomal locus
of a transgene can influence its expression. For example,
when a transgene isolated from an anomalously express-
ing transgenic mouse is microinjected back into eggs, the
secondary transgenic mice may express the transgene in
the normal manner (201). This suggests that the anoma-
lous expression profile of the primary transgene was due
to the site of transgene integration. Position effects are
a major cause of differential transgene expression levels
among independently derived transformed cell lines or
transgenic animals, and they are also thought to reduce or
eliminate copy-number dependence in transgene expres-
sion. The position of integration can influence transgene
expression through at least three mechanisms (Fig. 10):
the activity of local regulatory elements, the local chro-
matin structure, and the local state of DNA methylation.
These factors may be interdependent.

A transgene may come under the influence of a local
regulatory element, and this causes the most overt and
specific position effects (16). If a transgene integrates
near an endogenous enhancer, it may come under that
enhancer's influence, resulting either in the elevation or

depression of transcriptional activity, or in transgenic
animals, an altered spatial or temporal expression pattern.
The effect of local regulatory elements is succinctly
demonstrated by the success of entrapment vectors,
which are designed to respond to such influences (16).
As discussed, an enhancer trap consists of a reporter
gene linked to a minimal promoter. If this integrates
near an endogenous enhancer element, the reporter gene
expression pattern reveals the properties of the enhancer.
In this case, the position effects are desirable and indeed
useful — they can lead to the identification and cloning
of a novel gene — but under most circumstances they are
simply regarded as troublesome. Transgenes with weak
promoters and enhancers are the most susceptible to such
position effects, but local enhancers (and silencers) will
affect any transgene construct, even those with strong
and specific promoters and enhancers of their own. This
is likely to be responsible for at least some cases of
variable expression among independent cell clones, but
the effects are most obvious in reporter-transgenic mice.
These carry constructs with a test promoter driving a
reporter gene, and their purpose is to characterize a
particular gene regulatory element. In many experiments,
the examination of reporter expression patterns in
developing and adult mice reveals a "core" expression
pattern that is found in most lines and resembles the
expression pattern of the gene normally driven by the
test promoter. However, there are usually some lines
showing ectopic reporter expression, and some showing
incomplete reporter expression, revealing the presence
of local cell type-specific or stage-specific enhancers and
silencers. The level of reporter activity also varies, with
some lines demonstrating strong expression, some weak
expression, and some transgene silencing. In these cases,
it is possible that constitutive regulatory elements are also
affecting transgene activity.

Transgenes can also integrate within endogenous
genes, in which case they may be influenced by local
promoter elements or splice signals (12). Again, there
are entrapment vectors that exploit this phenomenon. As
discussed, such vectors contain either a "naked" reporter
gene (i.e., one driven simply by a translational start codon
that can respond to adjacent promoter elements), or a
splice acceptor site, which enables the vector to function
as an ectopic exon when it integrates into an endogenous
intron. Transgenes integrating at the 5' end of a gene
may come under the control of the endogenous promoter,
or the endogenous and transgene promoter elements may
combine in a novel and unexpected manner. Transgenes
that integrate into the body of an endogenous gene
may be expressed either from their own promoter, or
as an aberrant hybrid mRNA under the control of the
endogenous gene promoter.

Not all position effects result from such specific
influences. Gene expression is dependent not only on
the availability of specific cis-acting sites, but also on
the local chromatin structure, which may be "open" and
transcriptionally active, or "closed" and transcriptionally
repressed (202). Open and closed chromatin differs in
several characteristic ways, including the degree of
histone acetylation, the degree of DNA methylation, the



presence of certain types of nonhistone protein, and the
sensitivity of the DNA to nuclease digestion. A transgene
integrating into a region of closed, inactive chromatin
(heterochromatin) is often silenced by the spreading
of transcriptional repression across the transgene, a
form of chromatin remodeling (203). Similarly, if a
transgene integrates into hypermethylated DNA, the DNA
methylation may also spread across the transgene causing
transcriptional silencing. Chromatin structure and DNA
methylation are often linked in vertebrates, and indeed
it has been shown recently that methylcytosine-binding
proteins exist in a complex with histone deacetylase (204).
Certain regions of the genome (e.g., centromeric DNA and
the Y chromosome in mammals), consist predominantly
of heterochromatin, and transgenes integrating there
are likely to be subject to position-dependent silencing.
Conversely, other regions of the genome, such as the
subtelomeric areas, are highly transcriptionally active,
and transgenes integrating there are likely to be efficiently
expressed.

Position effects also occur naturally, and in humans, are
often responsible for cancer. If an oncogene is transferred
to a new chromosomal locus by a translocation, it may
come under the influence of a novel regulatory element,

it may fuse with a different gene, or it may find itself
integrated into active chromatin, all of which can increase
its transcriptional activity, resulting in uncontrolled
cell proliferation. In Drosophila, a phenomenon often
associated with chromosome translocations is position-
effect variegation (PEV) (205). This occurs when active and
repressed chromatin become juxtaposed by a translocation
and the transcriptional repression spreads from the
heterochromatin into the active chromatin, but to a
different extent in different cells. This reflects the
mechanism of heterochromatinization, which is thought
to involve the addition of heterochromatin proteins to
pre-existing heterochromatin. Usually, this occurs until
a boundary is reached (see the following section), but
when such a boundary is removed by chromosome
rearrangement, the spreading is limited only by the
amount of free heterochromatin protein in each cell.
Hence, genes near the translocation breakpoint may be
inactivated in some cells but remain active in others. This
epigenetic state is clonally heritable, causing a variegated
pattern resulting from patches of cells with the gene
either active or repressed. Similar phenomena occur in
transgenic mammals through inconsistent spreading of
transcriptional repression from heterochromatin into a

Figure 10. Some causes of position effects. A transgene under the control of its own promoter (top
of figure) integrates into the host genome (left). In (1) there are minimal local influences and the
transgene is expressed as expected. In (2) the transgene happens to integrate near an endogenous
enhancer; so its expression may be modified by the enhancer. In (3) the transgene integrates into
repressed chromatin, while in (4) it integrates into hypermethylated DNA. In either case, the
epigenetic structure can spread across the transgene causing silencing.
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transgene. This may cause mosaic transgene activity, and
is further complicated where there are multiple transgene
copies because different numbers of transgenes can be
active in different cells. Position effects may therefore
cause variable levels of transgene expression, either
between individual transgenic animals within a given
line or between transgenic lines. For example, discrete
patches of transgene-expressing cells surrounded by
nonexpressing cells in the mammary gland of transgenic
mice expressing /3-lactoglobulin transgenes have been
observed. It has been proposed that patchy or variegated
silencing may be a consequence of the proximity of the
transgene array to centromeric heterochromatin (206) or
that multicopy transgene arrays may themselves act as
the focus for heterochromatin formation (207).

Integration Effects

Position effects describe the influence of the local molecular
environment on transgene activity, but the effect may
also be reciprocal (2). Transgene integration can generate
unexpected phenotypes by influencing the expression of
adjacent or even distant genes. The most overt integration
effect is insertional mutagenesis, where a transgene
integrates into an endogenous gene and generates a
mutant phenotype. The phenotype may be apparent
immediately if there is only one functional copy of the
host gene, or if the locus is haploinsufneient, or if the
integration event happens to generate a dominant mutant
allele. Otherwise, a phenotype may only be observed if
the transgene is bred to homozygosity. The effect may
be due to simple insertional disruption, or through the
deletion of cellular DNA surrounding the integration
site. This appears to be a totally random process: In
some cases the integration site remains intact, in others
up to 80 kbp of DNA can be deleted. In many cases,
insertional mutagenesis by transgene integration has
led to the serendipitous isolation of novel interesting
genes (14). For example, transgenic mice carrying a
tyrosinase transgene were shown to have situs inversus
(mirror-image reversal of the left-right axis). This has
nothing to do with tyrosinase activity, but reveals the
functional mutation of a new locus controlling left—right
axis specification (208).

More subtle integration effects can also occur. A trans-
gene may cause ectopic activation of a nearby gene that
comes under the influence of transgene regulatory ele-
ments. This often occurs with retro viral vectors, which
carry a strong enhancer-promoter complex in the right-
hand long terminal repeat. Wild-type retroviruses also
show this activity, and can occasionally activate an adja-
cent proto-oncogene causing it to be overexpressed. Spe-
cialized "suicide" retroviral vectors have been designed
to limit this effect: They have a mutated LTR pro-
moter-enhancer, with transgene expression driven by an
internal promoter (140). Another consequence of trans-
gene integration is the alteration of cellular methyla-
tion patterns. Surprisingly, the integration of certain
sequences can cause the alteration of cellular methyla-
tion patterns at sites located a great distance from the
integration locus (2). This aspect of DNA methylation is
discussed in more detail in the following section.

Transgene Copy Number and Dosage Effects

Foreign DNA may integrate either as a single transgene
copy or as multiple copies, and the copy number depends
on the transfection method and the amount of DNA
used. It might be expected that the level of recombinant
protein expression would be proportional to transgene
copy number. For conventional transgenes, however, there
appears to be no correlation between transgene copy
number and expression. Copy-number dependence may be
blocked by position effects. If position effects are abolished
(e.g., by using YAC transgenes or flanking a conventional
transgene with boundary elements), transgene expression
often becomes copy number related, if not perfectly
correlated. The discrepancy may reflect interaction in
trans between transgene copies or the unaccounted
presence of nonfunctional transgenes in the cluster.
The effects of transgene dosage can best be observed
where a single gene causes a dose-dependent phenotype
in a transgenic animal. Hence, when the Pax-6 gene
was expressed in YAC transgenic mice, a range of eye
phenotypes was observed, reflecting varying dosage of this
transcription factor (209). Gene amplification strategies,
which produce thousands of transgene copies, eventually
maximize transgene expression by saturating the protein
synthesis machinery, but provide little information
concerning the effect of transgene dosage on protein
expression levels in a nonsaturated system.

Transgene Organization

Several aspects of transgene organization could poten-
tially affect transgene activity, resulting in the production
of mutant or aberrant proteins, or in the failure of trans-
gene expression (2). Foreign DNA often undergoes point
mutation due to damage in transit. This applies especially
to transfected DNA, less so to virally transduced DNA and
DNA injected directly into the nucleus. Furthermore, the
integration event itself is often destructive, resulting in
the deletion of terminal regions of the transgene, inter-
nal rearrangement, and transgene fusion. This can result
in the production of aberrant, compound, and truncated
transcripts.

Transgenes are generally integrated at a single site
in pseudotandem arrays (arrays where fragments of host
DNA and transgene DNA may be interposed between
neighboring transgenes). In cotransfer experiments (i.e.,
where two or more discrete transgenes are introduced
into the cell at the same time) both transgenes tend to
integrate at the same site, whether the two genes were
originally linked on the same, cointegrate vector or were
cotransfected using separate vectors. For cointegrate vec-
tors, the copy number of each transgene is approximately
the same within individual cell clones, and the numbers
covary between clones. For separate transgenes, the copy
numbers of each transgene appear to vary independently
between clones, although if one transgene is a selectable
marker, there is often less cross-clone variability for that
transgene due to selective constraints. Transgenes may
integrate at more than one locus, and occasionally cotrans-
fected transgenes may integrate separately. Adjacent
transgenes may also influence each other's expression.



Tandem transgenes may cause promoter occlusion by tran-
scriptional read-through, while inverted transgenes may
cause antisense suppression. However, while adenoviral
VAi RNA can improve episomal foreign gene expression
following transient transfection, stable transgene expres-
sion appears not to be affected, suggesting that significant
amounts of dsRNA are not synthesized. Some bacterial
sequences in transgenic animals have been shown to exert
specific negative transcriptional effects in cis. Most prob-
lems are caused by vector backbone sequences, which can
be efficiently separated from the transgene prior to gene
transfer (29). However, the popular selectable marker neo
has also been shown to exert undesirable negative effects
on adjacent promoters (210), and contemporary strate-
gies for generating transgenic animals often incorporate a
recombination step allowing the removal of this marker.

DNA Methylation and Homology-Dependent Gene Silencing

In vertebrate genomes, approximately 10% of cytosine
residues in the dinucleotide motif 5'-CG-S' are methylated.
DNA methylation is often correlated with gene silencing
(reviewed in Refs. 211,212), and transgenes methylated
in vitro prior to gene transfer also tend to be silent,
in contrast to nonmethylated transgenes of identical
sequence. It has been proposed that DNA methylation may
be widely used as a form of gene regulation in mammals.
However, except for the specialized cases of parental
genomic imprinting and X-chromosome inactivation, it
is thought more likely that DNA methylation is an effector
of some other primary silencing mechanism, such as
altered chromatin structure. The analysis of methylation
sites in mammalian DNA suggests that the primary role
of DNA methylation may be the silencing of invasive
DNA, such as that of viruses and transposable elements.
Most naturally occurring methylated cytosine residues
in human DNA have been found to lie within AIu
and LINE elements, two abundant classes of dispersed
repetitive DNA corresponding to active and "ghost"
(inactivated by mutation) transposable elements (213).
Transposon methylation is used as a mechanism to
prevent or limit transposition in bacteria and plants, so
it is likely that a similar mechanism could be used in
animals.

DNA methylation is relevant to animal cell genetic
engineering experiments in several ways. First, trans-
genes introduced into cells and transgenic animals are
frequently de novo methylated (2,214), either immediately
upon integration, or within a few cell generations (in cell
lines) or after passing through the germline (in trans-
genic animals). This type of methylation is different to the
methylation spreading phenomenon discussed previously.
For example, de novo methylation is position independent,
and may affect transgenes integrated at known active
chromosomal sites. The mechanism of de novo methylation
is poorly understood, but the targeting of many unrelated
transgenes suggests a specific sequence is not responsible
for initiating methylation (215). The de novo methylation
apparatus may scan the genome for unusual structure,
such as uncharacteristic chromatin conformation follow-
ing an integration event. It has also been suggested that

transgenes may be identified on the basis of their atypi-
cal base composition. Vertebrate genomes are divided into
so-called isochore regions, each with a specific base com-
position (average %GC content). The different isochores
are also characterized by differences in gene density,
gene structure, chromatin conformation, replication tim-
ing, recombination frequency, and the presence of specific
classes of transposable element (216). The base compo-
sition is maintained in the genes and the surrounding
nontranscribed DNA, and isochore regions are separated
by relatively distinct borders containing clusters of repet-
itive elements. In plants, it has been suggested that the
tendency for some transgenes to be consistently expressed
and for others to be consistently silenced in a particular
host species reflects the degree of cross-species isochore
similarity (217). It may therefore be possible to protect
transgenes from de novo methylation by matching their
base composition to that of the integration site.

A second methylation effect in gene transfer experi-
ments was observed by Doerfler and colleagues when cells
were transformed with either adenoviral or bacteriophage
A DNA (2). As discussed, integrated transgenes (in this
case the viral genome) often undergo de novo methylation.
A more surprising consequence of transgene integration,
however, is the alteration of cellular DNA methylation
patterns at loci very distant from the integration site,
including endogenous genes. DNA hypermethylation gen-
erally corresponds to transcriptional repression, so it is
possible that the integration of a transgene at one site in
the genome can alter endogenous gene expression patterns
by causing some genes to be methylated and repressed,
and others to be demethylated and activated. Such global
methylation effects have yet to be examined in transgenic
animals or with more conventional transgenes.

In certain plants, multicopy transgene integration
often leads to transgene silencing, whereas single copy
insertion results in high-level transgene expression (217).
This phenomenon is position independent but may
be copy number related, and often involves DNA
hypermethylation. Homology-dependent silencing occurs
at two levels. At the transcriptional level, silencing often
occurs if there is homology in the promoter region,
and is thought to result from ectopic DNA pairing,
which initiates de novo methylation. Cre recombinase
(discussed in the following section) has been instrumental
in demonstrating that this phenomenon of repeat-
induced silencing, which has been extensively reported
in both plants and Drosophila, also occurs in mammals
(Fig. 11) (218). Silencing can also occur at the post-
transcriptional level, requiring homology in the coding
region, and may involve the production of aberrant
or antisense RNA molecules. Alternatively, a threshold
system may be in operation, where a certain mRNA dosage
stimulates RNA degradation. A remarkable consequence
of post-transcriptional silencing is cosuppression: If a
transgene is homologous to an endogenous gene, multicopy
integration can silence not only the transgene but
also the endogenous gene, generating an apparent null
phenotype (217). Until recently, this phenomenon was
well documented in plants and fungi but not in animals.
The first cases of cosuppression-like silencing in animals



Figure 11. Repeat-induced gene silencing demonstrated by Cre
recombinase. If transgenes are designed to carry a single
Cre recombinase recognition site (loxP), the activation of
Cre recombinase in a multicopy transgenic animal results in
transgene copy number reduction, in this example from four to
one. The excised copies are rapidly degraded, and the single copy
transgene is expressed at a much higher level.

were observed in Drosophila (219): When two to six
copies of a cassette containing an alcohol dehydrogenase
(Ad/i)-reporter fusion transgene, driven by the white gene
promoter, were introduced into the Drosophila genome,
a reduction in endogenous Adh gene expression was
observed both in larvae and adults. Additionally, the
effect could be modified by mutations in genes such as
Poly comb, which encode ehromatin proteins involved in
gene repression. Unlike that of vertebrates, Drosophila
DNA is not methylated, so it is possible that ehromatin
remodeling may be the major DNA silencing mechanism.

Transgene Stability and Transmission

It is also important to consider how transgenes are
maintained and transmitted through successive cell
divisions following integration. In cells transfected using
calcium phosphate, it is not uncommon to see complete
or partial transgene excision, resulting in reversion to the
nontransformed phenotype. Other forms of transformation
are more stable because the transgenome is smaller,
but where there are multiple transgene copies, copy
number expansion or reduction can occur through
unequal crossing-over or sister chromatid exchange
between tandem repeats. This mechanism is thought
to be responsible for generating the large transgene
arrays that accompany gene amplification experiments.
The maintenance of selection ensures that any cells
undergoing reversion are counter selected, and increasing
selection pressure selects for those cells with copy number
expansions. Integrated transgene arrays and amplified
units are often pseudotandemly arranged, containing
fragments of host DNA between transgene copies. They
also appear to contain unlinked DNA, which may originate

a great distance away from the amplification site. It is
unknown how this DNA is cointegrated and coamplified,
but is presumed to represent chromosomal recombination
events resulting from the interaction of distant loci in
trans.

In transgenic animals, spontaneous transgene loss is
also observed. In species such as fish and frogs, the
tendency for foreign DNA to be replicated and episomally
expressed means that it is not always possible to confirm
that integration has occurred. This can be checked by
various experimental approaches, including Southern
hybridization to genomic DNA, analysis of Mendelian
segregation ratios, in situ hybridization to chromosomes,
and sequencing across integration junctions (194). Only
rarely has sustained episomal maintenance been observed
in transgenic mice. Very occasionally, the loss of a
transgene phenotype may be caused by transgene excision
or mutation early in development, so that the resulting
mouse is phenotypically and genotypically wild type. More
often, the genotype of the animal is unchanged, and
changes in phenotype result from transgene silencing
through de novo transgene methylation. This may occur
after one or more generations, and is subject to various
controlling factors including the influence of different
genetic backgrounds and the parental route of transgene
transmission (220). Transgenes, like endogenous genes,
may be subject to parental imprinting effects. Hence,
the offspring of a transgenic male and wild-type female
may show a different phenotype to that of a wild-
type male and transgenic female, through sex-specific
transgene methylation during gametogenesis (221). In
mice, particular strains are associated with different forms
of transgene behavior. BALB/c and C57BL/6 backgrounds
are thought to promote de novo methylation, while
inbred lines such as DBA/2 are thought to promote
demethylation (222). Hence, crossing a founder transgenic
mouse with a BALB/c wild-type mouse may cause
transgene silencing in the mixed genetic background.
Conversely, crossing to a DBA/2 mouse often results
in continued transgene activity, and can also erase
transgene parental imprinting effects. Recent studies
concerning the heritability of transgene methylation
patterns over many generations suggest that phenomena
such as strain-specific methylation, transgene cluster
mosaic methylation, cellular mosaicism for transgene
methylation, and imprinting may be largely position
dependent (220).

Optimal Design of Transgenes for use in Transgenic Animals

With the information presented previously concerning
transgene behavior, and the time and expense required
for the generation of transgenic animals, it is beneficial
to give careful consideration to transgene design. The
ability to modify transgene constructs in vitro means
that sequences from diverse sources can be combined,
and completely synthetic genes can be constructed. This
is extremely useful when the intention is the ectopic
expression of a protein. For example, a protein normally
found in blood can be targeted to milk by linking the
regulatory DNA elements from a gene normally expressed
in the mammary gland to the protein coding sequences of
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the gene of interest (223). This type of construct is termed
a hybrid transgene, and the strategy is being exploited to
develop transgenic livestock as animal bioreactors for the
commercial production of human Pharmaceuticals.

Unfortunately, for the majority of genes, the exact
location of the regulatory elements required for efficient
expression is still unknown. Consequently, for many
studies, the sequences included in the transgene and their
organization have been determined on an empirical basis.
Nevertheless, some general principles can be applied.
First, all prokaryotic vector sequences should be removed
before microinjection (192). This can be achieved by
careful use of restriction enzymes, and actually improves
integration since linear DNA is a fivefold more efficient
integration substrate compared to supercoiled DNA.
Second, transgene design should be kept as simple as
possible. Where hybrid transgenes are used, the sequences
from different sources are linked to generate a novel gene,
and it is best to keep the number of different sequence
fragments as small as possible. A third consideration is
whether to use genomic or cDNA sequences. In general,
genomic sequences are expressed more efficiently. Many
studies have demonstrated that introns facilitate cDNA
transgene expression and that intron removal reduces

genomic transgene activity (see Fig. 12), although the
mechanisms involved remain to be identified (224). There
is a lot of folklore within the scientific community
suggesting that it is better to insert the intron in the 5'-
UTR; however, there has been no definitive demonstration
of this in transgenic mice (although see earlier discussion
for Xenopus). Fourth, if precise transcriptional control
elements have not been defined, it is best to use as large
a promoter region as feasible. This has been facilitated by
the development of methods to introduce large genomic
fragments (e.g., YACs), into the mouse germline. Finally,
inclusion of dominantly acting control elements, such as
locus control regions (LCRs), should be considered (225).
Unfortunately, this type of element has been identified for
only a few genes.

Conventional transgenes have traditionally been small
in size. If the desired gene covers a large genomic region,
or if several genes (perhaps part of a gene cluster) are
to be transferred, larger vectors are required. In this
regard, transgenic animals have been produced that carry
transgenes derived from bacteriophage Pl vectors and
bacterial or yeast artificial chromosomes (PACs, BACs,
and YACs). P l clones carry inserts of 80-90 kbp, YACs
can carry inserts over 1 Mbp, while BACs carry an

Figure 12. The reduction of transgene activity by intron removal. Wild-type (wt) genomic
/3-lactoglobulin transgenes are expressed in all transgenic lines generated. However, the removal
of any pair of introns reduces the expression frequency (I, II, III), and a construct containing no
introns (FV) was expressed in only 30% of transgenic lines.

expression
frequency



intermediate insert size (reviewed in Ref.ll). The aim
now is to generate mammalian artificial chromosome
(MAC) vectors, and with the recent description of a
YAC-based MAC, this has come a step closer (226).
Alternative approaches have been developed that rely on
recombination between two injected fragments to generate
a large integrated transgene. The use of these large
transgenes is not limited to mice, since transgenic rabbits
carrying YACs have also been produced (227). Perhaps the
main use of these large clone transgenes is in positional
cloning, specifically in relation to adding functional
information to the genetic maps currently being generated
for most livestock species. This information should, in turn,
enable the definition of the genes in the human genome.
Recently, the potential for introducing even larger genomic
fragments has been demonstrated by the generation of
transgenic mice carrying human chromosome fragments.
This was accomplished by microcell-mediated chromosome
transfer (MMCT) into ES cells, although further progress
is required before this becomes a robust technique (91).

Overcoming Position Effects

Position effects are troublesome in gene transfer exper-
iments because they can reduce or silence transgene
expression, or generate ectopic expression patterns. There
are essentially four ways to deal with position effects:
(i) increase transgene copy number so that the rate of
mRNA synthesis is no longer the limiting factor in recom-
binant protein synthesis; (2) ensure that the transgene
integrates at a site that is not subject to undesirable
position effects; (3) protect the transgene from position
effects; and (4) import positive position effects along with
the transgene.

One way to overcome position effects is simply to
amplify the transgene to such a high copy number that
even if each transgene copy is transcribed minimally,
enough mRNA is produced to ensure that transcription
is no longer the limiting step in foreign gene expres-
sion (40,41). This is achieved by cotransfecting cells with
the experimental transgene and an amplifiable marker
such as Dhfr, followed by subjecting the transfected cells
to stepwise increments in the concentration of the selec-
tive drug, in this case methotrexate. The use of amplifiable
markers to elevate transgene expression levels has been
discussed in more detail earlier. It is important to note
that this approach is only useful where the aim of the
experiment is to maximize yields of recombinant protein,
and cannot be used for the precise control of transgene
expression either in cells or transgenic animals.

The alternative approaches each allow a degree of
control over transgene expression and can be used in more
refined experiments. The use of site-specific recombination
and gene targeting systems to introduce transgenes at
specific loci chosen for their favorable position effects has
been proposed as one way to avoid transgene silencing
and expression variability (228). Such approaches would
also be advantageous because isogenic cell clones and
transgenic animals could be produced on demand.
Transgene targeting to a specific gene locus in transgenic
mice has thus been the focus of attempts to identify

permissive sites within the genome (229). The existence
of position effects suggests that certain sites within
the genome may prove more permissive for expression
than others for a given transgene. One strategy is to
identify lines of mice that efficiently express a transgene
and clone the entire transgenic locus including as much
chromosomal flanking sequences as possible. This assumes
that sequences relatively close to the site of insertion
mediate the effect. Alternatively, neutral sites within the
genome, which shield the transgene, can be identified
using the appropriate gene targeting construct in ES cells.
Neither approach has identified a universally applicable
locus, although several candidate regions have been tested.

A promising approach for overcoming position effects
is to protect transgenes from surrounding chromatin in
the same way that the cell is thought to isolate active
and repressed chromatin domains, by using cis-dominant
boundary elements. It has been observed that genes in
situ reside within large chromatin domains, which extend
many kilobases either side of the transcription unit.
Active chromatin domains are biochemically defined by
the extent of nuclease sensitivity, and transcription per se
is not required for a domain to remain in the open con-
figuration (230). There are several ways to exploit these
observations. First, DNA sequences found at the domain
borders can be used as artificial insulator elements. Such
elements have been isolated, for example, from the chicken
lysozyme A gene locus and have been shown to insulate
transgenes from the activity of local enhancers and to pro-
tect transgenes from position effects in cell lines (231) and
transgenic animals (232). Such elements are thought to act
by attaching to the nuclear matrix and isolating the trans-
gene as a topologically defined chromatin loop. In animals,
it has generally been observed that when such boundary
elements protect transgenes from position effects, trans-
gene expression also becomes copy number dependent.

Second, susceptibility to position effects can be
suppressed through the incorporation of dominantly acting
transcriptional control elements in the transgene (225).
The best-studied element is from the human /#-globin
locus and comprises of a set of DNase I hypersensitive
sites normally located several kilobases upstream of the
/2-globin gene. This chromatin element is called the locus
control region (LCR). For those /J-globin transgenes that
harbor the LCR, expression is seen in all transgenic
lines and at a level that corresponds to the transgene
copy number. Conversely, /*-globin transgenes lacking
the LCR are often silenced, and where expression
occurs, it does so at a low level. Although a vast
literature has accumulated concerning the various protein
factor interactions within this region, there is no clear
understanding of LCR-mediated transgene regulation.
There is, however, considerable enthusiasm for the use
of this type of element in gene therapy vectors (233).

Third, the use of large vectors, such as YACs and
chromosome fragments, can also protect transgenes from
position effects. YAC transgenes are rarely subject to
position effects and tend to show dose-dependent activity,
presumably reflecting the inclusion of native dominant
transcriptional control elements (LCRs) and/or boundary
elements within the construct.



A final strategy for overcoming position effects is termed
transgene rescue. In this approach, which is particularly
suited to cDNA transgenes, the experimental transgene
is cotransfected with a second transgene renowned for
its strong expression, such as the /Mactoglobulin (BLG)
gene (234). The BLG transgene cointegrates with the
experimental transgene, and high-level expression of both
transgenes is observed. The basis of the "rescue" is thought
to reflect a favorable chromatin configuration in the BLG
transgene spreading into the surrounding chromatin and
keeping it in an active state, a phenomenon that can
be regarded as an "anti-position effect". Presumably, this
strategy also runs the risk of reactivating repressed copies
of neighboring endogenous genes.

RECOMBINATION-BASED METHODOLOGY AND GENE
INHIBITION STRATEGY

Recombination and Its Use in Genetic Engineering

The term recombination refers to the creation of new com-
binations of pre-existing DNA sequences. Two major forms
of recombination can be recognized: intergenic recom-
bination (also called independent assortment), which
refers to the mixing of discrete DNA elements such as
complete chromosomes, and intragenic recombination,
where DNA fragments are covalently joined together.
There are five different classes of intragenic recombina-
tion (Table 6), all of which have been exploited in genetic

engineering strategies (235). Illegitimate recombination,
which is responsible for random transgene integration,
and homologous recombination, which is exploited for
gene targeting, are general recombination mechanisms
occurring in all cells. Conversely, site-specific recombina-
tion and transposition are controlled by enzymes encoded
by particular DNA elements, such as plasmids, viruses,
and transposons. Since such recombination systems are
not ubiquitous, they can be exploited to carry out spe-
cific tasks in genetic engineering projects by transferring
them into new host cells. The use of cloned recombination
systems from heterologous sources has facilitated in vivo
transgene manipulation and chromosome engineering.

Strategies for the Inhibition of Endogenous Genes

While it is fair to say, as discussed, that the major
thrust of genetic engineering in animal cells has been
to optimize and regulate the expression of recombinant
proteins, there is now a growing precedent to use the
same gene transfer technology to silence endogenous genes
and alter the endogenous genome, that is, to generate
functional mutants (190). Genetic analysis is founded on
the study of mutants. Originally, in classical genetic
analysis, experimenters obtained naturally occurring or
induced mutants, and used them to map and isolate
the genes involved in any given biological system of
interest. With the advent of recombinant DNA technology,
it became possible to address gene function from the

Table 6. Categories of Intramolecular Recombination and Their Use in Genetic Engineering

Note: Site-specific and homologous recombination are discussed in more detail in the current text. See earlier section
on mechanisms and consequences of transgene integration for a discussion of illegitimate recombination, and earlier
sections on insertional mutagenesis and entrapment vectors, and construction of recombinant baculovirus vectors for
discussion of transposition. Note that Tn7 transposase is unusual in its preference for particular target sequences,
allowing its use for site-specific transgene integration, while insertional mutagenesis and trap vector integration exploit
the lower specificity of, e.g., P-elements and retroviruses.

Category

Illegitimate

Homologous

Site-specific

Transposition

Artificial

Properties

Ubiquitous and neither homology nor
sequence dependent, although regions
of microhomology may be involved.
End-joining is a form of illegitimate
recombination.

Ubiquitous and homology dependent. Not
sequence dependent. Often involves
long regions of homology.

Encoded by specific genetic elements, e.g.,
plasmids and viruses. Dependent on
proteins (recombinases) that recognize
short consensus sequences in donor and
target molecules.

Encoded by specific genetic elements
(transposons). Dependent on proteins
(transposases) that recognize short
consensus sequences in donor, although
target site is relatively nonspecific.

Joining DNA molecules with DNA ligase
in vitro.

Relevance to genetic
engineering

Random joining of multiple transgene
copies. Transgene integration at
random sites.

Transgene concatemerization. Gene
targeting strategies. Construction of
recombinant viral vectors. YAC
mutation and retrofitting in yeast.

Site-specific transgene integration and
excision. Transgene engineering in vivo.
Tissue- and stage-specific transgene
(in)activation. Chromosome
engineering.

Retrovirus integration. Insertional
mutagenesis and cloning by tagging or
plasmid rescue. Insertion of foreign
DNA into viral vectors (e.g., Tn7
transposase targeting of Bac-to-Bac
vectors).

Preparation of recombinant vectors for
gene transfer.



opposite direction, that is by first cloning the gene, then
mutating it in vitro, and reintroducing it into the source
organism to study its function. Until a few years ago,
the scope of this so-called reverse genetics approach was
limited to the transfer of in vitro mutated genes into
cells and later transgenic animals to study their effects.
Only recently has it become possible directly to modify the
genotype of a cell or animal by altering endogenous genes.
Silencing is not only useful experimentally to generate
mutants for functional studies, but also in applied fields
to knock out undesirable traits and to correct dominant
genetic disorders (a form of gene therapy known as gene
inhibition therapy). In this section, we first review the
development and use of homologous recombination and
site-specific recombination in genetic engineering, with
emphasis on their use for gene silencing. Other silencing
strategies are then considered, such as the use of antisense
RNA and dominant inhibitory proteins. Finally, we discuss
the recent development of conditional gene silencing,
a powerful technology that allows specific genes to be
silenced either permanently or reversibly in an inducible
or regulatable manner.

Homologous Recombination

Homologous recombination occurs naturally in all organ-
isms. In mammals, homologous recombination occurs pre-
dominantly during meiosis and in some types of DNA
repair. Exogenous DNA involved in homologous recombi-
nation events is probably used as a substrate by these DNA
repair enzymes. Mechanistic parallels between DNA repli-
cation, recombination, and transcription are evident (236).
We now know quite a lot about these events, primarily
through work with yeast and other fungi. There are three
possible outcomes of a homologous recombination event
(Fig. 13). In most cases, the choice is between reciprocal
exchange (usually termed a crossover event) and nonrecip-
rocal exchange (usually termed gene conversion). In the
former case, a recombination event occurring between two
heterozygous loci will result in the exchange of markers
between recombination partners (Fig. 13, panel I). In the

latter case, recombination results in the unidirectional
transfer of information, so that one allele appears to have
been converted into the other. This can occur both in the
absence (Fig. 13, panel II) and in the presence (Fig. 13,
panel III) of a crossover event involving a third marker.
Both crossing over and gene conversion involve the inva-
sion of double-stranded DNA by a single strand, a process
often initiated by a single- or double-strand chromosome
break in the donor DNA molecule (or the free end of a lin-
earized targeting construct). Homologous recombination
then proceeds in a conservative manner with a prepon-
derance of gene conversion over reciprocal recombination.
The third possibility is extrachromosomal recombination
(Fig. 13, panel IV), which occurs nonconservatively and
results in the loss of the sequences at the opposite end of
the two molecules.

Early Development of Homologous Recombination as a
Genetic Tool

The development of engineering strategies based on
homologous recombination in mammalian cells was
preceded by the demonstration that exogenous DNA could
participate in extrachromosomal recombination. Although
such observations pointed the way, the mechanism
of extrachromosomal recombination differs from that
of homologous recombination between exogenous DNA
and chromosomal DNA, which is loosely termed gene
targeting. Extrachromosomal recombination involves a
nonconservative recombination event where one of the
substrates is lost, while gene targeting usually involves
sequence conservation, unless the targeting strategy is
specifically designed to remove sequences.

Homologous recombination between similar or identical
DNA sequences allows the introduction of any sequence
modification into a living cell. Initially, the technology
was used to interrupt target genes, a gene silencing
strategy popularly, if inaccurately, known as gene
knockout. However, precise single-base-pair changes can
also be generated (237). Alternatively large-scale genomic
rearrangements are possible, including chromosomal
translocations (238). A novel exploitation of this technique
is to replace one gene with an entirely different
gene, a strategy termed gene knock in. In each case,
the desired mutation is generated in a cloned and
in vitro modified DNA fragment, while the target
homologous sequence representing the gene of interest
resides within a chromosome of the host cell (239). The
recombination event is catalyzed by the endogenous
general recombination machinery of the cell, and involves
mechanisms that are still incompletely understood.

Homologous recombination is a rare event in mam-
malian cells, with nonhomologous (illegitimate) recombi-
nation occurring three to five orders of magnitude more
frequently (240). Therefore, it is necessary to incorporate a
selectable marker system that will enrich for the targeted
integration event. Indeed, the design of an appropriate
targeting construct is a critical step for successful gene
targeting. The first mammalian gene targeting exper-
iments in the early 1980s involved the correction of
artificially created mutations in somatic cell lines. Subse-
quently, in 1985, a mutation was generated in the human

Figure 13. Possible outcomes following homologous recombina-
tion. The bars represent homologous DNA molecules, and the
letters represent three genetic loci, with upper and lower cases
indicating different alleles: (I) reciprocal recombination, (II) gene
conversion, (III) gene conversion with crossover, (IV) nonconser-
vative recombination.



/*-globin gene using an insertion vector (241). A target-
ing frequency of 10~3 clones was achieved, but this still
represented an inefficient targeting event. The procedure
was refined through use of the endogenous Hprt marker
gene, which could be selectively inactivated by homologous
recombination (242). As discussed earlier (Table 4), cells
lacking HPRT activity can be selected by culturing them
in the presence of the toxic base analog 6-thioguanine (6-
TG), and counterselected in the presence hypoxanthine,
aminopterin, and thymidine (using HAT medium). This
system allowed studies concerning the variables associ-
ated with homologous recombination to be addressed, such
as the size of the homology region required and the effects
of terminal homology (243).

Homologous recombination strategies in genetic engi-
neering rely on the detection of very rare molecular events,
so it is important to optimize the targeting efficiency. The
targeting frequency depends on a number of factors (244).
First, with current techniques, better targeting efficiencies
are achieved with a larger homology region (the region of
shared homology between the targeting vector and the
target itself). Targeting efficiency increases exponentially
with the size of the homology region up to about 10-14
kbp, where a plateau is reached. In addition, the degree
of similarity between the sequences in the targeting con-
struct and the endogenous locus has a major effect on the
recombination efficiency. For example, the frequency of the
recombination event can be increased three- to five-fold if
the DNA used is from an identical (isogenic) source rather
than a different strain of animal (245). Another factor with
a considerable effect, restricing the choice of target genes,
is the actual targeted locus. For as yet unknown reasons
(but presumably due to either the specific overall sequence
composition or higher-order chromosomal structure), some
genomic targets are highly resistant to recombination and
are thus recalcitrant to gene targeting. Finally, the design
of the targeting vector also determines the outcome of the
experiment, with targeting strategies reflecting the use of
either insertion or replacement vectors, as discussed later.
The relative efficiencies of each type of vector are still
debated (246,247).

Gene Silencing—Targeting Vector Design

There are two classes of targeting vector, termed insertion
vectors and replacement (or transplacement) vectors.
Insertion vectors are linearized within the homology
region, resulting in the insertion of the entire vector into
the target locus (248). This type of vector disrupts the
target gene but leads to a duplication of the sequences
adjacent to the selectable marker [(Fig. 14(a)]. This is not
always a desirable configuration (249). First, duplication
of the target sequences can lead to a leaky phenotype
(e.g., if the intention is to disrupt the target gene, the
duplicated region can undergo variable splicing event
leading to production of wild-type transcript). Second, a
subsequent homologous recombination event can occur
between the duplicated regions, removing the selectable
marker and causing reversion to the wild-type genotype.
This is the basis of the precise genetic modification
strategy termed "hit-and-run," discussed in the following
section [(Fig. 14(c)].

Replacement vectors are designed so that the homology
region is collinear with the endogenous target. The
vector is linearized outside the homology region prior
to transfection, resulting in crossover events in which
the endogenous DNA is replaced by the incoming DNA
[Fig. 14(b)]. With this type of vector, plasmid backbone
sequences are not inserted, only sequences within the
homology region. Insertional inactivation is thus achieved
by interrupting the vector homology region with extra
DNA so that it is no longer functional [Fig. 14(b)]. To
allow identification of targeted cell clones, the homology
region is interrupted by a selectable marker such as neo.
Insertion or replacement thus introduces the selectable
marker at the target site, and growing the cells under
selection (e.g., neomycin or its more widely used analog,
G418) will kill all those cells that do not harbor the
appropriate allele, representing the integration event.
This strategy produces a disrupted target gene (250) and
is termed positive selection.

The use of a single selectable marker, although allowing
selection for integration events, does not discriminate
between targeted events due to homologous recombination
and random, nontargeted integrations. What is needed is
an enrichment procedure. The most widely used system
requires the inclusion of a second, counterselectable
marker and is the basis of positive-negative selection
(Fig. 15) (251). The most commonly used system involves
inclusion of the HSV thymidine kinase (tk) gene, which
will kill transfected cells in the presence of gancyclovir.
The counterselectable marker is positioned at one end
of the vector, outside the homology region, and will
not be inserted by homologous recombination, allowing
correctly targeted cells to survive. However, the marker
is inserted by random integration, allowing cells carrying
randomly integrated constructs to be counterselected with
gancyclovir.

Variations on positive—negative selection are available,
including a highly efficient system involving a promoter-
less construct (252). In this case the selectable marker
lacks the sequences required to initiate transcription, and
its expression is therefore dependent on insertion into the
target gene by homologous recombination. Modifications
on this approach include using an internal ribosome entry
site, which generates a bicistronic messenger RNA (177).
As well as providing a very efficient targeting strategy,
the IRES also considerably simplifies construction of the
vector, since the selectable marker does not have to be
inserted in-frame.

Strategies for Introducing Subtle Mutations

While gene targeting has traditionally been used to
disrupt and hence silence specific endogenous genes by
introducing large insertions, more refined approaches
are now being used to generate subtle mutations. The
precise effects of minor deletions or point mutations
cannot be assessed through simple targeting strategies,
which necessarily leave the selectable marker, and in
some cases the entire targeting vector, integrated at the
target site. Two major strategies for introducing clean
mutations (subtle mutations without markers or foreign
sequences) have been devised, each involving two rounds



of homologous recombination. These are the "hit and
run" strategy [Fig. 14(c)], involving a single insertion
vector, and the "tag and exchange" strategy [Fig. 14(d)]
involving two replacement vectors. In each case, the
first targeting event introduces a marker or markers for
positive-negative selection — this event is identified by
positive selection. The second targeting event introduces
the mutation and removes the marker(s) — this event is
identified by negative selection.

The hit and run or "in-out" strategy (237,253) involves
the use of an insertion vector carrying two selectable
markers, such as neo and Tk [Fig. 14(c)]. The insertion
event is positively selected by culturing the cells in the
presence of G418. Since an insertion vector is used, the
entire vector is integrated and the homology region is
duplicated in the targeted clone. One of these duplicated
regions, the one derived from the insertion vector
harbors the desired subtle mutation. The success of this

Figure 14. Design of targeting vectors and their use for gene knockout and subtle allele
replacement mutations, (a) Insertion vector, linearized in the homology region. This undergoes
"ends-in" recombination with a single crossover, and inserts the entire vector into the targeted
locus, (b) Replacement (or transplacement) vector, linearized outside the homology region. This
undergoes "ends-out" recombination with a double-crossover or gene conversion, and replaces
the targeted locus with the homologous region of the vector. Gene knockout is thus achieved by
interrupting the vector homology region, (c) Subtle mutation using an insertion vector (hit and run).
The first integration generates the hit and inserts the marker(s) (black arrow), which are initially
used for positive selection. The vector homology region carries the desired mutation. Subsequently,
intrachromosomal recombination between the tandem homology regions replaces the endogenous
gene with the mutant allele with no further intervention from the experimenter (i.e., he or she can
run!). The mutation is represented by ('). Successfully targeted clones can be identified by negative
selection, since the second recombination event removes the counterselectable marker, (d) Subtle
mutation by transplacement requires two vectors. The first vector is the tag, interrupting the
gene and leaving the selectable markers. The second vector carries the desired mutation and
facilitates the exchange, replacing the interrupted allele with the desired mutation and removing
the counterselctable marker.
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approach relies on a second intrachromosomal homologous
recombination event between the duplicated homology
regions, which first replaces the endogenous allele with
the mutant, and second deletes the markers allowing
negative selection for gancyclovir resistance. Pending the
resolution of this second event, the desired mutation may
be left at the target locus. Although elegant in conception,
this technique suffers from one disadvantage, which is that
the second homologous recombination event is inefficient.

The tag and exchange strategy is similar in that it also
requires two homologous recombination events, but differs
in that it requires two replacement-type vectors (254). The
first "tag'' vector is designed to mutate the target gene
and insert the selectable marker(s). The second vector
facilitates the exchange reaction by reintroducing the
desired mutation into the target gene while eliminating
the selectable marker(s). Selection for the two events is
analogous to that for the hit and run approach when
two markers such as neo and Tk are used [Fig. 14(d)].
Variations include strategies using a single selectable
marker such as Hgprt, which can be positively selected
or counterselected as appropriate (255).

Target Cells for Homologous Recombination

In theory, any mammalian cell can provide the target
for homologous recombination. However, gene target-
ing in the majority of cells is very inefficient, with ES
cells being a notable exception (244). Indeed, the general
inefficiency of homologous recombination in mammalian
cells remains one of the central limiting factors in the
exploitation of this powerful technique. Embryonic stem
(ES) cells have therefore been used in most gene target-
ing experiments (Fig. 16) (256,257). Furthermore, when
handled appropriately, ES cells are pluripotent: They
can differentiate into any (all) somatic cell types (239).
This means that a genetic modification introduced into
ES cells can be incorporated into the germline of an
animal. To date the only animals that have been genet-
ically modified through homologous recombination are
mice. This is because only mouse ES cells are cur-
rently available, although this situation is likely to
change in the near future (258,259). ES cells are also
a valuable cell culture-based resource for studying gene
function, especially in development, since they can be

Figure 15. Positive-negative selection. Random integration occurs several orders of magnitude
more frequently than homologous recombination in mammals, and a single selectable marker
cannot discriminate between the two events. Positive-negative selection employs two markers,
a selectable marker within the homology region, which is integrated by both recombination and
random end-joining, and a counterselectable marker outside the homology region, which is only
integrated by random end-joining, not by homologous recombination. Only targeted clones are
therefore resistant to both G418 (conferred by neo) and gancyclovir (conferred by the absence of
Tk).
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induced to differentiate into specific cell lineages in cul-
ture (260).

DNA can be introduced in to ES cells by a variety
of routes, the choice depending on the intended use
of the cells. If germline transmission is the desired
outcome, the effect of the protocol on the integrity of
the ES cell genotype and phenotype must be considered.
For example, cells that have undergone chromosomal
rearrangements or cells that have differentiated will not
contribute to the germline. ES cell transformation was
first achieved by retroviral transduction and calcium
phosphate-mediated transfection, but electroporation
has now replaced these as the method of choice.
Electroporation gives a higher transfection efficiency, is
relatively simple and reproducible, and is compatible with
germline transmission. Alternative methods to introduce
DNA into ES cells include microinjection (which is
technically very demanding) and lipofection, perhaps best
suited for the delivery of large fragments of DNA.

Recently, there has been considerable interest in the
potential of primary cells for gene targeting, at least in
part due to the development of nuclear transfer techniques
in mammalian species. Gene targeting is an inefficient
process with individual targeting events in primary and
established somatic cells occurring at low frequencies,
typically less than 10~4. At this efficiency, thousands
of stably transfected clones must be screened to isolate
a single homologous recombinant, and this requirement
severely limits the use of primary somatic cells as the
target for homologous recombination. Primary cells are
usually isolated in only small numbers, and are capable
of only a few rounds of cell division prior to senescence

or crisis. In attempts to overcome this limitation, various
enrichment strategies have been developed, including the
positive-negative selection system discussed, which can
achieve a 30% targeting efficiency. As more experiments
have been documented, however, the promoterless-type
vectors have emerged as the most successful. Using these
approaches for gene knockout in human primary cells,
human gene function can be addressed. For example,
disruption of the p21CIP1/WAF1 gene in normal diploid
human fibroblasts demonstrated its pivotal role in cell
senescence (261).

There is also considerable interest in the use of somatic
cells for gene targeting. For example, as the means to
propagate human somatic cells in the form of lineage-
specific stem cells becomes available, gene targeting could
be used to correct or remedy genetic defects by interrupting
dominant mutant alleles, or replacing them with the
wild-type allele. The somatic cells could then be used
to replace the mutant cells in vivo, a form of somatic
gene therapy. Alternatively, gene targeting in somatic
cells could provide a basis for the genetic modification of
animals when used in conjunction with nuclear transfer
technology. Gene targeting in the majority of cell lines
is an inefficient process compared to ES cells, and the
basis of the amenability of ES cells for homologous
recombination is as yet unclear. Fortunately there are
exceptions, with some obscure cell lines allowing highly
efficient homologous recombination events. One example
is the chicken pre-B cell line DT40. Unfortunately, no
mammalian cell line with the same characteristics is
known, but as research uncovers more components of
the homologous recombination machinery, it may become

Figure 16. Embryonic stem (ES) cells, (a) Recently plated mouse ES cells from strain 129 (note
the small cytoplasmic volume relative to nuclear size), (b) In culture, the cells will develop
three-dimensional growth characteristics. In the absence of the growth factor LIF, embryoid
bodies will be formed. Alternatively, ES cells will differentiate into a variety of cell types including
(c) epithelial and fibroblastoid or (d) neuronal filament-like. Photographs courtesy of Jim McWhir
and Ray Ansell (Roslin Institute).



possible to modify somatic cells to allow higher targeting
frequencies. The characterization of obscure somatic cell
lines such as DT40, with an intrinsic targeting capacity,
may well help to achieve this goal. Although the molecular
basis for the high targeting efficiency of DT40 cells is not
understood, the DT40 line is of great value in experiments
designed to modify genetic loci. Importantly, these cells
can be used to direct genetic modification of human cells.
For example, by combining gene targeting in DT40 cells
and microcell fusion (which allows chromosome shuttling
between cells), specific mutations can be introduced into
human gene sequences prior to their functional testing
in human cells. Other genetic tricks are possible in these
cells, including telomerase-directed truncation, allowing
gross modifications of target chromosomes (262).

Site-Specific Recombination Systems

Site-specific recombination involves the recognition of
short consensus sequences by specific enzymes (recom-
binases) that catalyze strand exchange and resolution
within small regions of DNA homology. Such systems are
not ubiquitous. They are encoded by individual bacte-
ria, plasmids, viruses, and transposons, and serve many
purposes (235). Bacteriophage X integrase, for instance,
controls integration and excision of the X prophage. Con-
versely, E. coli Tn3 resolvase, S. cerevisiae 2 \i plasmid
FLP recombinase, and E. coli Xer recombinase control
replication by resolving plasmid or genome dimers. Bacte-
riophage Mu Gin invertase and Salmonella typhimurium
Hin invertase facilitate programmed genome rearrange-
ments. Finally, Bacteriophage P l Cre recombinase facil-
itates genome circularization following phage infection.
A number of site-specific recombination systems have
been studied in detail. For some, such as X integrase,
several host proteins are required in addition to the
recombinase itself for efficient recombination. However,
the simplest systems require only the recombinase and
its target sequence, and these are the most useful for

(I)

(H)
Figure 17. Characteristics of Cre recombinase activity. (I)
The loxP site recognized by Cre recombinase, comprising
13-bp palindromic sequences (arrows) surrounding an 8-bp
core (boxed). (II) Cre recombinase deletes the sequence
between two loxP sites in the same orientation, and such
a sequence is said to be "floxed." (Ill) When loxP sites
are inverted with respect to each other, Cre recombinase
inverts the DNA sequence between them. In both cases,
the reaction is reversible, but the circular excision product
in (II) is quickly degraded, making the reaction effectively ' '
irreversible. Floxed linear DNA can integrate at a single
loxP site in the presence of Cre, but because integration
and excision occur with equal frequency, the degradation of
the excision product drives the eqilibrium of the reaction
towards excision. For this reason, Cre-mediated DNA
integration is currently as inefficient as random integration.

genetic engineering because only a limited number of com-
ponents need to be transferred to the new host. The most
extensively used systems are Cre recombinase from bac-
teriophage P l (263) and FLP recombinase (flippase) from
the S. cerevisiae 2 jx plasmid (264). These have been shown
to function in many heterologous eukaryotic systems,
including mammalian cells and transgenic animals. Both
recombinases recognize 34-bp sites (termed loxP and FRP,
respectively) comprising a pair of 13-bp inverted repeats
surrounding an 8-bp central element. FRP possesses an
additional copy of the 13-bp repeat sequence, although
this is nonessential for recombination. The introduction of
these sequences into animal genomes, along with expres-
sion constructs driving expression of the recombinase
protein, can therefore induce site-specific recombination
events in mammals. The activity of Cre recombinase is
shown in Figure 17.

Applications of Site-Specific Recombination

If two recombination sites are integrated in the same
orientation, site-specific recombination between them will
excise the intervening DNA. Transgenes flanked by such
sites can therefore be introduced into the genome as
normal, but excised by supplying the recombinase in
trans. This "site-specific excision" strategy has many
applications (228), including the excision of unwanted
sequences from the transgene (e.g., selectable markers,
plasmid backbone sequences) and deletion of blocking
sequences to allow transgene activation. This last strategy,
known as recombination activation of gene expression
(RAGE), involves the insertion of a blocking element
(such as a polyadenylation site) between the transgene
and its promoter. RAGE can be used to excise the
blocking element, bringing the transgene and promoter
into juxtaposition, resulting in transgene activation. Site-
specific recombination, in concert with gene targeting, can
also be used for endogenous gene silencing. In one strategy,
sometimes termed floxing, gene targeting is used to
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introduce recombinase sites flanking an endogenous gene.
The term floxing is derived from the term "flanking loxP"
but other recombinases are used in an analogous manner.
Once the targeting strategy is complete, the introduction
of recombinase into the system causes site-specific gene
deletion or inversion (as appropriate), resulting in gene
silencing. Similar strategies can be used to facilitate
the deletion, inversion, or transposition of particular
chromosome segments, an approach often used to model
human diseases caused by chromosome rearrangements.

As well as catalyzing excision, site-specific recombina-
tion can be used for transgene integration. In this strategy,
a single recombination site is introduced into a particular
chromosomal locus by gene targeting, and if recombi-
nase is supplied in trans, transgene constructs flanked
by recombination sites can be transfected into the cell
and persuaded to integrate by site-specific recombination.
However, while the constitutive expression of recombi-
nase is sufficient for site-specific excision strategies, a
transient burst of recombinase is required for integration
because the reaction is easily reversible. The availability
of recombinase is difficult to control precisely; thus site-
specific integration is currently only just as efficient as
random transgene integration by illegitimate recombina-
tion. However, as discussed, the advantages of site-specific
recombination include the ability to generate isogenic cell
clones or transgenic animals, and the ability to target sites
that are free from negative position effects.

Gene Silencing using Antisense RNA Constructs

Gene targeting and site-specific recombination-based
strategies are now well-established technologies for gene
silencing. However, the activity of an endogenous gene
may also be suppressed if antisense RNA is introduced
into a cell. Antisense RNA has a complementary sequence
to mRNA, and can bind to the sense transcript either in
the nucleus or cytoplasm to form a duplex. The mechanism
of gene inhibition is unclear, and may act at several
levels. Protein synthesis is a likely target, either through
the prevention of productive pre-mRNA processing and
export, or duplex-induced mRNA degradation, or by direct
inhibition of ribosome binding, scanning, or translocation.
Additionally, the presence of dsRNA induces DAJ protein
kinase, causing a general reduction in the rate of protein
synthesis. The effects of injecting or transfecting antisense
RNA into a cell are transient because the RNA cannot
replicate and is rapidly degraded. However, long-term
gene inhibition can be achieved simply by reversing the
orientation of a transgene with respect to its promoter
and introducing such a construct into cells or transgenic
animals through the normal routes. If such a construct
integrates and is expressed, the cell has a constant supply
of antisense RNA sufficient for long-term gene inhibition.
This strategy has been achieved using both transfected
plasmid DNA and retroviral vectors. Antisense inhibition
has been used in many cell culture experiments and in ES
cells to generate transgenic animals. The results have been
variable, with mRNA levels reduced by just 20% in some
cases and almost 100% in others (reviewed in Ref. 265).
It is not necessary to express full-length antisense RNA
for "knockdown" effects to occur. The expression of an

approximately 5-kb antisense RNA corresponding to the
Wnt-1 transcript resulted in 98% reduction, while just
40 b of antisense RNA corresponding to the mouse Gai
transcript resulted in 95% reduction.

Additional sequences can be added to antisense
transcription units to increase the inhibitory activity of the
molecule. In a few cases, targeting sequences have been
used to direct antisense RNA to particular subcellular
locations. A popular strategy is to exploit the ability of
ribozymes linked to antisense RNA to cleave mRNA in
a sequence-dependent manner. Ribozymes are catalytic
RNA molecules whose complex tertiary structure allows
them to adopt the molecular configurations characteristic
of (protein) enzymes and hence to catalyze biochemical
reactions. The self-splicing introns found in organelle
genomes are autocatalytic (i.e., the RNA facilitates its
own excision), whereas other ribozymes are catalytic in
the strict sense, because they act in trans on a distinct
substrate. Ribozymes have a bipartite structure including
a targeting sequence and a catalytic core. The targeting
sequence is an antisense RNA that forms base pairs with
a specific RNA substrate and holds the catalytic core in
the correct position, allowing cleavage of a phosphodiester
bond. If the ribozyme catalytic core is fused in vitro to a
given antisense RNA (266), the ribozyme can be targeted
to the mRNA, which will be cleaved. Cleavage destroys the
function of the mRNA, and the 3' fragment (lacking a cap)
is rapidly degraded. Ribozyme constructs have been used
to generate functional knockout mice and are currently
undergoing clinical trials as a gene therapy agent to
combat AIDS. However, critical comparisons of ribozyme
constructs and related antisense constructs containing
no catalytic core have often revealed similar levels of
inhibitory activity (265). This suggests that some ribosome
constructs may work simply through their antisense
effects rather than by cleaving mRNA. Few such studies
have involved attempts to identify the cleavage products
of ribozyme activity.

Gene Silencing using Inhibitory Protein Strategies

Genetic engineering can be used to interfere with
endogenous gene expression at the protein level, as
well as at the RNA level. The specificity and affinity
of antibodies for their complementary antigens has
been widely exploited for identifying, localizing, and
purifying proteins (267). Antibodies microinjected into
cells have also been used to inactivate proteins (268),
but such effects are only transient, and cannot readily
be applied to whole organisms. A new approach is to
stably transform animal cells with antibody-encoding
genes. This strategy results in the long-term expression of
"intracellular antibodies" known as intrabodies, which can
be targeted to particular cellular compartments and used
to abolish the activity of specific proteins. Intrabodies
have been used to generate functional knockouts of
important molecules such as growth factor receptors, and
their potential role in gene therapy has been explored
by targeting oncogenic proteins and the gpl20 HIV
envelope protein (reviewed in Ref. 269). The strategy for
expressing intrabodies is complex. Immunoglobulin genes
cannot be used for transfection due to their size and the



absence of V(D)J recombinase and switch recombinase
in most cells. Additionally, since specific antibodies are
required, DNA sequences corresponding to particular
mature (rearranged) immunoglobulins must be used.
However, the native immunoglobulin assembly pathway
occurs very inefficiently in the cytoplasm and attempts
to reassemble functional immunoglobulins from distinct
heavy and light chains have not succeeded. The current
strategy is to synthesize single-chain antibodies carrying
the antigen-binding domains of both heavy and light
chains on a single polypeptide with a flexible intervening
linker chain. Such molecules are capable of folding in the
cytoplasm and interact with their targets, but they have
shorter half-lives than secreted immunoglobulins.

An alternative strategy for gene inhibition at the
protein level is to transfect cells with constructs encoding
dominant inhibitory proteins. Proteins that function as
oligomeric complexes possess domains for interaction with
other subunits. It is often possible to identify dominant
loss of function alleles {dominant negatives) for the
genes encoding such proteins. These encode nonfunctional
subunits that form stable complexes with the functional
wild-type subunits, sequestering them into inactive
oligomers. Dominant negative alleles may be generated
by point mutations or truncations, and the overexpression
of such alleles is useful for generating functional knockout
phenotypes. This strategy has been used to inactivate
many different types of protein, including receptor tyrosine
kinases and cytokine receptors, transcription factors, and
other oncoproteins. More recently, dominant negative
overexpression has been combined with techniques for
conditional gene expression to generate conditional
silencing systems for the study of signal transduction,
the cell cycle, apoptosis, and the function of telomerase
(reviewed in Ref. 190). The major therapeutic application
of dominant negative gene expression has been blocking
the HIV replication cycle by interfering with capsid
assembly (reviewed in Ref. 270).

Epigenetic Transient Gene Silencing with Oligonucleotides

Gene silencing strategies based on the integration and
long-term expression of inhibitory transgenes are designed
to permanently block the expression of a given endogenous
gene. However, a similar but transient effect can be
achieved by introducing the inhibitory gene product
directly into the cell, such as antisense RNA or antibodies
active against specific gene products. Another approach
to transient gene silencing is the introduction of short
oligonucleotides (15-30 nucleotides in length) into the
cell. Depending on their design, oligonucleotides can
block the expression of specific genes at the levels of
transcription, RNA processing, translation, or protein
function. Pyrimidine-rich oligonucleotides can interact
with duplex DNA if there is pronounced pyrimidine/purine
strand asymmetry. The oligonucleotide can interact with
the duplex using an unusual form of base pairing
called Hoogsteen pairing. The resulting triple helix is
stable and blocks transcription, allowing gene-specific
silencing (271). Oligonucleotides for triple-helix gene
silencing can be sense or antisense with respect to the
target gene, but their use is limited by the stringent

pyrimidine-rich sequence requirements. A more general
approach is to use antisense oligonucleotides in the
same way as antisense RNA. However, because the
oligonucleotides are DNA, they are generally more
stable than the RNA, and they also form DNA:RNA
hybrids that act as substrates for RNaseH, and hence
induce the degradation of the target mRNAs. Antisense
oligonucleotides for gene therapy have been validated in
animal disease models and are now undergoing clinical
trials for human diseases (272). Finally, improvement
in oligonucleotide synthesis technology has allowed the
production of sets of degenerate oligonucleotides that can
be screened for their ability to bind specific proteins.
An oligonucleotide binding in such a specific manner
is termed an aptamer, and following a number of
successful experiments in which specific proteins have
been inhibited, aptamer technology may well emerge
as a new form of gene therapy. Current problems with
oligonucleotide-mediated gene inhibition include stability
and delivery. Oligonucleotides are linear and prone to
exonuclease attack, but this can be alleviated by chemical
modification of the terminal residues. Cellular uptake
of naked oligonucleotides is poor because they are large
hydrophilic molecules, and transfection may require cell
permeabilization, or the use of a gene delivery system such
as liposomes or lipofection.

Strategies for Conditional Gene Silencing

Constitutive and permanent gene silencing are useful
techniques, but cannot address complex questions such
as the effect of withholding the product of a gene for a
specific duration, and the function of pleiotropic genes
with embryonic lethal null phenotypes. In the latter case,
it should be stressed that many genes active in early
development also have roles in later development or the
adult, and these roles cannot be studied with constitutive
knockouts if the animal dies in early development due
to loss of an early gene function. Traditional methods for
studying such genes include conditional mutants, usually
temperature-sensitive mutants, which can be maintained
under permissive conditions and then shifted to restrictive
conditions at the appropriate time. However, more
sophisticated and regulatable strategies for conditional
gene silencing can be devised by combining the silencing
strategies discussed with the inducible gene expression
systems discussed earlier in this article.

Gene targeting and site-specific recombination can be
used in a number of related strategies to bring endogenous
gene expression under exogenous control. In the first strat-
egy, gene targeting is used to flox the endogenous gene,
but the recombinase enzyme gene is expressed under a
tissue-specific or inducible promoter, or the recombinase
enzyme is expressed as, for example, a steroid recep-
tor fusion that can be activated in a ligand-dependent
manner. This allows the generation of somatic knock-
outs, where an endogenous gene present in all cells can
be selectively deleted in particular cells or at particular
stages of development. It also allows the generation of
inducible knockouts, so that the timing of deletion can be
controlled by the experimenter. An alternative strategy is
to use gene targeting to replace the endogenous gene with



a homologous copy containing a blocking element flanked
by loxP sites. In this case, the supply of recombinase cat-
alyzes the removal of the blocking element, leading to
conditional gene activation, a strategy termed infloxing.
In all conditionally silenced mice generated to date, either
inducible or cell type-specific Cre recombinase has been
used. The general strategy is to use two strains of mice, a
responder carrying the floxed target and a regulator car-
rying a cre gene either under inducible or cell-type-specific
control. Conditional gene silencing is observed when the
two strains of mice are interbred. Although site-specific
recombinases offer exciting possibilities for transgene
engineering in vivo, their activity in transgenic animals
is not 100% efficient. There is a low level of background
recombination, leading to leaky (in)activation. There is
also pronounced and undesirable tissue specificity, result-
ing in the production of mosaics, and unexpected cell
type-preferred transgene (in)activation. Another potential
problem is the presence of cryptic recombinase sites in
the endogenous genome, which may result in unwanted
recombination events. This may be a particular problem
when engineering chromosome deletions, inversions, and
translocations for disease modeling.

Strategies for conditional gene silencing that do not
rely on Cre recombinase have been used most frequently
in cell lines as opposed to transgenic animals (conversely,
Cre-mediated silencing has not been used for conditional
silencing in cell lines). Gene targeting strategies include
the replacement of endogenous promoters with inducible
ones. This approach has been used in DT40 cells to
bring the ASF gene under tetracycline regulation and the
CENP-C gene under estrogen regulation (190). Similarly,
a growing number of reports demonstrate conditional
silencing by the inducible transcription of antisense
RNA, and the inducible expression of dominant negative
proteins. So far, an inducible dominant negative strategy
has not been reported in transgenic mice, although
a number of inducible antisense constructs have been
expressed in mice, leading to conditional inactivation of
Wnt-1, Gai, and genes encoding angiotensin and MHC class
II proteins. A final strategy is the conditional expression
of a toxic transgene, such as the ricin toxin A chain gene,
or the diphtheria toxin A chain gene. This strategy has
been reported in mammals but has been extensively used
in Drosophila (reviewed in Ref. 273)

THE PRODUCTION OF TRANSGENIC MAMMALS FROM
MANIPULATED CELLS

Overview

A transgenic animal is one in which every cell carries a
fragment of foreign DNA. Initially, the term transgenic
specifically applied to animals (and plants) carrying genes
from a heterologous species. In many cases, the scope of
the term can be broadened to include animals carrying,
for example, extra or modified copies of endogenous genes,
but most researchers stop short of using the term to
describe any form of genome modification, since this would
include animals carrying subtle mutations (e.g., point
mutations) generated by two rounds of replacement. In

the majority of cases the foreign DNA represents a gene
(a transgene) or set of transgenes (192). The transgene
integrates into one of the host chromosomes, becomes
part of that animal's genetic repertoire, and is usually
inherited by subsequent generations as a Mendelian trait.
The transgene can be derived from any conceivable source,
that is, the same species (e.g., an extra copy of an
endogenous gene controlled by a heterologous promoter), a
related species (e.g., human growth hormone expressed in
mice), or an evolutionary distant species (such as bacterial
transgenes in sheep). In addition, a hybrid gene may be
generated from a variety of sources or a synthetic gene
may be produced de novo. Integrated transgenes are often
expressed correctly and can have profound phenotypic
effects, for instance, as shown by the greatly increased size
of transgenic mice carrying growth hormone transgenes.
The abnormal growth resulted from the elevated levels of
growth hormone in their serum (274).

A variety of methods have been developed for the
production of transgenic animals. All are based on the
introduction of the DNA into a single cell that contributes
to the development of the animal. In most cases the
cell of interest is a fertilized egg, although cell-culture-
based approaches (using ES cells or nuclear transfer)
are more sophisticated (these are discussed later). The
advantage of transgenic animals over cell culture studies
lies in their ability to show the function of a gene in
its normal physiological environment, that of the whole
organism (239,244). Ironically, however, this advantage
can limit the utility of some studies due to the very
complex nature of the interactions possible in the whole
organism. Therefore, studying a gene both in vitro and in
vivo is often the most beneficial approach. Nevertheless,
transgenic animals permit the study of developmental and
physiological events in the context of the natural processes
occurring in the animal.

In mammals, the vast majority of transgenic experi-
ments have been performed using mice, and there is now
an enormous amount of literature on genetically modified
mice. This has been due primarily to the economy and
convenience of using a small species with a short genera-
tion interval. Nevertheless, studies have been performed
in a number of other mammals (275). Transgenic rats are
well suited for experiments involving multiple analyses
(e.g., blood sampling) and have been successfully used
in studies addressing blood pressure. Transgenic rabbits
offer an intermediate between a laboratory species and a
farm animal, and again have specific uses. For example,
rabbits display a similar lipid metabolism to man and may
provide useful models for the study of fat-related diseases
(e.g., athersclerosis). However, excluding mice, it has been
the generation of transgenic farm animals—pigs, sheep,
goats, and cattle—which has received most attention. Cer-
tainly, transgenic livestock have provided the incentive for
substantial commercial involvement in the discipline of
animal genetic engineering. We now consider the methods
available for generating transgenic mammals.

Pronuclear Microinjection

The most widely used method for introducing genes into
the germline of mammals is the direct microinjection
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a homologous copy containing a blocking element flanked
by loxP sites. In this case, the supply of recombinase cat-
alyzes the removal of the blocking element, leading to
conditional gene activation, a strategy termed infloxing.
In all conditionally silenced mice generated to date, either
inducible or cell type-specific Cre recombinase has been
used. The general strategy is to use two strains of mice, a
responder carrying the floxed target and a regulator car-
rying a cre gene either under inducible or cell-type-specific
control. Conditional gene silencing is observed when the
two strains of mice are interbred. Although site-specific
recombinases offer exciting possibilities for transgene
engineering in vivo, their activity in transgenic animals
is not 100% efficient. There is a low level of background
recombination, leading to leaky (in)activation. There is
also pronounced and undesirable tissue specificity, result-
ing in the production of mosaics, and unexpected cell
type-preferred transgene (in)activation. Another potential
problem is the presence of cryptic recombinase sites in
the endogenous genome, which may result in unwanted
recombination events. This may be a particular problem
when engineering chromosome deletions, inversions, and
translocations for disease modeling.

Strategies for conditional gene silencing that do not
rely on Cre recombinase have been used most frequently
in cell lines as opposed to transgenic animals (conversely,
Cre-mediated silencing has not been used for conditional
silencing in cell lines). Gene targeting strategies include
the replacement of endogenous promoters with inducible
ones. This approach has been used in DT40 cells to
bring the ASF gene under tetracycline regulation and the
CENP-C gene under estrogen regulation (190). Similarly,
a growing number of reports demonstrate conditional
silencing by the inducible transcription of antisense
RNA, and the inducible expression of dominant negative
proteins. So far, an inducible dominant negative strategy
has not been reported in transgenic mice, although
a number of inducible antisense constructs have been
expressed in mice, leading to conditional inactivation of
Wnt-1, Gai, and genes encoding angiotensin and MHC class
II proteins. A final strategy is the conditional expression
of a toxic transgene, such as the ricin toxin A chain gene,
or the diphtheria toxin A chain gene. This strategy has
been reported in mammals but has been extensively used
in Drosophila (reviewed in Ref. 273)

THE PRODUCTION OF TRANSGENIC MAMMALS FROM
MANIPULATED CELLS

Overview

A transgenic animal is one in which every cell carries a
fragment of foreign DNA. Initially, the term transgenic
specifically applied to animals (and plants) carrying genes
from a heterologous species. In many cases, the scope of
the term can be broadened to include animals carrying,
for example, extra or modified copies of endogenous genes,
but most researchers stop short of using the term to
describe any form of genome modification, since this would
include animals carrying subtle mutations (e.g., point
mutations) generated by two rounds of replacement. In

the majority of cases the foreign DNA represents a gene
(a transgene) or set of transgenes (192). The transgene
integrates into one of the host chromosomes, becomes
part of that animal's genetic repertoire, and is usually
inherited by subsequent generations as a Mendelian trait.
The transgene can be derived from any conceivable source,
that is, the same species (e.g., an extra copy of an
endogenous gene controlled by a heterologous promoter), a
related species (e.g., human growth hormone expressed in
mice), or an evolutionary distant species (such as bacterial
transgenes in sheep). In addition, a hybrid gene may be
generated from a variety of sources or a synthetic gene
may be produced de novo. Integrated transgenes are often
expressed correctly and can have profound phenotypic
effects, for instance, as shown by the greatly increased size
of transgenic mice carrying growth hormone transgenes.
The abnormal growth resulted from the elevated levels of
growth hormone in their serum (274).

A variety of methods have been developed for the
production of transgenic animals. All are based on the
introduction of the DNA into a single cell that contributes
to the development of the animal. In most cases the
cell of interest is a fertilized egg, although cell-culture-
based approaches (using ES cells or nuclear transfer)
are more sophisticated (these are discussed later). The
advantage of transgenic animals over cell culture studies
lies in their ability to show the function of a gene in
its normal physiological environment, that of the whole
organism (239,244). Ironically, however, this advantage
can limit the utility of some studies due to the very
complex nature of the interactions possible in the whole
organism. Therefore, studying a gene both in vitro and in
vivo is often the most beneficial approach. Nevertheless,
transgenic animals permit the study of developmental and
physiological events in the context of the natural processes
occurring in the animal.

In mammals, the vast majority of transgenic experi-
ments have been performed using mice, and there is now
an enormous amount of literature on genetically modified
mice. This has been due primarily to the economy and
convenience of using a small species with a short genera-
tion interval. Nevertheless, studies have been performed
in a number of other mammals (275). Transgenic rats are
well suited for experiments involving multiple analyses
(e.g., blood sampling) and have been successfully used
in studies addressing blood pressure. Transgenic rabbits
offer an intermediate between a laboratory species and a
farm animal, and again have specific uses. For example,
rabbits display a similar lipid metabolism to man and may
provide useful models for the study of fat-related diseases
(e.g., athersclerosis). However, excluding mice, it has been
the generation of transgenic farm animals—pigs, sheep,
goats, and cattle—which has received most attention. Cer-
tainly, transgenic livestock have provided the incentive for
substantial commercial involvement in the discipline of
animal genetic engineering. We now consider the methods
available for generating transgenic mammals.

Pronuclear Microinjection

The most widely used method for introducing genes into
the germline of mammals is the direct microinjection
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of DNA into the pronuclei of fertilized eggs (276).
Pronuclear microinjection is conceptually simple (a fine
needle is used to pierce the pronucleus and the DNA
is injected; Figure 18) but requires special equipment
and a considerable amount of technical expertise and
dexterity from the operator. Nevertheless, the majority
of research laboratories around the world now have access
to such transgenic mouse facilities. By adapting the
techniques employed for gene transfer to mice, pronuclear
microinjection has been used to generate transgenic farm
animals (277), as will be discussed in more detail.

Pronuclear microinjection, although reliable, is rela-
tively inefficient, with only 20-30% of the mice derived
from microinjected eggs carrying the transgene. This effi-
ciency drops to 1% for domestic farm animals. It is
generally accepted that the DNA integrates at or after
the first round of chromosomal DNA replication. This
means that the founder embryo is mosaic with regard
to transgene status (278), resulting in founder animals
with different integration positions and transgene copy
numbers in different tissues, due to the mixing and alloca-
tion of cells during early embryogenesis. Once transmitted
through the germline, however, the transgene copy num-
ber is usually stable, and the transgene is then inherited
in a Mendelian fashion. There have been a few reports of
transgenes undergoing rearrangement, deletion, or ampli-
fication, but these appear to be exceptions to the rule.
Also, with a few obscure exceptions, the transgene does not
appear to be retained extrachromosomally in mammalian
species.

Variations on Pronuclear Microinjection

Although pronuclear microinjection has provided the
main route for the generation of transgenic animals, a
variety of other approaches are available. Integration
has been observed following cytoplasmic injection or
injection into the blastocoel cavity. Both routes proved
to be substantially less efficient that pronuclear injection.
Attempts to improve the efficiency of these approaches
(e.g., using poly-L-lysine) have shown some promise,

but remain unreliable (279). Retroviral infection of
preimplantation embryos has been successful, but this
method is now used only rarely to generate transgenic
animals (138). It has been proposed that adenovirus
vectors may be used for germline transformation in the
future (280). However, viral transduction as a method
for generating transgenic animals suffers from several
drawbacks, including the limited amount of foreign DNA
that can be incorporated into integrating viral vectors, the
effect of viral sequences both on transgene expression
and the expression of endogenous genes located near
to the transgene insertion site, and the susceptibility of
transgenes carried in recombinant proviruses to de novo
DNA methylation.

There have also been reports that transgenic animals
can be produced using a simple technique in which DNA
is mixed with spermatozoa prior to in vitro fertilization.
Such a method would be widely applicable due to its
simplicity. Unfortunately, although considerable effort
has been employed in the study and development of this
technique, it remains enigmatic and can be reproduced
by only a few laboratories around the world. The general
consensus is that a reliable sperm-mediated gene transfer
technique in mammals remains to be developed (281).

Embryonic Stem Cells

Mouse embryonic stem (ES) cells have revolutionized
mammalian genetics by providing a route for the
directed and sequence-specific alteration of the mouse
genome (239,244). ES cells possess a unique combination
of useful properties: They are pluripotent (and hence com-
patible with germline modification), they are amenable
to in vitro cell culture, and they possess an inher-
ent capacity for homologous recombination (see earlier
section). These qualities provide a very efficient and ele-
gant method by which to generate transgenic animals
(Fig. 19). First, the DNA transfected into cultured ES
cells integrates into the genome (either randomly or by
homologous recombination—gene targeting). Then the
genetically modified cells are introduced into preimplan-
tation stage embryos, either by blastocyst injection or by
morula aggregation, to produce chimeras. In a propor-
tion of these chimeric animals, the ES cells will have
contributed to the germline, thus providing a source of
fully transgenic offspring. A popular strategy is to use
ES cells and preimplantation embryos from mouse strains
with different coat color markers. The ES cells often carry
a dominant marker such as agouti, while the recipient
embryos carry a recessive black coat color. The chimeric
founder mice have patchwork black/agouti coats repre-
senting cell clones derived from the two genotypes that
contributed to the embryo, because the markers are cell
autonomous. Chimeric males are then mated to black
females, and transgenic offspring are identified by their
agouti coats, showing they are entirely derived from the
ES cells. This germline modification is then inherited
as a Mendelian trait. This simple strategy saves per-
forming Southern blot hybridization or PCR analysis on
all offspring to determine their genotype. ES cells offer
an attractive route to germline modification when com-
pared to pronuclear injection because DNA alterations

Figure 18. Pronuclear microinjection of a fertilized mouse egg.
The two pronuclei are visible within the egg, which is being held
by a suction pipette. The DNA is introduced through a fine glass
needle. Photograph courtesy of Roberta Wallace (Roslin Institute).



can be carried out in cell culture and verified before
being introduced into the embryo. The limitations asso-
ciated with pronuclear injection (technical requirements
for working with pronuclear eggs, and the lack of preim-
plantation screening so that transgenic status has to be
verified after birth) do not apply to ES cells. ES cells may
therefore facilitate more precise genome modifications,
especially by exploiting the versatility of gene targeting
strategies (237,238).

The injection of ES cells into blastocysts is a delicate
procedure, and there has been a considerable effort
to develop improved strategies for ES cell delivery
into the embryo. Morula injections are easier and
give better results in terms of germline transmission
but suffer from very high embryo mortality rates.
Alternatively, coculturing ES cells with 8-cell stage
embryos generates blastocysts with an inner cell mass
containing ES cells. The in vitro derived blastocysts
are then reimplanted. This is an appealing method due
to its simplicity, and has proven effective. However,
the resulting animals are still chimeras, and germline
transmission is not always achieved. It is also possible
to make aggregates between tetraploid morula cells

Figure 19. Generation of transgenic mice from ES
cells. ES cells are modified in culture by trans-
fection or retroviral transduction. Transformants
are selected, and injected into wild-type blasto-
cysts. A proportion of the mice developing from ES
cell-injected blastocysts will be normal, and a propor-
tion will be chimeric for donor- and ES cell-derived
tissue. In some of the latter category, the germline
will be ES cell derived, and any progeny of these
"germline-transformed" mice will be transgenic. The
identification of chimeric and transgenic mice is
simplified by using donor blastocysts and ES cells
carrying different coat color markers and of different
sexes, Chimeric mice therefore possess a variegated
coat, but transgenic mice will carry the ES coat color
marker.

(obtained by electrofusion) and ES cells. Since tetraploid
cells cannot support development, the postimplantation
embryos developing from these aggregates give rise to
mice derived entirely from ES cells (282). Under these
conditions, chimeric diploid/tetraploid embryos implant
and develop to midgestation at high frequency, but the
efficiency drops off during later development and few
embryos survive to term. Early experiments varied in
their success rates. However, as more experience is
gained in this tetraploid rescue technique, it is becoming
more robust. One interesting application was to use
the liver of a tetraploid rescue fetus to reconstitute the
mouse hematopoietic system (283). This allowed blood
cell development to be studied using genetic modification
techniques in the whole animal without having to pass the
mutation through the germline.

Primoridal Germ Cells

Unfortunately, although a considerable number of
attempts have been made and some unconfirmed suc-
cesses claimed for the development of nonmurine ES cells,
such cells are currently available only for mice. In this
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regard, the application of the recently developed selection
protocol for embryonic cells, which kills differentiated cells
while leaving the undifferentiated (and pluripotent) cells
to grow, may now provide a route to generate ruminant
ES cells (259). The failure to derive ES cells from other
species, thus limiting the extent of genetic modification
possible, has been the driving force to discover alternative
strategies. One alternative approach would introduce the
genetic change directly into the germline by gene targeting
of primordial germ cells (PGCs) (Fig. 20). Recent advances
in PGC isolation and culture, and the culture of cells
derived from PGCs — embryonic germ (EG) cells — have
provided the impetus to develop this approach. Indeed,
there have been claims that EG cells may be analogous to
ES cells. Unfortunately it has proven difficult to persuade
PGCs to contribute to the germline (284), and the tech-
nique is not yet routine. Perhaps EG cells will prove more
efficient in this regard.

USES FOR TRANSGENIC ANIMALS

Overview

Since the first transgenic mice produced by pronuclear
injection in the early 1980s (285), a vast literature
has been amassed concerning genetically modified mam-
mals (275). The majority of transgenic mammals are mice.
The use of other species has been restricted by technical
limitations, cost, the time involved in breeding, and wel-
fare issues. The recent development of nuclear transfer
techniques in livestock (286) provides new openings for
basic research, animal breeding, and animal biotechnol-
ogy (287). In this section, the various uses of gene transfer
in mice are discussed. We then go on to discuss the recent
success in nuclear transfer methodology, and the impact
this has had on biotechnology and medicine.

Studies Addressing Gene Function

There are two basic expression strategies for studying
gene function in transgenic mice. The first involves a gain-
of-function by overexpression of the protein of interest.
This is probably the most widely used strategy due to

its simplicity. All that is required is the appropriate
transcriptional control elements and the coding region of
the gene of interest. The gene can be expressed according to
its normal cellular parameters or deliberately expressed
in an ectopic fashion. In addition, the incorporation of
inducible promoters allows overexpression at a defined
developmental stage. The transgene can be in the form of
either a genomic fragment or a cDNA, although in general,
genomic constructs are the more efficient. Examples of this
approach include the overexpression of oncogenes, and the
demonstration that the Y-linked Sry gene encodes the
primary male sex-determination factor. An alternative
use of this approach has been to facilitate the production
of immortalized cell lines. To do this, a transgene is
constructed consisting of the desired promoter linked to a
gene capable of immortalizing cells, most commonly the
SV40 viral T-antigen (288). Transgenes can be expressed
in atypical tissues/stages of development, which can result
in inappropriate but informative phenotypes (e.g., mice
expressing the HSV-Tk gene) are sterile due to the ectopic
expression of thymidine kinase gene in the testes (289).
Ectopic expression can be due to influences of the adjacent
cellular DNA or to unforeseen interactions between cis-
acting sequences in hybrid transgenes.

The alternative strategy results in a loss-of-function.
This can be achieved by either gene targeting approaches
to generate a knockout (see the following) or directing
expression of a transgenes encoding cytotoxic proteins. For
example, transgenic mice, carrying a transgene comprising
the diphtheria toxin under the control of the pancre-
atic elastase gene promoter, had no pancreas (290). More
recent efforts have utilized genes encoding enzymes that
convert an inactive prodrug into a cytotoxin. This approach
is being developed as a strategy for cancer treatment,
termed gene-directed enzyme prodrug therapy (GDEPT).
One of the most promising examples of this approach
is the E. coli nitroreductase gene, which offers a num-
ber of advantages over the more commonly used HSV Tk
gene (291). As discussed, variations of this strategy include
suppressing gene expression through the use of transgenes
generating antisense RNA molecules, or the overexpres-
sion of a dominant-negative form of the protein (190).

Another way to use a transgene to study gene function
is to use it as a tracer. This can be in the form of a physical
genetic marker, since multicopy transgenes can be easily
detected by chromosomal in situ techniques. Alternatively,
transgene expression can be used to trace cell lineages,
particularly during development (16). In particular, it is
anticipated that the highly efficient promoterless targeting
approach in ES cells will allow specific cell lineages to be
followed in the adult animal.

Knockout (Null) Mice

The most powerful approach used to interfere with the
function of a gene is to disrupt one allele by gene
targeting in ES cells (239). In conjunction with the
established positive-negative selection systems, precise
genetic changes can be produced. However, this approach
has also revealed the high degree of redundancy present
in the mammalian genome. In attempts to get a
round this problem, a variety of spatial and temporal

Figure 20. Mouse embryonic germ (EG) cells, strikingly similar
to ES cells. Photograph courtesy of Ed Gallacher and Jim McWhir
(Roslin Institute).



expression vectors have been developed. The most
recent developments in this area have come from small
biotechnology companies, which have generated libraries
of gene knockout clones.

Gene targeting has been used successfully to define
the function of a number of genes including many proto-
oncogenes (e.g., c-Myb and Wnt-1) (244). Gene targeting
has also made valuable contributions to the understanding
of the immune system. For example, gene targeting
demonstrated that MHC class I antigens require the
protein ^2-microglobulin to be presented on the cell
surface. Nevertheless, the greatest use of gene targeting
has been to identify and characterize developmentally
regulated genes. This has been most clearly demonstrated
for the Hox genes and the transcription factors involved in
muscle cell development (292).

The first step in generating a knockout mouse is to
introduce the appropriately designed targeting vector into
ES cells. In a few cells the vector is inserted, by homologous
integration, into the target gene. As discussed, this event
is identified by positive-negative selection. Subsequent
clonal expansion of the target cell then generates an
isogenic population of genetically modified cells. These
are injected into the blastocoel cavity of a preimplantation
mouse embryo. The blastocyst is surgically transferred
into the uterus of a foster mother, where development is
allowed to continue to term. The resulting offspring are
chimeric, and these can be bred to produce transgenic
knockout mice in the subsequent generation.

Studies Addressing Gene Regulation

Transgenic studies specifically designed to localize and
characterize gene regulatory elements have provided
important information regarding transcription regulation.
The use of enhancer trap and gene trap mice falls into
this category as discussed earlier. Indeed, gene regulatory
elements have been identified in vivo through transgenic
studies that were not apparent in cell culture studies.
However, the protracted time scale and cost of producing
transgenic mice limits this type of study.

Two classes of transcriptional control element have
been identified by transgenic studies. Both act dominantly
to facilitate transgene expression. The first is typified
by the human /3-globin LCR and somehow overcomes
position effects. LCRs enable position-independent, copy-
related expression of most genes (225). However, there
are genes that even LCRs cannot drive efficiently in
transgenic animals (e.g., the lacZ reporter gene) (293).
The second element is the boundary or insulator element.
These loosely characterized sequences appear to protect
the transgene from cis-acting influences at the site
of transgene integration (294). Other aspects of gene
regulation have become apparent through transgenic
studies. For example, several studies have clearly
demonstrated that intronic sequences facilitate gene
expression in vivo. Indeed, it has been argued that intron
removal per se increases the sensitivity of transgenes to
position effects in vivo (224).

Transgenes can also provide a valuable tool to look at
the mechanisms involved in gene suppression or silencing.
For example, there is evidence that specific sequences

can serve as foci for gene silencing in the mammalian
genome (295). These include bacterial genes, such as the
routinely used cat reporter gene encoding chloramphenicol
acetyltransferase, and the intronless versions of genomic
genes, which are regularly used in expression systems.
No robust route to express this type of sequence has
been developed, although LCRs and transgene rescue
have proved useful. Another aspect of gene silencing has
also emerged as studies on transgene expression have
become more detailed. There are now several examples of
variegated or patchy transgene expression within a given
cell type; that is, not all cells within a given population
efficiently express the transgene. This phenomenon is
proving to be quite complex, being subject to both position
and dosage effects (206). It has also been proposed that
transgenes present as a multicopy array may themselves
direct the formation of heterochromatin (207).

Disease Models

Considerable effort has been directed to the development of
transgenic animals as suitable models for human diseases,
and there has been a number of successes that should now
allow the development of novel therapies. The majority of
these animals have been generated using the pronuclear
injection method. Such transgenic mice have played a
particularly important role in unraveling the consequence
of oncogene expression in tumorigenesis. The pronuclear
injection technique, however, suffers from the limitations
that foreign DNA can only be added, not deleted or
altered. The use of homologous recombination in ES cells
overcomes this limitation (244,296).

The desire and ability to produce mouse models is
clearly demonstrated by the generation of a variety of
cystic fibrosis models within three years of the isolation
of the cystic fibrosis transmembrane conductance regula-
tor (CFTR) gene. This example also shows the limitation
of the mouse model, as none of the cystic fibrosis mice
clearly reflected the human disease phenotype (i.e., no
lung pathology). Nevertheless, the mice are still of use.
Although not showing the relevant disease phenotype,
these mice do lack CFTR gene activity and therefore are
valuable as a model to develop gene therapy strategies to
restore the CFTR mRNA levels and hence protein func-
tion (297). Other models that have proved useful include
mouse models for thalassemia involving modification of
the globin genes and neoplasia, including retinoblastoma.

To date all genetically engineered animal disease
models have been mice, although it has been suggested
that alternative species might be more appropriate
models for certain diseases (298). The recent development
of nuclear transfer methodology may now allow the
development of large animal models of human disease
(e.g., sheep genetically modified to provide a model for
cystic fibrosis). It is probable that a variety of animal
models will become commonplace in the future, as
techniques to generate them are developed.

Nonmammalian Species as Heterologous Systems

Gene transfer has been accomplished in many non-
mammalian animals, including the model invertebrates



Drosophila melanogaster and the nematode Caenorhab-
ditis elegans (273,275), model vertebrates such as the
chicken (299), and more recently Xenopus laevis (300),
and many species of fish (194). In all cases, DNA trans-
fer is achieved by the microinjection of DNA into oocytes,
eggs, or early embryos. As well as providing valuable
information concerning gene function in these species,
information relevant to mammalian genes can be gener-
ated. For instance, the use of recombinant P elements
(discussed in an earlier section) has facilitated the study
of vertebrate regulatory elements such as the /?-globin
LCR and the chicken lysozyme A boundary elements
in Drosophila (301). Some nonmammalian species have
commercial applications, such as fish, with regard to accel-
erating growth (302), and birds, with regard to enhanced
disease resistance. The latter was brought a step closer
with the development of microinjection techniques for
chickens (299).

Expression Modeling

Gene regulatory elements not apparent in cell culture have
been identified in vivo through transgenic studies (303).
Furthermore, a comparison of the effect of various regula-
tory elements showed examples of high-efficiency expres-
sion in vitro and only moderately efficient expression in
vivo.

These differences can relate to specific transcriptional
control elements or more generic differences. For example,
molecular analysis of the distal enhancer of the mouse
a-fetoprotein gene has shown that mutations affecting
specific transcription factor binding sites caused a 10-
fold reduction in enhancer function in vitro, whereas in
transgenic mice, the same mutation resulted in sporadic
tissue-specific expression of the transgene, dependent on
the site of integration. In contrast, mutations in the
glucocorticoid receptor element of the ovine /Mactoglobulin
promoter all but abolished expression in transfected
cells but had no effect on expression in transgenic
mice, as compared to wild-type constructs. The same
contrast between in vitro and in vivo experiments is
also observed for the basal transcription machinery.
Mutagenesis of the aB-crystallin TATA-box sequence
had no effect on promoter activity in transfected lens
cells but preferentially reduced promoter activity in the
lenses of transgenic mice. Therefore, when comparing
cell transfection and transgenic mice, it would seem that
regulation of transcription differs in vitro from in vivo at
the levels of both the basal transcription machinery and
upstream regulatory elements. There is also considerable
evidence to support the hypothesis that a more stringent
requirement for introns exists in transgenic mice than
in cell culture. For example, while introns increase
transcriptional efficiency of metallothionein-I promoter-
driven rat growth hormone gene constructs in transgenic
mice, expression in cultured cells seems to be insensitive
to the presence of introns (304). This observation led to the
proposal that introns facilitate gene expression, but only
once the target genes have passed through the germline.

Transcriptional control mechanisms observed in vivo
are often not consistent with those acting in vitro.
However, pre-mRNA processing mechanisms observed in

cell culture have been shown to correlate with the post-
transcriptional modifications observed in transgenic mice.
For example, /Mactoglobulin minigene constructs were
inefficiently spliced, with the frequency of intron retention
similar in vitro and in vivo (305). This similarity may prove
distinctly useful by allowing transgene constructs to be
tested for efficient post-transcriptional processing in vitro
prior to their use in transgenic livestock. As more effort
is diverted to addressing post-transcriptional processing
events in transgenic animals, the validity of cell culture
models is gaining strength.

Transgenic Livestock

Classical animal breeding regimes rely on gene import
by cross-breeding, and are therefore limited to the
improvement of those traits already present in a given
species. Transgenic animal technology can overcome these
limitations since the exogenous DNA can be derived from
a heterologous species and it can be modified in vitro prior
to being introduced into the germline.

Working with domestic animals poses a number
of technical problems (275). The recovery of adequate
numbers of pronuclear eggs, and their successful transfer
following microinjection, requires a large number of donor
and recipient animals. In addition, the pronuclear eggs
of livestock species are delicate and relatively opaque. In
pigs and cattle, centrifugation is often necessary prior to
injection, in order to visualize the pronuclei. In sheep,
eggs must be observed using a differential interference
optics (DIC) microscope to see the pronuclei clearly.
These technical hurdles add to the physical and financial
constraints of dealing with large animals with generation
intervals of several years.

It has been proposed that transgenesis may allow
the generation of farm animals with improved traits,
animal models for research, and animal bioreactors. This
includes the production of animals with modified growth
characteristics and carcass compositions, novel properties
of the digestive system, enhanced wool yields, and the
production of novel proteins. It is this last opportunity
that has seen the most progress over the past decade, with
the expression of a variety of proteins targeted to the milk
of sheep, cattle, pigs, goats, and rabbits (223). Indeed, this
application of gene transfer in livestock is fast approaching
commercial success, with the first products currently
undergoing clinical trials. This is likely to be the first
widely exploited property of genetically modified livestock.

Modulation of Production Traits

The ability to transfer genes into the germline of
livestock may well be instrumental in providing an
alternative route to satisfying the ever-increasing demand
for animal food and products. For centuries, domestic
animals have been used as food, as well as providing
a variety of additional products such as wool and
leather. Productivity traits that may be amenable to
modification by transgenesis include growth rate, nutrient
composition of food products, quality of wool, and
resistance to disease. Initial experiments concentrated
on the transfer of growth related genes (306). These



studies were on the whole unsuccessful due to undesirable
side effects. The problem was identified as a lack of
stringent control over the expression of the transgene.
Perhaps the recent developments involving temporal
and spatial transcriptional control elements will enable
more appropriate transgene expression to be obtained. In
another project, encouraging results have been obtained
with attempts to improve wool production (307). Perhaps
the greatest progress has been made in projects aiming
to modulate milk composition through the generation
of transgenic animal bioreactors (223). In the near
future, most progress will perhaps be seen in the
area of engineering disease resistance. However, while
several strategies addressing disease management have
potential, additional research is still required before these
approaches can be applied in the field (308).

Animal Bioreactors

To date, the most successful application of gene transfer
technology in livestock has been to target the expression
of commercially and medically valuable proteins to milk.
In the early 1980s, it was speculated that transgenic
animals could be used to produce important human
proteins for medical use. It was perceived that transgenic
animal bioreactors would overcome the limitations of the
other recombinant protein production systems and provide
proteins with appropriate post-translational modifications
in large amounts. In addition, after an initial investment in
development, the maintenance cost associated with animal
bioreactors should be relatively small. These assumptions
are now proving to be correct (223,309). The first step
involves the generation of a hybrid transgene, comprising
DNA control elements from a gene normally expressed
in the mammary gland linked to the coding region of a
valuable gene that is normally expressed in a different
tissue, such as the liver.

Clark and colleagues provided the first demonstration
of the feasibility of this approach in large animals (310).
In this study, transgenic sheep were generated that
expressed a transgene encoding human clotting factor
IX. Unfortunately, in this early experiment, the level of
product detected in the milk was very low (25 mg I"1).
The problem of low yield has now been solved for
many proteins, and this general approach has been
applied to several animal species, including rabbits, goats,
sheep, pigs, and cattle (223). In some cases, the observed
expression levels were deemed to be economically viable.
Many different proteins have now been produced in the
milk of transgenic animals, although these predominantly
reflect model studies in the mouse. These range from
relatively simple proteins, such as albumin, to highly
complex proteins such as monoclonal IgA antibodies and
hexameric fibrinogen (311). The successes in large animals
include tissue plasminogen activator in rabbits and goats,
antithrombin III in goats, of-1-antitrypsin and clotting
factor IX in sheep, and protein C in pigs. In one of these
studies, very high-level production was obtained, earning
Tracy the transgenic ewe considerable fame (Fig. 21).
Tracy produced human a-1-antitrypsin in her milk at
3Og I"1, which approaches half that of the total protein
content (312).

It may be that certain species are more appropri-
ate bioreactors for the synthesis of specific proteins.
For example, rabbits have been proposed to be appro-
priate for those products required in small quantities,
while the generation of transgenic birds using a DNA
microinjection approach opens up the possibility of pro-
ducing pharmaceuticals in chicken eggs (299). Differ-
ent tissues may also have particular advantages, for
example, because they carry out a specific form of post-
translational modification. Whatever the direction, it is
very likely that in the near future many more proteins
will be produced in a variety of species, as reflected
in the growing number of patents associated with this
technology.

NUCLEAR TRANSFER TECHNOLOGY

Overview

Although to date all gene transfer experiments in livestock
have involved the addition of genetic material, there
is an understandable desire to develop gene targeting
strategies. This would open up a vast range of applications
in livestock. For example, gene targeting techniques could
allow disruption of the prion-related protein gene (Prp-1)
in cattle and sheep, which could facilitate the production
of bovine spongiform encephalopathy (BSE)- and scrapie-
resistant animals. Additionally, the removal of certain
histocompatibility genes would allow the production of
animals (probably pigs) as a source of xenograft organs
for transplantation surgery. Furthermore, the ability to
derive live animals from cultured cells would provide
a more efficient way to produce superior farm animals.
Before such strategies become feasible, however, cell lines
that can contribute to the germline must be derived from
livestock. Only recently have such goals become feasible
(258,287).

Nuclear transfer was the first cell culture-based
procedure used to produce livestock, and was achieved
by Campbell and colleagues at the Roslin Institute in
1995 with the generation of the cloned sheep Megan
and Morag (286) (Fig. 22). Two years later, the same
group announced the generation of Dolly (Fig. 23), who
was derived from an adult cell by nuclear transfer (287).
Variations on this procedure, including the generation of
ruminant ES or EG cells, are being actively explored.
Notably, this area of research is likely to accelerate
with the recent demonstration of live births following
nuclear transfer in mice (313). Whatever the route to
gene targeting in livestock, the inevitable experimental
time scale and the unavoidable financial costs will
mean that only those projects likely to yield profitable
biotechnological or agricultural applications will be
undertaken. At present there would be little public support
for the production of genetically modified livestock for the
food chain, though this might well change if it could be
shown the animals would benefit (e.g., by having improved
resistance to disease). Therefore, the first applications
of this second-generation transgenic technology will
almost certainly concern biotechnology and medicine (e.g.,
xenotransplantation or the production of therapeutic
proteins in milk). The following section describes the



enormous potential gene targeting in livestock holds for
agriculture, biotechnology, and medicine.

Advantages of Cell-Based Gene Transfer Procedures

There are two driving forces behind the development of
cell-based gene transfer procedures in livestock. First,
the desire to overcome position and dosage effects (314),
and second, the desire to overcome the laborious tech-
niques involved in the production of transgenic livestock
by pronuclear microinjection (primarily reflecting the large
number of animals required). In addition, microinjection
can only add genes. A cell-based method to produce trans-
genic livestock allows single-copy transgene integrants
to be generated at predetermined sites, which should
limit problems such as variegated transgene expression.
Future transgenic livestock will probably have the trans-
gene integrated into a permissive site, and although such

Figure 22. Megan and Morag, the first sheep to be produced by
nuclear transfer from cultured cells.

Figure 21. Animal bioreactors. (I) Western blot showing production of human a-1-antitrypsin
(AAT) and (II) Structure of fibrinogen, both products of animal bioreactors. (Ill) Tracy the
transgenic ewe, expressing AAT in her milk. Photographs courtesy of Ian Garner and April D'Arcy
(PPL Therapeutics pic).
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Figure 23. Dolly, the first mammal produced by nuclear transfer
from an adult cell, and her lamb Bonnie.

an appropriate genomic site remains to be determined,
this approach has been evaluated in the mouse model.
The outcome is likely to be more predictable in terms of
generating the anticipated transgene expression profile.
Expression levels from these single-copy transgenes may
need to be enhanced, since multiple-copy transgene loci
can generate very high levels of expression. It is likely
that many of these issues can be evaluated in cells prior
to generating a transgenic animal.

For many years targeted integration has been possible
in the mouse model through ES cell technology (239).
Although there has been considerable effort to generate
ruminant ES cells, to date all attempts have been
unsuccessful. An alternative approach involves the
transfer of nuclear genetic material from cells grown in
culture into an unfertilized egg (315). Now, rather than
merely evaluating a transgene construct in cell culture,
the actual cell is the genetic material from which the
transgenic animal is generated. The gateway has been
opened for the production of a variety of livestock for
both agricultural and biomedical applications. There are
many advantages to this technology; for example, all
founder animals are transgenic, mosaic founders are not
produced, the sex of the founder can be selected, and
a flock/herd of clonal animals can be produced within
one generation. More important, many aspects of the
transgene can be analyzed in vitro prior to the generation
of an animal. The integrity of the transgene locus can
be evaluated, which may be particularly important when
large transgenes such as YACs are used. Furthermore,
with some ingenuity, it will be possible to check the
expression potential of a transgene before going through
the cost of producing the animal. Expression strategies
could, for example, involve the transient production of
an appropriate transcriptional activator, which could
mediate £ra/zs-induction of transgene expression. The

most important point, however, is that it is possible to
select for site-specific integration events generated by
gene targeting, thus allowing strategies involving gene
knockout or replacement to be performed. The ES cell and
nuclear transfer routes are compared in Figure. 24.

Ruminant Embryonic Cells

As discussed, no ruminant ES or EG cells are currently
available. In this regard, there is an ongoing debate about
which in vitro, environmental, and genetic factors could
be responsible for the differences between mice and other
mammalian species. We need more information regarding
differentiation markers in the various species and novel
culturing methods, although one recently developed
isolation procedure does show some promise (259). The
rationale behind this approach is that ES cells can
be isolated from some mouse strains more efficiently
than others. It was proposed that this may reflect the
differences in the control of ES progenitor cells by other
lineages within the embryo (316). Thus, if these other
lineages were removed, the ES cell progenitors might
survive. This is indeed the case, at least for some mouse
strains nonpermissive for ES cells (Fig. 25). This approach
is currently being tried in pigs and rabbits. Although
encouraging, the selection method is limited by the initial
requirement of the appropriate transgenic line. In an
attempt to overcome this limitation, transient expression
strategies are being developed.

An alternative cell type is the EG cell derived from
primordial germ cells. There is some considerable progress
in the development of this cell type, and recent advances
in PGC isolation and culture, and hence the culture of EG
cells, have provided the impetus to develop this approach.

Nuclear Transfer

Xenopus nuclear transfer was first reported in 1952. Since
then, it has been widely used in amphibians, primarily
for experiments addressing early development (317).
Although adult frogs could be generated from the nuclei
of early embryonic cells, the nuclei of adult cells failed
to produce adult animals (the embryos never developed
beyond the tadpole stage). Then in 1977, a mouse was
generated by nuclear transfer using a cell from a very early
embryo. The procedure in mice proved to be very difficult.
Since then, most research has concentrated on farm
animals, driven by the prospect of large financial benefits
derived from cloning elite and/or transgenic embryos.
In the 1980s, there were several exciting developments:
Cloned sheep and cattle were generated using early
embryo cells as donors. Furthermore, some experiments in
the United States showed that live calves could be derived
by nuclear transfer using cells from the late blastocyst
stage. At this stage of mammalian development, primitive
cells types are distinguishable; therefore, this was the
first suggestion that nuclear transfer in mammals was
possible from at least partially differentiated cells. The
major breakthrough came in 1995, when Ian Wilmut and
Keith Campbell produced two live lambs—Megan and
Morag—by nuclear transfer of embryonic cells grown in
culture (286). Within a year, a lamb had been produced



Figure 24. A comparison of the ES cell and nuclear transfer
routes to generate transgenic livestock. Either procedure is
amenable to gene targeting strategies, following introduction
of DNA by microinjection, electroporation, or other forms of
transfection.

from an adult cell (287). This lamb was called Dolly,
and her arrival had a major impact on scientific and
public thinking. Since then, a number of lambs and
calves have been generated using this technology, some
of which are transgenic (258,315). The objective is now
to expand the number of species where nuclear transfer
can be applied. In this regard, the recent demonstration
of nuclear transfer in mice should dramatically accelerate
the development of this technology (313).

Embryo reconstruction by nuclear transfer involves the
transfer of a single nucleus to an unfertilized oocyte
or one-cell zygote from which the genetic material has
been removed. For livestock, the recipient cell of choice
is usually an unfertilized oocyte that has been arrested
at metaphase of the second meiotic division. The first
step is to enucleate the recipient oocyte. The genetic
material is removed using a small glass pipette, a highly
skilled procedure. The genetic material from the donor
cell is then introduced into the enucleated oocyte, usually
by cell fusion using a short electrical pulse, although
treatment with polyethylene glycol or Sendai virus is
also possible. The next phase involves the activation of
the reconstructed embryo. In nature, this is achieved by
fertilization and involves calcium mobilization. Activation
can be mimicked by a variety of chemical agents, such as
phorbol esters or calcium ionophores. In practice, this step
is often simplified, since the electric pulse used to fuse

Figure 25. Selective ablation of differentiated cells permits
isolation of ES cell lines from nonpermissive strains. The
photograph shows a germline chimera derived from line 39/1,
its albino MFl mate, together with germline (agouti) and
nongermline (albino) littermates, courtesy of Jim McWhir and
Helen Wallace (Roslin Institute).

the cells can also activate the embryo. Finally, the embryo
is cultured to a stage at which it can be transferred to
a synchronized recipient animal for development to term.
Some livestock generated by nuclear transfer are shown
in Figure 26.
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Figure 26. Livestock generated by nuclear transfer.
(a) Mr. Jefferson, a Holstein calf produced by nuclear transfer
from a fetal fibroblast cell line in 1998. (b) Polly, the first
transgenic lamb produced by nuclear transfer, born in 1997.
Photographs courtesy of Ian Garner and April D'Arcy (PPL Ther-
apeutics pic).

Source of Donor Nuclei

The highly publicized generation of Dolly demonstrated
that the donor cell for nuclear transfer could be derived
from a differentiated cell. In this case the source
was a cultured mammary cell line, the cells being
derived originally from a six-year-old ewe. However, this
experiment was very inefficient with only one animal
being produced from about 250 cultured cells (287). The
donor cell must be neither aneuploid nor contain any other
chromosomal damage. In addition, for technical reasons,
it must be easy to handle and manipulate in culture. The
most commonly used cell type is the fetal fibroblast (315).
Obviously, if ruminant ES or EG cells become available,
they would provide ideal donor cells (258).

One of the main requirements for successful nuclear
transfer using ruminant cells is the synchronization of
the cell cycle between donor and recipient cells. The
outcome of these studies demonstrated that cell cycle
arrest in Go phase was crucial for the procedure to
work. This can be accomplished simply by reducing
serum levels in the culture medium, although whether
this is the best strategy remains to be investigated.
The suitability of the quiescent donor nuclei may reflect
a number of factors, such as reduced transcription
and translation, low metabolic activity, and condensed
chromatin. Presumably these changes render the nucleus
and cytoplasm more compatible with the mechanisms of
reprogramming.

Reprogramming

Reprogramming refers to the change in differentiation
state associated with nuclear transfer. The donor cell is
differentiated, to varying degrees, while the egg is not.
Prior to transfer, a variety of cell-type-specific genes would
be active in the donor nucleus. These must be repressed,
and the appropriate genes required for early embryonic
development must be activated; that is, the nucleus has
to "forget" its history (whether it was taken from a
fibroblast, mammary cell, etc.) and take instructions from
the cytoplasm of the recipient cell. Reprogramming is
anticipated to depend on a large number of factors, the
majority of which are undefined and not understood at
present. As well as differences in the levels of various
transcription factors, the nucleus itself also changes
during development, through chromatin remodeling and
DNA methylation, resulting in the silencing of many
genes. Such changes also need to be erased before
development can be recapitulated by nucleus transferred
to a reconstituted embryo. Another important factor is the
age of the donor nucleus. The cell used to generate Dolly
was derived from a six-year-old ewe, raising the question of
whether Dolly would show signs of premature aging. One
anticipated effect is that the telomeres, which protect the
chromosome ends, become progressively shorter. A recent
study (318) showed that Dolly's telomeres were indeed
shorter than expected for a sheep her age. However this
does not appear to have affected the health or reproductive
ability of Dolly or any other cloned animal—indeed
Dolly has already had two successful pregnancies. This
finding does have important implications for some nuclear
transfer strategies, such as sequential cloning, although
there is no obvious commercial reason for adopting
this approach. There is now a considerable interest in
defining the changes that occur at the nuclear level during
differentiation and aging, and elucidating the underlying
mechanisms.

Xenotransplantation

Over the past few decades, transplantation has become the
preferred treatment for human organ failure. However,
there is a chronic shortage of donor organs, so that only
half of the potential operations are actually performed.
If animal organs could be used instead of human
organs (xenotransplantation), this shortage would be
overcome (319). The major limitation to the use of
nonprimate organs in human patients is tissue rejection.
Since the immune system plays such a critical role
in the host defense, there is considerable interest in
engineering tissue compatibility into the xenograft donor
as opposed to suppressing the patients' immune response.
Transgenic animals offer a route to overcome this
limitation.

The hyperacute rejection of organs reflects the activity
of the host's complement system. One proposed strategy
involves the generation of animals that carry transgenes
allowing evasion of the complement system. For example,
transgenic pigs have been produced carrying a transgene
encoding a complement inhibitory factor that coats the
cells (320). At present, further developments are required



including modulation of the antibody response induced
by xenotransplantation (321). Here, the ability to remove
genes could have a major impact on the success of
xenotransplants. Surprisingly, most of the antibodies in
our blood that would react against a pig organ recognize
a single carbohydrate linkage present on pig cells (322).
This disaccharide, Gal-al-3-Gal, is synthesized by a 1,3-
galactosyltransferase. Primates do not have a functional
al,3-galactosyltransferase gene, and therefore do not
recognize this carbohydrate. Elimination of this enzyme in
pigs by gene knockout could therefore reduce hyperacute
rejection of transplanted organs. This strategy requires the
ability to perform germline gene targeting experiments in
pigs. This may now be possible with the development of
nuclear transfer technology (258,287).

The first experimental transfer of a genetically modified
pigs heart was into cynomolgus monkeys (323). None of
the 10 hearts was rejected, and the monkeys survived for
an average of 40 days. Conversely, hearts from control
pigs were rejected within hours. This is encouraging, but
the routine use of xenotransplantation by the surgeon
will require equally challenging approaches to overcome
delayed rejection, such as cellular rejection. Currently
this type of rejection is controlled by immunosuppressive
drugs, but here again gene transfer technology may
hold the answer. Notwithstanding the technical hurdles
required to generate transgenic pigs with the appropriate
genetic modifications, there are many ethical issues that
need to be debated. In addition, xenotransplantation may
well bring novel disease problems, and the potential
severity of these issues remains to be examined. For
example, the transplantation of a pig heart into a human
patient may expose that individual to infection from
endogenous retroviruses present in the pig cells (319).

Nuclear Transfer and Somatic Cell Therapy

An alternative approach to in vivo gene therapy is to
modify cells genetically ex vivo and then reintroduce them
into the patient. This route overcomes many of the serious
problems associated with efficient gene delivery, but has
been restricted by the ability isolate the appropriate
cells. The development of nuclear transfer using somatic
cells grown in culture has provided an new impetus to
these studies (287). These pioneering nuclear transfer
experiments have demonstrated that a differentiated cell
can be programmed to restart development. Once the
mechanisms behind this process are understood, it may
be possible to reprogram animal cells without resorting
to the use of an egg. In the future, this may well allow a
patient's own cells to be used for personal gene therapy.
This would avoid the expense and uncertainty of tissue
matching. In this treatment scenario, cells would be
removed from the patient, converted into the desired cell
type in the laboratory by nuclear reprogramming, and then
reintroduced into the same patient. In conjunction with
gene transfer technology this may represent a powerful
form of surgery for the future. Before this exciting
prospect becomes reality, major advances are required
in our understanding of reprogramming and cellular
differentiation.

Animal Cloning

The cloning of animals provides immediate advantages
for both animal breeding and basic research. The main
advantage in breeding would not be in the selection
programs but in the rapid dissemination of the genetic
progress from elite herds to the commercial farmer. There
is a risk attached, that of loss of genetic diversity, but
this could be avoided, for example, by systems to ensure
that breeding companies produce a limited number of
clones of each type. Alternatively, nuclear transfer from
cultured cells could be of use for species where repeated
breeding is impractical or prohibitively expensive. It may
also prove useful in providing new approaches for genetic
conservation. In the context of research, genetic variation
between individuals tends to confound the often subtle
responses to test diets or drugs. The advantages of genetic
uniformity has been demonstrated in studies with inbred
lines of mice and exploited to some extent with the
numerous back crosses that provide the basis for many
animal genome mapping schemes.
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INTRODUCTION

The preservation of lines for plant cell, tissue, organ,
and plant culture is important in providing a sample
to the user that is identical to the initial stock. This
concern is the same whether dealing with suspension
cultures that produce a secondary product, callus that
has the ability to regenerate, or in vitro plants that are
maintained vegetatively for some unique characteristic.
Acquisition, maintenance, distribution, characterization,
and information management are crucial functions of a
bank, and many of the practical aspects are the same
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INTRODUCTION

The preservation of lines for plant cell, tissue, organ,
and plant culture is important in providing a sample
to the user that is identical to the initial stock. This
concern is the same whether dealing with suspension
cultures that produce a secondary product, callus that
has the ability to regenerate, or in vitro plants that are
maintained vegetatively for some unique characteristic.
Acquisition, maintenance, distribution, characterization,
and information management are crucial functions of a
bank, and many of the practical aspects are the same
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whether dealing with maintenance of cells or in vitro
plants. Maintenance procedures for plants are similar
to procedures for other organisms that are asexually
multiplied and consists either of continued multiplication
under normal or restrictive growth conditions or of
cryogenic storage whereby propagation is unnecessary
until distribution is needed. Maintenance of a line in
an unchanged form is conceptually simple, but it is
often difficult to determine whether any alterations are
introduced during propagation procedures. This article
defines some aspects of the banking of cell, tissue, organ,
and plant cultures.

GERMPLASM BANKS

The importance of plants in today's society cannot
be overstated. In a world with a vastly increasing
population, we depend upon plants for nutritious food,
clothes, shelter, extracted chemicals, medicinals, and a
quality environment. Many of these dependencies require
active intervention, for example, in developing plant
improvement programs for the quality and quantity of
produce, or in reintroducing plants from populations that
have been reduced in nature. Improvement depends upon
a source of diversity, and this has come mainly from
landraces, native populations, and wild relatives. It is all
too apparent that novel methods of single and multiple
gene transfer among and across either species, genera, or
even families will become more important as "improved"
or altered plants are developed to enhance quality, yield,
disease tolerance, etc. Although we depend upon relatively
few plant species for feeding our population, the species
diversity used for other aspects in our society is large.
But diversity for some important groups, in the form
of different species or populations within a species, are
decreasing due to the pressures of expanding human
populations. It is within this context that the need for
genebanks of higher plants has become critical. The value
of both in situ and ex situ genebanks has been stated
and are complementary (1). In vitro collections of plants
and cells are becoming common for aspects of ex situ
germplasm preservation.

There is no general term for a collection of plant lines.
In crop germplasm conservation studies, the collection
of genotypes is often termed a germplasm bank or
genebank. The main purpose for preserving these crop
and related species, usually in the form of botanical
seed, is to ensure their availability for breeding programs
that utilize conventional crossing and/or biotechnological
methodologies. There are other reasons for establishing
banks of cell lines. The present ability to culture nearly any
plant species creates the capability to examine aspects of
growth and development, metabolism, and gene structure,
function, and expression. The establishment of unique cell
lines possessing alterations in biochemical paths or specific
gene functions are valuable for many reasons. The function
of the bank, therefore, is to preserve these lines and
distribute them to the user community. In addition, the
ability to patent certain life forms often requires, as part of
the process, deposition of a sample at a designated location
recognized by the Budapest Treaty of 1977 (2). Although

the number of plant lines currently patented is relatively
small, this will greatly expand in a relatively short time.
Thus any bank is concerned with the preservation of
important genotypes in a manner that minimizes change
and risk of loss (3). Maintenance includes holding of the
line and also its multiplication for distribution. Procedures
need to be easy to apply, give reproducible results,
and ensure that the line distributed is identical to the
original deposited line. In practice this latter point may
be difficult to ascertain since characterization may be
incomplete and only qualitative. Efficient and effective
procedures are important for successful operation and
for cost considerations. A key issue is safety of the
preservation system.

The concept has evolved, particularly for crop species,
that two types of genebanks are necessary for successful
germplasm conservation, and has been applied mainly for
botanical seed storage (4,5). The active genebank (also
sometimes termed the active collection) is charged with
acquiring, maintaining, distributing, and characterizing
germplasm. The base genebank (also termed the base
collection) serves as the long-term conservation site, the
major function of which is storage of the germplasm under
the best conditions possible to avoid loss of diversity.
The active and base genebanks preferably should be at
different geographic locations such that the potential
of loss of any given line is minimized. Of course, only
organizations that have substantial resources can set up
such a detailed system, and where resources are limited
various modifications may exist. Use of two banks for
cultures may not be feasible or cost effective. A decision
has to be made about what the function of the individual
bank is and what can be accomplished. Often either slow
growth or cryopreservation (see below) are desired options.
For lines that are seldom distributed, a cryogenic storage
system may be chosen as the sole maintenance system;
safety still can be addressed by having storage at different
sites with independent sources of liquid nitrogen.

The overall functions used in crop seed genebanks
are directly applicable to in vitro systems. Any bank or
collection of cells, etc., is concerned with topics of acqui-
sition, maintenance, distribution, and characterization.
Any information about origin, growth, multiplication, and
characterization of the culture is advantageous and should
be compiled for distribution to the user. There have been
several reviews on germplasm preservation and on mainte-
nance of lines (6-9), and the reader is referred to these for
a detailed discussion of the concepts and concerns. Infor-
mation from banks for animal and microbial cultures also
contain useful insights for management (10-13). Many
issues are very similar for any type of organism, and
differences often exist only in the details.

TYPES OF IN VITRO CULTURES

The in vitro systems that are usually maintained in
a genebank are callus, cell suspensions, root cultures,
somatic embryos, or in vitro plants. Occasionally interest
in the preservation of other higher plant systems (for
example, pollen, isolated sperm cells, tissue fragments)
arises from the research community, but these materials



are not maintained for proliferation, that is, as cultures.
An example here is the isolation of sperm cells from maize
pollen and their cryopreservation, where they can be used
for either transformation and/or in vitro fertilization (14).
Cultured embryonic axes are not usually a proliferative
system and are held as a way to store germplasm where
whole seed storage is difficult (see below).

It is reiterated that germplasm for most crop plants
is maintained as botanical seed and that guidelines
for viability testing (usually germination), storage, and
regeneration are well described. Actual conditions for seed
storage at a bank depend upon available facilities and
monetary support. Pollen preservation is well described
for some species, very similar to seed storage, and very
simply accomplished for many crops (15). Procedures for
maintenance of vegetatively propagated species in field
or greenhouse collections, likewise, are often well defined
and supported by a wealth of practical experience. But the
maintenance of in vitro forms is a recent technology, and
procedures are still being developed (16). Thus there are
not as many useful generalizations and little consensus on
the most desirable procedures for practical maintenance.
Methods often are species specific, and sometimes even
genotype specific, but some aspects of this problem for
crop species have been overcome in many instances. For
example, the substantial in vitro plant collections of potato
and sweet potato genotypes held at several locations are
usually initiated by a single method and cultured on a
single medium.

Callus and Suspension Cultures

Callus cultures can be initiated from virtually any
species. Efficiencies of induction from different plant
organs vary, and the selection of choice depends upon
what characteristics are being sought. Once callus is
proliferating, it can be maintained as callus or inoculated
to obtain a suspension culture. There is extensive
information available on callus and suspension culture
induction, multiplication, nutritional requirements, and
plant regeneration capacity (17,18).

In Vitro Plants

Plants have been introduced into culture from preexist-
ing meristems and micropropagated for a multitude of
species. Some difficulties still exist such as introduction
from mature-phase woody plants (19) and the elimination
of associated endophytic contaminants (20). Once estab-
lished, in vitro maintained plants form an important part
of germplasm maintenance systems for crop plants and
have several benefits, including reduced space for stor-
age, easier retention of the disease-tested state, potential
of freeing the plant from viruses, bacteria, etc., ease of
shipping, and more rapid and efficient propagation (21).
Some of these benefits are more important for herbaceous
crops such as sweet potato and potato, and may be less so
for woody perennial trees or shrubs. For example, in apple
breeding the timely induction of flowering may be required
by the user. Grafting of a bud from scion wood produces
a flower in about 12-18 months, whereas flowering from
an in vitro plant might take several years after removal

from the in vitro condition. But supplying the user with in
vitro apple line would be beneficial for genetic alterations,
using, for example, particle bombardment of meristem
tips, whereby culture and selection would be needed to iso-
late the desired genotype. This example further illustrates
that the bank must determine what form the species can
be supplied to the user. Does the user convert the species
to the in vitro plant, or does the genebank?

Somatic Embryos

Somatic embryos and embryogenic callus or cell suspen-
sions are a means used to micropropagate a selected
genotype and may have advantages with regard to reduced
frequency of offtypes during propagation, asexual embryo
possessing the desiccation characteristics of the sexual
embryo, and potential for packaging for synthetic seed
production. Somatic embryos may be produced from cell
suspensions or may be produced on other embryos, and
may be used for rapid multiplication, artificial seed pro-
duction, or biotechnological studies. The storage of somatic
embryos may be beneficial for holding lines until charac-
teristics of a given genotype can be determined. Elite
genotypes of forest trees are only identified after sev-
eral years of growth, but with current understanding, the
ability to induce somatic embryogenesis only exists while
the plant is in the juvenile state. Somatic embryos are
induced for each line of segregants of a cross and are cryo-
genically stored until the appropriate, useful individuals
are identified for rapid, clonal multiplication. This strat-
egy, of course, would be beneficial for any species where
maturity characteristics take several months or years to
be distinguished.

Root Cultures

Historically, excised roots were one of the first plant
systems to be examined in vitro, and a considerable
amount of information on growth and physiology was
generated. Root cultures are important for secondary
metabolite production and analyses of the pertinent
catabolic and anabolic paths. Renewed interest in root
culture growth and storage has occurred due to the
potential of transforming plants with Agrobacterium
rhizogenes and subsequent plant regeneration from the
root explant.

Recalcitrant Seed/Embryonic Axes

Many plant species produce seed that are not entirely
desiccation tolerant (22). Such seed has been termed
recalcitrant. The critical moisture value, below which
viability is lost, is usually quite high relative to usual
storage moisture conditions. These seeds also are quite
short-lived under higher moisture contents and usual
temperature conditions, such as at -f-4 °C,—5°C, or—200C.
For these species, plants themselves are maintained either
as ex vitro or in vitro lines. But storage of such seed
would be valuable, for example, for collecting species when
seed is the only propagule available, or where quarantine
only allows import of seed and not plants. As will be
described, cryogenic storage of the embryonic axis may be



feasible, given appropriate treatment. Culture of the axis
to regenerate a plant would be used for recovery.

ACQUISITION

The policy of a genebank determines what materials
are to be stored and how they can accommodate new
materials that are either obtained from other locations
or are generated from research activities. Criteria are
established for acquisition into the collection, and these
criteria obviously relate to the mission of the specific bank.
It is difficult to generalize, but the bank function may be
either for a specific crop or for lines that possess specific
attributes. A bank also may exist for patented lines, since
there are requirements for storage at a designated site.
The ability now to transform and genetically engineer
many species potentially could lead to the generation of a
multitude of lines. Although cell lines could be held, the
production of true seed could also maintain the engineered
state for some species. The manner in which the line is held
will relate to the reason it was derived. Was it generated
for production of a product via a bioreactor system or for
ultimate inclusion of gene(s) for a field-grown crop system?
In concept you could store a given line in several different
forms, but the practical issue of what is best will have to
be addressed since bank costs could be quite high. The
tendency of many researchers is to save as many lines as
possible. But costs of doing this are great. Thus it becomes
imperative to evaluate what is being saved and why. It is
impossible to know what the future may require, but some
evaluations or decisions are needed to avoid the extensive
buildup of lines that might never be used. The efficient
ability to generate and select mutant lines of desired
types, such as by site-directed mutagenesis, ultimately
may reduce the need to store some genotypes.

MAINTENANCE

Once stocks are obtained, a suitable protocol for maintain-
ing the culture in a viable state is implemented. This is
generally by growing the culture under normal growth con-
ditions, growing the culture under restrictive conditions,
or cryopreservation. The culture medium and conditions
of growth are described by the supplier of the culture,
but it should not be assumed that the protocol is neces-
sarily optimum nor that extensive tests have been done
to describe growth responses. For most cultures, studies
have not been done to develop either a reduced growth
or a cryopreservation system. What works in one lab-
oratory sometimes is not exactly duplicated in another
laboratory. Amongst laboratories minor variations in the
manner in which chemical stocks and growth media are
made and procedures followed can affect growth charac-
teristics and rate. Detailed, standardized methods need to
be developed and accurately described for all operations of
the genebank. Trained personnel are required for opera-
tions. Computerized systems with bar codes and labels for
cultures and media are helpful for quality control.

An axenic in vitro culture is desired, but the
presence of bacterial contaminants is often difficult to

assess, especially when it may be contained within
the vascular tissue of in vitro plants. Contaminants
on plant culture media often show either no signs of
extensive growth or visually occur only sporadically in
individuals. Certification of cultures as free from microbial
contamination or viral infections is often necessary for
international shipment. Use of enriched culture media
for microbes can identify some problems, but some
contaminants are still elusive.

Normal Growth Conditions

Cell lines are maintained as either callus or suspension
cultures under specified environmental conditions and
are propagated by periodic subculturing. Subculture may
occur every few days for suspension cultures or days to
a few weeks for callus cultures, depending upon growth
characteristics. There is ample evidence to suggest that
some characteristics are altered over time, although
the time frame for such change may be quite variable
among species (23). Numerous reports have shown ploidy
changes and other alternations of the genetic material with
continuous culture of cells, but some lines have proved
remarkably stable over many subcultures. Maintenance
costs, which would include labor, supplies, and growth
space for such frequent propagation, are quite high. Thus
in a practical sense many lines cannot be maintained
in this way unless they are extensively used. It should
also be noted that change in a culture may not be easily
discernible. Change may occur with regard to growth
rate and morphological form, but may also relate to
metabolic alterations that are not directly or immediately
observable. In concept, a culture should be periodically
tested to be sure that it at least has the characteristic for
which is was preserved.

In vitro plants under normal growth conditions are
held at about 20-300C with light photoperiods ranging
from 8 to 16 h and intensities usually supplied by fluo-
rescent or fluorescent/incandescent fixtures. Although
high carbon dioxide/high-intensity light systems (with
sugarless media) give very good growth for in vitro plants
(24), such systems are not reported to be routinely used
in banks. Some optima of the physical environment have
been described for selected materials, but a bank usually
has minimal capacity to provide wide-ranging conditions.
Depending upon the species, type of vessel, and growth
conditions, typical durations between subculture may vary
from 1 month to about a year. Visual inspection usually
is sufficient to determine when a culture needs to be
replenished. In contrast to unorganized tissues such as
callus or suspensions, there is little evidence to suggest
that frequent subcultures lead to variants, providing care
is taken to ensure that the plants regenerated came from
pre-existing apical meristerns, such as from terminal or
axillary buds. Some banks, however, routinely obtain a
fresh culture periodically from the original ex vitro plant
to minimize the potential for selection.

Somatic embryos, once initiated into culture, are often
proliferated by subculturing a portion to fresh medium.
In some cases, somatic embryos form directly on the older
embryos, whereas in other cases, embryos initiate from
embryogenic callus and it is this form of callus that



is transferred. The incidence of change with continuous
culture is argued to be less with somatic embryos than
with callus or suspension cultures, but there is not a
clear answer. As with all other culture systems, the
duration of storage is quite short, being a matter of a few
days to a few weeks. Continued multiplication is again
labor intensive and costly, and is not useful to a bank
maintaining many lines. Delays in transfer affect potential
for somatic embryogenesis, frequency of somatic embryos,
and increase offtypes. Some systems have a range of callus
types within the embryogenic mass, and technicians must
be trained correctly to manipulate the culture.

The growth and subculturing of root cultures is
straightforward. Apical portions of roots are excised and
reinoculated into fresh medium. This is necessary each
month or two.

Embryonic axes are not maintained as proliferative
systems. Culture of an axis at room temperature leads
to "germination" of the axis and results in a seedling.
Subculture of the line would then be done as with in
vitro plants. Cryogenic storage of the axis itself is the
only manner of holding the system without growth and
development.

In addition to high costs and the potential for genetic
change in any of the above systems, frequent culture may
lead to potential problems with mislabeling, introduction
of contamination, culture mixups, and culture loss.

Reduced Growth Conditions

Conceptually, problems associated with normal growth
conditions may be reduced by holding cell cultures
under some sort of growth restriction (25,26). Growth
reduction may occur through use of temperature reduction,
reduced oxygen tension, nutritional restrictions, exposure
to inhibitors, or exposure to osmotic stress. The approach
has been largely empirical in determining what restrictive
conditions are useful. Temperature reduction is the
favored approach, but from literature reports, lower
temperatures have not been as useful for retaining viable
callus or suspensions as they have been for in vitro plants.
Callus or suspension cultures derived from tropical or
subtropical species may exhibit a chilling injury if held
at temperatures below about 15 0C, although this critical
temperature is highly variable among species. It can be
argued that inhibitors or osmotic stress may exert a strong
selective pressure, or even be mutagenic, and can induce
an altered culture or plant that may not easily regain
typical growth when transferred back to normal growth
conditions. There, however, are very few data that directly
address these questions. It is anticipated that answers
would be very species specific. If a suitable condition can
be identified, maintenance costs from labor and supplies
can be reduced.

Costs of maintenance of in vitro plants can be reduced
by restricting growth and subculture frequency. Although
growth inhibitors have been tested in a few systems,
most research has centered on temperature reduction.
In general, a reduction in temperature is beneficial, but
it has been difficult to predict any enhanced longevity.
Reports exist for holding in vitro plants from temperate
zone species over 8 years at temperatures in the range

of 4-10 0C. Cultures may periodically need to have an
addition of fresh liquid medium. If one is dealing with
tropical or subtropical species, chilling injury is often a
concern, and thus in vitro plants cannot be stored below
about 15 0C. The type of container used for storage and its
manner of closure affect frequency of contamination and
of culture desiccation. Various options exist, but the use
of heat sealable, autoclavable plastic seem to offer distinct
advantages (27).

The use of lower temperatures for enhancing duration
of storage has not been extensively reported for somatic
embryos multiplied directly on other embryos. Some
information is available with regard to enhanced longevity
of embryogenic suspensions. While these treatments
may enhance longevity, maintenance of the embryogenic
potential and offtype production must also be critically
assessed. There is little information with regard to using
inhibitors or osmotic stress for reducing the subculture
frequency. Caution is advised, since the embryogenic
process itself is often very sensitive to these stresses.
There are few reports that supply useful information
on preservation of either roots or embryonic axes under
restrictive growth conditions. As with other culture types,
costs of development and application of growth conditions
must be assessed in developing the overall preservation
strategy.

Cryopreservation

The concept behind the use of cryogenic storage (cryop-
reservation) has been that the low temperatures of storage
(ca. -150° to -196 0C) reduce molecular motion such that
normal molecular reactions have a low probability of occur-
ring. At low temperatures remaining liquid within cells
probably exists as a glass in which diffusion is very slow
as a consequence of the high viscosity. Thus some events
that may lead to deterioration and viability loss are much
reduced. In most cases, cryopreservation utilizes liquid
nitrogen as a cryogen because of its inert behavior and
relatively cheap cost. Storage is accomplished within the
liquid (—196 0C) or in vapour phase over the liquid (ca.
— 150° to — 1800C). A reliable source of liquid nitrogen and
a supply tank have to be available to refill the storage vat.
From a practical viewpoint, the ability to cryopreserve a
sample is an advantage because labor costs involved in the
holding of the sample are very low. The cost of the storage
containers and of liquid nitrogen vary considerably among
countries, but probably are comparatively cheaper than
growth culture requirements. The cost of storage contain-
ers must be considered, but they are inexpensive relative
to growth facilities and are much cheaper to operate.

Models of dewars or liquid nitrogen refrigerators are
available that have variable sample capacities. Expected
durations of storage before refilling are published. Storage
systems for samples within the vats also vary. Although
samples can be held in small straws, such as semen straws,
most samples are placed within plastic cryoampoules,
which are available from several suppliers. The 1.2-mL
volume ampoule is often used. If the cryoampoule is stored
within liquid nitrogen, the potential exists for seepage
of the nitrogen into the vial, and upon warming, the
liquid nitrogen is rapidly converted to vapor, building



considerable pressure, which may cause the cryoampoule
to explode. To avoid this potentially injurious condition,
some banks store materials within the vapor phase. There
is some concern whether the somewhat elevated storage
temperatures in the vapor phase may shorten longevity,
but no data are published on this issue. This is indeed a
difficult issue to test directly, but pragmatically one could
argue that even if longevity were somewhat reduced using
storage at ca —160 0C, the duration would be sufficient for
banking purposes. Some mechanical refrigeration systems
exist that can achieve about —135 0C, but a power backup
system must be present in the event of an electrical power
loss. There is no information in the literature to conclude
whether this temperature is adequate for true long-term
storage.

The common storage system for vials within a cryogenic
container is by their attachment to an aluminum cane.
Labeled canes, often in cardboard or plastic sleeves to
avoid vials falling off in storage, are placed vertically
within a suitable box or canister, as supplied with some
dewars. These boxes are stored within either the liquid or
vapor phase of liquid nitrogen. The National Seed Storage
Laboratory uses aluminum cans (2" x 2" x ITO for holding
samples vertically. Placing vials within plastic boxes is
also suitable, but this is more useful for vapor-phase
storage and only within certain types of storage dewars.
Some sort of inventory system is essential. Retrieval needs
to be quick and simple such that other samples are not
warmed in the sorting process. Damage to stored samples
may occur with only a moderate amount of warming,
such as to — 1000C. Conceptually this damage may be
due to devitrification of the glass within the cell, and
the temperature of occurrence would depend upon the
composition of the cell contents.

The use of liquid nitrogen presents some hazards.
Large amounts of nitrogen in confined spaces may lead
to oxygen deprivation, disorienting workers and possibly
even leading to asphyxiation; adequate air circulation
and replacement are obviously necessary. In large-scale
systems, it is beneficial to have automated cutoffs with
low-oxygen alarms. The use of safety glasses or face shields
is very important as a precaution from cryoampoules that
might explode during warming and splashes of liquid
nitrogen that may cause eye damage. Frostbite can also
occur in handling samples that are very cold, and suitable
gloves are necessary when handling canisters at low
temperatures. Be sure not to inadvertently warm any
sample by inappropriate handling.

Cryopreservation for plant systems largely has been a
research topic and, to date, has not been widely imple-
mented. A recent book contains many chapters with
information on the cryopreservation of cultures from
diverse species (28). Basic aspects of cryopreservation in
a range of systems have been described in other publi-
cations (29-32). From studies with plant, animal, and
microbial systems, there has emerged an understanding
of the important stages in obtaining viability from a cul-
ture system. There is often enough information to initiate
studies aimed at developing practical cryopreservation
systems, although answers to many important questions
are unknown or incomplete. The details and concepts for

cryopreservation are described in another chapter (see
Benson). Here it suffices to mention that slow-cooling, vit-
rification, and alginate-encapsulation/vitrification meth-
ods have been reported for protoplasts, callus, suspension
cultures, somatic embryos, shoot tips, and embryonic axes.
Methods for cryopreservation of hairy root cultures have
been reported using both slow-cooling (33) and vitrification
systems (34).

Cryopreservation has been practicable for botanical
seed storage at the U.S. National Seed Storage Labo-
ratory, Fort Collins, Colorado, where currently 33,500
accessions are held in vapor-phase storage. Cryogenic stor-
age of clonal materials is also being expanded. About 1,400
clones of apple are held as dormant, cold-acclimated veg-
etative twigs, which upon warming are grown by excising
the bud and grafting it to rootstocks. Buds from in vitro
plants of several pear species have been cryopreserved at
the National Clonal Germplasm Repository in Corvallis,
Oregon, and shipped to NSSL for storage. Other reposi-
tories are expanding their cryopreservation programs. At
the German Collection of Microorganisms and Cell Cul-
tures, Braunschweig, Germany, over 200 lines of the clonal
potato collection are currently cryopreserved as shoot tips,
and the International Potato Center, Lima, Peru has a
major program to cryopreserve clonal lines of Solarium
sp. Clearly, cryopreservation will be utilized to a greater
extent in the future.

The longevity expected at cryogenic temperatures is
unknown. Research results generally have shown samples
from several animal and microbial systems to remain
viable after 30+ years of cryogenic storage, but this
time frame is short relative to the long storage times
projected. Most studies have shown no loss in viability
with storage, but some suggest problems. For example,
two isolates of Phytophthora clandestina treated with
DMSO lost viability during 4 months of storage in liquid
nitrogen (LN) (35). The ultrastructural appearance of four
Trypanosoma spp. was altered after 30 years of cryogenic
storage; samples differed from those observed after 13
years of storage (36). In these types of studies questions
remain about whether temperatures were always kept
in the cryogenic range and whether samples were
warmed/diluted and assayed similarly. There is a further
problem of comparing quantitative data obtained 30-40
years apart because of changes in methods, reagents
(quality), personnel, etc.

Under cryogenic storage the genetic material of the
organism is still subject to damage from background irra-
diation, and upon warming the accumulation of damage
may eventually swamp the genetic repair mechanisms,
resulting in lethality (or mutations). Limited studies in
animal systems using high irradiation levels with short-
term storage have suggested that this would not be a
problem for at least two thousand years (37). Similar
studies have not been done with plant systems.

An operational question is whether samples should
be warmed periodically to assess viability, such as is done
with true botanical seed samples that are stored at —20 0C.
The latter is performed to determine when viability begins
to decrease such that the sample then can be grown out
and pollinated to obtain fresh seed for storage. Timely seed



regeneration preserves the diversity of gene frequencies
within heterozygous, heterogeneous populations. Periodic
testing of cryogenically stored clonal lines probably is of
little value and would only serve to waste most materi-
als. One strategy might be to have one accession within
each group of preserved accessions represented by more
aliquots. A sample of this accession then can be tested over
time and used as a gauge, albeit qualitative, for viability
decline of the group as a whole.

DISTRIBUTION

Distribution is a key component of a culture bank. Depend-
ing upon how the culture is held, once a request is made
the culture may need to be propagated before a sample can
be sent to the user. Samples of callus may be sent in tubes
with an increased agar content in the growth medium
or portioned on moist cotton or a similar substrata. The
use of gas-permeable bags for shipment has benefits for
shipment to avoid breakage and minimize contamination.
Cryogenically stored samples are usually warmed and
placed under growing conditions before being sent to the
user. Direct shipment of cryopreserved samples is feasi-
ble with suitable insulated shipping containers, but it is
usually simpler, and perhaps more effective in retaining
survival, if the bank does the warming and regrowth of
the culture. Overnight express services facilitate delivery
of the culture to the user before deterioration becomes
significant. In all cases adequate packaging is needed to
minimize breakage or damage of culture containers, and
to avoid extraneous sources of contamination.

CHARACTERIZATION AND EVALUATION

In vitro lines can be initiated from virtually any plant
species. Two events can lead to a change of the line.
One is biological and relates to selection during the
growth process. The other event is the inadvertent mixup
that may occur through mislabeling or other events in
dealing with propagation where many lines are held. A
number of different tools exist to determine the proper
characterization of the line. Metabolite analysis can be
used where the culture possesses some distinct attribute.
Isozymes have been examined in a number of species,
but are not reported to be widely used for plant culture
characterization. The great expansion of techniques used
to examine the genome can be used to characterize the
line. Thus microsatellites, RAPDs, RFLPs, AFLPs, and
other analyses can characterize the line and be used for
comparisons of identity over storage time (38,39). This can
be very important to a culture bank, but development and
application of these techniques can be quite costly. Thus
these are not routine at most banks, but probably will be
incorporated as methods become simpler and costs decline.

INFORMATION MANAGEMENT

Within germplasm banks, information is critical in
decisions about what accession(s) can fulfill needs of the
user. Large-scale computer programs have been developed,

such as the Germplasm Resources Information Network
(GRIN) for the U.S. National Plant Germplasm System (5).
This compiles passport, descriptive, and availability data
for crop germplasm important to U.S. agriculture and is
accessible through the Internet (http://www.arsgrin.gov).
Many smaller commercial programs for data management
exist and can be modified to fit the needs of the individual
bank. The data system is useful not only to the user but
also for management of the system itself. Development
and expansion of database capabilities, use, and linkages
certainly facilitate culture use.

BANKING ISSUES

The discussion herein has described many issues that
are pertinent to genebanks. Two crucial items need to
be summarized since they are crucial for bank operation.
These relate to the cost of the overall culture system and
the safety of materials within the bank.

Costs

The costs needed to operate banks differ considerably
among the types of storage used. Likewise, costs for labor,
supplies, and electricity vary among countries. Hence, it
is of little value to try to assign actual costs for processes.
It is, however, valuable to list what might be major cost
considerations in operating a genebank.

With normal growth condition storage, costs occur
due to labor, expendable supplies, equipment, and
electrical power to operate the growth facility. Purchase
or construction of suitable growth rooms or incubators
and the periodic repair of them must be factored in.
From a safety viewpoint, any growth facility must have
some mechanism to avoid temperature extremes. This
requires some type of automatic shutoff of all systems
(refrigeration, heating, lights, fans, etc.) such that cultures
are not lost due to temperature extremes. Alarm and
personnel notification systems are now readily available.
These are most valuable during off hours when personnel
are not present manually to turn off the system. Virtually
the same equipment costs exist for reduced growth storage.
Cost reductions from restrictive growth conditions usually
are due to decreased needs for supplies and labor for
subculturing; however, some of this reduction may be
offset by increased power consumption and repair needs.

Cryopreservation using liquid nitrogen systems has an
initial labor and supply cost associated with processing the
samples. Initial costs of the storage tanks may be high,
but long-term maintenance, compared to growth rooms,
is considerably less. Automatic low-level detection and
filling options also are available. The cost, availability,
and reliability of liquid nitrogen supply to the facility is
also a major factor in determining what is the best strategy
for efficient management.

Safety

The most critical issue affecting the conservation is the
safety of the maintenance or storage system such that lines
are not lost. It is obvious that many can never be replaced
and others may be, but often at an extreme cost. A solution



for safe storage is holding samples in two, preferably dis-
tinctly different, locations. Cryogenic storage in one site
may serve as the backup to materials held in growth con-
ditions at another site. Again the cryogenic condition is
used because it is cheaper in the long run than a duplicate
held in growth conditions. If only cryogenic storage is used,
samples could be held in two different containers, prefer-
ably at two sites. Whatever the mode of preservation,
some sort of replication is needed. Safety of storage is only
part of the overall process, however, and safety of preser-
vation also requires extreme attention to avoid problems
of mislabeling, culture mixups, and contamination, all of
which ultimately affect the integrity of the system. The
importance of adequate training and dedication cannot
be overemphasized, since, in large part, human activities
account for all stages of the preservation process.
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INTRODUCTION

A wide variety of bioreactor configurations have been used
to cultivate plant roots. Bioreactors range from traditional
stirred tanks to unusual configurations such as a rotating
drum (1-3). From these reviews, it is apparent that plant
roots in culture can be grown at a small scale in virtu-
ally any reactor configuration. While any given study may
present the "best" performance of several configurations
tested, few studies critically discuss scaleup to industrial
scale production. If the product is sufficiently expensive,
and volume is sufficiently small, then virtually any biore-
actor could be used. However, the major interest in root
cultures is for products with a large market. An example
calculation of production and market scale based on "typi-
cal" plant root culture growth and productivity provides a
useful starting point to emphasize the importance of scale
(and scaleup) when considering alternative bioreactor
designs. The rate at which root cultures grow, coupled with
a specified yield of desired product, is sufficient informa-
tion to calculate the culture volumes that will be required
to produce a specified mass of product. Assuming an aver-
age specific growth rate of 0.25 day"1 (doubling time of 2.8
days), growth to a final tissue density of 250 g FW/L, and
a 2-day reactor "turn-around," the biomass productivity
would provide roughly 1 gram of cell biomass produced
per liter of culture volume per day. A moderate market
volume of 1000 kg product per year that is produced as
10% of the biomass dry weight, would require a daily

operational volume of 35,000 L. Using a working culture
volume that is roughly 75% of the nominal reactor volume,
this hypothetical process would require a reactor volume
of roughly 50,000 L, operating 280 days a year. Figure 1
shows the sensitivity of the required reactor volume to
cellular productivity. Although it is possible to fabricate
different production scenarios, this analysis should make
it clear that the production volumes of interest are excep-
tionally large, and scaleup is a dominant consideration for
feasibility of root-culture-based processes.

While the scales of production indicated in Figure 1
are not inconceivable for a bioprocess, utilizing roots as
the biocatalyst at such a scale is a formidable challenge.
The technical objective of this work can be thought of as
fitting the roots of a full-grown tree into a reactor. From
an engineering perspective, the real challenge is achieving
growth of a several ton mass of roots at tissue concentra-
tions that approach 50% of the physical volume available
within the reactor. A consideration of equal importance
is the recovery of biomass or product from such a reactor
configuration. Based on these observations, scaleup and
product recovery will be central themes in this discus-
sion of bioreactor growth of root cultures. After discussing
the influence of product recovery on reactor design, the
sections that follow examine in more detail the influence
of root culture growth kinetics, morphology, and reactor
transport properties. The discussion will emphasize those
reactor configurations for which scaleup appears promis-
ing based on experience at the pilot scale and logic. Since
no commercial process yet exists, many of these assertions
are speculative, and these hypothetical "best practices"
remain to be demonstrated at an industrial scale.

H

kg product / year
Figure 1. Reactor process volume needed for a 40-week (7-day
per week) production schedule when product is formed at a rate
corresponding to 0.1% (•), 1% (•), and 10% (o) of the root biomass
volumetric productivity.
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INFLUENCE OF PRODUCT RECOVERY ON BIOREACTOR
DESIGN AND OPERATION

If a metabolite can be continuously produced and
released to the surrounding media, then the tissue
biomass is effectively reused many times. Under these
circumstances, the root tissue is acting as a catalyst. In
contrast, if the product is retained intracellularly, the
roots must be periodically and destructively harvested.
Therefore, although the tissue provides the biocatalytic
activity for an intracellular product, the root biomass
is handled as a product, and is not a true catalyst
in the sense that it is effectively consumed in the
production process. The two production scenarios depicted
in Figure 2 therefore represent contrasting extremes
in production strategy where extracellular products
are produced in an essentially continuous manner,
and intracellular products are produced in a batch
process.

Bioreactors for Recovery of Intracellular Metabolites

Many root metabolites are retained inside the cells — par-
ticularly in the vacuolar compartment (4). Such a
sequestration of product might require destructive harvest
of the tissue. Under some circumstances it might be
desirable to market root tissue where the consumer
associates the product with a root (such as ginseng, for
example) or as plant tissue (such as for herbal tea).
Simplicity of design is critical for tissue recovery. Even at
moderate root tissue concentrations, the biomass becomes
interlocked and essentially a solid mass of tissue. The
specific gravity of most root tissues in culture is very close
to 1.0 g FW/mL (5); therefore, a root tissue concentration
of 250 g FW/L corresponds to tissue occupying 25% of
the bioreactor working volume. The typical use of a
scaffold for root attachment within the reactor is not
desirable if tissue must be harvested. Although the
presence or absence of a support matrix may seem
to be a minor design change, this difference directly
impacts the operational strategies in Figure 2, because
a matrix severely impairs the ability to recover the
tissue. Support elements have been designed with the
intent of permitting tissue recovery (6); however, given
the production scales of interest, this approach does not
seem practical. The advantage of a support matrix is
that it improves performance due to more uniform tissue
distribution, as discussed in more detail in the subsection
below on reactor inoculation. Therefore, a requirement for
tissue harvest conflicts with the need to provide for tissue
distribution to avoid localized root clumps that become
nutrient limited. The organization of this article around a
theme of intracellular versus extracellular products serves
to emphasize this difference related to ease of tissue
recovery. The simple bubble column and the traditional
stirred tank are reactor designs that facilitate tissue
recovery (Fig. 3). It is important to note that most of the
literature descriptions of these bioreactors are presented
as examples of problems. Less well recognized is the
observation that essentially all "improvements" to these
simple reactors effectively eliminate the ability to recover
biomass easily.

Figure 3. Reactor design for intracellular products.

Bubble Column. A simple bubble column is not much
more than an aseptic process tank fitted to facilitate gas
sparging. To be consistent with the objective of tissue
recovery, air-lift reactors that employ draft tubes or
other vessel internals will be discussed in the section
on bioreactors for recovery of extracellular metabolites.
Bubble columns have been used for extremely large-scale
fermentation (>500,000 L) for which mechanical agitation
is no longer practical. Descriptions of bubble column

Bubble Column
(no matrix)

Stirred Tank

Figure 2. Influence of product recovery on root culture reactor
design and operation. For extracellularly recovered products, the
tissue acts as a catalyst; roots are effectively the product for
intracellularly retained metabolites.
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performance can also be found for use in nonbiological
gas-liquid contacting (7). Reports on the performance
of root cultures in simple bubble columns are limited
(Table 1) (8-20).

The vessels used often appear to reflect adaptations
of available vessels rather than typical bubble column
design. The largest bubble columns reported to date
were fabricated from an inverted 20-L carboy (11) and
an inverted water bottle (D.-C. Yang, personal commu-
nication, 1999, see Table 1). Earlier work by Rhodes
et al. (21) utilized a 1-L stirred fermentor vessel with-
out the impellers. Smaller-scale sparged vessels include a
wide variety of geometries such as sparged Erlenmeyer or
pear-shaped flasks (22). Much of the descriptions of this

work are qualitative, and provide little if any information
on the effects of geometry or operational conditions; how-
ever, it is very clear that the distribution of the tissue
and tendency of roots to accumulate in localized clumps
is the biggest problem with this design. Although simple
bubble columns usually display poorer growth than other
small-scale reactors (1,23), the ease of recovery of tissue
from a simple unbaffled bubble column may outweigh the
advantages of more complex designs. This approach would
likely rely on tissue harvest at relatively low root tissue
concentrations. Since productivity of simple reactors is
likely to be lower than more sophisticated reactor designs,
we have proposed the use of a low-cost reactor technology
that will greatly reduce capital investment and production

Quantities in parentheses are assumed based on other information in the article, but not explicitly given in the reference.
"Effective doubling time calculated as ln(2) — At/ In(Xf/Xi), not indicative of maximum doubling time (At is the total culture interval).
^Calculated based on assumed fresh / dry weight ratio of 20.
cUnpublished data carried out in pilot-scale reactor of design described in Ref. (20).
dDeok-Chun Yang, Principal Research Scientist, Ginseng & Tobacco Research Institute, Korea, personal communication, 1999.

Table 1. Tabulation of Performance of Root Cultures in Pilot-Scale Reactors. Bioreactors that Permit Tissue Recovery are
Listed in Order of Volumetric Biomass Productivity. Bioreactors that Permit Recovery of Extracellular Metabolites from
Roots Attached to a Matrix are Listed in Order of Tissue Density

Volume
(w.v.)

5

100
2.5
20
10

300

20

14

12

14

14

15

15

15

3

20

500

8
(26.3)

Total
mass

(gDW)

44.5

881
15

200
67.5

1755

200

507

248

243

210

180

179

151

21

126

1990

276

e.3b

Reactor type

Biomass recovery
Stirred tank

Bubble column
Bubble column
Bubble column
Stirred tank

(intermittent)
Stirred tank

(intermittent)
Bubble column

Media recovery
Bubble column /

trickle bed (+O2)
Isolated impeller

Bubble column /
trickle bed

Bubble column /
trickle bed

Bubble column
(+ matrix)

Bubble column /
trickle bed

Bubble column /
trickle bed

Bubble column
(+ matrix)

Isolated impeller

Bubble column /
trickle bed

Trickle bed
Nutrient mist

Root culture

Hyoscymus
muticus
H. muticus
A. belladona
Panax ginseng
Atropa

belladona
A. belladona

Tagetes patula

H. muticus (T)

Datura
stramonium
H. muticus (R)

H. muticus (T)

Solanum
tuberosum

H. muticus (R)

H. muticus (T)

Duboisia
leichhardtii

Calystegia
sepium

D. stramonium

D. stramonium
Nicotiana
tabacum

(gDW/L)

0.2

0.26

0.2
0.25

(0.415)

0.4156

0.2

0.178

0.2

0.2

0.14

0.22

0.17

0.56

0.03

(0.2)

7 x 10~56

Xf
(gDW/L)

8.9

881
6.0

10
6.75

5.856

10

36.2

20.7

17.4

15

12

11.9

10.8

7.0

6.3

3.98

SAb

0.246

At
(day)

11.9

31
21
45
60

60

25

37

34

38

28

28

16

77

15

64

28

Doubling
timea

(day)

2.17

5.67
4.28
8.46

14.9

15.8

3.3

5.4

5.33

6.3

4.3

4.95

2.67

20.4

1.94

13.86

2.9
2.39

Productivity
(g DW/L/day)

0.731

0.28
0.276
0.217
0.106

0.091

1.44

0.555

0.506

0.389

0.42

0.417

0.664

0.084

0.418

0.059

0.0086

Ref.

(8)

C

(9)
d

(10)

(10)

(11)

(12)

(13)

(12)

(14)

(15)

(14)

(12)

(16)

(17)

(6)

(18)
(19)



costs (24). The successful application of this technology to
plant cell suspensions has been demonstrated (20) and
an application to root culture at 100 L (w.v.) successfully
generated 24 kg fresh weight of root tissue in 31 days.

Stirred Tanks without Attachment Matrix. The problems
of tissue clumping can be avoided by dispersing the
tissue in a traditional stirred tank bioreactor. Growth
of root cultures in traditional stirred tank fermentors
has been attempted with various degrees of success.
The productivity of an intracellular metabolite will be
proportional to the biomass productivity calculated as
the grams dry weight per liter per day. The tabulation
of performance of root cultures in pilot-scale reactors
(Table 1) reveals that stirred vessels have displayed some
of the highest reported biomass productivities. Under
conditions developed for cell suspension culture growth, we
observed the biomass accumulation rate for Hyoscyamus
muticus root cultures was comparable to shake flask
cultured tissue (8). Our observations were similar to
Hilton et al. (25), where the root tissue did not maintain
its typical morphology. Instead, the interaction with the
impeller resulted in a slurry of tissue fragments that
were roughly 1 cm in length. Growth of Tagates patula
in a 2-L stirred tank was more than a 6.5-L bubble
column (26); however, it is important to recognize that
for small vessels, the tissue can become immobilized on
the probes and baffles (see photograph in Refs. 17,27).
As a result, the small-scale vessels perform as if they
contained an immobilization matrix and are subject to
issues described in the next section. It is likely that
some cultures will perform poorly under conditions of
mechanical stress; however, reports of an inability to grow
cultures (28) are often based on limited testing of growth
conditions. Even in situations where the performance of a
stirred tank is less than other lab-scale reactors (1), the
ability to scale up, combined with the potential use of
established technology, could favor this approach. The
potential of this approach is ultimately dependent on
the effect of mechanical stress and altered morphology
on metabolite productivity. Therefore, when considering
alternative reactor designs that have the potential for
scaleup, the use of traditional stirred tanks should not
be entirely discounted. This approach would clearly be
attractive to companies that have bioreactor capacity
available.

Intermittent operation of an impeller is a potential
compromise between mechanical stress and periodic
dispersion of the tissue. This technique was used by
Kawamura et al. (10) to grow root cultures of Atropa
belladona in 10- and 500-L stirred tank fermentors.
These cultures were quite slow growing and were
apparently not transformed by Agrobacterium rhizogenes;
therefore, it is difficult to assess whether the observed
slow growth was an intrinsic characteristic of the
culture or imparted by the culture environment. Intrinsic
culture growth rate is an important aspect of bioreactor
performance characterizations that is often overlooked.
This will be discussed in more detail in the next
section under principles of bioreactor operation. Another
possible means of achieving tissue dispersion in a stirred

tank might be the partial dedifferentiation of roots
using phytohormones. Such a dedifferentiation might
be accomplished with low levels of phytohormones. It
should be warned, however, that phytohormone-induced
"callusing" would have detrimental influence on many
root-derived metabolites that are closely linked to the
developmental state of the root. In those cases where
dedifferentiation is possible, the root culture might be
useful as a means to stabilize against the typical decline
in productivity observed in cell suspensions.

In Situ Destructive Harvest. An alternative operational
strategy for intracellular products is to facilitate destruc-
tive extraction and recovery within the bioreactor ves-
sel. Although this could increase the time for reactor
"turnaround," it does eliminate the need for tissue han-
dling and separate extraction vessels. The ability to
separate spent media from root tissue by simple drainage
could provide a distinct advantage to this approach. The
extent of media drainage is highly dependent on physical
characteristics of the root culture, as will be discussed in
more detail in the section on root morphology. In terms of
reactor design, an in situ destructive harvest would allevi-
ate the requirement for intact tissue removal. Therefore,
the reactor designs discussed for extracellular product
recovery could be utilized for this application. The dis-
advantage of in situ destructive extraction is potential
problems of vessel cleaning and validation for subsequent
growth.

Bioreactors for Recovery of Extracellular Metabolites

The "ideal" root culture production system would involve
the recovery of an extracellular metabolite where the
culture is initially grown to a high biomass loading, and
production is facilitated by long-term continuous perfusion
of the catalytic bed of roots. For this production scenario,
the slow rate of growth of plant tissue culture has minimal
impact on overall process economics. Since the potential
for volumetric productivity is proportional to biomass,
reactor designs should facilitate high biomass loadings.
The ability to achieve and sustain high-density root
culture at an industrial scale is a unique challenge. The
presence of an attachment matrix provides for distribution
of growing tissue, and provides mechanical support for
liquid dispersed reactors. The presence of a matrix does,
however, make it exceedingly difficult to harvest the
biomass, as discussed in the previous section. The use
of an immobilization matrix is therefore a logical choice
for metabolites that will be recovered from the media. Such
a matrix can be employed in a bubble column or stirred
tank of the types described above, or a spray-type reactor
where media is dispersed over the root bed (Fig. 4).

The maximum root tissue concentration that can be
achieved in these systems is dependent on the delivery
of oxygen and other nutrients into the dense matrix. The
mechanisms of nutrient delivery are quite different for the
reactors shown. A bubble column relies on the dispersion
of gas, an isolated impeller provides enhanced convection,
while the spray or trickle-bed reactor enjoys greater gas
contacting at the expense of media contacting.



Figure 4. Reactor designs for recovery of extracellular metabo-
lites from roots attached to a support matrix.

Airlift/Immobilized Bubble Column. Gas sparging in the
draft tube "riser" of an airlift bioreactor provides both
gas contacting and liquid circulation. Designs can usually
be classified as either internal or external loop, both of
which have been studied quite intensively for industrial
application (29). The internal loop is typically a concentric
cylinder with sparging in either the inside or outside
annulus. The external loop is two vertical standpipes that
are connected to permit circulation. Root clumps quickly
entangle on bioreactor internals; therefore, culture roots
become immobilized. This type of localized entanglement
was also observed in a liquid-impelled loop, where the
circulation is similar to an airlift, only the fluid circulation
is driven by an immiscible extraction phase (26). The
problems of blockage of the circulation flow path result
in an uneven immobilization of the tissue at a relatively
low reactor tissue loading. As a result, this type of reactor
lacks the simplicity to permit harvest of the simple bubble
column, and does not have the advantage of more uniform
distribution that can be achieved in a more dispersed
attachment matrix. Bubble columns that contain an
attachment matrix such as a wire mesh or process packing
elements have been very widely utilized (1,30,31). These
matrices contain a uniform distribution of "pinch points"
that entrap the inoculum root fragments early in the
culture period. Uniform distribution of the root tissue
delays the onset of mass transfer limitations that would
be encountered if the roots clustered in certain regions of
the reactor. The mixing in a bubble column root reactor
rapidly declines as the biomass increases, which limits the
availability of oxygen for respiration (32,33). The energy
provided by the rising and expansion of the sparged gas
is simply not adequate to overcome the flow resistance
in the roots. In a recent 15-L bubble column study, we
observed mixing times of nearly 5 h when the reactor
reached 200 g FW/L. The immobilized bubble column
bioreactor should be scalable for low to moderate tissue
concentrations. Therefore, although it is unlikely that this
reactor configuration can provide tissue concentrations
greater than 15 g DW/L, the simplicity might justify use
at lower tissue concentrations.

Isolated Impeller/Convective Flow. Contact of the roots
and impellers can be avoided if the roots attach to
a matrix outside the impeller zone in a stirred tank
bioreactor. The typical implementation involves a "cage"
that surrounds the impeller (13,17,34). Impeller-induced
convection provides growth to high tissue concentrations
(Table 1). The local root concentrations are higher than
indicated by concentrations based on working volume
because the impeller zone remains free of tissue. The
extent to which performance will scale is not clear,
since larger vessels will have proportionately thicker
root zones that require convective nutrient delivery.
The typical scaleup criterion for mechanically agitated
bioreactors based on constant power per volume would
suggest that the energy available to provide convection
will not increase upon scaleup. A recent quantitative
assessment of power dissipation in root beds suggests
that it may not be possible to realize such convective
performance enhancements at a large scale (35). Growth of
root cultures in tubular convective flow reactors provides
necessary kinetic information under non-mass-transfer-
limited conditions (36), but these are not reactors that
have significant application as production systems (35).

Trickle-Bed Bioreactors. Liquid dispersed bioreactors
permit removal of the majority of the medium that
is the source of the mixing and oxygen mass-transfer
limitations of submerged root culture systems. Medium is
drained into a reservoir, and recirculated by spraying
at the top. Virtually all reports of performance for
small-scale liquid-sprayed vessels display encouraging
results (37-39), and our laboratory has recently used this
configuration to achieve root tissue concentrations that are
more than double the highest previously reported tissue
concentrations reported for other bioreactor configurations
(Table 1). Trickle operation is typically initiated after a
submerged bubble column phase to provide for tissue
distribution on the support matrix. A downward co-current
flow of gas and liquid is preferred to counter-current gas
flow because it facilitates drainage and provides more
uniform availability of oxygen. An upward flow of gas in
a trickle bed can result in column flooding, which is the
situation where the media accumulates within the column
by bridging the small gaps between adjacent roots. Co-
current down-flow of gas prevents "flooding" by providing a
gas-phase pressure gradient to assist gravity drainage and
displace accumulating liquid down through the column.
The sustained availability of oxygen is reflected in high
growth rates and sustained oxygen uptake rates (OUR) to
high reactor tissue concentrations (12). Once high tissue
concentration has been attained, the packed bed of roots
can be treated as a catalytic reactor, where productivity
will be dependent on the continued long-term release
of product to the media. The challenge that remains
for these reactors is the development of principles for
scaleup, which is addressed in the final section of this
article.

Nutrient Mist Reactors. Nutrient mist bioreactors pro-
vide a potential means of delivering the liquid phase as an
aerosol rather than a trickling liquid film. The ability to
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scale these systems will be dependent on the penetration
of the aerosol into the bed. It has been argued that media
will be depleted of nutrients on a scale of 1-3 L (34); how-
ever, recent experimental measurements have suggested
that a greater depth of penetration should be possible
for aerosol-based nutrient delivery (40). Details of aerosol
technology applied to plant tissue culture will be discussed
elsewhere in this encyclopedia, and will not be repeated
here. A qualitative comparison of the nutrient mist and
the trickle bed may help clarify the difference between
these superficially similar reactor types. In the trickle
bed, the medium is sprayed as relatively large droplets
onto the top of the root column. The liquid is delivered
to the bed by gravity and the momentum imparted by
the pressure drop of the spray nozzle. The gas phase is
typically operated at comparatively low superficial veloc-
ity and has minimal influence on media delivery. As a
result, the spray of the trickle bed is deposited onto a
relatively narrow zone of the upper part of the root bed.
In contrast, the nutrient mist aerosol particles are so fine
that their delivery to the root bed is primarily depen-
dent on convective gas flow. These small aerosol particles
tend to follow gas flow streamlines, which results in depo-
sition throughout the root culture bed. In principle, it
is possible to deliver aerosolized media in proportion to
metabolic requirements. However, this approach would
be counterproductive if the metabolite is to be recovered
from the recirculating media. Aerosol capture (or cumula-
tive aerosol capture along the root bed) could eventually
result in a trickle-film environment within the root bed.
The extent to which current reports of nutrient mist biore-
actors behave as aerosol-based trickle-film bioreactors to
provide distributed liquid delivery along the axis of the
reactor is not clear.

Cyclic Gas-Liquid Dispersed Reactors. Reactors such as
a rotating drum (39) or ebb-and-flow (1,41) type vessel
expose the root tissue to cyclic submerged and exposed
tissue environments. Although these have been used with
considerable success, they will not be discussed at length
here because these reactors have limited potential for
scaleup. The rotating drum provides excellent gas-solid
liquid contacting, and rotating biological contactors
have been used for wastewater treatment. For smaller-
scale root culture (<5000 L), this might prove useful,
particularly for an application such as biotransformation,
where large processing volumes could be achieved with
a relatively small reactor volume. However, even in
this capacity, the performance enhancement would have
to be substantial to justify the increased mechanical
complexity over a liquid-dispersed reactor. At a small
scale, the ebb-and-flow or fill-and-drain reactor can
provide reasonably high superficial liquid velocities that
approach rates needed to overcome boundary-layer mass-
transfer limitations. In this manner, such a reactor is
similar to the convective flow reactor mentioned above.
Unfortunately, the ability to achieve rapid cycle times
and reasonable superficial velocities is quickly lost upon
scaleup; therefore, it seems unlikely that performance
would be any greater than other bioreactor configurations
at a large scale.

Facilitated Release. Metabolites can be recovered from
the media if secreted, or if the release can be facilitated
from intracellular stores. The nature of sequestration of
intracellular metabolites has important implications on
the ability to facilitate release without loss of viability (42).
The ability to facilitate release of molecules partitioned
based on pH will be dependent on the ipKa of the
metabolite of interest (43). In cases where extracellular
accumulation is limited by aqueous solubility, providing
an extracelluar sink can be an effective means of
facilitating extracellular accumulation of a root metabolite
(18,44). Release facilitated by nonspecific membrane
permeabilization is usually accompanied by substantial
cell death. Review of integrated product recovery can be
found elsewhere (45). Many of the studies of metabolite
release have been conducted with plant cell suspension
cultures. An interesting aspect of root cultures is the
localization of growth in the meristem and typical
accumulation of metabolites in the maturing root tissue.
This spatial separation of developmentally controlled
metabolite formation can provide the opportunity to
recover product selectively without affecting biomass
growth. In principle, 90% of the biomass could be destroyed
without affecting continued growth. We recently employed
this logic with beet root cultures for the release of
betalains (46). Growth was sustained even for 50% release;
however, localization of viability using tetrazolium dyes
clearly indicated that the retained growth potential was
due to survival of the nascent lateral meristems — much
of the mature tissue was killed by the procedure.

A general design consideration for extracellular
metabolite recovery is minimizing the volume of the aque-
ous phase. This reduces media volume if changes in media
properties are required (such as pH or temperature), as
well as minimizing dilution and liquid process volume. An
advantage of liquid-dispersed reactor designs is the abil-
ity to minimize the liquid volume needed to support root
culture growth. It is possible to achieve a biomass to liquid
volume ratio greatly in excess of 1000 grams of tissue per
liter of media, since the liquid volume is a small fraction
of the reactor volume (47).

PRINCIPLES OF BIOREACTOR OPERATION

The preceding summary of reactor design considerations
that are affected by metabolite storage and transport
is not by any means a comprehensive review of reactor
design principles applied to the growth of roots in reactor
systems. We have published more detailed accounts of
design principles in a series of book chapters, including
fluid dynamics (5), inoculation and liquid mixing (48),
root morphology effects (8), and oxygen transfer and
scaleup (49). Some of this information is summarized
below with a continued emphasis on effects on scaleup and
choice between intracellular versus extracellular product
recovery.

Growth Kinetics

Biomass Accumulation. Root cultures vary considerably
in the intrinsic rate of growth. For organisms such as



bacteria, growth is truly exponential, since each cell after
deviation is (in general) capable of continued growth.
The specific growth rate, or logarithmic growth rate, is
a measure of the growth potential per unit biomass:

(D

The fundamental nature of root biomass accumula-
tion is not so clear. Growth results from cell division at
the meristem and subsequent cell expansion in the zone
adjacent to the meristem. The vast majority of the cells
in the root culture are not undergoing either division or
cell expansion. Descriptions of growth based on branching
patterns have been developed (50). Despite the complex
morphology, there are numerous descriptions of root cul-
tures that display logarithmic growth. Often the precise
nature of growth kinetics is less important than a compar-
ison of biomass accumulation in different reactor systems.
For these comparisons, the calculational basis such as dou-
bling time or effective specific growth rates is not critical. It
is important to recognize that cultures that display higher
growth rates provide a more sensitive reactor comparison.
Rapid nutrient consumption — particularly oxygen — will
emphasize the influence of differences in environment pro-
vided by different reactors. Slower-growing roots will be
less sensitive to environment and will underestimate reac-
tor differences. Biomass accumulation can be affected by
virtually any nutrient or environmental condition, includ-
ing temperature, pH, organic, and inorganic nutrients.
For many of these parameters, achieving growth is a mat-
ter of having adequate bioreactor monitoring and control.
Optimal conditions have not been explored for most root
cultures, and observed growth rates reflect typical media
and culture conditions.

Media sterilization is an example where scaleup
can influence biomass indirectly. Figure 5 shows the

differential growth rate observed for beet root cultures
grown on autoclaved versus filter-sterilized B5 (51)
medium that contains fructose as the sugar source. The
poor growth observed on autoclaved fructose medium can
be attributed to the formation of toxic compounds from
thermal degradation (52). Media stability is relevant to
scaleup because steam sterilization time usually increases
from the bench to pilot scale, and can be reduced at large
scale through the use of a continuous sterilizer. This is an
example where poor performance at the pilot scale could
reflect media deterioration rather than bioreactor design
problems.

If the metabolite can be recovered from the media,
as depicted in the scenario in Figure 1, then the rate
of culture growth only needs to be reasonably rapid
to establish the catalytic bed of roots. In contrast,
growth rate is critically important for the recovery of
intracellularly accumulated metabolites. As presented in
Table 1, volumetric productivity is a primary concern for
metabolites that will be recovered from tissue biomass.
Because volumetric productivity is proportional to tissue
concentration, the operational tissue concentration during
growth has a substantial impact. For example, a root
culture with the same specific growth rate that is sustained
from 100 to 200 g FW/L will have less than 60% of the
volumetric productivity of the same culture grown from
200 to 300 g FW/L. This provides motivation to sustain
growth rates at high tissue concentration.

Inoculation. Plant cell suspension cultures display
reduced growth rates or extended lag phase if inoculated at
low cell concentrations (53). This phenomenon is referred
to as a "minimum inoculation density." Root cultures do
not appear to display a critical minimum inoculation. In
fact, we have observed improved growth rates for tissue
inoculated as low as 0.02 g FW/L. The significance of this

Figure 5. Photograph of beet root culture displaying dramatically different growth in shake flask
culture when grown on: (a) autoclaved and (b) filter-sterilized media. Presented as an example of
a parameter that can complicate interpretation of reactor performance if sterilization procedures
are changed for different reactor scales or designs.



observation is that the tissue inoculation level does not
place limitations on the density at which a bioreactor
can be inoculated. This is particularly important for
root tissue because tissue handling is problematic. The
inoculation of a large-scale system can be accomplished
with a relatively small amount of inoculum as long as there
is sufficient tissue to provide for distribution throughout
the reactor (14).

Oxygen Utilization Kinetics. As with virtually all aerobic
culture systems, providing adequate oxygen is the major
performance constraint for roots cultured in bioreactor
systems. Of particular interest are the intrinsic kinetics
of oxygen utilization. We have shown the consumption of
oxygen to be limited by the diffusion inside the tissue,
where oxygen uptake from the media is shown to be
proportional to the concentration of the dissolved oxygen
in the surrounding medium (15). In addition, the linear
extension rates of root cultures of H. muticus increased
with oxygen partial pressure (49). An important kinetic
parameter for oxygen utilization is the critical oxygen
pressure (COP), which is the oxygen tension at which
growth will become impaired due to inadequate oxygen
supply. The COP of A. belladona root cultures has been
reported to be as low as 50% of saturation of air in
media (54). Interpretation of the physiological meaning
of COP for roots is complicated by intratissue transport;
however, the engineering significance is straightforward.
Such a high apparent COP indicates that growth rates
will be reduced under conditions of relatively high
oxygen availability. It is important to recognize that
the biological oxygen demand (BOD) of a culture will
be proportional to the growth rate; therefore, different
root cultures will display different kinetics, and the
likelihood of oxygen limitation will be greater for faster-
growing root cultures. This dependence of oxygen demand
on relative growth rate is reflected in different tissues
of the same root. The localization of cell division in
the meristems presents another important constraint
for oxygen utilization. We have shown that the oxygen
demand of root meristems can be ten times greater than
the bulk tissue. The implications of high local oxygen
demand at the meristem is that the local mass transfer
coefficient must be much higher than would be predicted
by the average oxygen demand measured from overall
reactor oxygen consumption (55). The influence of oxygen
demand and availability will be discussed in more detail
in the section on principles for bioreactor design and
scaleup.

The preceding observations indicate the difficulty in
obtaining and interpreting information on intrinsic kinetic
parameters for root culture growth and oxygen demand.
Relatively sophisticated bioreactor geometries have been
implemented to measure these kinetics under defined flow
conditions (56,57). The tubular convective flow reactors
are particularly useful for BOD measurements under non-
mass-transfer-limited conditions (36,54,58,59). It should
be kept in mind that these bioreactors are designed
for experimental measurements and not intended to be
used as production-scale reactors. Most of these studies
have come to similar conclusions where linear velocities

of roughly 1 cm/s past the surface of the root are
required to overcome nutrient mass-transfer limitations.
For the purpose of design, our laboratory utilizes
measurements obtained from a rapidly growing clone of
H. muticus to provide an upper bound for oxygen transport
requirements. These correspond to bulk tissue oxygen
demand of 0.01 mmol O2/g FW/h and meristematic BOD
of 0.10 mmol 02/gFW/h. For circumstances where direct
measurements of BOD are not available, it is possible to
obtain estimates of oxygen utilization based on growth
rate and typical culture yield and stoichiometry (60). It
should also be noted that oxygen demand can increase
substantially during stress- or elicitor-induced metabolite
formation.

Inorganic Growth Kinetics. Growth kinetics are often
expressed in a saturation form with respect to the
inorganic substrate (S),

(2)

where /xmax is the maximal rate that is observed at high
substrate levels, and ks is the saturation constant. The
parameter ks is often referred to as an affinity because
it reflects the concentration of substrate at which growth
rate would be attenuated. Most inorganics are assumed
to be in adequate supply and sufficiently above their
apparent ks so that they do not influence growth rate.
Phosphate limitation has been studied rather extensively
because it can be utilized to manipulate growth kinetics
and associated secondary metabolite pathways (61). While
the focus of most studies is on increasing growth, the
ability to stop growth is equally important for extracellular
metabolites. For metabolites that are released from the
tissue, it is desirable to maintain a constant viable
biomass so that oxygen transfer requirements can be
met to retain long-term productivity. The ability of plant
tissues to accumulate inorganics and utilize them from
intracellular stores complicates the kinetics; however,
models are available (62).

The saturation constant, ks, has another important
influence on bioreactor performance. The magnitude of ks

indicates the concentrations that should be maintained
to avoid nutrient limitations. The collective influence
of inorganics has been assessed by examining growth
in diluted media. Hilton maintained logarithmic growth
on half-strength media (13), and we have not observed
significant reduction in short-term growth rate for media
containing only 20% of standard inorganic salts levels (35).
It is not too surprising that root cultures can effectively
utilize low nutrient levels, since inorganic uptake from
dilute environments is a fundamental physiological role
for intact plant roots. This is particularly relevant for
the production of intracellular metabolites. As discussed
in the initial sections of this article, it is anticipated that
reactors such as the stirred tank and simple bubble column
would have to be operated at low tissue concentrations.
The ability to utilize low inorganic nutrient levels
(small ks) suggests that growth rates of cultured roots
can be sustained with the same mass of inorganics
supplied — diluted in a larger reactor volume.



Biomass Yield — Reactor Monitoring and Control

Whereas reaction rates determine how fast a product can
be made, yield provides an indication of how efficiently
the substrates are utilized. Biomass yield can be generally
defined as the amount of biomass produced for a unit of
substrate consumed. The inverse of yield is the amount of
substrate consumed for a unit of biomass. For inorganics,
the amount consumed is equal to the amount within the
tissue; therefore, the apparent yield is simply the inverse
of the biomass content (e.g., yield = g cell mass produced/g
of phosphate consumed; cell content = g phosphate/g cell
mass). Although the composition of biomass can change
to some extent, the general consistency of biomass
composition results in relatively constant biomass yield.
Similarly, the amount of energy that is needed to construct
cells is relatively constant. For example, one can anticipate
yields of cell mass on carbohydrate of roughly 50%, which
gives 10 to 15 g DW/L for the typical 2 to 3 w% sugar used
in plant cell culture media.

The relative constancy of yield permits the use of
measurements of nutrient consumption from the media
as a means of inferring growth. The ability to estimate
growth is extremely important for root culture, since
it is not possible to obtain a representative volumetric
sample of media and root tissue. The most common means
of estimating root tissue biomass growth is based on
changes in media conductivity, where a proportionality
is established between root mass and changes in
electrical conductivity. The progress of a reactor can be
roughly estimated based on the percentage depletion
in inorganics (as measured by electrical conductivity)
or sugar (as measured by refractive index). A more
rigorous approach is complicated by the fact that
the tissue concentrates the extracellular nutrients by
removing water from the reactor. This water removal is
not insignificant. Utilizing nutrient replenishment and
supplemental oxygen, we recently achieved a reactor
tissue loading of 752 g FW/L (12). This would correspond
to a removal of more than three-quarters of the media for a
conventional submerged reactor. The water content of the
tissue can be used to account for liquid uptake into tissue
and develop correlations based on mass of nutrients rather
than the empirical concentration changes. For a high level
of precision, the variations in water content can be related
to medium osmoticum (60). The ability to monitor biomass
growth permits implementation of control strategies such
as nutrient feed, oxygen supplementation, or elicitation of
secondary metabolism in a systematic manner for process
validation.

Influence of Root Morphology on Reactor Design

The physical structure of roots in culture represents
a unique geometry as compared to typical biocatalytic
systems. These morphological features give rise to unique
reactor design considerations. Although it is tempting
to consider design of reactors for a "generic" model
root system, the physical characteristics of root culture
such as thickness, branching, root hair proliferation, and
mechanical properties vary tremendously for different
root types. The importance of these differences in root

morphology on reactor design is the theme of a recent
publication from our laboratory (8); therefore, only a brief
summary will be presented here.

Influence of Physical/Mechanical Properties on Reactor
Design. The rate of sedimentation of root fragments is
important for distribution of inoculum and subsequent
growth in a reactor (14). The sedimentation rates are
dependent on root diameter and specific gravity. Fifteen
different root cultures were found to vary from neutrally
buoyant to sedimentation rates of 2 cm/s, resulting in
calculated specific gravities ranging from 1.0 to 1.05.
Since the specific gravity of root tissue is not that much
different from unity, the volume occupied by roots, and in
overall water mass balance, can be calculated from fresh
weight. The fifteen cultures examined above displayed
species-dependent differences in root diameter that ranged
nearly an order of magnitude (0.17 to 1.5 mm), with
most root cultures falling between 0.7 to 1 mm. Given
the indications of intratissue oxygen transport limitations
within roots, the thickness of a root will invariably
influence the availability of oxygen throughout the root
cross-section. Differences in tissue structure within the
root will presumably play a significant role in oxygen
transport as well (32).

Root cultures displayed an equally impressive variation
in mechanical properties. The bending modulus calculated
from the force required for a 0.5-cm displacement of a 2-cm
length of tissue varied from 6 x 107 to 82 x 107 dyn/cm2.
This modulus is an indicator of the deflection that would
be experienced in a flow field as well as the ability to
support weight (such as a trickle bed). This large variation
should be expected, since different root culture types vary
from being rather rigid to being unable to support their
own weight. An even greater range was observed in the
forces required to break root segments. Clearly these large
variations in physical and mechanical properties would
alter the performance in the different reactor systems
proposed, such as the stirred tank (where mechanical
disruption and sedimentation are important) as compared
to a trickle bed (which lacks the buoyant support of the
surrounding fluid).

Geometric Properties that Influence Reactor Design. The
branched morphology of roots is inherently self-limited
because growth radiates from a central point. On one
hand, a high degree of branching benefits biomass
accumulation by generation of more root meristems.
On the other hand, profuse branching will concentrate
root meristems in a small volume and hasten the
inevitable competition for available space and nutrients.
Differences in root culture branching patterns are evident
from photographs, and can be captured as quantitative
differences in fractal dimension (8). From an overall
reactor performance perspective, a more apically dominant
root culture is likely more effectively to explore and utilize
the available reactor volume. This situation exemplifies
the complex logic of considering the ultimate objective
of either rapid biomass proliferation for intracellular
metabolites or efficient long-term reactor operation for
recovery of extracellular metabolites. One of the most



important morphological characteristics that influences
reactor performance is the extent of root hair formation.
The influence of root hairs appears to be almost entirely
detrimental. This is somewhat ironic because initial
observations of the "hairy root" phenotype presumed the
root hairs to be contributing to the rapid growth by
facilitating nutrient uptake. A simple flux analysis of
tissue water uptake combined with the relatively high
levels of inorganic nutrients quickly reveals that the
increased surface area provided by root hairs is not needed
for nutrient uptake (8). We have recently confirmed this
experimentally by eliminating root hair formation with a
putative auxin transport inhibitor, observing essentially
identical growth rates of the same root culture with
and without root hairs (32). In a submerged reactor
environment, the root hairs represent the dominant flow
resistance and therefore contribute extensively to mixing
problems. This issue of mixing has significant impact on
approach to scaleup, as will be addressed in the final
section of this article. In a mist reactor system, root
hairs have been observed greatly to increase aerosol
capture (63). This is particularly important for a mist
configuration reactor, since root cultures tend to have
very pronounced root hair formation when the roots are
not submerged. Most cultures display greatly increased
root hair proliferation when grown on agar media
(personal observation), which has also been observed
when grown in a nutrient mist environment (40). Due
to the delicate nature of root hairs, assessing the impact
requires that studies be done with minimally disturbed
tissues. Otherwise, the potentially large influence of
these structures on the root surface will be lost for
studies carried out with cultures manipulated into an
experimental apparatus. This seemingly small difference
has a tremendous impact on the quantity and effort
required to obtain data. For example, experiments on
pressure drop using manipulated tissue took only a few
months (5), while aseptic in situ reactor work to obtain
the same quantity of data required several years (35). It is
important to recognize the influence of tissue handling to
avoid obtaining misleading data or wasting an exorbitant
amount of time in setting up unnecessary bioreactor
studies.

PRINCIPLES FOR BIOREACTOR DESIGN AND SCALEUP

The primary focus of bioreactor design principles for root
cultures is on oxygen transport (49). Several aspects of
oxygen transport have already been discussed. Diffusion
of oxygen in tissue is related to absolute culture growth
rate and root diameter. Transport of oxygen at the surface
of the root is dependent upon the higher rates of oxygen
utilization at the root meristem. These aspects of oxygen
transport are somewhat unique to root cultures. The final
issues of oxygen transport described in this section are
more typical of bioreactor engineering: (2) transport of
oxygen from the gas phase into the media, and (2) the
subsequent distribution of that oxygenated medium to
the tissue through liquid mixing and flow. The issues of
oxygen transport are clearly different for gas-dispersed or
liquid-dispersed environments; therefore, these issues will

be discussed separately for submerged and spray reactor
systems.

Submerged Reactor Environment

Most organic and inorganic nutrients can be supplied
in the media at initial levels that are sufficient for
a several week growth period. In contrast, there is
only sufficient oxygen dissolved in the medium for a
few minutes of growth. As a result, oxygen must be
continuously replenished to the media of a submerged
culture system. Gas contact is improved in spray reactor
systems; however, the need to distribute inoculum will
invariably require that any reactor initially start as a
submerged culture environment. The interlocked matrix
of root cultures presents a substantial resistance to fluid
flow. This should be apparent from the photographs of root
culture and is shown schematically in Figure 6.

The principles for describing mass-transfer limitations
within a reactive matrix are well established and can
be found in terms of a Theile modulus or effectiveness
factor in virtually any reactor design text. Weisz
provides excellent discussions of this concept as it
applies to biological systems for describing the balance of
oxygen transport and consumption (64). Intraclump mass-
transfer limitations were experimentally demonstrated
as a flow-rate-dependent rate of oxygen consumption
for flow past a spherical "tea ball" containing root
tissue (56). Further refinement of this observation was
conducted in which oxygen gradients were measured
to verify limitations in oxygen availability within such
a clump of root tissue (57). Although this idealized
geometry permits characterization, it does not provide
a measure of flow resistance or a means of quantifying
mixing that ultimately affects reactor performance upon
scaleup. This approach also requires manipulation, which

Figure 6. Schematic of oxygen transport throughout a root
culture bioreactor by convection and into a root clump. Regions
of high root tissue concentration have greater oxygen need but
greater resistance to oxygen transport.

Intra-clump oxygen
transport

Oxygen transport by
bulk convection



can alter root morphology, as described previously in
this article. Flow resistance in root beds was recently
quantified by direct measurements of pressure drop in a
2-L tubular reactor (35). A picture of the reactor system
used to accomplish these measurements is shown in
Figure 7, where medium was recirculated through an
aerated-agitated reservoir.

Predictions of pressure drop can be made for a packed
bed (chromatography column, for example) based on the
geometry of the packing, where the bed is described by
a characteristic dimension (such as diameter for beads or
fibers). It was found that the experimental flow resistance
in a root culture bed was an order of magnitude higher
than would be predicted based on root diameter (65). The
experimentally observed pressure drop was closer to what
would be expected based on the diameter of the root hairs.
These results implicate the root hairs as the dominant
contributor to flow resistance. Within a submerged cul-
ture reactor, flow resistance manifests itself as poor liquid
media mixing. A fluorescent tracer system has recently
been developed for measurement of mixing in root cul-
tures (48). Riboflavin is an excellent tracer because it is

Figure 8. Measurement of mixing based on dispersion of a tracer
dye into the media within a root culture reactor. The dashed line
represents the calculated final dilution based on tracer mass and
liquid volume, and the quantity indicated by "A" is indicative of
the unmixed "dead volume" within the reactor.

nontoxic and quantifiable over several orders magnitude
of dilution due to its fluorescence characteristics. Absolute
quantification permits an assessment of the nonmixed
volume in the reactor. This is accomplished as shown
schematically in Figure 8.

Applying these techniques to a 15-L bubble column,
we have shown mixing time to increase from less than
2 to over 40 min at a tissue density of 180 g FW/L
Solarium tuberosum (15). Rigorous application of the
mixing time analysis is quite involved and requires
accounting for injection volume, sampling, and biomass
volume (as indicated in the previous section discussing
reactor monitoring). Much can be learned from less precise
qualitative changes in mixing time. We recently observed
mixing times longer than 5 h at a tissue concentration of
204 g FW/L for H. muticus in a 15-L bubble column. From
a bioreactor design perspective, this clearly indicates that
the typical assumption of complete mixing in the liquid
phase is not applicable to submerged root culture reactors
at any appreciable tissue concentration. The typical design
equation based on the interfacial oxygen balance for a well-
mixed gas and liquid phase is a familiar relationship for
the oxygen transfer rate (OTR) in a bioreactor.

(3)

The well-mixed case permits evaluation of the equi-
librium dissolved oxygen (C*) using the Henry's law con-
stant (H) at the uniform outlet oxygen mole fraction (Y0Ut),
and the dissolved oxygen level (CL) is uniform through-
out the reactor volume (VL)- In the case of a root reactor,
the driving force for mass transfer will vary with reac-
tor depth (z), and the composition of both the gas and
liquid phase will vary throughout the reactor. We have
recently presented preliminary design calculations based
on the more reasonable assumption of complete stratifica-
tion of the liquid phase (49). To contrast the simple design
approach of equation (3), if the liquid does not mix, and
gas flows as a plug flow rate (G) up through the reactor,
the analogous design equation becomes:

Figure 7. A recirculating tubular reactor used to measure flow
resistance of a root bed. Medium was oxygenated in a 14-L
stirred tank fermentor, and bubble-free medium was passed
through the tubular reactor at flow rates that ranged from 0.3 to
2.4 L/min (35).
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Here it becomes necessary to introduce oxygen use
kinetics, and the parameter fi is analogous to the
dimensionless Damkohler number that is familiar in
the reaction engineering literature. The details of this
analysis can be found in the preceding reference; the
important point is that the analysis for root reactor design
must take mixing into account. Qualitatively, the effect
of inhibited mixing in Eq. (4) is to increase oxygen mass
transfer at the bottom of the reactor (z =L) due to the
hydrostatic "head" (pgz). The significance of this effect is
directly proportional to the depth of the tank. Since one
atmosphere (1.01 bar) is equal to the pressure at a depth
of 33 ft (10.3 m), this effect should become significant at
liquid depths of 4 ft (1.2 m). Design relationships that
couple quantitative measurements of flow resistance with
mixing and ultimately reactor performance are currently
under development.

We have recently observed that mixing time in a
15-L bubble column reactor is very insensitive to the
gas sparging rate at tissue densities above 100 g FW/L
(Lia Tescione, unpublished observation, 1998). This
is consistent with our previous report that specific
respiration did not improve with aeration rate (15).
Our current explanation for this observation is shown
schematically in Figure 9. The schematic shows the severe
gas-phase channeling that occurs in liquid-submerged
reactors because of the presence of the root tissue. The
implication of this observation is that oxygen availability
cannot be altered substantially using gas flow rate.
Increasing aeration rate will only affect bulk liquid mixing
in the local regions of the gas channels. At higher tissue

densities, this localized mixing becomes insignificant to
the overall mixing of the bulk liquid phase. Doran
recently confirmed the importance of gas distribution
by demonstrating improved growth performance in a
reactor system with multiple sparger locations (33).
The observation that performance improved when the
sparger placement is only 0.13 m apart suggests that
such an approach to improving gas distribution will
have limited applicability on a large scale. The reason
for these gas-phase effects can be observed through
a glass bubble column (15). The root matrix quickly
coalesces the gas in the sparger region. Bubble coalescence
leads to slug gas flow at high tissue densities. The
sparger can be submerged in a gas envelope with gas
periodically leaving by surging through the gas channels
within the root bed. Gas-phase coalescence, and flow
through gas channels, tends to keep gas-liquid interfacial
area constant and diminishes dependence on aeration
rate.

The resistance to fluid flow can also be assessed in
terms of power requirements for the reactors. At a typical
gas sparging rate of 0.2 WM, the gassed power would
be 0.02 W/L. In contrast, the convective flow experiments
permitted calculation of the power required for overcoming
flow resistance as 2 W/L at a tissue density of 55Og
fresh weight per liter. These results indicate that it is
impractical to attempt to induce mixing in high-tissue-
concentration root cultures. This does not imply that large-
scale submerged culture is not possible; it simply indicates
that the ability to achieve high tissue concentrations will
be severely limited. Therefore, submerged root culture
reactors can be expected to be most productive when
operated at low tissue loadings. It should be kept in mind
that "low" tissue concentrations for root culture would be
on the order of 20% of the reactor volume. By comparison,
E. coli would have an optical density of at least 50 for
the same cell volume fraction. The key issue of achieving
growth to 200 g FW/L will be maintaining a reasonable
distribution of the tissue. If the tissue aggregates in
a small fraction of the vessel, then the overall biomass
productivity could be very low due to zones of tissue-free
media.

Liquid-Dispersed Reactor Environment

A liquid-dispersed reactor is a system in which the media is
sprayed as droplets over the top of the reactor. By replacing
the continuous liquid phase with low-viscosity air, the
issues of flow resistance and mixing of the contentious
phase can be eliminated. A fundamental difference of
using gas as the continuous phase is the loss of buoyant
support of the roots. The weight of roots in a given reactor
volume produces a pressure that can be as great as the
hydrostatic "head" of a column of water to the top of
the bed (note that tissue cross-sectional area is the same
as tissue volume fraction). The hydrostatic head is the
product of density, the gravitational constant and tank
depth ipgz), which corresponds to nearly 1 x 105 dyn/cm2

for a tank depth of 1 m (0.43 psi/ft). By comparison, the
yield stresses required to break cultured roots range from
10 to 100 dyn/cm2. Although it is difficult to develop
a direct relationship between these mechanical forces,

Low Gas High Gas
Flow Flow

Figure 9. Schematic explaining relative insensitivity of mixing
to gas flow. Channeling of the gas phase through the root matrix
keeps gas-liquid interaction relatively constant.



clearly there is a mismatch in the physical properties of
root tissue and the forces they would experience. For this
reason, liquid-dispersed reactors of significant dimension
always employ some means of mechanical support for the
roots. The need for such a mechanical support greatly
reduces flexibility with regard to product recovery. The
logic presented at the beginning of this article suggests
that liquid-dispersed reactor systems would be limited to
recovery of metabolites from the media.

The advantage of these reactor configurations is
improved performance and scaleability at high tissue
loadings. This is reflected in the tabulated performance
of root cultures in reactors (Table 1), where the trickle bed
achieved final biomass and volumetric productivities that
are nearly twice other reactor configurations. Industrial
applications of trickle-bed reactors include wastewater
treatment and petroleum processing (66). The study
of these applications provides a basis for design and
performance correlations. The flow regime of primary
interest for root culture bioreactors is "trickle flow,"
where the liquid trickles over the packing as continuous
film that has a low degree of interaction with the
gas. This behavior is observed for superficial (empty
column) liquid velocities from 0.01 to 2 cm/s depending
on reactor scale (67). The amount of liquid that is retained
inside the reactor bed at a given flow rate is referred
to as the total liquid holdup. This holdup is typically
divided into two components. The dynamic holdup is
the volume of liquid that will drain from the bed after
cessation of flow. The static holdup is the liquid that is
retained after draining, and is therefore the difference
between total and dynamic liquid holdup. The study
of a trickle-bed bioreactor for root cultures is far more
complicated than a traditional chemical reactor. Besides
maintaining asepsis during operation and measurements,
the tissue void fraction and media volumes will change
during culture growth. A bioreactor designed to carry out
these measurements is shown in Figure 10. This reactor
provided for measurement of respiration from differential
oxygen and carbon dioxide as well as monitoring of media
components as described in the preceding section on
reactor monitoring. Liquid retained in the bed at different
liquid flow rates could be determined by careful monitoring
of all water within the system and reservoir weight (carboy
in Fig. 10).

This system provides for monitoring of root culture
growth from the transition of bubble column growth and
attachment to the support matrix, to trickle-bed operation
at high root tissue loadings. The vastly improved oxygen
transport characteristics of the trickle bed are confirmed
experimentally by increases in respiration and growth
when the media is drained and trickle flow is commenced.
Information on liquid holdup and gas-phase pressure drop
have been obtained to provide a basis for preliminary
calculations on feasibility of large-scale (10,000-L) root
culture systems (12). The details of this work are still
under development and beyond the scope of what can be
presented here, but some of the highlights are provided
for those interested in the details of reactor design. Corre-
lations for liquid holdup are complicated by the changing
root tissue concentration. We have found, however, that

Figure 10. Photograph of a 15-L pilot-scale trickle-bed root
culture bioreactor constructed to provide detailed performance
measurements of liquid holdup, respiration, and on-line biomass
estimation.

by expressing liquid retention as a specific holdup (mL
media/g FW), the data can be correlated as a function of
superficial liquid velocity per root culture void fraction
(VsUp/£r). The flow exponent of 0.64 obtained for the rela-
tionship between specific liquid holdup and flow rate for
several root reactors is comparable to the value of 0.55
obtained for conventional trickle-bed systems (67). Respi-
ratory activity displays a behavior that is consistent with
theory (68) and suggests a transition from laminar regime
(where respiration declines with increasing liquid flow due
to a thicker liquid film) to a well-mixed regime (where flow
is sufficiently high to provide increasing respiration with
increased flow). Finally, the largest deviation from tra-
ditional trickle-bed reactor theory is static liquid holdup.
The root culture beds were observed to retain an order of
magnitude higher media levels than would be predicted
for traditional trickle-bed packings. This observation is
consistent with previous reports that root tissue could
retain 20 to 60% of their biomass fresh weight (5) and
indicates the potential problems of using reactor drained
weight as a measure of biomass content. The important
aspect of these initial efforts is that the preliminary cal-
culations for scaleup indicate that gas compression and



liquid pumping costs can be kept to reasonable levels
(about 2 W/L or 10 hp/1000 gal) for scaleup to 10,000 L.
Therefore, although more analysis is needed, the prelimi-
nary indications are that such a trickle-bed reactor should
be able to provide the large-scale capacity indicated by
Figure 1 for industrial production of chemicals.
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LIST OF VARIABLES

At Culture time interval (day)
£L Liquid void fraction (volume of liquid per

reactor volume, dimensionless)
p Liquid medium density (g • mL"1)
Ii Specific growth rate (weight of cells produced

per unit weight per day, day"1)
jL i m a x Maximum specific growth rate, growth under

non-nutrient-limited conditions (day"1)
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Haploid plants bear the gametic chromosome number of a
species and are generally derived from gametophytic tissue
that develops during the short-lived reproductive phase of
higher plants. Gametophytes develop after meiosis both in
anthers (microsporogenesis) and in ovules (megasporoge-
nesis). Haploid microspores ordinarily develop into pollen
grains (mature male gametophytes), whereas one of four
haploid megaspores generates an eight-celled embryo sac
(mature female gametophyte) bearing the egg cell, syn-
ergids, polar nuclei, and antipodals. Union of a haploid
sperm cell from the male gametophyte with a haploid egg
cell from the female gametophyte upon fertilization pro-
duces a zygote that develops into an embryo, restoring the
somatic chromosome number of a species. An interruption
of normal meiotic development, either natural or induced,
causes the microspore or megaspore to undergo mitotic
divisions without fertilization, eventually resulting in a
haploid plant. Such extraordinary development of these
gametophytic tissues can be induced in plant tissue cul-
ture, resulting in androgenesis or gynogenesis of higher
plants.

Haploid plants have numerous applications in plant
genetic research. These include: rapid development of
homozygous lines, cell selection, simplified segregation
of complex genetic traits, chromosomal reduction of
polyploids to facilitate breeding with germplasm that
differs by ploidy, and generation of somatic hybrids with
reduced ploidy level. Homozygous lines are important in
both self-pollinated and cross-pollinated crops. For self-
pollinated crops such as wheat (Triticum aestivum L.),
cultivars represent homozygous lines that have been
selected for various traits of economic importance. New
cultivars are developed by crossing two inbred lines to
create a heterozygous Fi hybrid followed by many (6-12)
cycles of self-pollination to develop homozygous lines
bearing desirable traits from both parents. The process can
take many years depending on the life cycle of the plant.
Derivation of haploids from the Fi hybrid followed by
chromosome doubling of promising haploids can generate
homozygous lines, thereby shortening the breeding cycle
to a single generation. With cross-pollinated crops such as
maize, inbred lines that differ genetically for many traits
are crossed to generate Fi hybrid cultivars that exhibit
considerable hybrid vigor, or heterosis, over the parents
for traits of agronomic significance. Hence, haploids
can again facilitate cultivar production by generating
inbred lines efficiently. Haploid cell cultures offer the
advantages of microbial selection in plant systems. Cell
selection has been used extensively in microbial research
to recover mutant lines that can efficiently produce
some secondary product, for example, a medicinal or
aromatic substance, in a bioreactor. Microbes are haploid
organisms; therefore, selection of recessive mutations is
efficient. Pharmaceutical firms have shown considerable
interest in developing production systems for certain rare
or difficult-to-obtain plant secondary products in plant
cell cultures. However, the diploid or polyploid nature of
plants hinders the selection of cells that may be high
producers of the compound of interest because recessive
mutations may never be observed due to expression of the
corresponding dominant allele. Haploid cells have only a

single allele per locus, therefore, mutant cell lines for traits
of interest could be identified easily and isolated. For traits
that are controlled by three or more recessive genes, the
number of F2 individuals that must be examined in order
to observe all possible genotypes increases dramatically,
thereby obscuring segregation ratios when the population
size is too small. However, if haploids can be derived from
the Fi, only the homozygous genotypes will be observed in
the next generation, so that genotypes can be more easily
assigned to phenotypes. Determination of the inheritance
of seed color in Brassica napus L. has been facilitated
in this manner (11). In many polyploid crops, such as the
tetraploid cultivated potato {Solarium tuberosum L.), there
is a wealth of germplasm at the diploid level that can be
used for introgression of valuable traits such as disease or
insect resistance, processing characteristics, etc. However,
the difference in ploidy is a hindrance to accessing this
germplasm. Haploidization of cultivated potato from the
tetraploid (2n = 4x = 48) to the dihaploid level (2n = 2x =
24) has been used to transfer exotic germplasm into diploid
hybrids. Finally, somatic hybrids derived by protoplast
fusion between species or genotypes of interest generally
carry the entire chromosome complement of both parents
and are necessarily polyploid. If the ploidy of parents
selected for somatic hybridization has been reduced to
the haploid level, then it may be possible to derive somatic
hybrids with chromosome number similar to that expected
of sexual hybrids between the same parents. Given all
these applications of haploid plant production and the
relative ease with which haploids can be obtained through
tissue culture, attempts to derive haploid plants through
culture of gametophytic tissues have received considerable
attention in plant science research since Guha and
Maheshwari (2) first demonstrated the possibility of
androgenesis by anther culture of Datura innoxia Mill.
Although anther culture has been the most successful
means to obtain haploid plants, microspore (pollen) culture
and ovule culture have also been successful, especially for
plants where anther culture has failed.

ANTHER CULTURE

Technically, anther culture is a simple procedure.
Buds containing anthers at the appropriate stage of
development are picked from plant material that has
been grown in a greenhouse or growth chamber. Field-
grown material is rarely acceptable because of the high
bacterial and fungal contamination that frequently occurs
in subsequent tissue culture. The stage of bud development
is critical. After meiosis, four haploid microspores are
released from each pollen mother cell. The microspores are
thin walled, generally transparent, and perfectly spherical
during the early uninucleate stage. The cell walls start to
thicken as the nucleus undergoes a single mitotic division
and the microspores become binucleate with two haploid
nuclei. The mature pollen grain, the final product of
microsporogenesis, is either bi- or trinucleate with a thick,
opaque cell wall. The late uninucleate stage of microspore
development, just before the microspore mitosis, generally
responds best to anther culture. It is believed that the in
vitro culture environment redirects this mitosis such that



an embryogenic (direct androgenesis) or callus induction
(indirect androgenesis) pathway results. Occasionally,
morphological features of the sporophytic tissue can be
used to predict the stage of microspore development within
the anthers, as in tobacco, where the equal length of corolla
and calyx tubes corresponds well with the microspore
uninucleate stage. However, in most species, size of the
buds as an indicator of microspore developmental stage
generally yields variable results, because of environmental
and positional effects on bud size.

Surface sterilization of buds before dissection of anthers
is required to prevent microbial contamination of cultures.
Because the anthers are well protected within the buds of
most species, the sterilization routine can be reasonably
severe without inflicting damage to the anthers. For
potato, we often use 30 sec in 80% ethanol followed by
5 min in full-strength commercial bleach (5.25% sodium
hypochlorite), with three rinses in sterile distilled water.
On the other hand, anthers of some species are not well
protected by the buds, allowing entry of more potential
microbial contaminants as well as increased exposure
of the anthers to the caustic effects of disinfecting
agents. Mercuric chloride (0.1-1% for 2-10 min) or longer
disinfection with weaker bleach solution can be used in
these cases. Once the disinfectant has been sufficiently
rinsed from the buds, they are transferred to a sterile
surface, such as sterilized paper towels or Petri plates
in a laminar flow bench where the anthers are dissected
and placed on a sterilized tissue culture medium. The
medium can be either autoclaved (20 min at 110 kPa) or
filter sterilized (0.2 um pore size).

There is usually considerable difference among anthers
and even more among buds for androgenic response. This
likely reflects the variable frequency of microspores that
are amenable to androgenesis within a given anther.
Hence many anthers must be cultured in order to
determine the proper medium and culture conditions for a
given species. Anther culture response among anthers
bearing different stages of microspore development in
potato anther culture is demonstrated in Table 1. In
addition, because of bud-to-bud variability, treatment
effects can often be confounded with bud variation.
Because anther-to-anther variability within a bud is
usually less than bud-to-bud variability, it is advisable
to distribute anthers from a single bud across treatments
when evaluating the effects of several treatments for their
influence on anther culture (3). Anther culture medium
has been developed specifically for tobacco (4). Plant tissue
culture medium developed for other purposes, such as
by Murashige and Skoog (5), Gamborg et al. (6) B5, or

Table 1. Mean Embryo Yield in Anther Culture of Potato
Cultured at Four Stages of Anther Development

Linsmaier and Skoog (7), has also been modified for anther
culture. Some of the most common modifications are:
increased sucrose concentration; substitution of another
sugar, such as maltose, for sucrose; use of activated
charcoal to remove impurities from the medium on
autoclaving; or addition of plant growth regulators. The
state of the medium may be critical: for potato, liquid
medium has been most efficacious. However, media
solidified with agar, agarose, potato starch, gelrite, or
other gelling agents have been frequently employed;
alternatively, a bilayer medium consisting of a gelled
medium on which a small amount of liquid medium
has been placed has been effective for some species. A
high-temperature treatment (e.g., 35 0C for 24 h) may be
necessary before or at the initiation of anther culture
of some species. Alternatively, for many species, a cold
treatment (e.g., 3 days at 4 0C) may be a beneficial
pretreatment to flower buds before anthers are cultured.

There are several measures of anther culture response
that can be quantified: the number of responding anthers
per total anthers cultured, the number of embryos or
calluses per responding anther, the number of plantlets
obtained per anthers cultured, or the number of haploids
obtained per cultured anther. The frequency of haploids
among the regenerants is often genotype dependent, as
is the response to anther culture. Within a species,
some cultivars may respond readily to anther culture,
whereas others are recalcitrant. The androgenic ability
of a plant has been studied in several crops and found
to be genetically inherited. The response has been
primarily dominant and controlled by a few genomic
regions (8,9). In tobacco, plantlets emerge directly from
cultured anthers. However, this one-phase response is
an exception. The anther culture response of most
species is two-phased. Usually embryos or calluses emerge
from the anthers, and a separate regeneration phase,
where the anther-derived structures must be transferred
to a new medium or even a series of media before
plantlets can be obtained, is required. In this case,
the responses to anther culture and regeneration are
often independent, such that a particular genotype may
generate many embryos but few regenerate, or vice versa.
The medium used for regeneration is often different in
composition from the anther culture medium, especially
with regard to growth regulator content. Cytokinin or
gibberellic acid may be required to stimulate anther-
derived embryos to regenerate. Often a combination of
auxin and cytokinin is required for microspore-derived
callus to regenerate. Multiple transfers of quiescent
embryos to fresh regeneration medium may be required
before regeneration actually occurs.

Plantlets that emerge from anther culture often exhibit
a range of ploidy other than the expected haploid
level. Somatic tissue of the anther itself can give rise
to regenerative callus, yielding anther-derived plants
genetically identical to the anther donor plant, except for
possible somaclonal variation. Alternatively, androgenesis
can occur from unreduced, heterozygous microspores (10).
Finally, chromosome doubling by endopolyploidization
may occur during cell culture, resulting in doubled haploid,
homozygous plants. In order to distinguish haploid from

Stage of
microsporogenesis

Meiosis
Early uninucleate
Late uninucleate
Binucleate

Anther length
(mm)

2.1 ±0.1
2.5 ± 0.2
3.0 ±0.4
3.7 ±0.5

Embryos per
cultured anther

0.01
0.93
1.18
0.28



diploid or greater derivatives of anther culture, some
method of ploidy determination or molecular marker
analysis may be required (10). For ploidy determination,
root tip squashes of mitotic cells at metaphase (11),
chloroplasts counts per pair of guard cells in leaf
stomata (12), or flow cytometry of nuclei stained with a
DNA stain (13) may be employed.

MICROSPORE (POLLEN) CULTURE

An alternative method of obtaining haploid plants has
been found in pollen culture or, more appropriately,
microspore culture. Although the process was first
described as pollen culture (14), mature pollen is never
used; instead, microspores at the same stage of devel-
opment required for anther culture (late uninucleate)
are released from the anthers and cultured in a liquid
medium. Advantages of microspore culture are that the
development can be viewed directly under a microscope,
regeneration from microspores rather than somatic tis-
sues of the anthers is more likely, and amendments to
the medium exert their influence more directly on the
target cells. In addition, transformation of microspores
with exogenous DNA by microprojectile bombardment
can be accomplished more readily in microspore culture
compared to anther culture, with the subsequent regener-
ation of homozygous transformants (15). Given all these
advantages, microspore culture would appear to be a
preferable technique to anther culture. A major disad-
vantage, however, is that microspore culture has been
far less successful than anther culture and the range of
species on which it can be practiced is limited (16). Most
success has been obtained in Nicotiana tabacum L. (17)
and B. napus (18).

As with anther culture, pretreatment to the microspores
is required to induce cell division. This generally requires
some kind of metabolic shock. For B. napus, this con-
sists of a heat shock (35 0C for 24 h at the onset of
culture). For N. tabacum, a nutritional shock has been
most successful where the microspores are first cultured
in a "starvation" medium without a source of nitrogen and
subsequently transferred to an enriched medium to induce
cell division and embryonic development (19). Again, dis-
ruption of the normal course of development of microspores
into pollen grains is prerequisite to androgenic develop-
ment.

Removal of the microspores from the anthers can
be accomplished in a variety of ways. Gentle crushing
of anthers in a sterilized mortar and pestle containing
1-2 ml of liquid medium has been successful. The
microspores are then purified by filtering through a 63-
\im mesh and centrifuging to pellet them. The supernatant
can then be removed and replaced with fresh medium. The
centrifugation step may be repeated until the medium
is clear. An alternative to crushing the anthers has
been blending them using an Omni mixer or alternative
miniblender. The density of microspores is critical in order
for cell division to occur. The density can be estimated
by using a haemacytometer and then adjusted to 104 to
105 per ml. Once cell division has occurred, dilution of the
cultures is often required in order to reduce competition

for nutrients at the initial high density. Small Petri plates
(35 x 10 mm) serve best for microspore culture. The media
used for microspore culture have been similar to those for
anther culture. It is frequently filter-sterilized, especially
if it contains amino acids or reduced nitrogen sources that
may break down on autoclaving. Carbohydrate source is
critical, and sucrose levels as high as 17% have been
used to initiate microspore cultures. Embryos derived
from microspore culture can be regenerated as for anther
culture. Desiccation of embryos may be beneficial prior
to their placement on regeneration medium (20). For
B. napus, thousands of embryos can be recovered from
the microspores isolated from the anthers of a single
flower bud.

OVULE CULTURE

The relative scarcity of haploid cells within an ovule
compared to the many thousands generally found within
anthers has made ovule culture, or gynogenesis, a less
attractive alternative to anther or microspore culture for
researchers intent on developing haploid plants. However,
for a few species including onion (Allium sativum L.),
ovule culture has been successful when anther culture
has failed. San Noeum (21) first reported successful ovule
culture of barley (Hordeum vulgare L.) in 1976. As with
anther and microspore culture, the ability of a genotype to
regenerate haploid plants from ovule culture (gynogenesis)
is genetically determined.

For ovule culture, ovules are usually dissected from
unpollinated flowers. In some cases, irradiated pollen,
where the pollen has been inactivated but not destroyed,
has been used to stimulate gynogenesis. The critical
stage for success in culture is difficult to determine
directly because the embryo sac containing haploid
nuclei is embedded deep within the ovule. Hence, an
indirect method of determining the proper stage has
been employed, that is, examination of the more readily
accessible microspore stages within anthers of the same
bud. For most species, the late uninucleate stage of
microspore development corresponds to mature embryo
sac development. Mature embryo sacs have been most
responsive to ovule culture. It is generally the egg cell,
the haploid synergids adjacent to the egg, or occasionally
the haploid antipodal cells that give rise to haploid plants
in ovule culture. Division of one or more of these haploid
cells occurs within a few days of culture. Development
may occur along a direct embryogenic pathway or, as
with indirect androgenesis, through a callus stage. Several
different basal media, especially those of Murashige and
Skoog (5) and Gamborg et al. (6), have been used for ovule
culture. Growth regulators, particularly auxin, are often
added to the media along with cytokinin and gibberellin.
High sucrose may be beneficial, but this is species
specific. Overall, the gynogenic response of most species
has been low, with only a small percentage of cultured
ovules regenerating plants, although the percentage of
haploid regenerants has ranged from 37 to 91 in Beta
vulgaris L. (22). Only onion and sugar beet have been the
objects of large-scale haploidization studies using ovule
culture.



CONCLUSION

The promise of haploid plants for cultivar development
has only recently come to fruition. A microspore-derived
cultivar of B. napus has just recently been released (23),
an anther-derived cultivar of wheat (24), and a hybrid
asparagus (Asparagus officinalus L.) cultivar (25) derived
from crosses of inbred lines derived by anther culture
are now available, among others (26,27). It remains
to be seen if these cultivars will be commercially
successful. Considerable research has been required to
adapt the haploid-inducing cell culture techniques first
observed in nonagronomic plants to crop plants. However,
the application of these techniques (with appropriate
modifications) has been expanded to include a large array
of commercially important species. Plant breeding is a slow
process with a long history of success. The twenty-first
century will see many new cultivars of existing crops and
likely many new crops as well. As transgenic researchers
search primarily for single genes to deliver various traits
to existing cultivars, it is crucially important to continue
haploid research for the production of new and untested
combinations of genes for crop development.
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INTRODUCTION

The use of chemicals to regulate plant growth has been
instrumental in the ability of agriculturists to provide
food to an expanding global population. Weeds compete
with crop plants for all factors necessary for plant
growth including soil nutrients, water, and exposure to
light. Aside from robbing field plants of nutrients, weeds
can reduce crop yields by attracting undesirable crop



pathogens and insects. If left uncontrolled, weeds that
are allowed to produce seeds will result in a substantial
increase of overgrowth the following growing season.
Because of the reasons described, it is estimated that
close to 100% of the United States' corn and soybean acres
are treated with herbicides.

There are a wide range of herbicides available today.
Some are specific for broadleaf weeds, such as 2,4-
dichlorophenoxyacetic acid, abbreviated 2,4-D (1). Others,
such as the acetyl coenzymeA carboxylase inhibiting
herbicides, are specific for the elimination of grass
weeds (2). There are other herbicides that are nonspecific
because they are used to eliminate both monocot and dicot
weeds (3). The most widely used of these is glyphosate
(trade name Roundup®), which is the world's most popular
herbicide. With the advent of herbicide-resistant crops,
the agriculturist now has the ability to use these plants to
regulate the spectrum of efficacy of these chemicals.

The ability to produce transgenic crop plants has
provided agriculturists not only herbicide resistance, but
also new uses for commercial herbicides. For example,
Roundup® is a popular herbicide that traditionally has
been used in pre-emergence weed control. With the
introduction of Roundup®-resistant crops, this herbicide
can now be used pre- and post-emergence for superior weed
control. This is especially true with glyphosate-resistant
crop plants, such as Roundup Ready® soybeans (4).

Herbicide resistance does not necessarily require
genetic transformation to result in a commercial prod-
uct. Imidazolinone-resistant (IR) corn were produced by
selection of maize callus cultures that were resistant
to this class of herbicide (5). Plants regenerated from
these IR callus cultures were also resistant to imida-
zolinone herbicides, and this trait was introduced into
elite inbred lines via conventional backcrossing (5). In
other cases IR plants have been obtained by selection
of mutagenized microspores, which was demonstrated to
produce IR canola (6). Similar approaches using game-
tophytic selection show promise in developing herbicide
tolerant plants (7) that do not involve genetic transforma-
tion, although this may be limited to specific classes of
herbicides.

There are numerous plant species that have been
either genetically transformed or selected as somaclonal
variants that display resistance to various herbicides.
This section will be represented by the most well-
characterized examples of herbicide-resistant plants that
are available—primarily those that have been, or are
being, developed into commercial products.

RESISTANCE TO IM1DAZOLINONE, SULFONYL UREA,
AND RELATED HERBICIDES

Imidazolinone and sulfonyl urea herbicides have the same
mode of action that consists of inhibiting the enzyme ace-
tolactate synthase, abbreviated as ALS or AHAS (8-10).
This enzyme is critical in the production of the amino acids
valine, lysine, and isoleucine. These classes of herbicides
kill by starving the plants for these three amino acids (8).
The ALS-inhibiting herbicides are able to kill plant cells
by binding with the regulatory site of this enzyme (11).

One well-studied sulfonylurea herbicide is chlorsulfuron,
which has been used in various physiological studies rang-
ing from plant transformation (12,13) to assessing the
effect of this herbicide on polyamine titers (14). Knowl-
edge of herbicide function can also assist in understanding
physiological aspects of amino acid biosynthesis (15).

Aside from chlorsulfuron, there are approximately
two dozen additional ALS-inhibiting herbicides that are
either commercially available or in development (10).
These herbicides are predominately of the sulfonylurea
and imidazolinone classifications, although there are
other chemicals that can inhibit ALS, such as hiamine
analogs (16), triazolopyrimidine, and pyrimidinylthioben-
zoate compounds (10). Since production of ALS inhibitors
is relatively commonplace, it is not surprising that there
are about ten companies that offer commercial formula-
tions of these herbicides for use on a variety of crop plants.

In the past, the development of selective herbicides
involved determining which agronomically important crop
plants would tolerate a level of application that was
lethal to the nontarget plants. Examples of several major
crops that are naturally resistant to specific ALS-inhibitor
herbicides are described by Saari et al. (10). One specific
example is primisulfuron, an ALS-specific herbicide that
can be used to eliminate weeds in corn fields (17).

In vitro selection has been utilized to produce herbicide-
resistant crop plants. The first instance of this was from
tobacco (Nicotiana tabacum L.) callus cultures grown on
medium containing 2.0 ppb chlorsulfuron or sulfometuron
methyl (18). Plants regenerated from these cell lines
were tolerant to a concentration of chlorsulfuron that
was 100 times higher than the control plants. Anderson
and Georgeson (5) described tissue culture selection
for imidazolinone-resistant maize mutants that simply
relied upon the natural variability that exists within a
population of maize cells grown in an in vitro environment.
Plants regenerated from these cultures also showed field
efficacy for imidazolinone resistance due to several alleles,
one of which was XAl7. These resistance alleles were
further characterized after crossing into the susceptible
inbred B73 (19). The XA17 allele conferred resistance to
imazethapyr, imazaquin, and sulfometuron methyl. On
the other hand, alleles XI12 and QJ22 gave resistance to
imazethapyr and little or no resistance to the other two
herbicides. Products from this work have been marketed
by a major maize seed company as IR corn.

Aside from tobacco and maize, in vitro selection
has been used for improved chlorsulfuron tolerance in
barley (20) and carrot (21). The in vitro selected barley
plants were assessed for chlorsulfuron tolerance in the
greenhouse. Increased dry weight of root and plant tissues
was observed in the in vitro selected plants. Chlorsulfuron-
resistant carrot cell lines and plants produced via in vitro
selection were the result of ALS gene amplification. A
stepwise increase in chlorsulfuron selection strategy was
used to produce cell lines capable of tolerating 1 \iM of this
herbicide. One chlorsulfuron-resistant cell line was shown
to contain at least ten copies of the ALS gene.

Gametophytic selection is a promising area for devel-
opment of herbicide tolerance. Combining mutagenesis
along with gametophytic selection has also been used as a



means to increase variability in attempts to select for her-
bicide resistance. In one example, canola microspores were
mutagenized and selected for resistance to imidazolinone
herbicides (6). In this approach, the induced variability
was not necessarily known at the molecular level but gives
the desired efficacy upon herbicide spraying in the field.
In other reports, natural variation within the microspore
can result in chlorosulfuron resistance in maize (7).

Gametophytic selection for chlorsulfuron resistance
in maize has been used to alter the expected 1:1
segregation ratio for this trait (22). In this study, maize
plants containing the XA17 allele (5) were treated with
chlorsulfuron in planta. Pollen was collected from treated
and untreated (control) plants and used to fertilize wild-
type females. In approximately 50% of the crosses, treated
pollen produced progeny that were 99-100% chlorsulfuron
resistant based on foliar application of this herbicide.
The control pollinations resulted in the expected 1:1
segregation for chlorsulfuron resistance. Similar results
were obtained when in vitro gametophytic selection was
applied to transgenic tobacco plants (23).

The advent of genetic engineering and crop transfor-
mation has allowed another approach for the development
of transgenic plants that are resistant to various ALS-
inhibiting herbicides. One of the first reports of genetic
transformation of maize used a mutant maize ALS gene
driven by the cauliflower mosaic virus 35S promoter (12).
This gene rather than an antibiotic resistance gene was
used as a selectable marker for the production of trans-
genic maize plants via microprojectile bombardment of
suspension and callus cultures. Subsequent research has
shown that bombardment of cultured maize immature
embryo explants with microprojectiles carrying this same
construct also leads to production of transgenic maize
plants resistant to chlorsulfuron (13). A mutant ALS gene
from Arabidopsis thaliana, referred to as csrl-1, was used
to generate transgenic rice (Oryza saliva L.) plants via pro-
toplast transformation (24). This gene, when driven by the
cauliflower mosaic virus 35S promoter, conferred at least
a 200-fold increase in chlorsulfuron resistance in com-
parison with the nontransformed rice callus control. The
csrl-1 gene was also used to produce transgenic tobacco
plants tolerant to chlorsulfuron (25). Tolerance was noted
in plants in the hemizygous state, whereas those homozy-
gous for this trait showed up to 59% damage when sprayed
with this herbicide. It was reported that the csrl-1 trans-
gene was able to co-suppress the surA and surB genes
encoding acetolactate synthase (ALS or AHAS).

RESISTANCE TO CLUTAMINE SYNTHETASE
INHIBITOR HERBICIDES

Basta™ and bialaphos are two herbicides that kill plants
by inhibiting glutamine synthetase (GS). Bayer et al. (26)
first described the herbicidal effects of the active ingredient
in Basta™, phosphinothricin. The mechanism of action
involves ammonium toxicity resulting from the failure of
the plant to store ammonium as glutamine (by inhibiting
GS). Both Basta™ and bialaphos are contact herbicides,
meaning that Basta™ and bialaphos do not translocate
through the plant. One technical advantage is localized

"leaf painting" of this herbicide, allowing one to determine
if an individual plant will be sensitive to this herbicide
without killing the entire plant.

The primary method for generation of Basta™ and
bialaphos-resistant plants is via genetic transformation.
The bar or pat genes, which confer resistance to these her-
bicides via phosphinothricin-N-acetyl-transferase, have
been used extensively in plant transformation research as
selectable markers (12,27-33). The resistance is conferred
by acetylation of Basta™ and bialaphos herbicides. The
bar gene was isolated from S. hygroscopicus (34), while
the pat gene was isolated from S. viridochromogenes (35).
The first reports of production of bialaphos-resistant
transgenic maize plants and progeny were by Fromm
et al. (12) and Gordon-Kamm et al. (27). The expression
of the 35S::Bar transgene confers resistance in these
plants. Extensive evaluation of the 35S::Bar transgene
inheritance has been reported (36). In addition to biolis-
tics, Omirulleh et al. (37) also produced Basta™-resistant
transgenic plants by free DNA uptake into maize proto-
plasts through use of silicon carbide fibers (38,39), and
Ishida et al. (32) produced transgenic maize plants via
Agrobacterium tumefaciens-mediated infection of imma-
ture embryos. Aside from the transgenic approach, there
are no known methods of producing plants that are resis-
tant to GS-inhibiting herbicides. However, Basta™ has
been used for in vitro selection of tolerant tobacco (40) and
alfalfa (41) cell lines due to increased activity of GS within
these cells.

There are various known inhibitors of glutamine syn-
thetase that could potentially become herbicides. However,
Basta™ and bialaphos have been used in production of
transgenic plants since they have the greatest affinity (Km)
for the bar enzyme (42). Basta™ is a glutamic acid ana-
log, and bialaphos is identical in structure with Basta™,
except it also contains two alanine residues. One other
inhibitor of GS that is often used in the laboratory is
methionine sulfoximine (MSO). However, MSO will prob-
ably not be routinely used with the Bar or Pat genes, since
its Km is greater than that of Basta™ or bialaphos (42).

MSO along with Basta™ and bialaphos have been
used as GS inhibitors in various plant tissue culture
and whole plant applications. For example, bialaphos
has been demonstrated to promote shoot regeneration
from hairy root cultures of snapdragon, Antirrhinum
majus L. (43). Furthermore, Basta™ has been used to
determine the effects of higher ammonium levels on
photosynthesis (44) and GS and glutamate dehydrogenase
activities in alfalfa (45), and MSO has been used to study
changes in amino acid profiles in maize (46). Bialaphos has
been used to induce male sterility in rice (47). In addition,
physiological result of Basta™ detoxification by transgenic
tobacco and carrot plants (Pat gene via acetylation) and
nontransgenic controls were performed (48). As expected,
transgenic plants containing the Pat gene inactivated
Basta™ via N-acetylation. However, nonlethal application
of this herbicide was converted into 4-methylphosphinico-
2-oxo-butanoic acid (PPO) via deamination of Basta™ in
wild-type plants. Subsequently, PPO was decarboxylated
to form 3-methylphosphinico-propanoic acid (MPP), which
was stable in the plants. Results such as these suggest



that a gene exists that is capable of phosphinothricin
deamination. Using molecular approaches for ectopic
expression of such a gene may lead to an alternative
method for Basta™ and bialaphos resistance.

RESISTANCE TO ACETYL COENZYME A CARBOXYLASE
INHIBITING HERBICIDES

There are various herbicides that are inhibitors of
acetyl coenzyme A carboxylase (49). These are grouped
into two classes, the aryloxyphenoxypropanoate and
cyclohexanedione herbicides (2). The mechanism by which
these chemicals control plant growth is by disrupting fatty
acid biosynthesis in the plastids. Specific areas of the
cell affected by these herbicides are those composed of
membranes, such as the plasma membrane, tonoplast,
plastids, and mitochondria.

There are a variety of herbicides that inhibit acetyl
coenzyme A carboxylase (ACCase). These include sethoxy-
dim, clethodim, and diclofop-methyl; readers are encour-
aged to peruse the review by Devine and Shimabukuro (2)
for a more extensive list of these herbicides. Before the
implementation of biotechnology, development of selec-
tive herbicides involved determining which agronomically
important crop plants would tolerate a level of application
that was lethal to weeds. These herbicides are especially
effective in control of annual grass weeds and have little
effect on perennial grasses (2).

Sethoxydim-resistant maize callus cultures were
described by Parker et al. (50). In this study, maize cal-
lus cultures were exposed to a stepwise increase in
sethoxydim. Callus cultures were 40-fold more tolerant
to sethoxydim and 20-fold more tolerant to haloxyfop (an
aryloxyphenoxypropionate herbicide) than the wild-type
control. Plants regenerated from these cultures that were
heterozygous for the resistance allele exhibited high-level,
but not complete, tolerance to foliar application of both
herbicides. Selfing these plants and selecting for those
that were homozygous for this allele gave plants that were
fully tolerant to 0.8 kg sethoxydim per ha, which had 16-
fold greater tolerance than the wild-type control. Further
characterization of the sethoxydim-tolerant maize callus
cultures revealed an overproduction of ACCase (51).

AC Case has been isolated and characterized from plant
species such as maize (52,53) and pea (54). Furthermore,
there are now several reports describing successful
cloning of the ACCase gene from species such as alfalfa
(Medicago sativa) (55), Arabidopsis thaliana (56), canola
(Brassica napus) (57), and maize (53,58). This now allows
researchers to use molecular techniques for overexpression
of ACCase in transgenic plant tissues.

RESISTANCE TO PHOTOSYSTEM Il INHIBITING
HERBICIDES

There are a series of chemical herbicides that control plant
growth by inhibiting photosynthetic electron transport,
which leads to destruction of the photosystem II reaction
center, leading to photooxidation of critical chloroplast
components, such as lipids and chlorophyll (59). The her-
bicides that inhibit PS II are the triazines, phenylureas,

pyridazinones, and biscarbamates (60). Perhaps the best-
known PS II inhibiting herbicide is atrazine.

The reason for the selectivity of PS II inhibiting her-
bicides is due to the presence or lack of detoxification
enzymes within resistant or susceptible species, respec-
tively. Glutathione S-transferase is one enzyme that
has been associated with detoxification of these herbi-
cides (61). Safeners have been used to induce glutathione
S-transferase activity to promote herbicide tolerance in
crop plants (62). These herbicides are inactivated by con-
jugation with glutathione.

Cytochrome P450-dependent enzyme activity has also
been shown to be involved in herbicide detoxification.
Fonne-Pfister and Kreuz (63) reported that this enzyme
system was responsible for ring-methyl hydroxylation
of chlortoluron that was applied to maize. This enzyme
system is also capable of detoxification of chlortoluron
herbicides via N-dealkylation (59). Since resistance to
these herbicides is acquired by enzymes that are relatively
common in plants, this may explain why various weed
species are no longer susceptible to some of these PS II
inhibiting herbicides.

The first atrazine-resistant crop plants were the result
of conventional breeding. Atrazine resistance, which was
found in Brassica campestris, was backcrossed into canola
(B. napus) (64). These triazine-resistant canola varieties
did not develop wide acceptance since there was a
10-20% yield penalty when compared with the wild-type
controls (59).

The gene conferring atrazine resistance has been
obtained from either resistant species or by site-directed
mutagenesis of the psbA gene (59). This gene has been
engineered so it is driven by a nuclear encoded promoter
with a chloroplast transit peptide and transformed into
tobacco (65). These transgenic plants were not resistant
to a high level of atrazine since the chloroplasts still
contained the wild-type psbA allele.

Transgenic tobacco plants have also been produced
that are resistant to another photosystem II inhibitor,
bromoxynil (66; Fig. 1). The bromoxynil resistance gene
(bxn) is a nitrilase that originated from Klebsiella
ozaenae (67). Bxn is able to convert bromoxynil into its

Figure 1. Production of bromoxynil-resistant transgenic tobacco
(Source: Photo courtesy of D. Stalker and K. McBride, Calgene).
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primary metabolite 3,5-dibromo-4-hydroxybenzoic acid.
More important, this gene has been transformed into
cotton varieties of agronomic importance, and these have
been marketed by Calgene.

RESISTANCE TO 2,4-D AND RELATED HERBICIDES

2,4-Dichlorophenoxyacetic acid (2,4-D) is one of the most
commonly used herbicides. This herbicide is in a class of
chemicals that have auxin (indole-3-acetic acid) activity in
plants (68). The effects of 2,4-D on plants include enhanced
cell growth and an increase in ethylene emanation. If 2,4-
D is applied to a susceptible plant according to herbicide
label directions, death is the result of the increase in cell
growth and physiological effects of ethylene. However, if
the 2,4-D level is reduced, it can be used as a growth
stimulant for initiation of callus from various monocot and
dicot plants cultured in vitro (69,70). Ethylene emanation,
attributed to the effect of as little as 1.0 mg/L 2,4-D,
has also been detected from maize callus cultures (71).
Auxin and 2,4-D physiology and biochemistry have been
extensively reviewed (72—74).

Auxin-like herbicides have had a profound effect on
agriculture. 2,4-D was the first selective herbicide based
on its ability to eliminate dicot weeds without destroying
monocot crop plants. However, it should be noted that
this selective nature is dosage dependent. Coupland (1)
has described the various means by which plants can
metabolize or inactivate 2,4-D and related herbicides.

The development of plants that are resistant to 2,4-D
and related herbicides has been correlated with repeated
use of these herbicides over several seasons. This has
primarily occurred within various weed species, and the
exact mechanism of resistance is not known. However,
various crop plants have been manipulated so that they
are resistant to 2,4-D. Conventional breeding has resulted
in Lotus corniculatus (birdsfoot trefoil) and Trifolium
pratense (red clover) resistance to 2,4-D (75,76).

Transgenic plants have also been produced that are
resistant to 2,4-D. Agrobacterium-mediated delivery of the
2,4-D monooxygenase gene (tfdA), isolated from Alcali-
genes eutrophus, was utilized to produce tobacco (77,78)
and cotton (79) plants resistant to 2,4-D. And again, 2,4-
D resistance was used in the transformation-selection
process. Aside from molecular techniques, transformants
were characterized by the level of monooxygenase-
catalyzed 2,4-dichlorophenol product accumulation. There
may be stringent substrate specificity for this gene, since
it did not appear to be effective in conferring resistance to
2,4,5-trichlorophenoxyacetic acid (2,4,5-T).

GLYPHOSATE-RESISTANT PLANTS

Glyphosate, also known as N-[phosphonomethyl]glycine
or by its trade name of Roundup®, is a nonselective,
broad-spectrum, postemergence, systemic herbicide with
positive environmental attributes. Unlike other herbicides
where development of analogs are commonplace, no other
herbicides are currently marketed with the same mode of
action (80).

Rapid degradation of glyphosate by soil microbes is one
reason for its positive environmental attribute (81). The
bacteria that catabolize glyphosate are considered ubiq-
uitous and primarily consist of various Pseudomonas and
Arthrobacter species. Two mechanisms by which bacteria
degrade glyphosate involve lyase and oxidoreductase activ-
ities (4). The first mechanism consists of a C-P lyase gene
that converts glyphosate into sarcosine and phosphate.
The second involves the GOX gene (glyphosate oxidore-
ductase) that converts glyphosate into aminomethylphos-
phonate (AMPA) and glyoxylate. It is the GOX mechanism
that appears to be more prevalent in nature (4).

The mechanism by which glyphosate kills plant cells
is by aromatic amino acid starvation. This is achieved by
glyphosate's ability to inhibit the key regulatory enzyme
in the shikimate acid pathway, 5-enolpyruvylshikimate-3-
phosphate synthase (EPSPS). This enzyme catalyzes the
reaction of shikimate-3-phosphate and phophoenolpyru-
vate to form 5-enolpyruvylshikimate-3-phosphate (4).
Glyphosate does not inhibit any other PEP-dependent
enzyme systems (3). The result of this is cessation of
biosynthesis of tryptophan, tyrosine, and phenylalanine.

Various whole plant studies have been conducted to
screen for genetic variability associated with glyphosate
resistance (3). A slight variation in glyphosate tolerance
has been observed, which seems to be limited by extreme
genotype by environment interactions. The overall results
from these whole plant selection programs have been
described as "disappointing" (3). The one exception is with
rigid ryegrass (Lolium rigidum) grown in Australia (82).
In this report, following 15 years of successful use
of Roundup®, a biotype of this grass weed exhibited
resistance 7- to 11-fold that of the susceptible control.
However, it is important to keep this in perspective, since
Roundup®, is still the most efficacious herbicide currently
used in agriculture.

Use of plant tissue culture techniques have been
employed to select for glyphosate-resistant cell lines.
Examples of this are from callus or suspension cultures
of alfalfa (83), carrot (84), maize (85), and tobacco (86,87).
Most of these reports described a stepwise increase in
the cultured cells' ability to tolerate glyphosate. The
mechanism of this tolerance was due to EPSPS gene
amplification and has been documented in carrot (88)
and tobacco (87) cell cultures. In vitro glyphosate tolerant
cells appear to be most resistant when selection pressure
is present. Removal of glyphosate from in vitro selected
tobacco cell lines resulted in decreased tolerance in both
the cultured cells and regenerated plants (87). A more
reliable method of producing glyphosate-resistant cell
lines and plants was required.

Genetic engineering techniques have been extensively
utilized to isolate and characterize genes associated
with glyphosate degradation. This has been an iterative
process where the early research was the impetus for
later advances. For example, Padgette et al. (4) described
three fundamental mechanisms for tolerance to glyphosate
in transgenic plants. The first and second mechanisms
involve alteration of EPSPS either by its overproduction
or by having a decreased affinity for glyphosate. The
genes responsible for altered EPSPS are either of



plant or bacterial origin. The third mechanism is by
the introduction of a glyphosate degradation gene into
transgenic plants. The primary gene for glyphosate
degradation in transgenic plants is GOX.

One of the first instances of transgenic plants produced
with glyphosate tolerance was in 1985 (89). Transgenic
tobacco plants were produced containing the aroA gene
driven by the octopine or mannopine synthase promoters.
The aroA gene was isolated and conferred a mutant
EPSPS enzyme from Salmonella typhimurium that was
identified as a glyphosate-tolerant mutant (90). The
nature of this mutation was a single amino acid change
at position 101 from proline to serine. The aroA gene was
also used to produce transgenic tomato plants tolerant to
glyphosate (91). In both instances, transgenic plants were
approximately three times more resistant to glyphosate
in comparison with the nontransgenic control plants.
These results were somewhat unexpected, since the native
EPSPS is found in the chloroplast and the aroA enzyme
was expressed in the cytoplasm.

Glyphosate tolerance by overexpression of EPSPS was
first demonstrated in petunia by Shah et al. (92). This
was achieved by expression of the chloroplast-targeted
wild-type petunia EPSPS driven by the cauliflower
mosaic virus 35S promoter. These transgenic plants were
approximately four times more tolerant to glyphosate than
the controls.

Aside from overproducing the wild-type EPSPS or
expressing a mutant of this enzyme, naturally occurring
glyphosate-tolerant EPSPS genes have been sought for
improved Roundup® tolerance. An EPSPS referred to
as CP4 gave increased tolerance to glyphosate, which
was attributed to an increased catalytic efficiency in the
presence of this herbicide (4). The source of the CP4 EPSPS
was Agrobacterium sp. strain CP4. Characterization of
this protein revealed that it was 47.6 kDa and a single
polypeptide of 455 amino acids (4). The CP4 EPSPS
was bombarded into soybean meristems, which resulted
in transgenic plants that were tolerant to up to 64
ounces of Roundup® per acre (4; Fig. 2). Since EPSPS
is located in the chloroplast, this level of tolerance was

achieved only when the CP4 protein was directed via the
chloroplast transit peptide (CTP) to this organelle. In these
bombardments, selection was achieved by visual detection
of GUS expression in transgenic tissues. However, use of
glyphosate for selection pressure has been used to produce
transgenic maize callus and plants expressing CP4.

Glyphosate tolerance by degradation has been achieved
by the action of the GOX gene. The oxidation of glyphosate
by transgenic plants expressing GOX results in detectable
levels of AMPA. The chloroplast transit peptide (CTP)
was also used to direct GOX to plastids in transgenic
plants. In the case of transgenic tobacco plants containing
GOX directed by CTP, glyphosate tolerance was observed
in some of the plants sprayed with high levels of this
herbicide (4).

Glyphosate-tolerant crops have had a profound influ-
ence on agricultural practice. The traditional use of
glyphosate as a pre-emergence herbicide has changed so
that it is now used both pre- and postemergence when
applied to crops that are resistant to Roundup®. This was
obvious by the clear acceptance of Roundup Ready® soy-
beans by farmers since its introduction in 1996. Demand
for this product has increased annually.

The recommended use of Roundup® on Roundup
Ready® soybeans first involves an application for preplant
burndown. Following planting, a second application of
Roundup® (32 fl. oz. per acre) is applied to the field when
the weeds are 4 to 8 inches tall. This can be applied to
the soybean field either pre- or postemergence. Based on
farmer discretion, a second application of Roundup® may
be applied (24 fl. oz. per acre) if additional weeds appear.

One of the recommended weed control systems for
Roundup Ready® corn (Fig. 3) involves an application of
Roundup® to the field prior to planting for early weed
control (burndown). After planting, Roundup®, at 24-32 fl.
oz. per acre, is applied to the field when the weeds are 1 to
4 inches. This can be applied to a corn field either pre- or

Figure 2. Roundup Ready® soybeans tolerant of 64 ounces of
glyphosate per acre (Source: Photo courtesy of Monsanto Ag
Sector Public Affairs).

Figure 3. Improved weed control by postemergence application
of Roundup® to Roundup Ready® corn plants. The rows on the
right show an unsprayed control corn plants separated by a solid
canopy of weeds. The rows on the left show corn plants that
tolerated application of 64 ounces per acre of Roundup®. Note
the dead weeds adjacent to these plants (Source: Photo courtesy
Monsanto Ag Sector Public Affairs).



postemergence. A second application of Roundup® may
be necessary if additional weeds appear (at a rate of 24
to 32 ounces per acre; note — consult label for the most
current application rates and directions).

One advantage of using Roundup Ready® products
involves the practice of no-till planting. The advantage
to the farmer is that reduced overhead costs are the
result of not tilling the soil prior to planting. Instead,
a preplant application of Roundup® is used for weed
burndown followed by planting of the Roundup Ready®
seed. Aside from the overhead savings, no-till farming is
an environmental savings due to reduced soil erosion and
reduced risk of soil compaction.

UTILIZATION OF HERBICIDE TOLERANCE

Production of transgenic or tissue culture variant plants
that are herbicide resistant have the clear utility for
improved weed control. However, there are other uses that
will also have a positive impact on agriculture. In a patent
application by Songstad et al. (93), a novel herbicide seed
treatment was used to maintain a male sterile phenotype
maize seed segregating 1:1 for resistance to GS-inhibiting
herbicides, such as Basta™ (also known as Liberty)
and bialaphos. Maintaining transgenic male sterile and
herbicide-resistant maize is typically achieved by spraying
a 1:1 segregating population with the herbicide so that
the 50% of the progeny that is wild type (male fertile) will
die and the transgenics (male sterile) will live. However,
wind drift can result in misapplication of herbicide
to nontransgenic plants, leading to reduced stand and
decreased seed production. The wind drift problem is
eliminated by application of the herbicide to the seed of
the segregating population. This was achieved by mixing
captan with Basta™ so the herbicide would stick to the
maize kernels. Out of several thousand kernels evaluated,
the only plants that survived this seed treatment were
herbicide tolerant; there were no escapes reported in this
patent.

Another use of herbicide resistance is to generate
transgenic plants capable of producing an active herbicide
in specific tissues. In the first instance, this was achieved
by producing transgenic tobacco plants expressing a
tapetum-specific deacetylase gene (94). These plants
were sprayed with the inactive herbicide N-acetyl-L-
phosphinothricin, which was translocated throughout the
plant. However, anthers of these plants could deacetylate
N-acetyl-L-phosphinothricin, rendering them male sterile
through the production of phosphinothricin — the active
ingredient in Liberty.

This same strategy has been used with the herbi-
cide glyphosate. Dotson et al. (95,96) reported a phos-
phonate monoester hydrolase (PEH) gene from Burkho-
leria caryophilli was capable of hydrolyzing the nontoxic
chemical glycerol glyphosate into the potent herbicide
glyphosate. PEH can be utilized as a conditional lethal
gene. For example, expression of PEH in anther tis-
sues can be used to obliterate cells for the purpose
of male sterility (96). PEH has also been proposed as
a negative selection tool in homologous recombination
efforts (96).
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Buried in the history of a subject are the messages and
lessons of our predecessors. From the questions they
asked, the information or evidence they amassed, and
the critical and creative imagination they brought to bear,
we can discern the thrusts of their endeavors and the
factors that motivated their strivings. In this section of
the Encyclopedia, I will seek to expose these efforts in the
area of animal cell technology and to distill, from them
ideas and concepts that may yet be of value to workers
in the contemporary world. Such understandings will also
provide an appreciation of the intellectual and practical
platforms on which we are presently building for our future
well-being.

A variety of themes provide a plexus for this story.
Most living organisms directly or indirectly exploit the
cellular mode of being; how did this happen and what are
the connections between cellularity and life? In coming
to an appreciation of the nature of the cellularity of
living organisms, how did developments in the knowledge
base (science) interact with parallel advances in technical
capabilities (engineering)? In this we can discern both the
way advances in instrumentation have led to increases
in knowledge and how developments in the application
of animal cells to useful ends have also extended our

appreciation of cellular biochemistry and physiology. Or,
how did the incomplete concepts of both animal and plant
cells come together to provide a more comprehensive
appreciation of both cell types? In this latter event, we
have a strong justification for treating animal and plant
cell technology as a single subject to be covered in a single
encyclopedic work.

There is also a human story which cannot be severed
from these writings. In the history of the way came to
our contemporary ideas about the cell and its origins,
some individuals rose to considerable fame and fortune,
and others, perhaps even more deserving of recognition
and plaudits, have been consigned to the backwaters or
even ignored. Then, as now, bitter rivalries prevailed.
Nationalistic pride and linguistic ignorance distorted the
reporting of discoveries, and those in charge of the media
(books, scientific journals, archives, reviews etc.) were able
to both promote themselves and their allies. A quotation
from Lucretius (98—55 B.C.E., Rome: De Rerum Natura;
Book V) illustrates this point:

So it would be a better thing by far
To serve than rule; let others sweat themselves
Into exhaustion, jamming that defile
They call ambition, since their wisdom comes
Always from other's mouths, and all their trust
Is put in hearsay; when do they believe
Their own good sense and feelings? Never, never.

Indeed this history raises serious issues that we have
not yet satisfactorily resolved. How do we assign credit to
the discoverers of a particular long-lived and highly valued
concept of the way nature is constructed and works?
We often neglect to mention the people who worked on
perfecting the instruments and techniques without which
it would have been physically impossible to see and infer
the structure of the cell and the way it divides. How do
we appraise the individuals who "have the idea first,"
"who communicate the idea first," "who write down the
idea first," "who, through observation and experiment,
provide evidence that the idea can withstand practical
testing," "who report such tests and make firm (if not
categorical) statements about the nature of the world
outside?" Although some of the studies were effected by
scientists who were independently wealthy, most were
done by people struggling in the quagmire of university
structures that were primarily set up to deliver people
educated for the church, medicine, and law. Their ambition
contained visions of a high position in a university
hierarchy, the respect of a society of peers recognition
in the writings of others working in the same field and
of making that discovery that would stand out as a
change or shift in the conventional paradigm (1) thus
giving rise to new ways of thinking and conceptualizing
the world. How these studies were to influence thinking
about deeper or religious issues was not necessarily at the
forefront minds of the investigators of yesteryears. Before
the twentieth century, the universities of Europe required
members of their staffs to swear oaths of allegiance and
profession to the religious system prevailing at their
institutions. But an intellectual tradition of enquiry,
experiment, and rational empiricism was able to develop
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and provide the basis on which we are erecting our
future world.

In the following subdivisions of this section, I examine
how the concept or theory of the cellular nature of living
organisms emerged which then enables, the story of how
cells could have come into being some 4 billion years ago.
This is followed by an account of how cells came to be
grown in culture and eventually used to generate valued
products.

THE EMERGENCE OF THE CONCEPT OF A CELL

The divisibility of natural objects has ever occupied the
minds of the most profound thinkers. Today's philosophers
grapple with issues related to hypothetical entities called
"strings'* and attempt to relate them to the subdivisions
of matter that can be made in the atom-smashers built at
great public expense (2). Living objects have been subject
to an equivalent scrutiny, the outcome of which established
the concept of a "cell."

PREPARING THE MIND

Humans, uniquely, have asked question about the nature
of their being and the composition and workings of
the world around them. They have used the answer to
enunciate statements, codes, or laws intended to modulate
their behavior. Two issues were prominent in early
discussions. The first concerned questions as to whether
all observable objects were made from a continuum or
were composed of discrete, separable elements? And the
second asked whether life could emerge spontaneously
from inanimate entities or was, of necessity, a product of
other living beings? If the latter were to be the case, then
it would only be necessary to explain the origin of the first
living being. The former question will be dealt with first
and the latter will be treated later.

Aristotle (384-322 B.C.E., Stagira Thessaloniki; Physics
Book VI) stated that time, lines, motions, and magnitudes
are continuous; their elements are not divisible, and there
is nothing between the elements other than the elements
themselves. This is in contrast to the atomic theory of
Leucippus (circa. 440 B.C.E. of Miletus, a Greek city-port
which used to be on the southern bank of the estuary
of the Menderes River in Turkey) who conjectured that
a void exists between indivisible elements (the atoms).
These ideas were further promulgated and extended
by Democritus (460-370 B.C.E. of Abdera near Kavalla,
Greece) who regarded atoms as innumerable tiny particles,
homogeneous in substance, infinitely various in shape
and size, compact, unmodifiable operating in infinitely
empty space (3), (4). The atomic theme was taken up
by Lucretius in his De Rerum Natura. His fully and
well-reasoned position on this issue, expressed in poetic
hexameters, has a contemporary feel; it also echoes and
amplifies the concepts of Leucippus and Democritus. As
Aristotelian thinking dominated thought well into the
Middle Ages, ideas that living beings could be composed
of discrete indivisible elements were not encouraged. But

in the seventeenth century both Descartes (1596-1650,
born in France, lived in Holland) and Newton (1642-1727,
Cambridge and London) adopted the atomic model to
explain the workings of nature. Such ideas developed into
an entirely mechanistic vision of the way both animate
and inanimate objects worked, except that for humans the
possession of a "soul" provided an additional feature that
linked them to choice, free will, and a God. Nevertheless,
in the mid seventeenth century these views prevailed, and
because they gave rise to a sense that much more about
the world could be discovered if we had the investigative
means, they set the scene for the emergence of the cellular
theory of life.

DEVELOPMENTS IN MICROSCOPY

The first recorded use of a lens in 424 B.C.E., turns up in
Aristophanes' (445-388 B.C.E., Athens) play, The Clouds,
where Strepsiades asks Socrates, 4ToU must have seen at
the druggist's the stone, pretty, transparent, to kindle fire
with?" Subsequently, both Artistotle and Euclid discovered
the properties of reflective mirrors of different shapes,
but the most extensive and ancient work on reflection
and refraction was effected by Ptolemy (70-circa. 141 AD.,
Alexandria) although his work in this area was not taken
up till the nineteenth century (5). Other observations
of classical authors such as Seneca (5-65 AD.) provided
evidence that the magnifying capability of rounded, water-
filled transparent objects could be most useful as a reading
aid. Roger Bacon (1214-1292, Oxford) is held to have
constructed spectacles based on plano-convex lenses. So,
by the close of the sixteenth century and the beginning
of the seventeenth, many individuals in Holland, Italy,
and England were engaged in using lenses to look at small
objects, mainly insects. The word "microscopio" was coined
by Giovani Fabri, a member of the Academi of the Lincei
in 1625 (6), but it was in 1656 that the word, "microscope"
first appeared in English (7).

Looking backward, it is clear that the Jansen family
of Middleburg, Holland, made microscopes before the year
1590(8). And Galileo (1564-1642, Florence and Padua)
was using lenses for telescopes and microscopes from the
year 1609, a year after Johannes Lippershey, an optictian
also of Middleburg, petitioned the states-general of the
Low Countries to manufacture a lens-based instrument
for increasing the apparent size of remote objects (9). In
1646, M. Fontana of Naples wrote that he had invented
the compound microscope in 1618 using two convex
lenses mounted in a copper tube 18 inches long. Yet
we have the claims of Cornelius Brebell, a Dutchman
resident in the English court that he made the first
compound microscope in 1621. While these contestants
for the honor of being the first to invent the gateway
into the heretofore invisible world of the minuscle were
making their several claims, it is of note to realize that
in the medieval world, communications were problematic
in terms of the time and reliability of delivery services.
Working independently, each individual thought they had
an edge. But in terms of the advances in the competence
of humans to engage in examining a new facet of their
unfolding world, both the lens makers and the users of



the lenses (sometimes one and the same, as in the case
of Galileo) were the people who were responsible for the
advances; the individuation of the events is just as much
a product of the circumstances of the person, as well as
their dexterity and brilliance of mind.

The causal chain that led Antoni van Leeuwen-
hoek (1632-1723, Delft) to discover the animalcules we
now include in the bacteria and protista illustrates
how situation plus personal attributes combine to make
the breakthroughs we need to advance. Trained to be
a linendraper in Amsterdam, Leeuwenhoek set up a
draper/haberdashery business in Delft in 1654 (10). For
such a business, the use of magnifying lenses would have
provided commercially sensitive information about the
quality of the fabrics which he was engaged in buying
and selling. (This author's father was similarly engaged
and was never without a 1Ox mounted lens secreted in a
waistcoat pocket.) Clearly, the more powerful the lens, the
greater the value of the information that could be obtained.
This may explain how Leeuwenhoek came to learn how
to make lenses of high magnification from M. Hartsoeker
(according to R. Hooke as published in his Micrographia
Illustrata of 1656 (see Ref. 8, p. 4) or from J. Hudde (as
per Harris, Ref. 6), p. 15). He developed the techniques
of shaping and polishing glass drops to a fine art whose
details he never disclosed. Nevertheless, with one such
lens held in a device that enabled the mounting of a spec-
imen on the tip of a needle held millimeters from the
extremities of the lens, he was able to obtain magnifica-
tions of 100 x to 30Ox (although he would have had to use
some clever illumination technique to see bacteria at this
magnification). From his observations (communicated in
Dutch by letter to the Royal Society of London), he con-
cluded that all animal matter was composed of globules.
This was supported by a comment in a letter written in
1675 by C. Huygens (1629-1695, The Hague) ".. .our Mr
Leeuwenhoek turns everything into little balls."

Hooke, working at the Royal Society in the 1650s
as curator of experiments, directed his newly designed
compound microscope to the examination of thin sections
of cork. Here, in 1655, he saw cells. (The word 'cell'
comes from the Latin cella which denotes a small
underground chamber used by the Romans for the
storage of the wine or foods they wished to keep cool.)
During the same period, M. Malpighi (1628-1694, Rome)
and N. Grew (1641-1712, London) were working with
microscopes on the structures of living tissues, the former
on plants and animals, whereas the latter concentrated
on plants. As a result of work with both sorts of tissues,
Malphigi referred to the xylem in plants as trachea because
it resembled that tissue in animals. During such studies,
the round objects viewed by these early microscopists were
called by a wide variety of terms which included utriculi
(small bottles of skin), sacculi (small bottles for straining
liquids), globules, vesicles, bubbles, corpuscles, granules
(Kornen), Kugle (spheroid), Kugelchen (vesicle), Kornchen
(small grain or granule), Korperchen, Zellen, balls, etc.

For the next 150 or so years (1670-1820), there were
few, if any, conceptual advances of note with regard
to the basic elemental structure of living organisms. K.
Wolff (1733-1794), drawing on the diagrams of Grew and

Malphigi, as well as his own work, concluded that all
tissues were made up of globules which he sometimes
called cells. In 1823, H. Milne-Edwards (1800-1885,
Bruge, Paris) wrote that all animal tissues are composed
of a concatenation of small uniform globules of 1/300-
mm diameter (3.3 JI), and to see them he used one of
the first achromatic compound microscopes made by
Adams (10). Others were developing achromatic lenses
at the same time, and much of the credit for such devices
may be attributed to J.J. Lister (1786-1869, Upton) who
not only constructed such lenses and used them in
microscopes, but in 1830, he developed and published
the theory on which they might be based. In this he
showed that both chromatic and spherical aberration
could be corrected by using a compound lens. This
departure gave renewed energy to a surge of studies on
the structure and function of animal and plant tissues,
as evidenced by the construction of an achromatic lens
microscope by Simon Plossl (Vienna) in 1832 which in
the hands of J.E. Purkyne (1787-1869, Libochowitz and
Wroclaw) and his group led to many further discoveries.
Among these were the development of the microtome
by G.G.Valentin (1810-1883), as well as methods for
fixation, embedding, staining, and mounting preparations;
Purkyne also used daguerreotypes for the first time. The
new microscopes of Pistor and Schiek of Berlin made in
1836 (6, p.26), in the hands of T. Schwann (1812-1822,
Berlin) and M. Schleiden (1804-1881, Hamburg) also
enabled those protagonists to offer both considered and
contentious views as to the nature of cells and the way
they divide.

Yet further developments of the microscope were
in hand when E. Abbe (1840-1905, Jena) invented the
condenser to provide strong illumination to the speci-
men (1870) and the oil immersion lens to achieve higher
magnifications as a consequence of the higher refractive
index of oil vis-a-vis air although the prior development of
such a lens in 1840 by G.B. Amici (1786-1863, Modena)
is to be noted (6, p.85). Furthermore, Abbe produced the
first distortion free lenses (apochromatic) that permitted
achieving the maximum theoretical resolving power (0.2 p,)
of the optical microscope. In 1896, he reorganized the
Zeiss optical works as a cooperative where the workers,
managers, and the university shared in the profits.

The need to "see" specimens at higher levels of
magnification, that were as "native" as possible prompted
yet further developments. With the development of
the built-in light source (complete with filter and
diaphragm) in 1934, phase-contrast microscopy made
its first appearance. Also in the early 1930s both
scanning and transmission electron microscopes, were
invented and developed. They provided a theoretical
resolution of some 10,000 times greater than the light
microscope, but in practice only a 100-fold increase
in magnification (to 0.002 jxm) is routinely obtained (11).
Dark-field, fluorescent, confocal, cine, and video (with
image enhancement) microscopy were also developed,
culminating in the awesome ability of the atomic force
microscope (invented in 1986 by G. Binnig, CF. Quate,
and C. Gerber) to examine the anatomy and physiology of
a single unstained molecule of a biopolymer (12,13)



It is clear that as each advance in the tools used to
examine the details of living material becomes available,
there are subsequent discoveries of the way cells and their
components work. This, in turn, inspires the instrument
makers and inventors to further develop their arts and
theories as to how it might be possible to achieve further
progress. From iterative oscillations between the tool users
and the toolmakers, we build the physical and intellectual
structures of the modern and future worlds.

CELLS AS THE BASIC UNITS OF LIVING BEINGS

Knowing what we are, is a basis on which we can build
our ideas as to how we should behave. Developments
in microscopy, as recounted above, provided an avenue
to such discoveries. The issues that occupied the
microscopists of the middle to late nineteenth century
revolved about the universality of the cell as the basic
unit of animal and plant tissue, the nature of the cell
nucleus and nucleolus, how cells divided, and what was
at the boundary between cells. The schematic outline of
some of these discoveries presented below is not intended
to be fully comprehensive or to include all those who made
contributions (see Ref. 6 for a fuller rendition). Rather, the
main messages of the way discoveries are made and credit
assigned are portrayed. The lessons that can be learned
from this history will also be discussed.

Following the 1704 use of the word "nucleus" (Latin;
nucleus, nut, kernel, innerpart) to describe the center of
a comet, R. Brown (1773-1858, London) availed himself
of the same word to describe a common feature of all
of the plant cells that he studied. He reported this
at a meeting of the Linnean Society in 1831. Some
four years later, R. Wagner described a nucleus within
a nucleus or nucleolus in Graffian follicle of sheep.
Although binary fission of polyp cells had been described
in 1747 by A. Trembley (1710-1784, Geneva), O.F. Muller
in his 1756 book on infusoria noted the binary fission
of microscopic green algae and fresh water flagellates.
This was followed up (1832) by B. Dumortier (1797-1878,
Belgium) who discovered and published work showing
that the apical cells of the alga Conferva aurea (silkweeds)
divide by binary fission. However, the priority for this
latter discovery was claimed by H. von Mohl (1805-1872,
Stuttgart, Tubingen) who examined Conferva glomerata,
but this work was published in 1835. Again, in 1846, von
Mohl may have overstepped the mark in seeming to have
been the first to use the word "protoplasma" to describe the
contents of the cell, because Purkyne had already coined
that term in 1840 (6, p. 64 et seq.).

It is widely held, that the theory of the cellularity of liv-
ing organisms, both animal and plant, was first proposed
in a substantive manner by Schleiden and Schwann. Hav-
ing been advised about 1835 of the similarity between the
cells of the notochord of a developing frog and plant cells by
J. Muller (1801-1858, Berlin) and stimulated by conver-
sations with Schleiden, Schwann published a major work
in 1839 entitled "Mikroskpische Untersuchungen uber del
Uebereinstimmung in der Struktur und dem Wachsthum
der Thiere und PfianzenT In this work he emphasizes
the commonality of the cell as the structural unit of both

animals and plants and asserts that this is based, not so
much on the microscopic resemblance of animal and plant
cells, as on the similar way in which these cells divide.
In this he was much influenced by Schleiden who had
the notion that cells were built about nuclei (cytoblasts)
and the latter were formed de novo by a process akin to
crystallization around a precrystallized nucleolus (6, p. 97
et seq.) formed in the granular material that exists in the
space between existing cells. Now we believe that neither
of these notions is representative of the way cells divide,
so the attribution of the cellular theory of living organisms
to the above investigators may be a serious misjudgment.

That cells are the common and basic units of ani-
mal and plant life was enunciated by many researchers
before the publication of Schwann's book. In 1805 L. Oken
(Okenfuss, 1779-1851, Jena and Zurich) had the idea
that all large animal and plants are made of aggregates
of cooperating "infusoria" or free living cellular creatures.
F.V. Raspail (1794-1878, Paris), using a microscope made
by Deleuil of Paris, made many observations on animal
cells and in 1825 concluded that "Omnis cellula e cellula"
(every cell is derived from another cell). This expression
was also used in 1858 by R. Virchow (1821-1902, Swid-
win, Berlin), to whom this assertion is usually attributed.
He also used chemical reagents to stain the components of
frozen tissues. Some nine years later, Purkyne's student
Valentin submitted a prize essay to the Institut de France
in 1834 in which he spelled out in detail the parallelism
between animal and plant cells. This work (1,000 pages)
was not published nor was a 300 page revision, although
the former work was cited by von Humboldt in 1836. So,
it is clear that both Purkyne and Valentin were teaching
that animals and plants were both made up of cellular
entities, and this was several years before Schwann's
famous publication. Also, in 1837 H. DuTrochet (1776-
1847, Paris) wrote that "Life is one." "... everything is
ultimately derived from the cell"; there are cells of differ-
ent sizes and these constitute the basic units for metabolic
exchange. He described and named the process of osmosis
and noticed that cells exchanged materials with the exter-
nal world via the processes of endosmosis and exosmosis
across a semipermeable membrane.

Opposition to Schleiden's concept of cell division was
not long in developing. In 1844, F. Unger (1800-1870,
Vienna) disposed of the idea that cytoblasts (nuclei) are
the source of new cells. This work, further developed
by R. Remak (1815-1865, Posen and Berlin), repudiated
the formation of cytoblasts in the extracellular fluids,
denied the existence of naked nuclei (1852), and noted
that in some animal tissues, nucleated mother cells
partitioned into two nucleated daughter cells (1845). In
1848, W. Hofmeister (1824-1877, Lindenau, Tubingen)
described how the plant nucleus divided and recognized
the presence of certain "Klumpen" (discrete bodies) that
separated into two massess; in this discovery he defined all
but one (telophase) of the phases of mitosis. He also noted
that in the germinal cells, each of the daughter gametes
received half the number of Klumpen. A follow-up to this
was the discovery in 1869/74 that the nucleus is the unique
residence for nucleic acids (J.F. Miescher (1844-1895,
Basel, Tubingen). The process of ordinary cell division



was called "mitosis" by W.Flemming (1843-1905, Keil)
who also noted the longitudinal splitting of the "threads."
Later in 1888, H..W.G. Waldeyer-Harz (Berlin) proposed
the word "chromosome" to replace the panoply of terms
then in use. And it was left to W. Roux (1850-1924,
Wroclow) to propose in 1883 that, on a theoretical
basis, each of the chromosomes carries a panoply of
hereditary determinants. That these determinants could
be transferred between bacteria was discovered by the
English microbiologist, F. Griffith, in 1928 when he
showed that nonvirulent strains of bacteria become
genetically changed to virulence when exposed to heat-
killed virulent strains (14). But it was left to the
Americans, O.T. Avery, CM. MacLeod, and M. McCarty,
to show, in 1944, that the material that carries the
hereditary determinants is the nucleic acid, DNA (15).

Readers will notice that although German researchers
have been credited with many of the new discoveries
about the nature of cells and the way they divide, workers
in many other European countries discovered much of this
new information, often before their German counterparts.
Harris (6) examines this issue in some detail and concludes
that it is the manner of presentation of the material, as
well as omissions in crediting the prior discoverers that
has led to this situation. National chauvinism may be
held responsible in the development of such practices.
Whether we, as humans, are better served by such outright
competitiveness or whether progress would be faster and
more advantageous were more cooperative practices that
entail appropriate recognition adopted, is a debate which
is yet ongoing. Indeed, the outcome of this discussion
may have components of both practices conjoined in an
overarching structure that controls the areas and degrees
of competitiveness and recognition to achieve the most
beneficial results.

THE FIRST CELLS

Having recognized the almost universal association
between living beings and cells, it is heuristic to consider
how cells came into being, how they relate life to and
how such understanding might inform our current need to
work with living cells to generate goods and services for
the benefit of humans and animals.

ON VARIOUS BEGININGS

Paleontological evidence of cellular structures in rocks
some 3.5 billion years old means that cellularity followed
relatively closely on the consolidation of the early earth
about 4.6 billion years ago (16). It is generally held that
for the first 0.6 billion years of the earth's existence,
conditions that might have provided the cradle for life
and living cells were precluded. During this period of
intense volcanic activity, violent climate perturbations
due to comet collisions and high levels of radioactivity,
the temperatures at the surface of this nascent planet
were in excess of those that would enable the formation
of seas and oceans of water. However, following a cooling
off period, it is clear that in the 500-million-year period
between 4 to 3.5 billion years ago, life and cells arose

then from the otherwise inanimate materials that made
up the surface materials of this planet. Indeed the first
evidence of the activity of living organisms may be dated
to 3.85 billion years ago (17). This requires that life did
form spontaneously and that the adage omnium vivum ex
viva (all life comes from life) is not a trustworthy reflection
of events {pace Pasteur). (Were cellular life forms, borne
on a comet or meteor, to have infected earth from another
part of the universe, we would still be left with the need
to explain how that cellular life arose from the inanimate
material of its parent body.)

As our burgeoning knowledge of the conditions of early
earth unfolds, the prospects of constructing a plausible
and testable story that accounts for the origin of life
and cells becomes more feasible. So, although attempts to
achieve such a synthesis were discouraged by Pasteur's
famous (1864) experiment (he invented an open swan-
necked flask that maintained a rich culture medium
in a sterile condition indefinitely and so demonstrated
that life could come only from another living form), it
was not until the 1920s that this position was seriously
challenged by Oparin (1924) and Haldane (1929). And we
had to wait till 1952 for the Miller-Urey experiment
that showed that organic materials could be formed from
simple inorganic precursors under appropriate conditions.
(Many of the original papers of these and other seminal
thinkers on the origin of life can be found in Deamer and
Fleischaker (18).) This latter experiment became a turning
point in origin-of-life studies because it led to a plethora of
further discoveries and inventions that in turn have fueled
speculation and critical examination of the concepts that
may be adduced to bear upon the way life and cells began.
These have given rise to a voluminous literature on the
origin of life well summarized in the recent editions of the
Encyclopaedia Britannica. However, my purpose in this
Encyclopedia is to examine the origin of life in the context
of the cell. This departure from most other renditions of
this subject leads me to contend that were it not for cells,
life may not have started. What follows is a compilation of
the evidence and ideas (some of which are guesses) that
gives me confidence in presenting a somewhat different
approach to cells, life, and their origins.

LIFE THEN CELLS OR CELLS THEN LIFE?

One may consider a definition of a cell (in a biological
context) as a small entity, normally between 0.1 to 100 |i
in diameter, that provides an enclosed space. Life is
more difficult to define because some individuals seek to
associate immaterial properties (spirits, souls, life forces)
to living organisms (vitalism). If we do not do this, then a
starting definition of life could take the form of—"a living
organism is an entity which "seeks" (happens) to reproduce
itself such that deviations in the reproductive process
may be carried through into subsequent generations." (In
this expression the word "seeks" has the meaning uhas
the particular physical and chemical properties that, in
the presence of the appropriate materials, spontaneously
results in a reaction") This allows for the inclusion of
viruses, seeds and other dormant or nondividing forms,
because they may be thought of as entities that while yet



seeking to reproduce themselves, have used a technique to
permit them to survive inclement conditions or to enable
them to move to a more propitious environment. It also
moves such entities into the realms where the "Natural
Selection of the Fittest" can occur (Darwin and Wallace,
1858; Spencer 1864); this provides the driving force that
has transformed the living systems of 4 billion years ago
into those that inhabit planet earth at this time, including
humans.

Since the discoveries of Griffiths, Avery et al., and Crick
and Watson (see above), we have come to believe that
properties of self-replication with the faithful copying of
mistakes can be most convincingly demonstrated only in
the class of molecules called nucleic acids. Because it
has also been shown that the ribose nucleic acids (RNAs)
have enzymatic properties (19), much attention has been
focused on them as the molecules that may have been
the first to express the properties of life; hence their
establishment of an RNA world. Incorporation of the more
stable genetic material of the deoxyribose nucleic acids
(DNAs) is generally thought to have arrived later. Because
the origin of life may be envisaged as a molecular event its
origin does not, in principle, require the presence of cells.
However, it is also clear that for simple and dilute solution
chemistry with molecules that are less than stable, rapidly
oscillating physical conditions and circumstances where
hydrolysis is favored over condensation is a less than
salubrious environment in which to postulate the presence
of the first molecules that expressed the property of life. So,
were cells a necessary component of the system whereby
living molecules came into being?

MESSAGES FROM CONTEMPORARY CELLS

Before we can consider the properties of a putative
primordial cell, it is useful to survey some of the relevant
parameters that could affect such thinking. Cells in the
contemporary world are surrounded by a double layer of
phospholipids, in which a wide variety of glyco- and lipo
proteins are embedded. Eukaryotic cells have cholesterol
as part of the lipid bilayer, but prokaryotes do not. In
the absence of constraints, cells are spherical because this
is the minimum energy structure whereby the smallest
surface area surrounds contains the maximum volume.

Phospholipids are amphipathic structures that can
react with ionized molecules and atoms through ionized
phosphate groups, and at the same time, the lipid portion
of the molecule can dissolve in other lipids. In this way
the phospholipid can bridge between the world of the
hydrophilic (lipophobic) ionized and charged molecules
and atoms and the uncharged and water-insoluble lipid
world (hydrophobic or lipophilic). The phospholipids of the
cells we observe today are based on glycerol. Two fatty
acids with 10-20 carbon atoms and a variable number of
double bonds replace the first and second hydroxyls of the
glycerol, and on the third arm of the glycerol is an adduct
such as phosphoryl choline or phosphoryl ethanolamine
or simply phosphoric acid. The ions commonly found in
association with negatively charged phosphate groups are
bivalent calcium2+ and magnesium2+, as well as univalent
sodium1+ and potassium1+ ions. Chloride1" is the main

univalent ion associated with positively charged groups
such as choline.

The proteins that are associated with such bilipid
membranes are located on the outside or inside of the
membrane, or they traverse across the membrane and
link the external to the internal worlds. Those parts
of the protein that make contact with the lipid part
of the membrane are mainly the lipophilic aminoacids,
valine, alanine, leucine, isoleucine, and phenylalanine.
Those proteins that traverse the membrane may do so
via multiple loops of primarily lipophilic aminoacids (10
such traverses are not uncommon) and groups of five or
so such molecules may gang together to form a "pore" in
the membrane whose internal composition determines the
ions/molecules for which that pore is selectively permeable.
The carbohydrate residues attached to the protein are
located either on the outside or inside parts of the protein
and are not involved in the lipid bilayer. Proteins and their
derivatives may move in the plane of the membrane, and
higher temperatures enhance that motion.

Vesicles made of such lipid bilayers fuse readily
with other such vesicles, in which case the membranes
amalgamate and merge. Additional lipidic material may
be added into the membrane at any time and place.
When the surface has expanded and the dynamics of
the movement of internal and external fluids creates
conditions where the enlarged cell becomes unstable,
the cell may split into two or more subcells and begin
the accretion and growth process again. It is possible
to make such vesicles in the modern laboratory from
lipids such as lecithin and surfactant molecules such
as Triton X; they are called liposomes. When they
are made in the presence of other molecules such as
viral antigens or nucleic acids, the vesicles that form
contain the adventitious molecules within the lipid bilayer
(or multiples thereof). Consequently, they find uses
in preparing vaccine adjuvants and in transportation
systems that seek to implant molecules of DNA into cells
for the purpose of genetically engineering those cells.

WHAT CAN CELLS (AS SUCH) BRING TO THE TABLE?

The cell provides an enclosed space. Movement of
materials between the external world and the internal
space is restricted and/or controlled. The boundary layer
creates a phase shift in that it is a solid (an ordered array
of molecules), whereas the external world is liquid and
disordered. The following are a result of this separation of
an enclosed space.

• It is possible to create a concentration gradient for
one or other molecular species across the membrane.
This can lead to the increased or decreased (by specific
exclusions or excretions) concentrations of particular
molecular or ionic species within the cell.

• An osmotic pressure is a consequence of this
concentration gradient.

• A membrane is also capable of generating an
electrical charge difference between the internal and
external worlds. This charge may migrate as adjacent
regions of the membrane polarize and depolarize.



• A concentration gradient across a membrane is a way
in which energy can be stored. Typically, a hydrogen
ion gradient across a lipid bilayer membrane is the
basis of the generation, storage and use of energy in
all biology systems.

• Small molecules and ions will traverse a lipid bilayer
when there are some 10 or so carbon atoms in the lipid
components, but polymers of such molecules will not
pass this bilayer. This means that polymers are more
likely to be stable within a cell because the relative
effective concentration of water for hydrolysis is lower
than in the external world. (Some of the internal
water would be bound into the electrostatic double
layer which surrounds charged ions and molecules.)

• The surfaces created by the lipid bilayer enable
the concentration of particular molecular species as
a result of the charge disproportionation which is
found at the surface. It could lead to the activation
and reaction of such concentrated molecules as if it
were a nonspecific catalyst. It could also aid in the
removal of the elements of water in reactions where
the condensation of two molecular species requires
that elimination.

• The lipid bilayer can act as an anchor for the lipophilic
portions of proteins and proteinoids in which case it
may act as the support for a system of immobilized
and diverse catalysts.

• By regulating the passage of materials across the
membrane, it is possible to control the composition
of the internal environment vis-a-vis the external
surroundings. This means that fluctuations in the
external world can be prevented from causing
corresponding perturbations in the internal world of
the cell. This in turn provides stability and protection
to the molecular species so sequestered.

• The lipid bilayer membrane can provide an envi-
ronment in which lipophilic molecules such as the
porphyrins may dissolve and create electron or charge
gradients under the influence of the capture of light
energy.

• By synchronizing the flow of membrane material in
relation to external objects, it is possible to engender
cell motility.

• In the event that contiguous vesicles do not fuse on
contact, it is possible to develop molecule selective
pores or junctions to act a gates between the two
compartments.

• Membranes around cells allow for cell growth by
accretion and the division of such cells via a budding
process or binary fission.

This welter of properties could provide a basis that enabled
a subset of molecules to acquire the necessary attributes
to live.

WHAT CAN A PRIMORDIAL ENVIRONMENT OFFER?

There is much speculation as to the nature of the
primordial environment that existed 4 billion years ago.
The recent (1979) discovery of deep sea volcanoes

(hydrothermal vents) that provide aqueous and sulfurous
environments at temperatures in excess of 3000C in
which living organisms thrive, has supported evidence for
emergence of life on earth that was neither cool nor free
of poisonous materials such as hydrogen sulfide. Yet such
temperatures lead to the rapid breakdown of unprotected
organic molecules (20). Additionally, analysis of meteors
has revealed that organic molecules may be formed in all
regions of the universe. It is also alleged that much of
the carbon of the earth is as a result of its transportation
by meteors and comets. Nevertheless, the discharge from
contemporary volcanoes contains much carbon dioxide,
carbon monoxide, nitrogen, water, sulfur, and hydrogen
sulfide, so that the presence of such molecules on the
primitive earth is likely to have been plentiful. The amount
of oxygen in the atmosphere was virtually zero at this time.
What is also likely is that climatic conditions fluctuated
widely and that water was a crucial component of the
earth's surface when life began. Such water may have been
boiled off and recondensed many times over, in addition,
there may have been locations where masses of water
existed in relative stability. Under conditions of rapidly
varying temperatures and water activities, unprotected
organic polymers such as the nucleic acids are not stable.

Since the Miller-Urey (1953) experiment, the subject
of prebiotic or abiotic chemistry has proceeded apace.
Beginning with mixtures of the inorganic molecules
delineated above and adding catalysts (montmorillonite
clay or such), energy (electrical sparks, heat, pressure,
impact), and water, it has been possible to produce a
wide range of organic molecules. The amino acids glycine,
alanine, glutamic, and aspartic acids tend to predominate
in the amino acid class whereas formaldehyde, hydrogen
cyanide, cyanamide, and carbodiimide are important
monomers for the formation of carbohydrates and purines.
Such abiotic syntheses have also produced such complex
molecules as porphyrins (21,22).

In 1924 Oparin published his first book on the
origin of life. In later works (1936, etc.) he quotes
the work of Bungenberg de Jong (23) who coined the
term "coacervates" to describe the globular materials
of the colloid-rich region which forms when a colloid
suspension spontaneously separates out into colloid-rich
and colloid-poor regions. Such globules could be formed
from hydrophilic, hydrophobic, organic, or inorganic
materials. Solutions of 0.001% gelatin may form such
coacervates and effectively concentrate the gelatin in the
colloid-rich layer. Gelatin will also form coacervates with
carbohydrate polymers such as gum arabic, gum acacia,
araban, and agar, as well as various starches (24). Having
shown that mixtures of amino acids will polymerize to
produce proteinoids when heated to 170 0C (25,26). Fox, in
1958, went on to convert molten mixtures of amino acids
to hollow proteinaceous spheres by placing the hot melt
in boiling water (27). Many researchers have worked with
such proteinoid spheres and have shown that they embody
many of the properties of modern biotic cells listed above.
Furthermore, parallel investigations have sought to show
that such materials could well have been components
of the prebiotic environment on the early earth. The one
reservation I would note in placing such proteinoid spheres



on the pathway to living organisms is that all modern cells
boast a bilayer membrane of phospholipid and not protein.

If the molecules associated with life in our modern
world are to serve as guidelines for postulates as to
how life began, then we have to look in more detail
at how the primordial world could have provided these
needed substrates. And as all modern cells are based on
a phospholipid bilayer semipermeable membrane, then
this is one of the molecules whose origin is of crucial
significance. The demonstration of the abiotic synthesis of
glycerol, glycerol phosphate, fatty acids, and phospholipids
has been achieved.

Glycerol is formed from the condensation of formalde-
hyde and acetaldehyde, a reaction that is common to the
formation of sugars and is catalyzed by divalent metal
oxides (28,29). Fatty acids and fatty aldehydes derive from
the reductive (hydrogen-based) polymerization of carbon
monoxide in the presence of cobalt or iron catalysts via a
Fischer-Tropsch synthesis. It may be conjectured that an
admixture of steam and burning carbon (initially derived
from the extraterrestrial objects which condensed to form
the early earth (30)) under conditions similar to those of a
hydrothermal vent could have produced carbon monoxide
and hydrogen in the presence of range of divalent metal
ions (echoed by the late nineteenth century process for pro-
ducing water gas), that could be polymerized to the fatty
acids and aldehydes that subsequently rose to the sur-
face of the prevailing waters. The phosphate component of
the phospholipid could have been derived from inorganic
phosphate deposits. Most of the earth's phosphate rock
is in the form of calcium hydroxyapaptite (CastPO^OH)
which is also a major component of animal bones. Such
rocks are found in localized deposits on the seabed off the
north coast of Africa and adjacent to the southern coasts
of North America. The reaction of such rocks with acidic
materials results in a variety of soluble phosphates and
superphosphates. In 1997 Hargreaves et al. showed that,
under conditions which might have prevailed on prebiotic
earth, it is possible to produce phospholipids from glycerol,
fatty acids, or aldehydes and phosphate and that such
materials could form membrane-bound vesicles (31). Thus
we have a plausible abiotic route to phospholipid bound
cells or vesicles, that is independent of the preexistence of
living entities.

Recognizing that primitive earth may have produced
proteinoids by mechanisms and processes that were recon-
stituted in the modern laboratory by Fox and his col-
leagues, it is not inconceivable that some such proteinoids
interacted with the phospholipid vesicles formed, as pos-
tulated above, to produce the proteinoid/phospholipid
bimembrane similar to that which graces our modern cells.
Such proteinoids, in association with the phospholipid
membrane would have provided channels for incorporat-
ing charged ions or small organic molecules and they
would have increased the repertoire of activities of the
primitive, lifeless cells, many fold. It also would not be
intemperate to imagine that because sequence-specific pro-
teins would eventually be formed through the modern-day
mechanisms, such proteins would replace the nonspecific
proteinoids at the cell surface, as dictated by natural
selection processes.

INTRODUQNG LIFE

Life as a self replicating molecule of RNA, which is capable
of making inheritable mistakes (this is but one way
of satisfying the definition presented above), may occur
in free solution or within the confines of an otherwise
abiotic cell. In both such circumstances, it is necessary
to have adequate concentrations of the monomers of the
nucleic acid, available as well as the precursor materials
for the monomers. These latter materials, phosphate,
ribose sugar, purine, and pyrimidine bases, could have
either been present or were formed by abiotic syntheses.
Considerations of how such precursors might combine to
form the monomers for the RNA would include

• the preeminence of ribose as the sugar for the nucleic
acids when the polymerization of formaldehyde into
sugars produces a rich mixture that contains trioses,
tetroses, pentoses, and hexoses;

• the addition of the base material to the C-I of the
ribose;

• the addition of phosphate (polyphosphate) to the C-5
of the ribose;

• the linking of the C-5 of one ribose with the C-3 of
the next ribose in the chain;

• the nonuse of C-2 for concatenating the monomers;
• the catalysts for such reactions;
• the conditions which favored reaction and condensa-

tion with the elimination of the elements of water
rather than hydrolysis.

But what is clear is the improbability of the formation
of the formation of the ribose nucleoside phosphates
(nucleotides) with the appropriate linkages by the use
of simple solution chemistry in the absence of some sort of
catalyst. What might such catalysts be?

Much in the way of accelerated reactions occurs at
the interfaces between different states of matter. In
particular, the solid phase affords an opportunity for
reactive molecules to condense on its surface (attracted
by a charge disproportionation due to the concentration
of atoms or molecules below the surface via-a-vis the
absence of those molecules in the region beyond the
surface). There was not a lack of possible surfaces for
the adsorption or absorption with reaction that could
facilitate the condensation of the precursors of the nucleic
acid monomers. Clays, silicates, phosphate minerals, and
even the proteinoid-coated vesicles of phospholipids, made
as envisaged above, could suffice. Such surfaces not
only provided opportunities for adsorption but they also
enabled the concentration of reactants, the activation
of those species by the charged groups available on the
solid surface, and they protected the nascent condensation
product against hydrolysis because the water activity at
the surface of the solid is not nearly as large as it is in the
bulk fluid.

A second spur to reaction could be the continual
oscillation of the external conditions. Were the precursors
of the nucleotides mopped up into the lumen of the
coacervate vesicles under mild conditions and then



were temperatures to rise, the materials in the vesicle
would be concentrated by the consequent dehydration.
Reactions would occur, and on subsequent rehydration the
condensation products may have changed the environment
within the vesicle to the point where hydrolysis was
impeded.

Although the catalytic activity of RNA has been
extensively investigated in recent years, researchers into
the origin of life are not wholly convinced that the
ability of RNA to catalyze its own replication (to make
a mirror image molecule which can leave the mother
molecule and can serve as the template for the production
of a new mother molecule) has been demonstrated in
the absence of proteins that have been selected over
hundreds of millions of years to effect that process;
see Ref. 26 for a comprehensive review of prebiotic
nucleic acid chemistry (32). However, were the concept
of the emergence of a self-replicating RNA molecule to
be associated with the interior of an abiotic cellular
environment where there is some separation of the
internal environment from the external and where there
is an abundance of both nucleic acid precursor materials,
as well as proteinoid materials attached or associated
with the phospholipid bilayer of the vesicle envelope,
then some sort of nonspecific catalytic activity may have
been sufficient to set the system in motion. The first self-
replicator that could copy replication mistakes could have
emerged in this way. Thus life may be said to have begun.

Although the speculations of the above paragraph may
seem astonishing, they do provide some guidelines for
further experimental investigations that could result in
the de novo production of living entities in the laboratory
within a reasonable time frame.

An RNA molecule that does not code for the sequence
of amino acids in a protein can express its phenotypic
properties only in terms of its ability to self-replicate. Thus,
the process of natural selection may occur in promoting
the dominance of the most rapid replicator. The sequence
of bases for this replicator is the gene or genotype; the
property of rapid self-replication is the phenotype.

Having produced a molecule that is capable of
living within the environment of an abiotically produced
cell (33,34), much yet remains to be done to transform this
progenitor life form into the cellular entities that populate
our present biosphere. Some such tasks would include

• controlling the sequence of amino acids in the
erstwhile proteinoids, so that a consistent material
is produced by a process on which natural selection
can operate to refine the sequence of bases in the
RNA that controls the sequence of amino acids in the
protein;

• transfering the depository of information on base
sequences from the relatively unstable RNA to the
more stable DNA;

• gradually substituting the almost random amino acid
sequences of the proteinoids that inhabit the lipid
bilayer around the vesicles for the more controlled
sequences of amino acids in the proteins;

• establishing methods for energy transformation such
that external supplies of energy may be used to

further the reactions that the cell can use to
promote its own survivability; (it should be noted
that: (i) abiotically produced porphyrins (21,22) may
have been sequestered into the lipid bilayer as a
result of their preferential solubility in a hydrophobic
environment; it is not too much to envisage that
this tetrapyrrole, after complexing with a divalent
metal ion, can become a useful electron pump
under the influence of incident illumination; this
may cause hydrogen ion disproportionations across
the lipid bilayer (which polarization?) that may
have been converted to chemical energy by some
activable proteinaceous system of molecules; (ii) it
is possible that phosphate to phosphate bonds may
not have been the first chemistry to have been
involved in energy transfer reactions; rather sulfides
and other thioesters may have been implicated,
which system was superseded by the phosphate-
based operation (33); (iii) it may have been possible to
scavenge energy by catabolizing already polymerized
materials such as the proteinoids or lipids which
resemble the heterotrophic metabolism that most
modern cells possess; (iv) the oxidation and reduction
of sulfur or sulfides may also form a source of
oxido-reductive energy that could be channeled into
polymer synthesis);

• developing a light-dependent physical chemistry
which not only pumped electrons across bilayer lipid
membranes but which also liberated oxygen from
water; two billion years later, cells emerged that
could use the oxygen to recapture a much higher
proportion of the energy locked up in a wide diversity
of complex organic molecules; and

• generating a protective mechanism that would
prevent active species of oxygen from degrading
essential biochemicals.

Having acquired an armamentarium of facilities and
materials, the cell that would have resulted would
resemble a modern prokaryote. A subset of such beings
still inhabit waters close to the hydrothermal vents or the
hot springs as exemplified by waters in Yellowstone Park
in the United States, where temperatures approaching
1000C provide an environment for a maximum growth
rate. Such organisms are also "at home" in environments
rich in sulfur and the products of its chemistry. They also
are comfortable in the presence of methane and hydrogen
and can use these materials as energy source. These
are the Archea. Another subset of prokaryotes, the blue-
green algae or cyanophytes, developed photosynthesis to
a high order of efficiency. This latter group are held to
be responsible for transforming the atmosphere of the
earth from one in which there was relatively diminutive
amounts of oxygen to the present circa 20% level. This
would probably have caused the death of over 99% of the
organisms then living that were not protected against the
damaging effects of superoxides. Some such organisms
did survive to form the group that was capable of using
the molecular oxygen to "burn" organic substrates and
to capture the resulting liberated energy in the form of
chemical energy and an increase in the disproportionation



of the distribution of hydrogen ions across a lipid bilayer
membrane. From unique combinations of this battery of
diverse cell types came the modern animal and plant cells.

CONGLOMERATES OF PROKARYOTES

There is convincing evidence now that mitochon-
dria, chloroplasts (including the colorless bodies that
develop into chloroplasts in the light; protoplasts), and
cilia/flagellae were once free-living entities. As prokary-
otes they would have had a genome whose genes coded for
all the proteins necessary for their survival. When they
became components of a larger cell, many of those genes
were subsumed into the nucleus of the host cell to the point
where human mitochondria endure with about 37 genes.
Human cells might contain up to a thousand mitochon-
dria, whereas plant cells, in addition to the mitochondria,
can be furnished with from one to several 100s of chloro-
plasts, each of which might contain up to 120 genes. Other
self-replicating entities associated with nucleated (eukary-
otic) cells are the basal bodies at the cellular extremity of
cilia and flagella. Such concepts were extant in the first
decade of the twentieth century in Russia, and the phe-
nomenon was called "symbiogenesis" (35). It was largely
discounted until the early 1960s when Margulis took it
up and developed it further because it was then becom-
ing likely that both the mitochondria and the chloroplasts
contain DNA (36,37).

What may have begun as a symbiosis could well have
ended as an amalgamation of genomes (38). Also, many
such processes probably occurred in the past as evidenced
by the multitude of symbioses that presently occur
between diverse representatives of the biosphere (39).
Indeed, the way in which the genome is reassembled
following the incorporation of the symbiont into the body of
the host cell resembles the way information is transferred
between commercial companies that are engaged in "take
over" operations. This leads to a further consideration in
that the genetic development of cells is as much via the
acquisition of whole genes and genomes as it is via the well-
known sources of variation, mutation (including all forms
of chromosome replication, breakage and, reassembly) and
reassortment. Such genes may be obtained by a "Virus"
infection of the cell (40). Because the word "virus" means
"noxious or evil fluid" (virus; Latin, slime, poison, strong
smell, saltiness) the meritorious function of viruses in
the "beneficial" transport of genes has been generally
overlooked. (It is also noteworthy that of the many
different viruses that are acquired by a living being in
a lifetime, a relatively small number cause noticeable
(pathogenesis.) Natural selection would then favor the
survival of the fittest genome.

Viruses have had an important role in the emergence
of the modern cell, and hence, of organisms, which may be
supported by examining the gene sequences of mammalian
genomes. In the mouse, for example, some 70% of the
genome consists of "long terminal repeats". Such repeats
are present in retroviruses and herpesviruses and they
facilitate the incorporation of those viruses into the
genomes of modern cells. The sequencing of the human
genome is expected to show a similar picture because

only some 3% of that genome codes for proteins that are
expressed during the life of the animal whereas the rest of
the genome or "junk DNA" may come to be recognized as
the carcasses of viruses which have imparted their useful
genes and whose remaining genes, or noncoding DNAs,
have been sidelined as redundant information.

In this respect, viruses (including bacteriophage)
may be regarded as prototypical agents for the genetic
engineering of contemporary prokaryotic and eukaryotic
cells. Although the system present in nature is ostensibly
random, the same device, as used by genetic engineers
has a more directed character. The further development
of these efforts to generate benefits for humans and other
biota is recounted in the pages of this Encyclopedia and
elsewhere.

PHILOSOPHICAL ISSUES

The origin of life, and cellular life at that, is a subject
which has received much attention lately. The previous
outline description of the origin of life does not call for any
supernatural phenomena. Yet other writers on this subject
introduce words and concepts that would predispose the
reader to necessarily invoke the supernatural (41). Such
words are complexity, randomness/chance and purpose.
The questions posed are

• Does an increase in complexity (or size) denote
progress?

• Can laws be enunciated to describe the random
processes that result in evolution?

• Is "mind" the inevitable product of evolving life
forms?

• How can such complex entities as, say, humans
or their minds, be prodcts, of a random process of
mutation and natural selection?

• Is there "directionality (or evidence of purposeful-
ness)" in the process of evolution?

It is not my purpose here to examine each of these
issues in detail. Rather, I seek to provide one or two
pointers showing the way answers to such questions may
be formulated.

In a world in which each effect is the result of a
preceding cause, all events are determined only by the
state of the system, even if we cannot know what those
system states are, nor can we write equations or laws that
encompass them. This means that processes that occur in
nature are not random nor do they occur by chance. That
we cannot predict the outcome which will result from a
particular set of circumstances does not mean that such
an outcome is not predetermined; it is just that we cannot,
at present, perform that task.

Were commentators on the evolutionary process to be
aware of the way in which genomes can evolve by the
capture and exploitation of the whole genomes of other
organisms containing 100s to 1,000s of genes, then much
of the difficulty in appreciating how a complex genome may
come to exist would evaporate. In this regard, organisms
may be thought of as DNA scavengers that seek to acquire



preformed and pretested DNA molecules and then to
determine whether they can make a useful (contributing
to an increase in their survivability) contribution to that
organism in exchange for the reliable replication of that
molecule of DNA. In this case, the process of operations
mutation and reassortment might be considered "fine-
tuning" processes.

The notions of directionality, purpose, and goal are
words that humans use to promote their survival. (Indeed
all words are entities or tools that humans have devised
to promote their survival. But like other tools, words can
also be used to impugn survivial. This latter word usage
may be categorized as bad, wrong, or evil.) Whether or
not increases in complexity, size or intelligence are the
direction in which evolution is moving is a debatable point;
suffice it to note that we are a part of an evolving system,
and we may but watch with interest the direction(s) that
it takes.

Finally, the question of mind (or the property of
consciousness based on sense data [qualia] which result
in sensation) as an entity that may ask questions of
its own being and function needs examination. Animal
experimenters generally hold that only humans and
some of the higher primates are self-aware and hence
self-conscious. Other animals reason, plan, live socially,
hunt cooperatively, train offspring, fashion tools and
habitations but without being self-aware; they are
automatons. It has also been observed recently that human
brains give instructions for muscles to move before there is
a conscious awareness that an instruction for the muscles
to move has been issued. That means that under some
circumstances at least, humans behave as animals behave,
as automatons (the reflex arc is an example of this).
This could well leave the function of the consciousness
of humans as a supervisory control system that is capable
of examining instructions for actions, but after the event,
so that some reprogramming of the autonomic system may
occur to improve performance on future occasions.

USING ANIMAL CELLS IN CULTURE

This section will focus on issues and events that have led
to the use of animal cells in the in vitro environment for
the beneficial use of humans and animals. It is a story that
begins by seeking solutions to what might seem academic
problems, but they represented the passionate concerns
of the investigators of the day. The techniques that
were developed to answer these questions were rapidly
redeployed, and through further developments and many
innovations they were applied to solve more practical
questions, mainly in the health care area.

A MULTIPHASIC PROCESS

Merely raising the issue of "culture" ensures a vigorous
debate as to its meaning in any one particular context.
The word itself derives from the cultivation (L. colere;
to cultivate) of land. It clearly involves an activity of
humans that is over and above the effects on land
and crops that nature provides. Also implicit is the
notion of growth and reproduction of some nonhuman

living entity. From this we can see that the original
cultivation of animal cells was probably in the area of the
protista where amoebae, euglenae, and various rotifers
and turbellaria were raised in laboratory cultures. This
may be regarded as phase one which may have begun with
von Leeuwenhoek's seventeenth-century observations of
the existence of animalcules and which continued at a
low level until the twentieth century when it expanded
considerably.

In the middle of the nineteenth century, additional
efforts were made to keep alive cellular materials and
tissues from higher animals. F.D. von Recklinhausen
(1833-1910) attempted to keep blood cells alive in tubes
of serum and plasma in 1866, and C. Ljunggren (1898)
showed that he could keep a human skin tissue alive in
ascitic fluid so that it might be successfully reimplanted.
Arnold placed chunks of alder pith under the skin of frogs,
and after recovering them and placing them in a dish
containing supportive fluids, cells were seen to migrate
out of the pith into the dish. The work of Roux, Loeb, and
Harrison (see below) and many others on embryos and
embryonic cells cultivated in vitro are considered typical
of this second phase. The culmination of this phase may
be taken as the regular and more less reliable cultivation
of chick explants by Carrel (see below) and his colleagues
in the period 1911 to 1925 and beyond.

A third phase may be recognized as the period, from
1925 to 1941 at the culmination of which antibiotics
were first used in cell cultures. Here, Willmer and
others examined the conditions that promoted cell growth
and replication. They devised more complex media and
attempted to determine the active components of the
complex mixtures of embryo extract or serum which
seemed to be necessary for healthy thriving cultures.
During this period, the main thrust of tissue culture
work, according to Willmer (42) was "... a method, in
helping to elucidate some of the problems of normal growth
and differentiation, and in furthering the knowledge of
the processes involved in the normal development of the
animal organism."

A variety of different culture systems were also
investigated that included such substratum materials as
silk, spider's web, and cotton wool (42 p. 15). Lowenstadt
was the first to use rotating tubes in 1925 (43) which were
developed by Gey in 1933 into the roller bottle system in
common use today (44).

Following the introduction of antibiotics, animal cell
culture began in earnest. The HeLa cell line from the
cervical cancer of Henrietta Lacks, derived in 1953 by
technician Mary Kubicek in the laboratory of George
Gey (45), provided investigators with an axenic culture
of animal cells that grew reliably and on which a diverse
suite of experiments could effectively be performed. At
the end of the 1940s, Enders and colleagues discovered
that they could grow polio virus in vitro in human
embryonic tissues (46). This led to both killed (SaIk) and
live (Koprowski, Cox, and Sabin) polio vaccines grown
in the cells of green monkey kidneys in culture. The
fourth phase may be taken as starting in 1941 and
ending when monoclonal antibody producing systems were
instigated by Kohler and Millstein in 1975. It includes the
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preformed and pretested DNA molecules and then to
determine whether they can make a useful (contributing
to an increase in their survivability) contribution to that
organism in exchange for the reliable replication of that
molecule of DNA. In this case, the process of operations
mutation and reassortment might be considered "fine-
tuning" processes.

The notions of directionality, purpose, and goal are
words that humans use to promote their survival. (Indeed
all words are entities or tools that humans have devised
to promote their survival. But like other tools, words can
also be used to impugn survivial. This latter word usage
may be categorized as bad, wrong, or evil.) Whether or
not increases in complexity, size or intelligence are the
direction in which evolution is moving is a debatable point;
suffice it to note that we are a part of an evolving system,
and we may but watch with interest the direction(s) that
it takes.

Finally, the question of mind (or the property of
consciousness based on sense data [qualia] which result
in sensation) as an entity that may ask questions of
its own being and function needs examination. Animal
experimenters generally hold that only humans and
some of the higher primates are self-aware and hence
self-conscious. Other animals reason, plan, live socially,
hunt cooperatively, train offspring, fashion tools and
habitations but without being self-aware; they are
automatons. It has also been observed recently that human
brains give instructions for muscles to move before there is
a conscious awareness that an instruction for the muscles
to move has been issued. That means that under some
circumstances at least, humans behave as animals behave,
as automatons (the reflex arc is an example of this).
This could well leave the function of the consciousness
of humans as a supervisory control system that is capable
of examining instructions for actions, but after the event,
so that some reprogramming of the autonomic system may
occur to improve performance on future occasions.

USING ANIMAL CELLS IN CULTURE

This section will focus on issues and events that have led
to the use of animal cells in the in vitro environment for
the beneficial use of humans and animals. It is a story that
begins by seeking solutions to what might seem academic
problems, but they represented the passionate concerns
of the investigators of the day. The techniques that
were developed to answer these questions were rapidly
redeployed, and through further developments and many
innovations they were applied to solve more practical
questions, mainly in the health care area.

A MULTIPHASIC PROCESS

Merely raising the issue of "culture" ensures a vigorous
debate as to its meaning in any one particular context.
The word itself derives from the cultivation (L. colere;
to cultivate) of land. It clearly involves an activity of
humans that is over and above the effects on land
and crops that nature provides. Also implicit is the
notion of growth and reproduction of some nonhuman

living entity. From this we can see that the original
cultivation of animal cells was probably in the area of the
protista where amoebae, euglenae, and various rotifers
and turbellaria were raised in laboratory cultures. This
may be regarded as phase one which may have begun with
von Leeuwenhoek's seventeenth-century observations of
the existence of animalcules and which continued at a
low level until the twentieth century when it expanded
considerably.

In the middle of the nineteenth century, additional
efforts were made to keep alive cellular materials and
tissues from higher animals. F.D. von Recklinhausen
(1833-1910) attempted to keep blood cells alive in tubes
of serum and plasma in 1866, and C. Ljunggren (1898)
showed that he could keep a human skin tissue alive in
ascitic fluid so that it might be successfully reimplanted.
Arnold placed chunks of alder pith under the skin of frogs,
and after recovering them and placing them in a dish
containing supportive fluids, cells were seen to migrate
out of the pith into the dish. The work of Roux, Loeb, and
Harrison (see below) and many others on embryos and
embryonic cells cultivated in vitro are considered typical
of this second phase. The culmination of this phase may
be taken as the regular and more less reliable cultivation
of chick explants by Carrel (see below) and his colleagues
in the period 1911 to 1925 and beyond.

A third phase may be recognized as the period, from
1925 to 1941 at the culmination of which antibiotics
were first used in cell cultures. Here, Willmer and
others examined the conditions that promoted cell growth
and replication. They devised more complex media and
attempted to determine the active components of the
complex mixtures of embryo extract or serum which
seemed to be necessary for healthy thriving cultures.
During this period, the main thrust of tissue culture
work, according to Willmer (42) was "... a method, in
helping to elucidate some of the problems of normal growth
and differentiation, and in furthering the knowledge of
the processes involved in the normal development of the
animal organism."

A variety of different culture systems were also
investigated that included such substratum materials as
silk, spider's web, and cotton wool (42 p. 15). Lowenstadt
was the first to use rotating tubes in 1925 (43) which were
developed by Gey in 1933 into the roller bottle system in
common use today (44).

Following the introduction of antibiotics, animal cell
culture began in earnest. The HeLa cell line from the
cervical cancer of Henrietta Lacks, derived in 1953 by
technician Mary Kubicek in the laboratory of George
Gey (45), provided investigators with an axenic culture
of animal cells that grew reliably and on which a diverse
suite of experiments could effectively be performed. At
the end of the 1940s, Enders and colleagues discovered
that they could grow polio virus in vitro in human
embryonic tissues (46). This led to both killed (SaIk) and
live (Koprowski, Cox, and Sabin) polio vaccines grown
in the cells of green monkey kidneys in culture. The
fourth phase may be taken as starting in 1941 and
ending when monoclonal antibody producing systems were
instigated by Kohler and Millstein in 1975. It includes the
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'golden age" of virus vaccine development which brought
about effective cell-culture-based vaccines for human
diseases such as mumps, measles, and rubella, as well as
veterinary vaccines for foot-and-mouth disease, rinderpest
and Marek's disease. The development of human diploid
cell cultures with limited life spans (in terms of the
numbers of cell doublings) by Hayflick and Moorhead in
1961 (47) provided yet another option for the production
of viral vaccines from a cell culture substrate of known
and exhaustively tested provenance in apposition to the
primary cell cultures that dominated the field of human
virus vaccines.

A fifth phase, which exists presently, began in the mid-
1970s with the development and use of cell culture systems
for producing monoclonal antibodies from hybridoma cells.
This was rapidly followed by genetically engineering
animals cells to produce specific biopharmaceuticals or
growth factors. Two further developments are of note,
animal cell cultures are being considered with greater
earnestness as surrogates for humans and animals in
the safety testing of vaccines, drugs, cosmetics, soaps,
detergents, and other agents that are potentially toxic
to cells. The second development, which is largely
unexploited at this time (the middle of 1999) is the use
of animal cells in culture to make genetically engineered
viruses with which to correct genetic defects or achieve
other modifications to whole animals following their
integration into host cell's nuclear material.

IDEAS AND EXPERIMENTS: ANIMAL CELLS IN THE
SOLUTION OF CONTROVERSIES

Most of the core intellectual issues that excited investiga-
tors in the latter half of the nineteenth century and that,
to some extent, remain as issues today may be found in the
history of the use of animal cells in culture. For example,
the "vitalists" {vide supra) held that it was impossible
to effect meaningful experiments on humans or animals
because, for these beings, causes could not be meaning-
fully related to effects as animals were, in part, governed
by "vital" forces that were outside the reach of physics and
chemistry. "Determinists" held the counter view that the
phenomena associated with all beings, animal or other-
wise, were explicable in physical and chemical terms. Of
the determinists, it may be opined that Claude Bernard
(1813-1878, Villefranche and Paris) was a leading propo-
nent of the contention that all biological phenomena were
explicable in terms of physics and chemistry and that the
experimental method could be the basis of acquiring a full
understanding of the workings of humans in their nor-
mal and pathogenic conditions. He fully expounded these
views in his Introduction to the Study of Experimental
Medicine of 1865 where in the H. C Greene English trans-
lation published by Henry Schuman in 1949 at page 60
he states, "... the science of vital phenomena must have
the same foundations as the science of the phenomena of
inorganic bodies, and that is no difference in this respect
between the principles of biological science and those of
physico-chemical science."

In this work he also set up a debate that fluorishes
yet. This deals with the relevance of the external to

internal worlds in determining the nature and activities
of living beings: clearly reflected in the ongoing nature
versus nurture controversy. His writings on this dichotomy
have had a considerable influence on the development of
whole-animal and cellular physiology. In his (translated)
words (48),

The conditions of our cosmic environment generally govern
the mineral phenomena occurring on the surface of the earth;
but organised beings include within themselves the condition
peculiar to their vital manifestations, and in proportion as
the organism, i.e., the living machine, perfects itself, and
its organised units grow more delicate, it creates conditions
peculiar to an organic environment which becomes more and
more isolated from the cosmic environment.

Jacques Loeb (born Isaak Loeb in Mayen 1859-1924
America), working independently from Bernard, had a
different approach. For the major portion of his working
life he was driven by the urge to control biological
phenomena through the imposition of particular and
defined external forces. In this way he aspired to change
the way evolution proceeded, from the selection of chance
variations to the directional control of humans. He also
bitterly resented the wasted efforts of the "schoolmen"
who sought only to analyze nature and report on its
structural aspects. This difference in approach was
also mirrored in the German education system where
the Gymnasien provided the classical education that
led to university and the analytic approach, areas the
Realschulen led to training in technical subjects and
agricultural colleges. Loeb held that it was more important
to achieve the ability to modulate nature for the benefit
of humans without knowing in detailed analytical terms
how that modulation was actually effected. Nevertheless,
it maybe that some preknowledge was necessary, but
this should be the absolute minimum (49). This overtly
"engineering" approach to biology was unique, although
it was supported by the positivist approach to physics
of Ernst Mach (1838-1916, Austria and Germany) and
the engineer Joseph Popper-Lynkeus who in the 1860s
glorified engineering as a higher art that should be
appreciated for its aesthetic qualities. It might also be
maintained that this provided a paradigm for developing
the effective virus vaccines of the 1950s and 1960s where
it is clear that the mechanism whereby the cell-culture-
derived vaccine worked was and, to a great extent, is yet
largely unknown.

Both Bernard and Loeb appreciated the heuristic value
of studies on plants compared to those on animals.
Whereas Bernard was wont to focus on the influence
of temperature and humidity on plants as instructive,
Loeb, under the tutelage of Julius von Sachs (1832-1897
Breslau and Wurzburg), was impressed by the factors
that caused plant tropisms, light, gravity, galvanic field,
and ion concentrations, to the point where in 1887
he wrote when requesting research space "to continue
investigations that have demonstrated a far-reaching
correspondence between animals and plants."

Such thoughts led to Loeb's famous studies on the effect
of different ion concentrations in making unfertilized sea
urchin eggs develop parthenogenetically into the pluteal



stage. This work on the in vitro manipulation of the
growth and development of animal cells that occurred
at the University of Chicago in 1892 is considered one
of the pioneering works in animals cell culture. It led to
a fruitful controversy between Loeb and Thomas Hunt
Morgan (Bryn Mayr, Philadelphia) who thought that the
changes in the sea urchin eggs were due to a poisoning
effect, whereas Loeb thought that they were an irritant
or stimulus for development. Both of these workers did
many experiments looking at the effects of different salts
and their relative concentrations on the development
of sea urchin eggs. They watched the cells divide and
differentiate into the components of the sea urchin larvae.
Later refinements of the stimulated parthenogenetic
process led to the production of frogs from unfertilized
eggs and led Loeb to write about the prospects for human
parthenogenesis, a process that was immediately seen to
have serious implications for the cornerstone contentions
of one of the world's major religions.

Embryology was also the subject that brought Wilhelm
Roux (1850-1924, Jena and Halle) into the field. He
was interested in showing that cells were internally
programmed and did not depend on external factors for
their normal development, a view contrary to that of Loeb
and the environmentalists. So, in 1885 in seeking to add
to this debate, Roux discovered that on transferring the
neural tube of a developing chick embryo to warm saline,
the closure of the tube occurred naturally, not as a result of
any external pressure. Therefore, such a development was
driven by internal and not by environmental mechanisms.
This constituted one of the first growing cultures of
organized animal tissues in vitro.

German investigators working in areas allied to
medicine fueled another controversy that revolved around
the notion of whether it was useful to consider animals
holistically or as reduced to their parts (reductionism).
In considering the development of humans and the ways
in which their brains worked, it was clear from the 1880
work of Hermann Munk that different parts of the human
brain had different functions. This was disputed by Loeb
whose experiments on dog brains indicated to him that
if you washed away half of the brain, the rest of the
brain would take over and eventually perform a complete
service for the dog, in which case it was not useful to think
about specialized areas of the brain. Roux contributed to
this dispute through his experiments with frog embryos.
Having destroyed one cell of a two cell embryo, the
resulting development of an abnormal embryo was the
result of the preprogramming of the remaining cell to
produce just half an embryo. It was later noted that were
he to have removed the damaged cell, the remaining cell
was totipotent and would have produce a half-sized frog,
a result which was more consonant with Loeb's thinking
about the malleability of living matter and its control by
exogenous forces.

TIME FOR A RECONSIDERATION?

Many authors of histories of animal cell or tissue culture
regard the hanging drop experiments of Ross G. Harrison
(1870-1959, Germantown and Yale), first reported in

1907 and more fully in 1910, as the take-off point for
animal cell culture (50). This experiment was effected to
determine the way the nerve fiber originated. There were
three guesses; (1) it formed in situ from the cells of the
nerve sheath, (2) it is made from preformed protoplasmic
bridges, and (3) it is an outgrowth of the nerve cell itself.
To settle this debate, Harrison set up a hanging drop
culture made from the lymph removed from the frog
lymph heart in which he instilled a portion of a nerve
tube derived from a frog embryo before the nerve fibers
had been formed. In the resulting clotted lymph, he was
able to observe microscopically, over a few days, the
emergence and growth of the nerve fiber. This established
the third guess as the most reliable contention. It also
gave credence to the hypothesis that the cell is the primary
developmental unit of the multicellular organism. Other
investigators (Loeb, Arnold, Born, and Haberlandt) had
been attempting such experiments during the previous
decade with a conspicuous lack of success. So, when
Harrison's work was reported, they redoubled their efforts
to achieve similar successes. Indeed, following his move to
Yale, he attracted many people to his laboratory to learn
the new technique. One such individual was Montrose
Burrows who was working with Alexis Carrel in the
Rockefeller Institute in New York City and who made
the trip to Yale in 1910.

Alexis Carrel (1873-1944, Lyons, New York, and
Paris) was a medical practitioner who was not averse to
innovation. In 1902 in Lyons, he developed new techniques
and skills in joining severed blood vessels, using fine
instruments coated with paraffin jelly to prevent blood
clotting at the site of the junction. Using these techniques
when resident at the University of Chicago, he effected
kidney transplants in animals. In 1906, he moved to
the Rockefeller Institute. There, in an environment that
sought to provide the greatest possible freedom from
interference with the work of the many gifted individuals
who were employed, Carrel and his associates fluorished.
First, he chose to approach the problem of growing cells
in culture with a view to replacing pathogenic tissues
or organs with normal equivalents grown in culture, an
objective that is close to realization some 95 years later
even if it may involve the use of human embryonic stem
cells (see article on Ethics). Noting Harrison's success and
building on what Burrows had learned on his trip to Yale,
the Rockefeller team set to work.

From the onset, it was clear that Harrison's experiment
did not provide the wherewithal for the successful growth
and production of animal cells in culture. It was based
on frog cells that are adapted to growth at temperatures
lower than cells of warm-blooded animals, and the cultures
lasted only a relatively short time. Burrows found that
lymph clots were not suitable for long-term cultures
and discovered that plasma clots were a more effective
substitute. Carrel and Burrows were the first to prolong
the life of the hanging drop cultures by transplanting
fragments of the original culture to new slides using
a fresh supply of plasma, and in 1913 Carrel reported
on his discovery that the most potent stimulator of the
growth of chick embryo explants was an extract made from
centrifuged minced chick embryo homogenates. For the



next 13 years, Carrel, Burrows, and Ebeling persevered
with transplanting hanging drop cultures. So diligent was
this work that a culture of cells from a heart fragment of a
chicken embryo established in January 1912 survived this
process for a period of more than 23 years. In 1923, Carrel
introduced his eponymous flask culture. This increased
the ease of handling tissues, and sequential cultures
were thereby facilitated. It sustained decreasing levels
of bacterial contamination and enabled the scale-up of
the culture size and numbers. Additionally, experiments
on the composition of the culture media were initiated,
and Ebeling began to quantitate cell growth based on
measuring the extent of the outgrowth the original
tissue mass. Thus the case can be made to consider the
combination of these developments as the epochal take-off
point for animal tissue and cell culture.

In describing his work on tissue culture, Carrel
drew attention to the details of the precautions and
manipulations that he held were absolutely necessary
to prevent contamination. No doubt he was influenced by
his surgical experiences, where aseptic techniques were
heavy-handed and ponderous. Specially prepared rooms,
impermeable rubber garments that could be swabbed
with antiseptics covered workers from head to toe, high
temperatures, and highly defined manipulations effected
rapidly and precisely were some of the elements he would
have insisted upon. Some commentators have surmised
that the mandatory requirement for such elaborate
precautions, seeming to be a set of mystical activities, held
back the development of the subject. However, readers
of this Encyclopedia will be familiar with the myriad of
techniques and specialized equipment that is presently
used to achieve the same effect of freedom from exogenous
contamination. Familiarity and clear and simple protocols
may have expunged the mystique while leaving us with a
suite of reliable procedures that enables us to progress.

Carrel was awarded the Nobel prize in 1912 for his
surgical and cell-culture experiments. In his popular
philosophic writings (51), he was much impressed with
the "survival of the fittest" and "natural selection"
mechanisms propounded by Darwin. He, like many
others, projected these ideas into eugenic formulas for
the betterment (he thought) of the human conditions (51,
p. 198). He was also a publicist who used the media to
project extravagant claims such as the immortality of the
chick heart cells whose culture he and Ebeling began in
1912. He also held that "Christian mysticism constitutes
the highest form of religious activity." (51. p. 131). It is
possible that these extraneous facets of his character
and writings prevented the historians of these events
from providing Carrel with the credit to which he may
be due in cell and tissue culture. For example, John
Paul in his General Introduction to Growth, Nutrition,
and Metabolism of Cells in Culture (1972) (52) fails to
mention Carrel at all while maintaining that Harrison
was "This founder of modern tissue culture... (52, p. 1),
and both Willmer and Abercrombie also credit Harrison
with the pioneer role (see Ref. 50). However, I assess
Carrel's contribution otherwise.

Harrison's experiment may well have been an inspira-
tion for researchers to examine living cells in culture to

answer questions about the anatomy and physiology of
cellular materials. But there is a major difference between
the solution to analytical and structural questions and
the synthetic abilities needed to achieve technical break-
throughs. The thrust of Harrison's work was analytical;
that of Carrel (rather like that of Loeb) was synthetic.
Insofar as we have an animal cell culture technology at
this time will have been largely due to the more synthetic
type of researcher such as Carrel, although it would be
inappropriate to discount the value of the many analytical
investigations that led to further synthetic advances. For
these reasons, it may be timely to reconsider the relative
roles of Harrison and Carrel as the fonts of cell culture
and more aptly conclude that it was Alexis Carrrel who
sent the subject on its way ahead.

A HOME FROM HOME

To achieve successful cell culture, researchers might be
guided by the common sense notion that were a physical
and chemical environment to be provided for the cells,
equivalent to that which the cells experience in vivo,
then there is a high probability that the cells will grow,
reproduce, and generally thrive. However, there may be
differences in the in vivo situation which are difficult to
mimic in the in vitro condition. The following are some of
the difference:

• Cultures tend to be zero- or two-dimensional, whereas
tissues are three- dimensional. A homogeneous
cell suspension of monodisperse cells may be
considered zero-dimensional. Some more recent
culture conditions create the three-dimensional
tissue type of environment.

• In tissues, cells are under stress/tension/compression
unlike that in culture.

• The supply of oxygen is tailored to the cell type in
tissues but not in culture (generally).

• In tissues, a mixture of chemokines and lymphokines
exists whose nature and relative concentrations vary,
a situation not normally achieved in cell culture.

• Tissue cells come under the physical and chemical
surveillance of the immune system cells for which
there is not a counterpart in culture.

• The mechanism for the control of differentiation in
tissues is not the same as that in culture.

• Cells in tissues have a different life history from those
in cell culture.

• Cells in the body experience short-term (heart
beats), medium-term (diurnal), and long-term (life-
cycle) fluctuations in nutritional, hormonal, and
environmental parameters (nutrient concentrations,
waste material concentrations, oxygen), whereas in
cell culture, efforts are made to keep parameters
invariant.

• Tissue cells are supported on a secreted extracellular
matrix which would be different in cell culture.

Nevertheless, cell culturists have expressed much
genius in coming to terms with these difficulties and have,



largely, by a process of "rational empiricism" arrived at
a level of capability that has contributed to many of the
outstanding advances of the present century. (Rational
empiricism is a process in which the observation of the
effect of one's actions determines what the next action is to
be, coupled with the application of the relevant knowledge
base to design the initiating action, and also, any general
rules that can be derived from these activities are recycled
for further testing and examination. This differs from
the purely rational approach, "rationalism" that relies
more on the existing knowledge base and the theories
derived from that base as the determinants for action,
while it plays down the value of effecting experiments and
responding to the observed results.)

An environment has physical and chemical components.
The former may be divided into material and energetic
aspects. Further consideration of the energy-related
parameters include the environmental variables such
as temperature, pressure (including ionic concentrations
such as that of the proton [pH]), magnetism, gravity, light
(color), electrical charge, shear, stress, density, viscosity,
phase/interface, and gel strength. On the material side
we have to consider the way in which a material is
presented to the cells, as well as its general shape and
size. For the chemical components of the environment,
we have to be aware of the materials that comprise any
supporting or containing structures, as well as the fluid
media that bathe the cells when so contained. Although
we can find a mixture of defined (save for impurities,
inevitably present at levels below those at which they
are detectable or measurable) chemicals that will sustain
many cell lines and types, this is not always possible for
unadapted primary cultures nor for specific and fastidious
cell types. For the latter, complex undefinable extracts,
hydrolyzates, mincates, or homogenates of biologically
derived materials might be required. These chemical
environments contain many components which could
include sugars, tricarboxylic acid cycle intermediates,
oxygen, carbon dioxide, amino acids, lipids, salts, trace
elements, shear protectants (Pluronic F68), pH indicators,
nucleotides, vitamins, hormones, cytokines, antifoams,
transferrin or ferric citrate, fibronectin (attachment
factors), and a host of viscosity modifiers such as
Methocel or polyvinylpyrolidone. However, there are
many components we manage to incorporate into the
chemical media to provide the cells with energy and the
building materials for growth and reproduction, and we
cannot provide the equivalent environment that occurs
in vivo. Here, the fluids bathing the cells may contain
thousands of components that are in a state of flux in
terms of both their absolute and relative composition and
concentration. In cell cultures, components either decrease
in concentration or increase in concentration in a fairly
regular manner, whereas in living systems the component
concentrations tend to cycle with short, medium-, and
long-term variations. In animal tissues, cells are held
together by a matrix of glycoproteins and are subjected
to stretching and squeezing forces on both an irregular
and cyclical basis. Culture environments, where cells
adhere to a substratum or are part of a three-dimensional
clump or proto-tissue, are altogether more static and less

physically demanding. Cells in suspension cultures, on
the other hand, experience a rapidly fluctuating physical
environment as they move between areas of differing shear
and compressive forces with a relatively constant or slowly
changing chemical environment.

The history of the development of the complex mix-
tures that constitute cell culture media is largely based
on the application of rational empiricism {vide supra).
From a knowledge of the components of cells, it is sensi-
ble to provide those self-same components in the culture
medium. Charity Waymouth has written many such his-
tories summarized in reference 53. Further amplification
of this aspect of animal cell technology history as well as
other facets of the subject may be obtained from a collec-
tion of the references complied by Margaret Murray and
Gertrude Kopech in 1953 (54). For each cell type and prod-
uct, there is likely to be a medium or several media that
provide maximum productivity. Other criteria obtrude on
the selection of the medium that are more dependent on
the circumstances in the local laboratory or factory rather
than on providing the medium with the most outstand-
ing biological properties. Cost, ease of formulation, ease
and efficacy of sterilization, reliability, reproducibility and
quality control validation, and certification of external
source materials are but a subset of the factors that need
to be taken into account when selecting a medium.

Although Lewis and Lewis (55) experimented with
serum-free and defined media for the production of
animals cells in culture in 1911, it was not until the
1980s that both serum-free and protein-free media of a
defined nature were successfully formulated for the large-
scale production of monoclonal antibodies and genetically
engineered proteins (56). The need for such media became
more acute when the potential for unscreened or partially
tested serum to be contaminated with human pathogens
(bovine spongiform encephalitis, BSE, or bovine viral
diarrhoea virus) became increasingly apparent.

In providing a physical home for the cells to grow
and replicate, animal cell technologists have been
outstandingly inventive. Whether the cells are to grow
attached to a surface as monodispersed individual cells
in suspension culture or as cell masses held or trapped
within the interstices of artificial matrices, the many and
varied culture containers devised for such purposes have
all been used with some degree of success. Summaries of
such a plethora of culture systems may be found in the
articles in this Encyclopedia and in Ref. 57 and 58.

The physical containers for the animal cell cultures
which required a surface for attachment and which
were effected up to mid-1960s were based on flasks
(Carrel, Roux) or static and rolled tubes (Strangeways,
Gey, Enders, SaIk) (59) which matured into roller bottles
where a standard size would be a 1-liter bottle expressing
600 cm2 area for cell growth and a 6-cm diameter, and
an extraordinary bottle might have the same diameter
as the 1-liter bottle but have a length of 1-2 meters.
To scale up such systems requires an increase in the
number of units deployed. After 1965, much effort
was expended on combining multiples of these unit
cultures into one containing structure so as to decrease
handling operations and improve controllability. A series



of reviews on the progress of this transformation have
been published (60-64). Current developments in the
production of animal cells in the form of tissue cultures
where the cells colonize a preformed matrix of a dissolvable
polymer such as polylactide-polyglycolide are also offering
exciting new opportunities to achieve what Carrel set out
to do; the replacement of pathogenic human tissues with
normal tissues grown in culture (65-67). The progression
of such work via the emerging use of embryonic stem
cells (made from human cloned embryos or otherwise) is
likely to become a major area for technical, medical, and
commerical activities in the near future (68).

Cultures that do not need a substratum (suspension
cultures) to thrive have also been grown on a large scale.
Whereas most suspension cultures up to the mid-1960s
tended to be at the 0.1-100-liter scale, modern suspension
cell cultures may operate at the 2,000 to 10,000-liter
scale. Although the details of the mixing system, aeration
equipment, and control facilities may vary considerably,
they do hover about the paradigm for the standard
microbial stirred tank reactor (STR) technology. In
addition to the articles describing such systems in this
Encyclopedia, other reviews have been published (69—71).
Up to the advent of the use of antibiotics in 1941 and
the development of the process for the production of virus
vaccines (polio) in the mid-1950s, animal cell culture, was
a difficult technology to master. Results were variable
and susceptibility to contamination was rife. Techniques
for measuring cell growth were rudimentary and not well
used, and the estimation of virus production was also
difficult. Nevertheless, the field progressed, and the ability
of the cell culturists to provide physical and chemical
environments that were more conducive to cell growth,
replication, and the generation of cell-derived products
improved by leaps and bounds. Some such developments
were not technical, they were social.

ENVIRONMENTS FOR CELL CULTURISTS

Until the mid-1970s, cell culture had two main functions:
the first was for the scientific investigation of the anatomy
and physiology (developmental, embyrological) of cells to
increase the understanding the way they worked, the
second was for the production of the virus vaccines,
which by that time had moved from the initial vaccine
of polio to those of mumps, measles, and rubella vaccines
for humans and foot-and-mouth disease, rinderpest, and
Marek's vaccines for animals. Newcomers to the field of
cell culture and virus vaccine production relied on the
literature published as research papers in a wide variety
of journals. These journals were allied to the medical
literature or to journals in physiology and biochemistry.
The biological aspects of cells and tissues in culture were
also catered to by various scientific societies such as the
British Society for Cell biology and the American Tissue
Culture Society. However, the clear objectives of these
societies were more analytic than synthetic, and they did
not deal with issues which sought to use animal cells in
culture at large commercially attractive scales to generate
beneficial products.

In 1963 a group of people interested in cell culture and
the development of cell lines for the production of virus
vaccines began to meet annually as the Cell Culture Com-
mittee (72). This group was primarily concerned with the
development and characterization of new cell lines and
media for the production of virus vaccines and in the rig-
orous quality control of that process. In 1971 this group
translated into the newly designated International Associ-
ation for Biological Standardization (IABS) that itself was
derived from the The Permanent Section of Microbiological
Standardization of the International Association of Micro-
biological Societies which began its life in 1955. The aims
of the new International Association were "... to inform the
members of the Association of all matters concerned with
the standardization of biological substances and to publish
papers concerned with this subject." It may be surmised
that the objects for the establishment of the society were to
make sure that biologically derived vaccines, antibiotics,
nutraceuticals, and pharmaceuticals were both produced
to high standards of safety and efficacy and also that the
methods which could be applied to the determination of
safety and efficacy were well developed, reliable, readily
applicable and standardizable.

The IABS also runs symposia and publishes a series
of successful meeting procedures under the heading of
"Developments in Biological Standardization," as well
as a quarterly journal called the 'Journal of Biological
Standardization' which became the journal 'Biologicals'
in 1990. There is much of interest and value for the cell
culturist in the publications of this Association. However,
it was clearly not strictly focused on animal cell culture
as a topic in and for itself, nor was it necessarily the
appropriate organization to promote the wide ranging
suite of activities which led from the appreciation of a
need for a vaccine to the effects and issues generated
when using vaccines in the field. This left openings for
further developments.

Having returned to the United Kingdom in 1973
after leaving the virus vaccine development group of
Dr. Maurice Hilleman at Merck Sharpe & Dohme in
West Point, Pennsylvania, U.S.A., I noted the paucity
of opportunities to share cell culture information dealing
with large-scale production issues with colleagues in the
United Kingdom. So, when I met with Dr. Simon Barteling
in the latter's laboratory in Lelystadt in The Netherlands,
in the summer of that year, I was excited to learn
that Dr. Barteling was also mindful of the difficulties
of exchanging information on product-generating cell
cultures and that if a forum for such an exchange
were to be established it should be European. After
this conversation and following my return to the United
Kingdom, I commissioned the printing of headed note
paper for the putative "European Society for the Large-
Scale Production of Animal Cells and Viruses," and, so
armed, I approached a number of the leading workers
in the field to determine whether it would be possible to
form an ad hoc committee to bring about such a society.
This grouping came together, and under the urging of
Dr. Toon van Wezel (1935-1986, Utrecht), a change of
name was accepted so that the European Society for
Animal Cell Technology (ESACT) was duly established at



the time of its first symposium held in the Krasnapolsky
Hotel in Amsterdam in November, 1976. The proceedings
of this symposium and the subsequent 15 sesquiennial
meetings of ESACT were published and form part of
an ongoing series. The novel and applied aspect of the
thrust of ESACT is clear from extracts of its 1999 mission
statement:

... The aim of ESACT is to promote the communication
between European investigators working with human and
animal cells to increase their scientific and economic
application and to achieve the acceptance of the tools and
products derived from them.
ESACT is committed to furthering the use of animal cell
technology from the current product areas such as vaccines,
monoclonal antibodies and recombinant proteins into new
and emerging fields. These will include gene therapy, cell
therapy, tissue engineering, drug and safety testing and the
replacement of animal tests by in vitro systems.

The sequelae of the formation of ESACT included recog-
nition of the economic value of animal cell technology to the
European Union (EU) and the formation of an industrial
association which had the specific purpose of working with
the officials of the EU for the advancement of this area (73).
National offshoots of the society were also formed in
Belgium, Germany, the United Kingdom, and the Nether-
lands. ESACT was the first European society to become
a member of the European Federation of Biotechnology
(EFB) and was well represented from 1983 to 1996 on its
Working Party for Animal and Plant Cell Technology.

The Americans and the Japanese also felt the need for
more opportunities to exchange information on applied
cell culture, and the Americans established a biennial
series of Cell Culture Engineering meetings under the
aegis of the American Engineering Foundation beginning
in 1989. In 1988, the Japanese began an annual series
of meetings under the guidance of Hiroki Murakami
(1941-1993, Inoshima and Kyushu) and colleagues of
the Japanese Association for Animal Cell Technology
(JAACT). The proceedings of these latter meetings are
published separately, and the Cell Culture Engineering
meetings have been published as special issues in the
journal established in 1985 (first issue, 1987) by Dr.
Bryan Griffiths and me called Cytotechnology. We also
initiated the six volume edited book series Animal
Cell Biotechnology (74) to provide practitioners with
understanding and methods whereby they could effectively
and reliably acquire the beneficial use of scaled-up animal
cell cultures. These works provided a more industrially
oriented and large-scale complement to the cell culture
manuals of Ian Freshney (first published in 1983) (75) and
Michael Butler (1987) (76). In their turn, these works were
followed by a welter of other edited books and monographs
that have provided depth and variety to what has become
a rapidly expanding area of human endeavor.

The second development contingent on the restricted
profile of interests of the IABS was the instigation of the
journal Vaccine (first issue, 1983) by this author. This
provided animal cell technologists with a vehicle for the
publication of their work on the methods whereby virus
vaccines might be produced and improved.

CHOOSING APPROPRIATE TOOLS

During the twentieth century, the beneficial use of animal
cells in culture has developed from a "black art," available
only to a few, to a reliable and robust technology on
which several hundred companies depend for their product
streams. The mysterious arts of the past have been
transformed into the codified protocols of today, many
of which appear in this Encyclopedia. This transformation
had depended on the development of potent and readily
available tools. One such facility may be found in the
cellular substrate which can be used for virus vaccine
production.

The world was declared free of smallpox on December,
9, 1979. This momentous milestone in human history was
the result of a World Health Organisation (WHO) inspired
smallpox eradication campaign that began in 1966 and
was based on the universal dissemination of a live virus
vaccine. At this time of (1999), WHO is in the throes of
a campaign to eradicate the disease poliomyelitis (polio,
infantile paralysis) by the application of virus vaccines
produced from animal cell cultures. The production of
such vaccines was the first use of animal cell cultures to
generate a product of material (rather than intellectual or
scientific) benefit to humans and animals.

The take-off point for the animal cell culture vac-
cine that would protect humans against the disease of
poliomyelitis was demonstration by Enders, Weller, and
Robbins that the polio virus would grow in various human
embryonic tissues and especially in tissues other than
those of the nervous system (46). Tissue fragments from
arms, legs, intestine, and brain were used and were
refed with fresh medium every 4-7 days with subcul-
turing every 8-20 days. Both penicillin and streptomycin
(100 u/mL) were used to prevent contamination. Such tis-
sue cultures were then used to subdivide the polio viruses
into various types. Additionally, they showed that the
cells of infected tissues did not stain, whereas those of
the control uninfected tissues did take up the stain. The
infected cells could also be detected by microscopic exam-
ination, and the changes thus wrought were termed the
"cytopathogenic effect" (CPE) by Enders. These changes
were then used to follow successful infections and were a
marker for screening cells and tissues that could be used
to produce the virus in large amounts.

But it was Jerome Syverton and his colleagues at the
University of Minnesota who showed in 1951 that all
three types of polio virus would grow in monkey testes
cell cultures (77). This work opened the way to the use of
primary monkey kidney cells grown in roller tube cultures
for the routine production of polio virus; the method which
was used by Jonas SaIk (1914-1997, New York and La
Jolla) in his University of Pittsburgh laboratory to produce
a formaldehyde-inactivated polio vaccine and deployed in
preliminary studies on humans in 1953 (78). In parallel
with Salk's work, Raymond Parker and Andrew Rhodes at
the Connaught Laboratory in Toronto were able to scale
up the production of the vaccine for the epochal 1954/5
field trial of the killed (SaIk) polio vaccine (KPV) on some
1,800,000 children in all parts of the United States (79).
The success of the trial was announced triumphally by



Thomas Francis, Jr. in Ann Arbor, Michigan, on April 12,
1955: On the same day the Licensing Committee of the
Public Health Service agreed to license the SaIk type of
polio vaccine.

While the killed virus approach to a polio vaccine
was progressing apace, those who thought that a live
attentuated virus vaccine would be a more effective vaccine
were working assiduously to produce a licensable vaccine.
Hilary Koprowski, then at the Lederle Laboratories,
reported the safe and oral delivery of a cotton rat
attenuated polio vaccine to 20 volunteers in 1951. By
the mid-1950s, Herald Cox took over this group after
Koprowski moved to the Wistar Institute in Philadelphia
where he continued to make attenuated strains of polio
virus in cell culture and to test those strains in clinical
trials. Albert Sabin (1906-1997, Poland and New York)
had experienced the use of killed and live virus vaccines
when he served as a medical officer in the U.S. Army
(1941-1945) (as had Jonas SaIk). Before the war, Sabin
had a developed interest in the disease poliomyelitis and
in producing attenuated strains of the virus which might
be used in a vaccine. In 1955, Koprowski claimed to have
orally vaccinated 150 subjects successfully, while Sabin
reported to the same meeting that he had vaccinated
80 volunteers with each of the three attentuated strains
he was testing. It is clear that Koprowski believed that he
was ahead of Sabin in arriving at an attenuated vaccine.
Indeed, by 1957, he had tested his vaccine on nearly
250,000 people in Ruanda-Urundi, while Sabin had sent
his strains for testing in the Soviet Union. Some 20 trials
in 15 countries were under way by 1960, and the three-
strain live attenuated polio vaccine was licensed in 1962.
Although, ultimately, it was Sabin who was recognized
for developing the successfully licensed live polio vaccine,
he did not relinquish the bitterness and animosity he
had acquired during the highly competitive struggle with
Koprowski and Cox to achieve the dominant position
in live polio vaccines; an attitude which was certain to
have been reciprocated by the two men who were not so
recognized.

During the height of this conflict for supremacy in
the vaccine race, work at the Wistar Institute on the
development of a new cell substrate for virus vaccines
was conquering new peaks. In 1961, Hayflick and
Moorhead (47) of that Institute demonstrated that they
could produce a cell line from human embryonic lung
tissue whose cells would replicate a maximum number of
times (circa 50) before they became senescent; the WI38
cell line. These cells were diploid and did not express the
chromosomal number abnormalities that other cell lines
possessed. They also could be frozen and revived efficiently
and on exhaustive examination were shown to be free from
the kind of contaminating viruses that infected primary
monkey kidney cells. (In 1960 Maurice Hilleman at the
Merck Institute for Therapeutic Research showed that
there was a contaminating virus, "a vacuolating agent," in
primary monkey kidney cells. This was shown by Bernice
Eddy at the Division of Biologic Standards (DBS) of the
National Institutes of Health (NIH) to be the Simian
Virus 40 [SV40] a cancer-causing virus when deposited in
the cheek pouch of a hamster). Therefore, the WI38 cells

were an ideal substrate (tool) for producing newly licensed
polio vaccines and other vaccines intended for human
prophylaxis and in testing a variety of vaccines made from
W138 cells in several million people, abreactions to the
vaccine were not observed.

Therefore, Stanley Plotkin's rubella vaccine was
developed using the WI38 cell substrate. In 1967 overtures
were made to the DBS for licensure of this vaccine. Their
response was to ask the applicants to reconsider the nature
of the cell substrate and to use duck embryo or dog or
rabbit kidney cells. In 1969, Sabin also entered the fray
and joined the opposition to the use of the WI38 cell line
for rubella, alleging, without evidence, that it may have
unknown contaminants one of which could be a human
leukemia virus (72). However, in the late 1960s, polio
vaccines made on WI38 cells were licensed in Yugoslavia,
the United Kingdom, France, and the USSR, and in 1972,
Pfizer Laboratories succeeded in obtaining a license to
make polio vaccine in the United States from the WI38
cells. It took 10 years to supplant a clearly potentially
hazardous cell substrate with a well-tested and almost
risk-free alternative. Clearly some vested interests may
have been at work in the DBS, as shown by their relocation
of the Food and Drug Administration (FDA), coupled
with the ardent opposition of Sabin whose antipathy to
Koprowski and hence the work of the Wistar Institute
carried through to irrational criticism of a major technical
advance. It is fortunate that, despite strenuous opposition,
the technology that could be most relied upon eventually
prevailed.

The spirit of rationality (as opposed to unlimited
multiplication of conjectural hazards), once engaged,
was able to be applied to licensing of products made
from cell lines whose chromosomal counts could vary
widely and whose number of cell replications was not
bounded. Thus, under the untiring and inspired direction
of Norman Finter of the Wellcome Foundation, Namalwa
interferon was licensed to be made from a transformed
human cell line in 1986 in the United Kingdom (80)
and rabies vaccines and KPV were made in VERO (a
transformed monkey cell line) cells in France. Hybridoma
cells were found acceptable substrates for the production of
monoclonal antibodies, and genetically transformed CHO
cells were licensed to make tissue plasminogen activator
by Genentech in 1989.

Leonard Hayflick's work on the WI38 cells had many
social repercussions. It led to the transfer of the DBS from
the NIH to the FDA. Following a lengthy lawsuit that was
settled out of court in Hayflick's favor, the principle, that
the inventors (or possessors of intellectual property on the
basis of having achieved a novel process or product via
an inventive step or act) of a product, although funded
by federal monies may obtain some beneficial reward for
that invention for themselves or their institutes (81), was
accepted nationally.

REFLECTIONS

The recounting of history is, of necessity, a recitation of the
author's biases. What is written above is not an exception
to this generalization. However, the justification of taking



the reader's time to engage with something which cannot
be other than the "truth" has to be found in stimulating
that individual to examine for him or herself the issues
and events that have been recounted. What I have sought
to reveal in this article is an interaction between powerful
personalities, prevailing philosophies, and pertinent phe-
nomenologies. What emerges are the generalization that
define the way in which we gain confidence in our concepts
of the world outside ourselves, the way that world func-
tions and how we might intervene in that world to make
it more propitious for our personal and social survival.

We will never become omniscient. But during the last
100 years, we have witnessed sensational progress in all
areas where we have striven to become knowledgeable and
capable. As Eric Sevareid, a commentator on American
television at the time of the first moon landings in 1969,
remarked, "It is not that we have landed on the moon
which is of importance. It is that, having set ourselves a
seemingly impossible goal we have demonstrated that if
we are determined enough we can achieve it. How then do
we face the needy of the world?" (author's paraphrasing).

The story, told above, about how we came to the
realization of the cellular nature of living beings and a
possible route as to how such living cells may have come
into existence, beginning with the inanimate materials
present on earth some 4 billion years ago, becomes more
and more realistic as we refine our chemical and biological
understandings. The transformation of such knowledge to
the practical ends that support our well-being is the task
that is ever before us. For we have not only to cater to
our material being but, equally importantly, we have to
recognize that the way we think and what we think are
just as important to our overall health as is the regular
supply of nutrients and the removal of wastes. We are
beginning to come to terms with such thinking in that
we can recognize the development of a new subject area
in "psychoneuroimmunology." But we have a long path
to tread before we come to grips with those properties
of cells that enable them to communicate and to set up
the neural networks that become capable of thought and
consciousness.

Such challenges may be faced boldly if, and, probably,
only if, we can eschew any and all notions of vitalism.
Developments in computing and in the silicon world may
come into a closer and more interactive engagement with
the carbon-based computers littered about our bodies.
We are limited only by our imaginations and the laws
of thermodynamics: therefore it behooves us to look to
the area of our visions and see if we can find the
guidelines whereby we and our descendants can continue
the traditions set out in these pages by seeking to improve
the quantity and reliability of our informational base and,
by using that resource, to continue to enhance the quality
of life on planet earth and beyond.
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INTRODUCTION

This article will take you through the procedures used
when initiating and conducting clinical trials. After setting
the scene and describing the main players of this essential
part of the medical research, the different steps of the
preparation, conduct, and closing of a clinical trial will
be described. Frequent references will be made to the
International Conference for Harmonisation Good Clinical
Practice (GCP) Guidelines (1) described in another article
of this book.

All of these steps will be described from the point of
view of a monitor, a person who is placed in charge on
behalf of the sponsor, to follow the study conducted on
site by the investigator from the first to the last day of
a clinical trial (Fig. 1). The article will begin, when the

decision is taken to move (a new candidate drug) into the
clinical development stage.

THE PREPARATION

After much laboratory research, animal testing, and many
regulatory approvals, the drug is now ready for clinical
trials. Usually, the first approvals are given by the
Ministry of Health of the country where the clinical trial
will take place. Having carefully examined the preclinical
file containing all the data collected so far on the new drug,
they deliver the authorization to use it in clinical trials. In
the United States, the United Kingdom, and countries
with similar regulatory systems, this authorization is
called (Investigational New Drug IND) or (Clinical Trial
Exemption CTX) (2-4).

Clinical Development Plan

Any project to develop a new drug in an important
pharmaceutical company will be carefully prepared and
decided on the basis of a "Clinical Development Plan." At
this stage, the project leader with the help of the regulatory
affairs department will describe the clinical work required
by the regulatory authorities. It will be structured in a
plan with different phases, each phase usually including
several clinical trials.

Phases of Clinical Development

Classically the development plan is divided into 4
sequential phases:

Phase I studies focus mainly on the safety and
pharmacokinetics of the drug used for the first time in
humans. These studies are generally conducted in a small
number of healthy volunteers (maximum around 50) and
will be the basis of a go no go decision to enter into a more
extensive phase of clinical research.

Phase II studies consist of larger trials (20-50 subjects
per group and 2-6 groups or more) including comparisons
between different dosages (e.g., dose range studies),
different administration modes, routes, or schedules,
different presentations, etc. Phase II and later phases
studies are conducted in patients or subjects for whom
the drug will be used, progressively moving from the
strongest (healthy adult volunteers) to the weakest (e.g.,
babies presenting with the specific disease condition for
which the drug is being developed). These studies will
be statistically analyzed to draw conclusions on the
mode of administration, the dosage, the regimen, the
schedule, the ideal presentation of the drug, and to give
an idea how the drug compares with other developmental
and commercialized products and with a placebo. From
Phase II studies, the ideal profile of the future drug should
be decided. This product, as close as possible to the future
production drug presentation, is then moved to Phase III.

Phase III includes large studies (from several hundreds
up to several thousand subjects or more, often patients).
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These studies should confirm that the proposed drug
formula is the most effective for treating or preventing the
disease, that it compares positively with other available
or potential drugs (and of course with a placebo), does not
have medium, or long-term unacceptable side effects, and
can be produced consistently in industrial conditions.

Phase FV studies, (which will not be described here,)
include all studies conducted after the drug has been
approved by the regulatory authorities for specific
indications. The ICH Guidelines are now introducing a
new classification into phases based more on the objectives
of clinical trials than on their timing (5).

From Development Plan to Study Protocol

A clinical development plan including studies for the
different development phases has been written. Now
each study will need to be described, prepared, initiated,
conducted, and reported. The first step is to prepare a
protocol that describes the future study in detail. For
this purpose, a study protocol written according to the
strict structure of the ICH guidelines1 is prepared in the
Clinical Research department of the sponsor, normally an
international pharmaceutical company. According to the
"Declaration of Helsinki" principles, now integrated into
the ICH GCP guidelines, the study must be built on sound
scientific principles. Its benefits for subjects or patients
should always outweigh risks at any time of the study.
The protocol is the basis on which the Ethics Committee
decides on the acceptability of the study.

The document starts by describing the background and
rationale for conducting the study. Clear objectives are
defined: the primary objective (usually one) and secondary
objectives (two or three) are each linked with clear and
measurable end points. The key part of the document is

1ICH guidelines stands for "International Conference on
Harmonization"—Guidelines on Good Clinical Practice, Chap-
ter E6 (May 96, revised Sept 97) (1).

Figure 1. A clinical trial from preparation to
report.

the description of the study procedures and the people who
are responsible.

Other parts include a description of the statistical
methods and analyses, standard sections on ethics,
adverse events reporting, confidentiality, audits, and
ancillary documents. After having been approved by the
Ethics Committee or Institutional Review Board, the
protocol should be strictly adhered to by all parties
involved. If procedures need to be modified at any time, an
amended version of the protocol should be submitted and
approved by the Ethics Committee before any practical
change is implemented.

Investigator Brochure

All available clinical and preclinical data have to be
described in a document called the Investigator Brochure.
The ICH guidelines define its structure and content. This
brochure is provided to the investigator early in the
contacts with the agency to prepare the study. It is also
an important document for the Ethics Committee to help
them decide on the acceptability of the proposed study.
This document, written by the sponsor, must be updated
annually with new study data or other safety information
about the product gathered from any available source
included in the amended document.

The Case Report Form

To collect individual patient data during the study, the
investigator is provided with individual booklets for each
patient. These documents called Case Report Forms or
Case Record Forms (CRF) are usually standard across
the studies of a particular project. They are structured
to follow the different study procedures in sequential
order and contain fields aimed at collecting all data and
observations required by the study protocol for each study
patient (6).

The CRFs should be user-friend and easy to fill in by
the investigator while avoiding mistakes or unclear data.

Data analysis

Data entry

Monitoring visits by CRA

Laboratory

Preparation of material

Development
Plan&
Protocol

Initiate trial



They should also be easy for the monitor to review and
easy to understand by the people who will be in charge of
the data management and analyses.

The CRFs are often presented as bound booklets printed
on no carbon required (NCR) paper with two, three, or
more color copies per page for the different users, for
example, one for the sponsor and official archives, one for
data management, and one for the investigator. These
documents, filled in by the investigator or his staff,
constitute the official set of data that is reviewed by the
site monitor during monitoring visits and controlled by the
auditors or authorities during inspection.

Investigator Selection

In any study, the investigators are key people. They agree
on the protocol, recruit the patients and follows the drug
administration procedures described in the protocol. They
are responsible for obtaining the ethical approval for the
study, taking care of the patients, collecting the study
data, acquiring adverse event information, and reporting
them to the sponsor and the Ethics Committee, as required
by the applicable regulations. They are closely involved in
writing the study report and presenting or publishing
the data. Effective collaboration between the sponsor, the
monitor, and the investigator's staff is essential for the
success of any trial (7).

Responsibilities

Most Good Clinical Practice guidelines include a clear
definition of the responsibilities of the different parties
involved in clinical trials. Table 1 gives a summary of
them.

The Critical Path of a Clinical Trial

As in any managing other project, many different actions
have to be taken at the same time to minimize the
preparatory time for a clinical trial. It is important to
identify these "critical (that is, the key steps which,
when delayed, will delay the whole clinical trial) path"
steps, early. For instance, logistic aspects and regulatory
approvals could be prepared at the same time. If a protocol
summary or schematic is used to describe the details of the
study procedures, the CRF and protocol could be finalized

at the same time as the packaging of the study drug is
taking place. During the study, data can be entered on an
ongoing basis, and questions can be generated as soon as
the data have been checked. This would save time at the
end when the last questions or Data Resolution Queries
(DRQs) are sent to the site. Indeed, those last DRQs are on
the critical path because delaying them would delay the
closing of the database and, consequently, the analysis of
the study.

Ethics Committee Approval

Before any study can start, written approval from an
Independent Ethics Committee (IEC) should have been
obtained in writing by the investigator. This committee,
which should work according to the GCP and agree to cover
the region where the study would take place; should work
according to Standard Operating Procedures (SOPs); meet
at regular intervals, and have a minimum composition
defined by the ICH guidelines or the local regulations.

These requirements are among the most difficult to
comply with. Indeed, many IECs do not follow or are
even not aware of these requirements. Often, the IEC
approval takes several months. The approval document
often misses standard elements like details of the protocol
identification or the list of other approved documents, for
example, Informed Consent, advertisements, or protocol
amendments.

The quality of the IECs is improving in many regions
of the world, but the standards of these committees are
still behind most other aspects of the clinical trial process.
Regulatory authorities are key in these improvements.
No doubt an increase in the training and inspections
by these committees would contribute to increased
awareness by the IECs to the international standards
and requirements (8).

The Informed Consent Process

As mentioned earlier, the Informed Consent (IC) document
and Subject Information Sheet (SIS) should also be
submitted to the IEC. Their content, detailed in the ICH
under the description of the investigators' responsibilities,
contains a list of about 20 mandatory elements. Regional
directives and regulations often add elements to this list,
like the European Directive on data privacy protection

Table 1. GCP Responsibilities in the Conduct of a Clinical Trial

The sponsor

• SOPs (Standard Operating Procedures)
• Protocol design
• Investigator selection
• Product knowledge
• Medication
• Appoints trained monitors
• Safety reporting
• Data and analysis
• Report
• Quality assurance and

internal audit program
• Compensation

The monitor

• Appointed by Sponsor
• Works according to SOP's
• Regularly oversees conduct

of study
• Reviews CRFs against

source documents
• Adheres to protocol
• Conduct of study to Good

Clinical Practice
• Interface between sponsor

and investigator

The investigator

• Agrees to the protocol
• Selects patients
• Provides facilities and

staff
• Independent Ethics

Committee approval
• Informed consent
• Confidentiality
• Medication
• Collects data
• Reports adverse events
• Archives data



that requires a specific consent to keep patients1 private
data and to transfer these data to countries with less
stringent regulations.

Informed consent should be obtained under the
investigator's authority in the language of the subject. The
process for obtaining this consent is as important as the
text of the information (9). Subjects should indeed be free
to enter or withdraw from the study without any impact
on the way they are cared for by their medical doctors.
The signed individual informed consent could sometimes
be obtained by a legal representative or in presence of a
witness for example, for minors or illiterate patients. The
consent should always obtained before any specific study
procedures are undertaken.

Ready to Start

The protocol and the contract have been signed. The
material, for example, CRFs, Informed consents medi-
cations, and other ancillary study documents are ready.
The regulatory authorities and ethical approvals have
been obtained, and the study staff has been adequately
briefed or trained. The study site has been evaluated and
prepared, and the patient recruitment strategy has been
agreed upon.

The study can start, and patients can be enrolled, but
not before an initiation visit or visits by the monitor or a
representative of the sponsor has taken place on-site. This
mandatory visit must be conducted at each study center,
in the presence of all key investigator staff members. It is
one of the longest and most important site study visits. Its
quality often decides on the quality of the data collected. It
is also key and marks the start of the active collaboration
between the site monitor and the investigator's team. The
medications are brought on site at that particular visit.
After this last step, patient recruitment starts.

THE INITIATION OF THE STUDY

Initiation Visit

Initiation could take place in one or several visits. A
first visit could cover all the administrative aspects, like
the review of the protocol, the study documents and
the responsibilities of the investigator. It could also be
organized in the form of an investigator meeting for all
study site personnel. The second part of the initiation
visit could include a review of the study medication which
should be organized at each study site with the appropriate
people present.

Review of Study Documents. The CRF is the key docu-
ment at this stage (6). The protocol has usually already
been reviewed earlier with the principal investigator. The
CRF review could be a more practical way to go through all
aspects of the study procedures with all the people involved
in the conduct of the study at the site. Other important
documents to be reviewed at this stage would include
subjects' informed consents, identification logs and other
recruitment documentation, Serious Adverse Event forms
and the way to report all adverse events, study medication

documentation, DRQs or questions on collected data, and
the way to correct data in the CRF.

The Study Drug. Although at the first stage of study
initiation, dummy medications could be a useful tool for
explaining how to handle and administer the study drug,
the second part of the initiation visit must include a review
and an inventory of the actual medications delivered on
site. The way to store and distribute those medications
should be discussed with the pharmacist or the person in
charge of the study medication at the study site. Other
important aspects include the final inventory and the
return or disposal of all study medications after the study
is completed.

STUDY MONITORING AND FOLLOW-UP

During the study, regular monitoring visits to the site
by the study monitor will take place. They usually will be
organized every six to eight weeks, but their frequency will
vary according to the stage, the quality, and the complexity
of the study. The main objectives of the visits is to assess
the progress of the study, to check compliance with GCP,
the regulations, and adherence to the study protocol and
to maintain the quality of the data.

Source Data Verification

Source data are defined as the original recording of the
data to be transcribed in the CRF or to be used in the
study (10). The direct access to the documents containing
these original data has become an absolute requirement
for the ICH GCP guidelines: a study should not be
conducted any longer at a site that does not allow the
monitor or the auditors to consult patient files and other
source documents related to the study.

At each monitoring visit, the monitor will confirm the
existence and maintenance of these source documents and
systematically review the correct transcription of the data
into the CRFs. The level of review should be adapted to the
importance and the quality of the data. All of the primary
efficacy variables should be checked, as well as the receipt
of each individual informed consent. Other information
could be sampled for verification: The percentage checked
could be decreased if the quality of the data is high, but
an immediate increase in the percentage verified should
take place if more mistakes are spotted or when the study
procedures become more complex. The detail of the source
documents and CRF review should be documented in the
report at the end of each monitoring visit.

Collaboration between Monitor and Investigator's
Staff. Collaboration between the investigator, the study
nurse, the staff, and the monitor will be required at every
step of the study (7). During the monitor's visits, some time
will be devoted by the monitor to the individual review of
the CRFs, at which stage the investigator is not required
to attend. Later on, the investigator should be available
to spend some time with the monitor to review all of the
main issues about the progress of the study. The correction
of the CRFs must be signed and dated by an authorized



member of the investigator's staff, and medical procedures
should be discussed with medically qualified personnel (6).
Although the study nurse, the administrative coordinator,
or the pharmacist do an important part of the job, the
investigator must retain full responsibility for the conduct
and quality of the study.

After each monitoring visit, the monitor has to
document in a visit report the information collected and
the actions discussed at the visit. This report will remain
in the sponsor's documentation. Written communication
should also be maintained between the study staff and
the sponsor to summarize the elements discussed during
the site visits, confirm the actions decided, and provide
additional information and decisions for the future of the
study. Study documentation, the progress of the project,
the financial aspects of the study and the conclusions of
audits and inspections should also be reviewed regularly.

ADVERSE EVENTS REPORTING

Sponsors are legally required to report adverse events
regularly to their regulatory authorities. The continuous
collection of this information will maintain the safety
profile of the product up-to-date ensuring appropriate
information about and protection of the subjects enrolled
in the clinical studies.

Responsibilities Linked with the Conduct of Clinical Studies

The Sponsor. Sponsors are responsible for maintaining
databases with all safety information about the drugs
under development. They should report any changes in the
safety profile of these products to the authorities within
strict time lines.

Via the monitor, they will be in regular contact with
investigators who should be provided with all safety
information relevant to the conduct of the study and
the protection of the subjects. The monitor will have to
check that the investigator's staff is adequately trained
and understands the safety reporting mechanisms and
will often take an active part in this educational process
at the study site.

The Investigator. Investigators should be familiar with
the product safety profile, the protocol, and the time lines
for reporting serious and nonserious adverse events to the
sponsor. Late reporting of serious adverse events (SAEs) is
one of the most common alert findings in study site audit
reports.

The investigator should establish a mechanism for
immediate (i.e., within 24 hours) reporting of SAEs to the
sponsor. Adequate follow-up of the subjects until complete
recovery or stabilization of their health conditions is
required for all adverse events.

Another issue in adverse events reporting by investiga-
tors is their responsibility for reporting unexpected serious
adverse drug reactions to the Ethics Committee and to the
regulatory authorities, if required by the local regulations.

SAEs will be considered unexpected if they have not yet
been described in the relevant safety documentation, that
is during the study, in the investigator's brochure.

STUDY CLOSING AND LAST VISIT ON SITE

At the end of each study, a site closing or completion
visit is mandatory. It ensures that (1) all necessary
information has been collected (CRFs, Adverse Events),
C2) all medications have been accounted for and disposed
of appropriately, (3) the administrative aspects of the
documentation meet regulatory requirements, and (4) the
remaining financial aspects have been appropriately
addressed. Together with the investigator's staff, the
monitor ensures that all site activities and responsibilities
are completed before closure of the study site.

In order not to delay this last step, the visit should
be planned as soon as the date of the last visit of the
last subject enrolled is known. The visit should then
take place immediately after all remaining material and
documents have been prepared by the investigator. The
monitor checks with the investigator on all outstanding
Case Report Forms and data queries. Excess medications
are returned to the sponsor or disposed of as appropriate.
With the help of the monitor, the investigator makes
sure that all study documents are adequately filed in the
study file and are ready for later inspection by regulatory
authorities.

Archiving Study Documentation. The current ICH GCP
guidelines do not provide any fixed duration for archiving
study documentation. They are very detailed about the
list of essential study documents to be maintained, but
archiving requirements are linked to the last marketing
application within the ICH region, which is difficult to plan
at the time of study closing. A more practical archiving
period definition would be welcome. In the meantime,
the sponsor has the responsibility for informing the
investigators when they are allowed to discard the study
documents.

The sponsor can help the investigator in this archiving
process. Often there is not any space at the study site.
Because of the changes in institution's personnel, it not
may be easy to ensure long-term protection of the study
documents. One easier way to ensure these obligations
may be for the sponsor to archive all investigator study
documents in sealed containers for the period required by
the authorities. Those boxes should not be opened without
the presence of the investigator or an authorized staff
member.

STUDY ANALYSIS, REPORT, AND PUBLICATIONS

The analysis and reporting of clinical studies have been
extensively detailed in recent ICH guidelines (11,12).
Before any report is written, a report analysis plan (RAP)
should be approved by the sponsor. Any study analyses
should then be done according to the analysis plan detailed
in that document. As required for a protocol, when changes
in the analysis are decided, the RAP should be amended
and reapproved.

Statistical analyses of Phase I to III studies are con-
ducted more and more by specialized sponsor personnel.
Their statistical report will then be the basis of the study
report. Again, this document should follow the strict table



of contents provided by the ICH guidelines if it is intended
to be submitted to regulatory authorities as part of a
registration file. The investigators could also do the anal-
ysis and write the study report. More often, they review
the report written by the sponsor and approve its final
version.

Publications are an important aspect of investigative
medical research. They can take place at any time of
the study. Usually, the sponsor and the investigator have
established a contract before the study starts, including
publication plans and agreement as to authorship. Addi-
tional unplanned presentations or publications should be
submitted for agreement between the sponsor and the
investigator.

Although the sponsor could not prevent an investigator
from publishing study data, contracts are often executed to
protect the confidentiality of research data. They usually
include provisions for mutual agreement and a review
period to allow each of the parties to adequately secure
discoveries and protect new manufacturing processes
or medical procedures and devices through patents or
registration applications. Presentations at congresses and
scientific meetings and publications in peer-reviewed
journals ensure that all important scientific data collected
during any clinical trials are made available in an
unbiased way to the entire scientific and medical
community.
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INTRODUCTION

For the determination of biotechnologically produced
proteins, fast and automated analytical methods are
essential to monitor and control the bioprocess during
the cultivation of mammalian and bacterial cells (1).
Using antibodies as highly specific binding partners
for the analyte of interest, a selective and sensitive
determination in complex protein mixtures and cultivation
media without further purification steps is possible. Due
to an expanded production of polyclonal and monoclonal
antibodies, obtained from infected animals and hybridoma
cells, their application in immunoassays in clinical and
biological analysis, drug and environmental applications,
and bioprocess monitoring has become increasingly
common. A combination of flow-injection analysis (FIA)
with different kinds of immunoassay (homogeneous and
heterogeneous) see Plasier has been found to be a powerful
tool for an automated system for precise online monitoring
of bioprocesses and process control. These assays provide
an enormous improvement in accuracy, precision, and
sensitivity. Compared to batch methods, a dramatic



reduction of analysis time (close to real-time performance),
online coupling to industrial processes, easy calibration,
and the possibility of integrating many types of reactions,
separations, and detection processes with different assay
formats become possible.

FUNDAMENTAL CONSIDERATIONS

Flow-Injection Analysis

The principle of flow-injection analysis was developed by
Ruzicka and Hansen in 1974(2,3). It is based on the
controlled and reproducible dispersion of a sample zone
when it is injected in a continuous carrier flow. This
transports the segment through a reaction coil (manifold,
to a detector), where a detectable reaction of the analyte
is performed. A schematic setup is shown in Figure 1.

The pump used can be simple, as, unlike HPLC, high
pressure does not develop in the flowing stream. A syringe
or piston pump is superior to a peristaltic pump to reduce
pulsation and maintain continuous flow rates. Injection of
samples and standards in the analysis stream is normally
performed by a sample loop in combination with a rotary
valve or a combination of valves if further reagents have to
be added. The overall precision of the method may depend
on the precision of the sample injection, especially if small
volumes are used. A minimal washing volume of about 2 -3
sample-loop volumes is recommended (4). The manifold
consists of one or several reaction coils or of a membrane
or a carrier material, placed in a cartridge or column as in
chromatography, on which either the antibody or antigen
is covalently attached. In some cases magnetic particles
held by an electric field have also been used. Finally,
a detector with a flow-through cell is required. Here
all kinds of detectors for spectroscopic, electrochemical,
chemilumenescence, or fluorimetric measurement are
suitable, depending on the assay performed. As all these
components are available for HPLC systems, they can be
used with minimal modifications. The size and form of
the resulting signal depend significantly on the dispersion
of the sample on its way through the flow channel and
detector. System control and data processing should be
automated and performed by a computer to ensure the
reproducibility of the assays (5).

lmmunoanalysis

lmmunoassays. Immunoassay procedures (see article
by Plasier) have two parts: the actual immunoreaction
and the subsequent detection of the immunocomplex
formed. These detection methods can be divided into two

major classes: immunoreactions with or without chemical
labeling of the immunocomplex. Tables 1 and 2 give a
detailed overview of known techniques. Some of them are,
of course, not suitable for on-line use, but are mentioned
here to complete the picture.

When labeling is not used, the formation of the
immunocomplexes must be monitored directly. Five
classes of methods are known, as shown in Table 1 (6-10).
The measurement of the light scattering behavior of the
immunocomplex suspension by turbidimetry is one of the
simplest methods used for bioprocess monitoring.

In order to improve the sensibility of immunoassays,
labeling techniques have been developed. In Table 2
different assays involving labels are listed. The use
of radioactive labeling is well known and used a lot
in medical applications. Assays using enzyme labels
are often based on competition between free and
labeled immunopartners (11-13). The best-known type
of enzyme immunoassay (EIA) is the ELISA (enzyme-
linked immunoabsorbent assay), normally combined with
a photometric detection system. ELISA tests are widely
used in many areas of biotechnology and medicine, due to
their high sensitivity; typical concentration measurements
are in the attomolar (aM) to picomolar (pM) range. This
means that time-consuming sample diluting is necessary,
leading to a problem with accuracy. Furthermore, the
assay involves several time-consuming washing and
incubation steps, which is why this method is unsuitable
for (quasi) on-line process monitoring.

As shown, many different immunoassay types have
been developed; however, only RIA, ELISA, and some
nephelometric assay are widely used for off-line assays.
The use of RIA is decreasing due to health and
environmental problems.

Selection of Antibodies. All immunochemical methods
are based on the specific reaction between the anti-
gen (Ag) and its antibody (Ab). Today, polyclonal anti-
bodies, obtained from infected animals, and monoclonal
antibodies, produced by hybridoma cells, are used in
immunoreactions. In traditional immunoassays, the most
efficient and strongest binding antibodies are used. In
repeated binding assays, like the immuno-FIA, other crite-
ria become more important. A critical point in this context
is the dissociation step in heterogeneous assays, when the
Ab-Ag complex is broken and the system is equilibrated
for the next assay. It is important to achieve complete
dissociation; otherwise the capacity of the system will be
reduced at each analysis cycle. Remaining labeled antigen
may also interfere with the subsequent assay. As the dis-
sociation step is time dependent, a compromise must be
reached between the time consumed and the remaining
material. The antibodies must be efficient in binding, but
they must also be efficient in releasing the bound material
under reasonable conditions, where the antibody remains
active. This means that antibodies that are less efficient
in binding and with appropriate properties with respect to
dissociation are the most suitable (14).

Reactant Immobilization. Although homogeneous and
heterogeneous assays have been developed in immuno

sample introduction zone reaction zone detection zone

sample

carrier
pump valve/

injector
manifold/
reactor detector

waste

Figure 1. Scematic setup of a FIA system.



Abbreviations: FETIA, fluorescence excitation transfer immunoassay; FPIA, fluorescence polar-
ization immunoassay; IFMA, immunofluorimetric assay; ELISA, enzyme-linked immunosorbent
assay; AMETIA, antibody masking enzyme tag immunoassay; EMIT, enzyme multiplied
immunoassay technique; ECIA, enzyme channeling immunoassay; EEIA, enzyme enhance-
ment immunoassay; EMMIA, enzyme modulator immunoassay; PGLIA, prosthetic-group-label
immunoassay; EIIA, enzyme inhibition immunoassay.

EMIT
ECIA
EEIA
EMMIA
PGLIA
EIIA

ELISA
AMETIAfluorescence sensor

enzyme electrodes

immunoscensors

spin immunoassay

labeled with stable free radicals

luminescence immunoassay

labeled with luminescent reagents

viroimmunoassay

labeled with phages

radioimmuno-
assay
(RIA)

immunoradiometric
assay

(IRMA)

labeled antigen Labeled antibody

isotope labeling

Table 2.

homogeneous heterogeneous

enzyme immunoassay
(EIA)

labeled with enzymes,
coenzymes, inhibitors

or erythrocytes

FETIA
released FIIA
FPIA
time-resolved FIIA

separation FIIA
IFMA

homogeneous heterogeneous

fluorescence immunoassay
(FIIA)

labeled with fluorescent,
fluorogenic or fluorescence

quenching reagents

Immunoanalytical methods with labeling

ellipsometry
internal reflection spectroscopy
attenuated total reflection
total internal reflection fluorescence
surface plasmon resonance
piezoelectric crystal
field-effect transistors
metallo semiconductor electrode
optrode

immunosensorsimmunoelectrophoresis
(IEP)

gel double diffusion
radial immunodiffusion
reverse radial immunodiffusion

nephelometry
turbidimetry
latex agglutination test

immunodiffusion light scattering measurement

Immunoanalytical methods without labeling
Table 1.

countercurrent IEP
rocket IEP
crossed IPE

particle counting immunoassay
(PACIA)



flow-injection analysis, heterogeneous assays comprise the
majority of the currently performed immunoassays (15).
The use of a solid phase enables easy separation of the
bound and the unbound portion of the analyte, normally
by means of an immobilized antibody, binding the analyte,
while the remaining components of the sample can be
washed out. Automated heterogeneous immunoassays
offer many advantages (16). They are more sensitive and
extremely flexible as to the choice of solid phase and
detection principle. Furthermore, they offer accelerated
binding kinetics, as the surface-area-to-volume ratio is
high, leading to an effective concentration of captured
antibodies.

A variety of supports are available: soft gels (agarose),
cellulose, resins, polymers, bonded-phase silica, and
glass beads in different presentations, which can be
easily washed and retained in the test tube. Additional
applications with immunomagnetic beads, held in place by
a magnetic field, facilitating the deposition of the beads,
activated membranes, capillaries, or other high-surface-
area matrices are used (17-19). The choice of support
and immobilization method is of central importance, but
no one system works effectively for all applications. More
detailed discussion on this topic can be found in several
monographs (20,21). In any case, covalent binding of the
antibody to the substrate in the reaction zone is preferable,
especially if an elution/regeneration step is part of the
assay. The covalent binding of the antibodies via protein
primary amine functionalities results in specific activities
of about 5-25%. Loss of activity can be explained by
(1) steric blockage of the binding side due to inappropriate
orientation of the antibody on the substrate, (2) crowding
and (3) excessive multiple attachment of antibodies on the
substrate, and (4) insufficient room for antigen binding,
particularly if the antigen is large. Higher activities can be
obtained by controlling the immobilized antibody density,
using the Fab' fragments or by coupling through a thiol
group created by the reduction of an inter-heavy-chain
disulfide bond (22).

Nonspecific adsorption of sample components must
be kept to a minimum, as any irrelevant binding
to the support will influence the background value
and the sensitivity of the assay. Following antibody
coupling, the excessive groups are often blocked with
either small amine-containing species (e.g., ethanolamine)
or nonspecific protein. A further important aspect of
the preparation is the removal of noncovalently bound
material by exposing the coupled matrix to wash cycles of
alternating high and low pH or chaotropic conditions such
as high salt concentrations (14).

APPLICATIONS

On-line protein monitoring has been developed with tur-
bidimetric as well as with homogeneous and heterogeneous
immunoassays. Despite numerous publications concerning
the on-line application of immunoassays on model systems,
the number of on-line immunochemical systems applied
to real samples, especially to bioprocess monitoring, is
relatively low.

Turbidimetric immuno-FIA

The turbidimetric assay is based on the optical density
determination of the precepitation curve of immunocom-
plexes (23). In a solution with an excess of antibodies, a
linear correlation between the concentration of an added
antigen and the turbidity can be observed.

In the turbidimetric assay system, an antigen-
containing sample or standard is injected into the FIA
system at the same time as an aliquot of antibody solution.
They are mixed and flow to the thermostated reaction
coil, where the flow is stopped to extend the incubation
time. The formation of the immunocomplex leads to
precipitation. The particles stay in solution for a while,
scattering the light. The solution is then pumped into
a flow-through spectrophotometer, where the turbidity
is measured at 340 nm. The medium blank absorbance
is monitored on a second channel as a reference. The
level of turbidity is then related to the difference of
both channels. The schematic setup of the turbidimetric
immuno-FIA (TIA) system is shown in Figure 2 (24).

Antigen concentration can be correlated to peak
area or peak height. An analysis cycle consists of the
following steps: injection of the sample, incubation for
immunocomplex formation [depending on the system; e.g.,
20 sec for anti-A-Mab, 90 sec for rt-PA(25)], and the
reequilibration of the system. Several analysis variables
such as reaction temperature, injection and reaction time,
ratio of antigen to antibody concentrations, and the
influence of media components have to be studied and
optimized for every assay. The assay time can range from
1 to 6 min depending on the optimized incubation time.
As a cell-free sample stream is necessary, a sampling
system is recommended. With this automated system it
was possible to quantify pullulanase isoenzymes produced
in bacteria in a range of 1-100 mg L"1 (26,27), AT III
in a range of 0-30 mg L"1 (26), and mouse IgG in the
range of 10-900 mg L"1 (24). Figure 3 shows a comparison
between the on-line turbidimetric immunoassay detected

reaction buffer reagent
(TIA buffer) (antibody)

Figure 2. Automated turbidimetric immunoassay system based
on the principle of a FIA system. Source: Ref. 24.
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rt-PA concentration to an off-line ELISA in a cultivation
of CHO cells (28).

Heterogeneous Elution Assay

These assays are based on the direct binding between
antibodies and unlabeled antigen, while an excess of one
of the binding partners is immobilized to a solid support
(comparable to affinity chromatography). This technique
enables an easy separation of the unbound components
and the analyte. After the application of an elution step,
the target protein can be detected by protein fluorescence
without any further labeling.

The elution conditions should be chosen carefully,
as exremes of pH or high concentrations of chaotropic
salts may cause permanent or temporary damage, like
denaturation (see previous discussion on the selection of
antibodies).

Monitoring of Antigen Production. An excess of antibod-
ies is immobilized to a solid support [e.g., CNBr-activated
Sepharose; VA-Epoxy Biosyth (29)] and placed in the flow
system in a small cartridge (e.g., 1 mL MoBiTec) behind
an injection valve with a sample loop (Fig. 4) (29). The
principle of the heterogeneous elution assay is shown in
Figure 5 (29). After injection of the sample and the bind-
ing of the antigen to the immobilized antibody in the
cartridge, the whole system is rinsed with carrier buffer
to wash out byproducts. In the following procedure the
antigen-antibody bond is broken by the application of an
elution step (e.g., high pH), and the washed-out target
protein is detected by a spectrofluorometer; A,exc is fixed at
280 nm and kem at 340 nm (29). The integral of the peak
area is correlated to the antigen concentration. After a
short equilibration step the system can be reused for the
next sample. The total cycle time including elution and
equilibration is 6-8 min, depending on the complexity
of the media used. The ability of this system is demon-
strated in Figure 6 for the rt-PA concentration in culture
supernatant over several days (29).

time (d)
Figure 6. Comparison of the heterogeneous elution assay with
an off-line ELISA for rt-PA determination (29).

At very low concentrations it might be more suitable to
perform a competitive immunoassay with labeled antigens
to increase the sensitivity. The antigen from the samples
competes with labeled antigen (e.g., FITC labeled) for
a defined number of binding sites in the reaction zone.
The more antigen is in the sample, the less the labeled
antigens can bind to the immobilized antibodies. After an
elution step, the fluorescence of the labeling compound
can be measured (Fig. 7). With an increasing content of
antigen in the sample, less fluorescence can be detected.
The same setup and principle as mentioned before can be

time (h)
Figure 3. Estimation of rt-PA concentration with the turbidi-
metric immunoassy (TIA) and an off-line ELISA in a culture of
CHO cells (28).
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Figure 5. Principle of the heterogeneous elution assay (29).
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used, except that the sample with the analyte has to be
mixed with a reagent containing labeled antigen (28).

Monitoring of Antibody Production. Comparable het-
erogeneous immuno systems as mentioned above can
also be used to monitor the production of different
immunoglobins during mammalian cell cultivation. To
catch the immunoglobins, immobilized anti-mouse IgG
antibodies, Protein A or Protein G can be used (30,31).
New approaches have also been made to use thiophilic
gels binding antibodies from a wide variety of animal
species (22,32). To elute the antibodies from the antigen
matrix, a shift to low pH (down to 3.0-2.5) is widely used
in these applications (33). Figure 8 indicates the ability
of this system by comparing the IgG titer from a mam-
malian cell cultivation process analyzed with ELISA and
the heterogeneous elution immunoassay over the range
0-400 jigmL-1 (31).

Flow ELISA

ELISA assays are well established as an off-line technique
but are commonly regarded as being too slow for process

monitoring and control. This non competitive assay is
based on the formation of a sandwich of an excess of
immobilized antibodies, the antigen, and an excess of
enzyme-labeled antibodies. Normally, the reaction of an
substrate with the enzymes leads to a colored product,
which can be detected spectrophotometically (34). By
adapting the ELISA principle (Fig. 9) to flow-injection
conditions, a lot of its advantages like high sensitivity can
be kept and most of the disadvantages can be overcome.
Furthermore, this system can be fully computerized
and made capable of registering dynamic changes in
concentration.

The technique was subject to several investigations
concerning stability, reproducibility, and capacity, where
it was found to be suitable for determining the concentra-
tion of macromolecules (35,36), but it has not been used
for monitoring a fermentation process.

Another application was found in the process monitor-
ing of several different downstream processes (37). Here
a sample stream was withdrawn into the FIA system
before the UV detector, which continuously measured the
absorbance of the effluent from the column (Fig. 10). The
system was found to be suitable to achieve precise infor-
mation about the elution time of the target protein, which
enables the user to determine the fractions to be collected.
Furthermore, the use of this highly sensitive technique
reduces the volume of sample to be analyzed.

Capacitance Immunoassay

This technique is based on the principle that for electrolytic
capacitors the capacitance depends on the thickness and
dielectric behavior of a dielectric layer on a surface of
a metal plate. As the capacitance and the sensitivity of
the device are inversely related to the thickness of the
dielectric, thin layers have to be formed to get highly
sensitive sensors. Tantalum strips with an electrochem-
ically grown 25 nm tantalum oxide layer were found to
be efficient in this type of assay (Fig. 11) (38). Antibod-
ies or antigens were immobilized onto the tantalum oxide
surface by silanization of the surface and coupling to it

time (aU)
Figure 8. Comparison of the heterogeneous elution assay and an
off-line ELISA during an IgG production run (31).
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with carbodiimide. Binding of the corresponding analyte
to the immobilized protein resulted in modification of the
electrical capacitance of the system, which can be mea-
sured with an impedance meter. Each measuring cycle
consisted of the following steps: rinsing the sensor, incu-
bation of the sample, and rinsing again (39). Changes
in capacitance were observed continuously. The differ-
ence between the initial (before incubating the sample)
and the final capacitance (after the second rinsing) are
taken as the analytical signal indicating the amount of
analyte.

With this assay it was possible to monitor the
production of IgG during a cultivation process with
an error of about 8-15%, which is in the range of
the standard deviation of an ELISA test used as
reference (39). The detectable concentration range was
about 2-200 ug mLr1 IgG.

Grating Coupler

This technique is based on the physical principle of
the evanescent wave, which is sensitive to changes
in the refractive index at the sensor surface. The
change in refractive index at the sensor surface due
to antibody binding is observed by measuring the Figure 11. Thin-film tantalum oxide flowthrough sensor (38).

Figure 10. Schematic setup of the immunoassay combined with a downstreaming process.
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uncoupling angle. From the measured change of the
uncoupling angle the effective refractive index is cal-
culated (40). The system does not require reagents or
labels and is based on the principle of a biosen-
sor (conjugation of transducer with biological compo-
nent).

Immobilization of the antibodies on the grating coupler
was performed after silanization and activation with
glutaraldehyde. Remaining free groups were blocked by
bovine serum albumin (BSA) solution. With a sensor
chip placed in a flow system a production run of IgG
by a hybridoma cell line was monitored (40). After
rinsing the sensor, the sample is injected. Using the
stop-flow technique, the sample segment is incubated
in the flow cell, followed by rinsing and regeneration.
As indicated in Figure 12, the data obtained by the on-
line measurement with the grating coupler coincide with
the off-line reference ELISA. A detection range of about
10-150 jig mLr1 was found to be obtainable with this
technique.

CONCLUSION

To summarize: immuno flow-injection analysis is a
useful analytical tool for bioprocess monitoring. Rapid
results, heightened sensitivity, and great specificity
are the powerful properties of this analysis technique.
Characterization of the immunoassays themselves is
complex as any assay with a biological receptor, but
they can be highly specific. Throughput and loss of
sensitivity due to regeneration are the issues needing
the most attention in further research. But as an
alternative to robotic systems, FIA systems offer a
simplified system of automation with a high potential as
to the new miniaturization (microfabricated) systems. The
ability to increase the number of manifolds or channels
offers a throughput advantage, especially compared
with traditional, time-consuming off-line methods like
ELISA.
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INTRODUCTION

Viability is a measure of the metabolic state of a cell
population which is indicative of the potential of the cells
for growth. One of the simplest assays is dye exclusion,
which is an indication of the ability of the cell membrane
to exclude a dye. This may be included in a protocol for
microscopic cell counting in which the relative proportion
of stained and nonstained cells is determined. More
sophisticated measures involve the assessments of the
cell's capability to make DNA or proteins. A further
metabolic assay measures the intracellular adenylate
nucleotide concentrations. This allows the determination
of the energy charge, which is an index of the metabolic
state of the cells.

Viability, assayed using one of these protocols, may
be monitored during the course of the culture of a cell
line in order to follow changes during the phases of
growth. Alternatively, many of these techniques have
been developed as cytotoxicity assays to determine the
potential toxicity of a test compound on a specific cell line.
Such cytotoxicity tests in cell culture have become viable
alternatives to live animal tests such as the Draize rabbit
eye irritancy test (1).

The viability index is a measure of the proportion of live,
metabolically active cells in a culture, as indicated by the
ability of cells to divide or to perform normal metabolism.
The index is determined by a measure of the metabolic
state of the cells (such as energy charge) or by a functional
assay based on the capacity of cells to perform a specific
metabolic function.

The viability index may be expressed as a percent
of viable cells in a population; that is, viability index
equals 100 times the number of viable cells/total number
of cells.

DYE EXCLUSION

Cell viability may be observed microscopically following
a staining technique such as dye exclusion. This is based
on the ability of viable cells to exclude large molecules.
Dead or damaged cells are unable to prevent passage
of the dye through the cell membrane and are therefore
stained with a characteristic color. The most commonly
used exclusion dye is trypan blue, which stains nonviable
cells blue, and these can be observed using a light
microscope. Trypan blue is often added to a cell suspension
before counting by a hemocytometer-based method (2). The
dye should be at a low concentration in a physiological
buffer to minimize cell damage during the assay. The
dye penetrates the membrane of nonviable cells, which
are stained blue and can therefore be distinguished from
viable cells.

In this method, an equal volume of trypan blue (0.2%
w/v in phosphate-buffered saline) is added to a cell
suspension and the mixture is incubated for 5 min at room
temperature. The sample is then aspirated repeatedly by a
Pasteur pipette to ensure a homogeneous cell suspension.
An aliquot can be introduced into the hemocytometer for
counting. The procedure should be performed rapidly, not
longer than 1 h before examination. The percentage of
cells that are not stained is a measure of the viability of
the cell population.

Other exclusion dyes that can be used include eosin
Y (0.15%), erythrosin B (0.02%), and nigrosin (0.05%)
(3). The concentrations given are the recommended
optimal concentrations in the cell suspension. Normally
stock solutions (xlO) may be prepared in phosphate
buffered saline pH 7.3. The dye solution may then be
diluted 1:10 with the cell suspension. All these dyes
are taken up preferentially by dead cells, which then
can be identified under a light microscope. However, at
high dye concentrations viable cells may exhibit a slow
uptake.

VITAL STAINS

Viable cells exhibit specific uptake or passive infiltration of
certain vital dyes or stains. The dyes cause a coloration of
viable cells but not dead or damaged cells. Procedures
used with the vital dyes should be rapid — typically
no longer than 1 h before microscopic examination.
Suitable dye solutions are dilute (0.01%) and in a
physiological buffer. This will minimize damage to the
cells during the assay. Stable stock solutions at xlOO
of the working concentration are commonly prepared as
indicated (Table 1).
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An assay using neutral red is a good example of the type
of technique that can be used (4). Neutral red is 3-amino-
7-dimethyl 2-methylphenazine hydrochloride, which is
soluble in water, resulting in a slightly basic solution. The
cellular uptake of this dye is based on passive transport
across the plasma membrane. Within the cell, neutral
red accumulates in the lysosomes, probably because of
binding to fixed acidic groups within the lysosomal matrix.
The acidic environment of the lysosome of viable cells is
essential for trapping the dye. Dead or damaged cells do
not retain neutral red because of the loss of the integrity
of the lysosomes.

A suitable protocol for a neutral red assay is as
described below. Although the assay can be adapted to
any cell type, it is easiest with anchorage-dependent cells
contained in multiwell plates, as this allows rapid changes
of medium and solutions.

Remove the cells from the normal growth medium and
resuspend in medium containing 40 ug/mL neutral
red. This is a x 100 dilution of the stock solutions
(Table 1).

Incubate for 3 h.
Wash the cells with phosphate-buffered saline and a

solution of 1% CaCl2/0.5% formaldehyde. The latter
will remove extraneous dye crystals

Extract the dye into 1% acetic acid/50% ethanol by
rapid agitation for 10 min.

The absorbance of the extracted dye can be determined
at 540 nm. This can be performed directly with a
multiwell plate using a plate reader.

If this protocol is designed to measure the relative
viability of cell populations that may have been exposed to
potentially toxic compounds, then a comparison is typically
made to control cells as follows:

loss of viability = absorbance from treated
cells/absorbance from control cells

In Table 1 alternative vital stains are listed. Each of
these could be adapted to a similar protocol for viability
monitoring using the suggested stock solutions. The exact
times and concentrations of exposure to each dye will vary
depending upon the cell type.

DUAL FLUORESCENT STAINING

Differential staining of viable and nonviable cells may
be achieved by the use of two dyes, a technique useful
in fluorescence microscopy or in a flow cytometer. A
commonly used fluorescent agent is diacetyl fluorescein
(1 jig/mL), which is taken up and hydrolyzed to fluorescein
only by viable cells, which emit a green fluorescence.
Nonviable cells may be stained with ethidium bromide
or propidium iodide (50 ug/mL), both of which emit a
red fluorescence. In both cases the recommended dye
concentration in the cell suspension is given. Ideally x 10
stock solutions would be prepared and diluted with a cell
suspension (Table 1).

RELEASE OF RADIOACTIVE CHROMIUM (51Cr)

The method is based on the initial rapid uptake of
51Cr-sodium chromate into cells. Viable cells will oxidize
the Cr3+ to Cr2+, which does not cross the membranes
of viable cells (5). By counting the gamma radiation of
the supernatants and cell pellets of aliquots of a cell
suspension over a period of time, the rate of loss of
radioactive chromium can be determined. It has been
shown that the rate of loss Of51Cr correlates with the loss
of cell viability. Thus the release of radioactivity represents
an efflux from damaged or dead cells. The advantage of
this method compared to dye exclusion or vital staining is
that it has the potential for a high degree of sensitivity.
It can also be a rapid method if multiple samples are
analyzed using automated equipment.

TETRAZOLIUM ASSAY

Cell viability can be determined by a functional assay
such as the tetrazolium assay, which is a measure of cel-
lular oxidative metabolism (6). The tetrazolium dye, MTT
[3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bro-
mide] is reduced to a colored formazan product by the
activity of dehydrogenase enzymes and indicates a high
rate of cellular oxidative metabolism (7). The color devel-
opment (yellow to blue) is proportional to the number of
metabolically active cells. The dark blue formazan product
is insoluble in water and must be extracted by an organic
solvent prior to absorbance determination. The response

Table 1. Vital Dyes that can be used to Monitor Cell Viability

Stain

Methylene blue

Toluidine blue

Janus green
Neutral red
Diacetyl fluorescein/propidium

bromide
Ethidium bromide/acridine

orange double stain

Action

stains viable cells

stains viable cells

stains mitochondria
stains lysosomes
differential fluorescent stain:

dead cells red; live cells green
differential fluorescent stain:

dead cells red; live cells green

Stock concentration

45 mg/mL methylene blue in 15:1 v/v
ethanol/100 mM KOH (xlOO)

5 mg/mL toluidine blue in 1:4 v/v
ethanol/water(xlOO)

2.5 mg/mL in water (x 100)
4 mg/mL in water (xlOO)
10 ng/mL diacetyl fluorescein/500 ̂ ig/mL

propidium iodide in PBS (xlO)
1 mg/mL ethidium bromide/1 mg/mL acridine

orange in PBS(x 100)



obtained in this assay varies considerably between cell
types.

The cellular reduction of MTT is dependent on the
oxidative metabolism and the cellular content of NADH or
NADPH. Cells having a significant glycolytic rate and high
NADH production produce a good response in the MTT
assay. The reduction of MTT occurs intracellularly and
may be facilitated by NAD(P)H-dependent enzymes of the
endoplasmic reticulum as well as succinate dehydrogenase
in the mitochondria.

The method is particularly convenient for the rapid
assay of replicate cell cultures in multiwell plates. Plate
readers are capable of measuring simultaneously the
kinetics of reactions in each well of a standard 96-well
plate.

A suitable protocol is as follows:

Add 0.1 mL MTT reagent (5 mg/mL in PBS) to 1 mL
culture.

Incubate for 2 h at 37 0C.
Extract the formazan product, which is insoluble, with

600 jiL of SDS reagent (20% w/v sodium dodecyl
sulfate in N,N-dimethyl formamide/water (1:1 v/v).

Measure the absorbance at 570 nm.

The volumes may be reduced proportionally for
determinations in a multiwell plate. A linear relationship
has been shown between the absorbance and cell number
up to 105 cells per well. For higher cell numbers it may be
necessary to construct a standard curve based upon serial
cell dilutions.

Alternative tetrazolium dyes are XTT (2,3-bis(2-meth-
oxy-4-nitro-5-sulfophenyl)-5- [(phenylamino)carbonyl] -2H-
tetrazolium hydroxide) (8) and WST-I (Boehringer). These
can be incorporated into similar assays but with the
advantage that the formazan products are water solu-
ble. Therefore, there is not a need for solubilizing samples
prior to measurement of absorbance. Both XTT and WST-I
are available from Boehringer. Care must be taken with
the use of these reagents in interpreting cell viability,
as they may be reduced in the absence of cell extracts.
Unlike MTT the reduction of XTT and WST-I may be
brought about by NADH or NADPH even in the absence of
cells. Also other reducing agents including dithiothreitol,
mercaptoethanol, reduced glutathione, cystine, or ascorbic
acid may reduce XTT and WST-I. The reduction of WST-I
may also occur on the cell surface.

COLONY-FORMING ASSAY

The most precise of all the methods of viability
measurement is the colony-forming assay. Here the ability
of cells to grow is measured directly (9). A known number
of cells at low concentration is allowed to attach and grow
on the surface of a Petri dish. If the cell concentration
is kept low, each viable cell will divide and give rise
to a colony or cluster of cells. From this the "plating
efficiency" is determined as the number of colonies scored
per 100 cells plated times 100. Although the colony-
forming assay is time consuming, it has been widely used
in cytotoxicity studies.

Time (day)
Figure 1. Loss of cell viability by extrapolation from a growth
curve (from 9). The culture is grown for one day from an inoculum
of 0.8 x 104 cells/mL. At day 1 the culture is split into 3 (A, B, and
C). Culture A is an untreated control, whereas cultures B and C
are treated with different toxic compounds at the point marked by
an arrow. The effect of the treatments can be determined from the
relative surviving fraction by back-extrapolation of each growth
curve. In B loss of cell viability = 0.1/0.8 = 0.125; in C loss of cell
viability = 0.01/0.8 = 0.0125.

A less precise method of determining the viability by
the cellular reproductive potential is from the lag phase
of a growth curve. Figure 1 shows that by extrapolation
from the linear portion of a growth curve to time zero, the
derived cell number can be compared with the original cell
count. This method can be easily adapted to determine
how a particular treatment (such as addition of a toxic
compound) affects cell viability.

LACTATE DEHYDROGENASE DETERMINATION

A decrease in viability of cells is usually associated with a
damaged cell membrane, which causes the release of large
molecules such as enzymes from the cell into the medium.

Thus the loss of cell viability may be followed
by an increase in enzyme activity in the culture
medium (10-12). Lactate dehydrogenase (LDH) activity
is the enzyme most commonly measured in this technique.
The enzyme activity can be measured easily by a simple
spectrophotometric assay involving the oxidation of NADH
in the presence of pyruvate. The reaction is monitored by
a decrease in UV absorbance at 340 nm.

The method is well suited for the determination of
multiple samples, particularly if a multiwell plate reader is
available. However, care must be taken when interpreting
the results by this method because the LDH content per
cell can change considerably during the course of batch
culture. The loss of cell viability can be expressed as the
activity of LDH in the medium as a proportion of total
LDH in the culture.
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A suitable protocol is as follows:

Mix 2.8 mL Tris HCl (0.2 M), pH 7.3, 0.1 mL NADH
(6.6 mM), and 0.1 mL sodium pyruvate (30 mM) in a
cuvette.

Preincubate for 5 min at the desired reaction tempera-
ture (25 or 37 0C).

Start the reaction by adding 50 JiL of sample or
standard LDH enzyme.

Determine the enzyme activity as an absorbance
decrease at 340 nm.

INTRACELLULAR ENERGY CHARGE

The energy charge (EC) is an index based on the
measurement of the intracellular levels of the nucleotides
AMP, ADP, and ATP.

EC = ([ATP] + 0.5[ADP])/([ATP] + [ADP] + [AMP])

This is based on the metabolic interconversion of the
three adenylate nucleotides in the cell:

AMP < • ADP < • ATP

The index (EC) varies between the theoretical limits
of 0 and 1. For normal cells values of 0.7 to 0.9
would be expected, but a gradual decrease in the value
gives an early indication of loss of viability by a cell
population.

These nucleotide concentrations can be measured by
chromatography (HPLC) or by luminescence using the
luciferin—luciferase enzyme system. Such measurements
are not as easy to perform as the routine counting
procedures discussed earlier but can allow a means
of monitoring the decline in the energy metabolism of
a cell culture tha t occurs during the loss of viability
(13,14).

The luminescence assay is dependent upon the emission
of light resulting from the enzymatic oxidation of luciferin,
a reaction requiring ATP.

ATP + LH2 + O2 • AMP + PPi + CO2 + L + light

ADP and AMP can also be measured by the luciferase
assay after conversion to ATP by coupled enzymatic
reactions.

pyruvate kinase

ADP + PEP > ATP + pyruvate

myokinase

AMP + CTP • ADP + CDP

A suitable protocol is as follows:

Extract soluble nucleotides by addition of 0.1 mL
perchloric acid (20% v/v) to 1 mL of a cell culture
sample (106 cells/ml).

Place on ice for 15 min and centrifuge for 5 min at
10,000 g.

Remove supernatant and neutralize with 5 M KOH.
For ATP determination: Mix 860JLIL 0.1 M Tris

acetate, pH 7.75, 10 ^L sample and 100 JIL ATP
monitoring reagent (MR). The latter is obtained
from LKB and contains a lyophilized mixture of
firefly luciferase, D-luciferin, bovine serum albumin,
magnesium acetate, and inorganic pyrophosphate.
This is reconstituted from each vial with 4 mL buffer
plus 1 mL potassium acetate (1 M).

For ADP determination: Add a further 10 JiL
PK-PEP [55 |iL tricyclohexylammonium salt
of phosphoenolpyruvate (0.2 M) + 50 jxL pyruvate
kinase (500 U/mg) in Tris buffer].

For AMP determination: Add a further 10 /LII MK-
CTP [95 t̂L myokinase (2500 U/mg) + 10 JiL CTP
(110 mM) in Tris buffer].

For standardization: Add a further 10 ^L ATP
(0.1 pmol) standard.

Measure the light emission at each stage in a
luminometer (LKB 1250) after 1 min.

RATE OF PROTEIN SYNTHESIS

The rate of protein synthesis of intact cells can be
measured by incubation in standard culture medium
to which is added a radioactively labeled amino acid.
Any radioactive amino acid is suitable, but those most
commonly used are 3H-leucine or 35S-methionine. The
cells should be incubated in the medium for sufficient
time to measure radioactivity in the extracted cell pellet,
normally up to 4 -6 h (15). It is important to allow enough
time during incubation for sufficient radioactivity to be
incorporated into the cells.

A suitable protocol is as follows:

Add 3H-leucine or 35S-methionine at a final specific
activity of 20-40 îCi/mL to a cell suspension at
(5-10) x 106cells/mL.

Remove (5-10) x 105 cells at each time point up to
4-6 h.

Isolate the cell pellet by centrifugation in a microcen-
trifuge tube and wash in PBS.

Precipitate protein by addition of 500 JJL trichloroacetic
acid (TCA) (5%) containing unlabeled amino acids.

Wash the protein precipitate three times in the TCA
solution.

Add 30 JJL NCS tissue solubilizer to the pellet and leave
for 60 min.

Cut tip of tube and place in scintillation fluid for
radioactive counting.

RATE OF DNA SYNTHESIS

The rate of DNA synthesis of a cell population can
be determined in a similar radioactive incorporation
assay to that described for protein synthesis. The
commonly used radioactively labeled nucleotide precursor



is tritiated thymidine (3H-TdR) or deoxycytidine (3H-
CdR). The exposure period may be short (30-60 min)
for DNA synthesis rate determinations and a specific
activity of 1 jiCi/mL of culture is sufficient. However,
higher specific activities may be required if using culture
media containing thymidine (such as Ham's F12). The
radioactivity incorporated into DNA can be determined
from the TCA insoluble fraction, which can be trapped on
a filter disc following vacuum filtration. The incorporated
radioactivity is determined by liquid scintillation counting
of the filter. This is a similar method to that described
for the determination of protein synthesis. Although only
cells in the S-phase of the cell cycle will be able to utilize
3H-TdR, the incorporation may still allow a comparison
between the DNA synthesizing activity of two or more
cell populations. This technique of incorporation of 3H-
TdR can also be used to determine a labeling index as
a measure of the relative proportion of cells in the S-
phase (16).
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Figure 1. The role of membrane transport processes in biolog-
ical energy production and conversion, (a) Substrate oxidation
by the respiratory chain (RC, 1) of the mitochondrion (mito)
results in the extrusion of protons from the intramitochon-
drial space. H+ backflux into the mitochondrion energizes
the F0F1-ATPaSe (2) to catalyze ATP synthesis. The gener-
ated ATP is transported into the cytoplasm by the ATP/ADP
exchanger (3), where it drives primary active transport sys-
tems of the plasma membrane such as the Na+/K+ pump (4)
and the Ca2+ pump (5). These transporters build up transmem- I
brane ion gradients that can be used to drive secondary active
transport processes or channel-mediated diffusion of ions. For
example, the Na+ gradient is utilized to drive amino acid
uptake through the Na+-amino acid cotransporter (6) or H+

release through the Na+/H+ exchanger (7). The electrochemi-
cal gradient of Ca2+ is the driving force for the regulated influx
via the voltage-gated Ca2+ channels (8). The uneven ion dis-
tribution and the selective permeability of the membrane for
the various ions results in the formation of an inside-negative
membrane potential. Typical intra- and extracellular concen-
trations of some important ions are shown at the bottom of the
model cell, (b) The basic structure of the cell membrane. The
text explains how this architecture provides both separating
and connecting functions.

a multitude of vital physiological phenomena [Fig. l(a)].
A breakthrough in the understanding of the essential
role of biological membranes in energy conservation
was achieved in the early 1960s, when Peter Mitchell,
in his chemisosmotic hypothesis (1), postulated that
substrate oxidation through the respiratory chain induces
vectorial translocation (i.e., extrusion) of protons from
the intramitochondrial space, leading to the formation
of an H+ electrochemical gradient (AuH+) across the
mitochondrial membrane. This AuH+ is then the driving
force for H+ backflow, which occurs through an H+-
translocating enzyme complex, the F0/Fi ATPase. The H+

current flowing through the enzyme enables it to catalyze
the formation of ATP from ADP and inorganic phosphate.
The ATP generated during oxidative phosphorylation can
be used to build up other electrochemical gradients (e.g.,
for K+, Na+, and Ca2+) across the plasma membrane,
which can be further utilized for many purposes, including
the formation of action potentials, the accumulation of
nutrients, the release of waste products, the regulation of
contraction and exocytosis, and the control of cell volume
or intracellular pH. The chemiosmotic theory, which has
been repeatedly validated by experimental observation (2),
points to two crucial features of biological membranes:

(1) the presence of "active components," which generate
uneven distribution of certain materials across the
membrane, and (2) the selective permeability, which helps
to maintain and allows the regulated dissipation of the
existing gradients. Both the formation of these gradients
and their useful dissipation (conversion) require a plethora
of subtly controlled transport processes. It is therefore
not surprising that pro- and eukaryotic cells contain a
large number of transport proteins (which serve to provide
passageways for ions, nutrients and waste products), the
genes for which amount to 5-15% of their genome (3).

The aim of this article is to give a concise summary
of the major transport processes of the plasma membrane
for small molecules. Since both the separating and the
connecting functions of the membrane are intimately
related to its structure, this will be discussed first, followed
by the classification of various transport entities according
to their energetics and mechanism. Subsequently, I will
describe the major characteristics of channels, carriers,
and pumps, using representative examples in each
category. Finally, I will show how the interplay between
several transport systems can result in the fine control of
complex physiological functions such as pH and volume
homeostasis.
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BASIC ARCHITECTURE OF THE CELL MEMBRANE:
A TRANSPORT-MINDED VIEW

Cell membranes are composed of lipids, proteins, and
carbohydrates. The ratio of these constituents can vary
greatly depending on cell type and subcellular localization
of the membranes. For example, the lipid/protein ratio by
weight is 4 :1 in the myelin of nerve cells, whereas it is
1:4 in the mitochondrial inner membrane. The plasma
membrane of an "average" mammalian cell, like a hep-
atocyte, contains approximately 50-55% lipid, 40-45%
protein, and 5% carbohydrate, the latter being covalently
bound to proteins and lipids forming glycoproteins and
glycolipids (4). These components are organized into a
well-defined architecture [Fig. l(b)]. The basic structural
unit of the cell membrane is a phospholipid bilayer.
This bilayer is composed of two leaflets of amphipatic
phosholipid molecules whose polar head groups are in
contact with the intra- or extracellular water phase,
whereas their apolar tails face each other, constituting
the hydrophobic interior of the membrane. This structure,
held together mostly by hydrophobic interactions between
the fatty acyl chains, forms a "two-dimensional" lipid con-
tinuum around the cell. This is the structural basis of the
separating function of the membrane because the bilayer
can be penetrated only by small and lipid soluble molecules
(see the following).

The connecting function is related to the proteins.
Membrane proteins are either attached to the external or
internal layer of the polar head groups of the phospholipids
or are embedded into the lipid bilayer. The first group
is called extrinsic or peripheral membrane proteins,
while the other group is termed as integral or intrinsic
membrane proteins. Many representatives of this latter
group, the so-called transmembrane proteins, span the
whole lipid bilayer one or more times and are therefore
available both from the outer and inner (cytoplasmic) side.
Practically all proteins catalyzing membrane transport (or
certain subunits of these, in the case of multicomponent
transporters) belong to this category. To traverse the
lipid core of the membrane, proteins should contain a
long enough (>3 nm) sequence composed of 19 or more
hydrophobic amino acids forming an a-helical structure. If
the whole amino acid sequence of a protein is known, the
presence of such potentially membrane-spanning a-helical
rods can be predicted by various algorithms. Of these,
the most widely used is the Kyte-Doolittle hydropathy
plot (5), in which a hydropathy index is assigned to each
amino acid reflecting the hydrophobicity of its side chain.
Then, using a moving window approach, a running average
is generated for 10-20 neighboring amino acids and
the values are plotted against the amino acid sequence
number [Fig. 2(a)] (6). Although the validity of the
predicted results were completely authenticated only in
those few transport proteins [e.g., bacteriorhodopsin (7,8)]
that had been crystallized and directly analyzed, the
hydropathy plots are generally in good agreement with
less direct experimental approaches and have revealed
previously unsuspected similarities in the topology of
various membrane proteins. For example, many hormone
and neurotransmitter receptors possess 7 transmembrane

domains (7-TM receptors), while 12-TM segments can
be found in a large number of apparently nonrelated,
and mechanistically distinct transporters, including the
mammalian Na+/H+ exchangers (9,10) [Fig. 2(a) and (b)],
a "famous" Cl~ channel, the so-called cystic fibrosis
transmembrane regulator (CFTR) (11), and the bacterial
galactose-H+ cotransporter (3). The significance of this fact
is not clear at present, but it may indicate a common steric
mechanism underlying solute translocation.

The intramembrane domains of proteins are connected
to each other by alternating extra- and intracellular
sequences that often form longer exo- or cytoplasmic loops.
The free N- and C-terminal tails of the proteins are gener-
ally hydrophylic and in the case of many transport proteins
are localized in the cytoplasm. The chemical analysis of
the water-soluble sequences helps the determination of
the correct topology, since glycosylated amino acids can
exclusively be found in the extracellular domains. While
the membrane-spanning regions of most transporters
are probably involved in the actual tarnslocation of the
transported species across the membrane, the connecting
sequences play a major role both in the binding of the car-
ried molecule and in the regulation of the transporter itself.
The intracellular sequences are targets for chemical mod-
ification (e.g., phosphorylation) or interaction with intra-
cellular regulatory molecules (e.g., with the Ca-binding
protein, calmodulin), which can dramatically change the
kinetic properties of the transporters. Moreover, the loops
connecting the intramembrane domains can be binding
sites for various toxins and other specific inhibitors. The
application of these pharmacological agents has played a
quintessential role in the physiological and biochemical
characterization and purification of many transporters.

So far, we have considered the components of the mem-
brane from a static point of view. In fact the membrane
is a very dynamic structure that can be envisaged as an
ever-changing two-dimensional fluid in which proteins are
floating. Biophysical measurements have demonstrated
that both the lipids and the proteins perform fast rota-
tional movements. The flip-flop of phospholipids from one
leaflet to the other is thermodynamically unfavorable and
is therefore a rare event. In contrast, the lateral diffusion
of lipids within a single leaflet is permitted and is quite
fast (^50 jam/see), except in the vicinity of membrane pro-
teins, which tend to slow down ("immobilize") the lipid
molecules. Proteins themselves move more slowly and
show as much as a 1000-fold difference in their individual
mobility depending on their size and their relationship
to the cytoskeleton, an array of intracellular fibrous pro-
teins. The fluidity of the membrane, the optimal value of
which is a prerequisite for normal cell growth and func-
tion, depends on lipid composition and temperature. In
general, the incorporation of short and unsaturated fatty
acids, as well as an increase in the temperature, tends to
elevate membrane fluidity. This is particularly relevant to
cell culture applications, since a few degree drop in the
temperature may result in a phase transition from a freely
flowing, low-viscosity, fluidlike membrane structure to a
more rigid, gel-like organization. This "frozen state" obvi-
ously interferes with the operation of those transporters
that, while performing their transport function, undergo



conformational changes within the membrane. Interest-
ingly, in the long run most cells are capable of adapting
to an altered temperature by changing the lipid compo-
sition of their membrane, thereby maintaining optimal
membrane fluidity.

The relatively free lateral mobility of the membrane
constituents would suggest that the distribution of lipids
and proteins within a single leaflet is more or less
homogenous. This is the case in a variety of cells, such as in
many of the free-floating blood cells. In contrast to these
nonpolarized cells, the membrane of many cells shows
significant asymmetry. The reason for this phenomenon
may be either functional or structural. To explain the
former case, suppose that an otherwise nonpolarized cell,
such as a fibroblast (connective tissue cell), is first kept
in suspension and then it is allowed to sediment to the
bottom of a tissue culture dish. The contact of the cell

surface with the substratum induces the assembly of a cell
attachment machinery, leading to the appearance of so-
called focal adhesion sites (12). These sites contain integral
membrane proteins (e.g., members of the integrin family)
that physically interconnect the extracellular matrix with
the intracellular cytoskeleton (13,14). In addition, these
interactions attract a large number of signal tranducing
molecules that can influence the activity of membrane
transporters in their vicinity (12-16). Moreover, these
attachment sites can recruit certain transport molecules.
For example, the Na+/H+ exchanger has been shown to
cluster at focal adhesion plaques (17). Taken together,
the structure and the function of the membrane near the
contact sites are different from those of other areas.

In contrast to these induced changes, many cell types
exhibit a high level of membrane asymmetry as a constant
and intrinsic feature, which is intimately related to

Figure 2. Structure and function of a membrane transport protein, the mammalian Na+/H+

exchanger (NHE-I). (a) Hydropathy plot showing the typical 12-TM (transmembrane) organization
of the membrane domain of the antiporter (6). (Note that on this representation 3 neighboring
TM segments are labeled 5, 5a, 5b). (b) The predicted topology of NHE-I. Different segments
of the C-terminal tail are involved in the ATP sensitivity (ATP), volume responsiveness (VOL),
calmodulin binding (CaM), and phosphorylation (Phospho). (c) Original recordings showing the
function of the exchanger. Chinese hamster ovary cells expressing NHE-I were loaded with a
fluorescent pH indicator and acidified using the ammonium prepulse technique (see the section
on lipid-phase diffusion). Recovery of intracellular pH (pHi) was initiated by the addition of
isotonic (300 mOsM) or hypertonic (500 mOsM) NaCl. At the end of the measurement the
fluorescence response was calibrated in terms of pHf. (d) NHE-I activity is plotted against
pHj. Note that hypertonicity (cell shrinkage) induces a rightward shift in the pHi-dependence of
the exchanger without influencing its maximal velocity.
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their physiological function. These polarized cells are
mostly epithelial cells, which line the external layer
of mucus membranes of hollow organs or tissues such
as the gastrointestinal, respiratory, or urinary tract.
Functionally, these cells are engaged with absorption
and secretion of solutes and fluids. The membrane area
that faces the lumen (i.e., the external world) is called
the apical or luminal membrane, whereas the opposite
side oriented toward the interstitial space is called the
basolateral membrane. The protein composition of these
compartments is strikingly different. The localization of
various transport molecules is so characteristic that these
proteins can be used as biochemical markers for one or
the other membrane. For example, the Na+/K+ pump is
a hallmark of the basolateral membrane (18), whereas
a certain isoform of the Na+/H+ exchanger (NHE-3) is
present exclusively in the apical membrane (19). Such
organization of the transporters enables a kidney cell
to perform Na+ reabsorption from the lumen to the
interstitium: Na+ can enter the cell through the apical
Na+/H+ exchanger; it diffuses through the cytoplasm and
reaches the basolateral membrane, where it is extruded
by the Na+/K+ pump.

The exact transport mechanisms of these ion transloca-
tors will be discussed later. Here it is enough to emphasize
that cell polarity is the structural basis of transcellu-
lar vectorial transport, a vital physiological process in
almost every multicellular organism. It is self-evident
that meaningful transcellular transport can only take
place if the cells separating the external and internal
compartments are coupled to each other tightly enough
to prevent the immediate paracellular back-flux of the
transported material. A large number of proteins are
involved in the formation of tight cell-cell contacts.
These proteins are organized into morphologically distin-
guishable connecting elements such as tight junctions,
adherent junctions, desmosomes, etc. These and other
structures also form physical barriers between the basolat-
eral and apical membranes (20,21) that completely inhibit
the mixing of proteins of these compartments. Inter-
estingly, the movement of lipids of the inner leaflet is
also restricted, whereas those localized in the external
leaflet can intermingle relatively freely. The discussion
of the mechanisms responsible for the correct target-
ing and sorting of the newly synthesized transporters
to their destination, as well as the description of the
mechanism that keeps them there, is beyond the scope
of this article. The interested reader is referred to excel-
lent recent reviews on this topic (18,22,23). Instead, some
aspects of cell polarity are considered that are rele-
vant to tissue culture application and should be con-
sidered when one investigates epithelial transport in
vitro.

Under appropriate conditions many types of epithelial
cells can be grown in tissue culture, and they may
preserve their original polarity. However, the expression
and the correct localization of the transporters, as well
as the tightness of the epithelial monolayer, depends
on many factors, such as on the presence of growth
factors and other serum components, cell density, the
age of the culture (passage number), etc. (24-26). Another

caveat is that actively transporting epithelial cells grown
on an impermeable surface may secrete fluids under
themselves, which eventually lifts off certain parts of
the monolayer, leading to so-called dome formation
(appearance of small fluid-filled spheres lined with cells)
(27). To circumvent this problem, cells can be grown on a
permeable support (such as collagen filters), which enables
the experimenter to gain access to both sides of the
monolayer and to measure transepithelial fluxes under
near-physiological conditions (28-30). The heterologous
expression of transporter genes (i.e., the expression of
genes whose products are originally not present in the
transfected cell) has become a routine practice in everyday
transport research. For example, the already mentioned
NHE-3 or CFTR, which are apically localized in natural
expressors, can be expressed in nonpolarized fibroblasts
(31,32). This approach provides an excellent opportunity to
study the function of normal and mutated proteins without
the confounding effect of an endogenous transporter.
On the other hand, while the kinetic properties and
the regulation might be similar, the sorting and the
processing of these transport proteins is bound to be
different in this setting compared to the physiological
situation.

TRANSPORT ACROSS THE PLASMA MEMBRANE:
GENERAL PROPERTIES

The structure of the membrane dictates that transport
across it can occur either through the lipid bilayer or
through the proteins. The characteristics of lipid-phase
permeation and protein-mediated transport are basically
different. The former can be described with the laws of
diffusion, while the latter involves much more complex
mechanisms. First we provide a brief overview on some
quantitative aspects of diffusional movements across cell
membranes. This will be followed by a summary of water
transport, which takes place both through the bilayer
and via proteinaceous pores, and therefore represents a
transition between the two fundamental modes. The rest
of this section will be devoted to the major mechanisms of
protein-mediated solute transport.

Diffusion through the Lipid Phase

The flux (J) of a substance is defined as the number of its
molecules (dn) that pass across a given area (A) in a unit
time (dt).

U)

This flux is proportional to the concentration of the
molecules (C) and the driving force (F^) acting on them.
The proportionality constant is called the mobility (/x):

J = mobility x concentration x driving force = /JLCF^ (2)

The components of the driving force are the concen-
tration gradient (dC/dx), the electric gradient (dV/dx),
and the pressure gradient (dP/dx). These combined forces
constitute the electrochemical potential gradient (d/x/dx),



which can be expressed as

(3)

where R is the gas constant, T is the absolute temperature,
v is partial molar volume, and z is the valency of the
diffusing molecule. The negative sign simply indicates
that flow takes place down the negative electrochemical
gradient.

Substituting the total driving force (3) into (2) we get
the so called Nernst-Planck equation:

(4)

The pressure gradient is generally negligible; so for an
uncharged molecule (4) reduces to

(5)

liRT is defined as the diffusion coefficient D; thus

(6)

This relationship is called Fick's first law, and it states
that under these conditions the rate of diffusion is linearly
proportional to the concentration gradient. The diffusion
coefficient depends on the size of the diffusing molecule and
the viscosity of the solution in which it moves. Since the
viscosity of the membrane is 100-1000 times higher than
that of water, the rate-limiting step in the diffusion across
the membrane is the diffusion within the membrane.

We can now use Fick's law to describe diffusion
across the cell membrane assuming that the transport
is perpendicular to the plane of the membrane and that
its rate is constant within the bilayer. Then the transport
rate (dn/dt) across the A area of the membrane is

or expressed as flux

(7)

where x is the thickness of the membrane and Cf and
Cf1 are the concentrations of the molecule just inside
the hydrophobic region of the external and internal
leaflets, respectively. How does the concentration of a
molecule in the lipid phase of the membrane (Cm) relate
to its concentration in the surrounding aqueous phase
(Caq)? The relationship is given by the so-called partition
coefficient K, which is the relative distribution of the
compound between water and lipid in equilibrium, and
simply speaking reflects the affinity of the substance for
lipid versus water

(8)

Since K is the same for the external and internal leaflet,
we can rewrite equation (7) as:

(9)

This simple relationship states that flux across the
membrane is directly proportional to the concentration
difference between the extra- and intracellular space. The
diffusion is linearly related to the lipid/water partition
coefficient; that is, the higher the lipid solubility, the
faster the transport is. This classical observation led
Earnest Overton at the turn of this century to conclude
that biological membranes are of lipoid nature. The
proportionality coefficient —K(Dm/x) is usually expressed
as P, the permeability coefficient. Thus

(10)

See the Appendix for an example of this equation. P is
expressed in cm/sec, and its value can vary over several
orders of magnitude. For example, in red blood cells P
is 10~2 cm/sec for water (for which the membrane is very
permeable) and 10~10 for sucrose (for which the membrane
is practically impermeable). Net simple diffusion always
occurs down the concentration gradient; therefore it is
always a passive transport process. This is the way that
the vital gases (e.g., O2 and CO2) enter or leave the cell,
and the way by which many uncharged molecules such
as NH3, urea, alcohols, steroid hormones, lipid-soluble
vitamins, and drugs cross the membrane.

Regarding tissue culture conditions, the free diffusion
of ammonia (NH3) may induce toxic effects. NH3 can be
generated from glutamine and may reach quite a high
concentration in the culture medium. One reason for its
toxicity is that, similar to the effect of many other weak
bases, it dissipates transorganellar (e.g., lysosomal) pH
gradients. The underlying mechanism is that it permeates
the vesicular membranes, and it picks up a H+ and
converts to NH4+. This conversion regenerates the original
NH3 gradient, leading to further accumulation. To keep
the NH3 concentration of the medium at a low level, several
methods have been used, including the replacement of
glutamine with glutamic acid and the application of ion-
exchange resins (33). While a nuisance under certain
circumstances, the same phenomenon can be exploited
in experiments when acidification of the cytoplasm is
required. The basis of the method lies in the significantly
different permeability of the membrane for the apolar
NH3 and the charged NH4

+ (34). Cells are first incubated
in the presence of NH4CI solution, which at physiological
pH values always contains a sufficient amount of NH3.
The entry and subsequent protonation of this NH3 leads
to an abrupt alkalinization of the cytoplasm. This is
followed by a gradual reacidification toward the original
pH, due to the slower permeation OfNH4

+. At this point
the external medium is removed and quickly replaced
with an NH4

+- (and thus NH3-) free solution. This
maneuver results in an immediate strong acidification
(much below the starting level) because the NH3 generated
from the intracellular NH4

+ instantaneously diffuses out,
leaving the very poorly permeant H+ ion behind. This



so-called NH4
+~prepulse technique is widely applied for

studying various H+-eliminating transport systems (e.g.,
H+ channels or H+ exchangers), which can catalyze
the pH recovery of the cytoplasm under appropriate
conditions. Furthermore, the very same principle of
selective diffusibility can be used to follow the operation
of the above-mentioned transporters. A straightforward
way to measure membrane transport is to monitor
the intracellular changes of the transported species.
This can be accomplished by introducing appropriate
indicators (e.g., fluorescent ion-sensitive dyes) into the
cells. This approach, however, is burdened by an inherent
contradiction: If the indicator is highly membrane
permeable, the cells can be easily loaded with it, but
it is quickly released as soon as the cells are washed
free of the extracellular dye. Conversely, membrane-
impermeant indicators cannot be efficiently introduced.
A brilliant solution to this riddle was provided by Roger
Tsien and his colleagues (35), who developed esterified
indicators, such as the acetoxymethylester forms of the Ca-
sensitive FURA-2 or the pH-sensitive carboxyfluorescein.
The parent dye molecules are highly charged and would
not penetrate the cells. However, they can be made
hydrophobic by esterifying their carboxyl residues. The
ester forms are readily taken up by the cells, and
are quickly hydrolyzed by various cytoplasmic esterases.
This has three important consequences: The dye regains
its ion-sensitive fluorescence, it becomes water soluble,
and thus it remains entrapped in the cytoplasm, and
the concentration gradient which drives the uptake of
new ester molecules is continuously regenerated. The
application of this technique has proved to be one of
the most fruitful means of studying transport and signal
transduction.

In summary, diffusion through the membrane is
essential for both life and research. On the other hand,
due to its passive nature, low velocity, and nonselectivity,
this transport mode alone is clearly insufficient to meet
the homeostatic needs of the living cell.

Water Transport

Water is the most important solvent, and constitutes
60—70% of a mammalian cell. The rate of water transport
(Jw) across the cell membrane is linearly proportional to
the driving force. The components of the driving force
include the hydrostatic pressure difference (AP) and the
osmotic difference (All) across the membrane

(H)

where Lv is the permeability coefficient for water. The cell
membrane can support only very small pressure gradients
(<2 kPa); thus in animal cells—which are not surrounded
by a rigid wall—water movements are dictated almost
exclusively by osmotic differences (36). Water, just like
any other substance, moves from the higher to the
lower concentration. However the "water concentration"
is high where the solute concentration is low, and vice
versa. Therefore, the osmotic pressure difference (i.e., the
pressure that is necessary to stop net water movement
through a membrane that separates two compartments

with different solute concentration) will depend on the
difference in the total solute concentration (J] ACi) at the
two sides:.

(12)

See the Appendix for an example of this equation. at

is the so-called reflection coefficient, which is a relative
measure of "how impermeable" the membrane is to a
given solute as compared to water. (If the solute is almost
as permeable as water, it can exert very little osmotic
effect). These equations describe the direction and driving
force for the movement of water across the membrane, but
do not tell us how it moves.

It has long been known that osmotic changes affect
the size of liposomes, spherical phospholipid bilayers
with an entrapped volume. When a liposome filled with
100 mM NaCl is placed into a 50 mM NaCl solution,
it swells. The reason is that the liposomal membrane
is practically impermeable to Na+ and Cl", but quite
permeable to water. Therefore, the more concentrated
(less water-containing) inner solution sucks water from
the outer space. That water can penetrate through the
bilayer relatively freely is somewhat surprising because
it is a substantially polar molecule. Nevertheless, it
can go through certain gaps created by the kinks of
the acyl chains. However, at least three experimental
observations suggest that cellular water transport cannot
be completely explained by this lipid-phase diffusion.
First, the water permeability of some cells, such as
the red blood cell, is 10-20-fold greater than that of
pure phospholipid bilayers. Second, mercurials, such as
HgCl2, can strongly inhibit water permeation across these
cell membranes. And third, the water permeability of
certain tissues (e.g., the collecting duct of the mammalian
kidney or the amphibian bladder) can be dramatically
increased by the addition of antidiuretic hormone (ADH).
Intensive research in recent years led to the identification
of the water pathway (37-40). It turned out that the
route is not a single molecule, but a whole new family
of related proteins that function as water-conducting
pores or water channels. The two most important
representatives are CHIP28 (for channel-forming integral
protein of 28 kDa) or aquaporin-1 and WCH-CD (for
water channel of the collecting duct) or aquaporin-2.
These molecules have been cloned, sequenced, purified,
and reconstituted into low-water-permeability membranes
(e.g., into frog oocytes) where they induce high water
permeability. The aquaporins contain 6 transmembrane
segments and a characteristic tandem repeat structure
with two asparagine-proline-alanine (NPA) sequences
that have been proposed to participate in the formation
of the pore. Aquaporin-1 is constitutively present in the
plasma membrane of many cells. Aquaporin-2 resides
in the membrane of intracellular vesicles, which, upon
stimulation by ADH, fuse with the apical membrane. This
event confers high water permeability to the collecting duct
cells and enables the reabsorption of water driven by the
high osmotic concentration of the kidney medulla. This
process is vitally important for maintenance of normal
salt and water balance, and its disturbance manifests in a
severe human disease, diabetes insipidus.



Protein-Mediated Solute Transport: General Properties,
Classification, and Useful Concepts

Protein-mediated transport processes are very diverse but
they have a few important common characteristics that
distinguish them from simple diffusion.

1. Since the number of transporters in the membrane
is finite, the transport velocity has a limit that cannot
be surpassed even if the driving force keeps increasing.
In other words: the transport exhibits saturation. This
phenomenon is less pronounced in channels, which can be
conceptualized as protein pores through which diffusion
occurs, and is very characteristic in carriers, which can be
conceived as enzymes whose substrate is the transported
species at one side of the membrane and whose product
is the same molecule on the other side. Nevertheless,
channels do show signs of saturation, but generally only
above the physiological concentration of the transported
material (41)

2. The vast majority of transport systems show
specificity or at least selectivity, that is, they transport
exclusively or preferably certain compounds or ions. This
feature is so predominant in many systems that they
are named after it: That is why we can speak about K+

channels (which will not conduct Na+ or Ca2+), the glucose
carrier (which does not take xylose) or Na+ZH+ exchanger
(which will not move K+), etc. Specificity is a consequence
of the interaction of transporters with their "substrates."
The mode and level of this interaction, however, is very
different in the various systems. In general, channels tend
to show lower, while carriers higher, levels of specificity.
Nevertheless, specificity is not absolute, and this explains
a related general feature: competition. Similar compounds
may use the same pathway for permeation, and thereby
they slow down each other's movement. For example, the
glucose carrier can transport mannose (although a much
higher concentration is required for the same transport
rate), and in the presence of high mannose levels, the rate
of glucose uptake is slower.

3. Transport physiology and biochemistry have capital-
ized a great deal on the use of specific inhibitors. Phar-
macological inhibition of a transport process is not only a
strong indication of its protein-mediated nature but also a
major tool in the assessment of its physiological function.
Many natural toxins have evolved to serve as lethal and
very specific weapons against vital transport processes.
For example tetradotoxin (TTX), a poisonous guanidinium
compound from the Japanese puffer fish, binds with high
affinity (Kd ^ 10 nM) to the voltage-dependent Na+ chan-
nels. This agent proved to be extremely conducive for the
determination of the role of Na+ channels in the forma-
tion of action potentials and was also used to quantify
the number of channels in nerve cells (41). Moreover,
toxins can help to gain insight into fine details of the
transport mechanisms: With their aid one can define dif-
ferent conformational states of a transporter. For example,
in contrast to TTX, which inhibits the opening of the
Na+ channel, batrachotoxin (BTX), a deadly poison of a
South American frog, binds preferentially to the already
open Na+ channel and keeps it constantly in the open

state (42). The application of yet another Na+ channel
poison, a-scorpion neurotoxin, was indispensable for the
labeling, purification, and subsequent cloning of the chan-
nel molecule (43). Differential pharmacological sensitivity
is often the basis to distinguish independent transport
entities (or isoforms) that catalyze the same transport.
For example, the diuretic compound amiloride is a potent
inhibitor of the ubiquitous and basolaterally localized iso-
form of the Na+ZH+ exchanger (NHE-I), whereas it is
much less effective against the apical (NHE-3) (44) or the
mitochondrial (NHE-6) isoforms of this transporter (45).
Similarly, two major classes of Ca2+ channels (L- and T-
type) were initially distinguished by their differential drug
sensitivity (46), since the L- but not the T-type channels
can be blocked by dihydropyridine compounds, or so-called
Ca2+ antagonists, a widely used family of antihypertensive
agents.

4. Finally, we can mention asymmetry as a unique prop-
erty of protein-mediated transport. This does not mean
that the transporter carries or conducts its ligand only
in one direction. In fact, most transporters are capable of
catalyzing either the uptake or the release of their ligands
as dictated by the net driving force. Using the examples
given, K+ channels can permit the movement of K+ into
or out of the cell; the Na+ZH+ exchanger, which physio-
logically mediates Na+ influx and H+ efflux, can work in
the reversed mode under experimental conditions; and the
glucose carrier may import or export glucose depending
solely on the transmembrane sugar gradient. However,
the kinetic properties may be quite different when a trans-
porter is engaged in mediating net entry or egress. In case
of channels this phenomenon is called rectification, which
means that the inward-out and the outward-in resistance
of the channel is different. For example, in an outwardly
rectifying K+ channel the outward current at a given driv-
ing force is greater than the inward current at the same,
but oppositely directed, driving force. This property is the
consequence of the fact that channels are proteins, and
the driving force (e.g., voltage) acts on them as well as on
the transported particles. In a somewhat analogous man-
ner, the dependence of the rate of Na+ZH+ exchange on
the external and internal pH is strikingly different. The
underlying reason is that H+-ions are not only substrates
but also internal regulators, which can bind to so-called
modifier site(s) on the cytosolic tail of NHE and induce
an allosteric conformation change that activates the trans-
porter (47). The operation of the glucose carrier is also
asymmetric: It has been shown that the maximal veloci-
ties of glucose influx and efflux may differ by a factor of
10 (48). (The underlying mechansism for this phenomenon
is described in the section on uniporters. In essence, the
asymmetry of the transport processes reflects the asym-
metry of the transporters themselves. Importantly, the
same structural and functional asymmetry is the basis of
a vital characteristic of membrane transporters, namely,
that they can be regulated by a variety of specific extra-
and intracellular signals including physical parameters,
ligands, and biochemical processes.

The huge number of transport processes necessitates
some didactic classification. While the categories are



always somewhat arbitrary, they facilitate the under-
standing of the basic principles.

We can classify transport phenomena according to their
energetics. Active transport denotes the situation when a
solute is transported against its electrochemical gradi-
ent, or in other words, uphill. We speak about primary
active transport when the energy necessary to drive an
unfavorable solute movement is derived from metabolic
energy; that is, the transport is directly coupled to the
hydrolysis of ATP. The transporters that can catalyze this
kind of coupling are called pumps. These are therefore
both transporters and real enzymes (ATPases). Major rep-
resentatives include the Na+/K+ pump (or ATPase), the
H+/K+ pump, the Ca2+ pumps of the plasma membrane
or the sarcoplasmic reticulum, active drug transporters
(P-glycoprotein), vacuolar H+-ATPases, and the mitochon-
drial FxF0-ATPaSe. The latter, as mentioned in the intro-
duction, normally catalyzes the reverse reaction; that is, it
synthesizes ATP using the energy of the respiratory chain-
generated H+ electrochemical gradient. Secondary active
transport takes place when a gradient (usually an ion gra-
dient, built up by primary active transport) is used to fuel
the release or uptake of other ions or molecules. Therefore,
transporters catalyzing secondary active transport always
couple the movement of two (or more) substrates in such a
way that the downhill movement of one species can be used
for the uphill movement of the other. As an illustration,
we mention the Na+/H+ exchanger and the Na+-K+-Cl"
and Na+-amino acid cotransporters, all of which (under
physiological conditions) are driven by the Na+-gradient
generated by the Na+/K+ pump. Besides the most often
used Na+-gradient (the "favorite" transplasmalemmal ion
gradient of the animal kingdom), H+ gradients formed
by H+ pumps are also put to work, for example, to drive
the accumulation of neurotransmitters into synaptic vesi-
cles through the H+/neurotransmitter exchangers. The
energy source of passive protein-mediated transport pro-
cesses is the electrochemical potential of the transported
substrate, that is, the same as for passive diffusion. How-
ever, the relationship between the driving force and the
transport velocity (i.e., the kinetics of the transport) is
markedly different. To emphasize this difference, these
carrier-mediated passive transports are referred to as
facilitated diffusion. A classic example is the movement of
glucose catalyzed by the glucose translocator.

From a mechanistic point of view, we can classify
transporters according to the nature of solute coupling that
may occur during the transport. Single, noncoupled fluxes
are called uniports. When the movement of a substrate is
strictly coupled to the movement of other substrate(s)
in the same direction, we speak about cotransport or
symport, and proteins mediating such reactions are
called cotransporters or symporters. Conversely, when the
transmembrane movement of one molecule is linked to the
opposite movement of its partner, the transport is called
exchange or antiport, and the transporter is therefore an
exchanger or antiporter.

Another useful concept to characterize transports and
transporters regards whether their operation results in
net charge translocation across the membrane. The trans-
port is electroneutral if no net charge movement occurs

(e.g., the flux of the uncharged glucose through the glucose
carrier, or the exchange of 1 Na+ for 1 H+ by the Na+/H+

antiporter). If the transport leads to net charge transloca-
tion, it is electrogenic, or rheogenic. Electrogenic transport
affects and can be affected by the membrane potential. For
example, the Na+/K+ pump imports 2 K+ and simultane-
ously exports 3 Na+; that is, it moves 1 positive charge out
of the cell. Its electrogenic operation directly contributes
to the negative inside membrane potential, which is evi-
denced by the fact that stopping the pump using an alka-
loid inhibitor, oubain, causes an immediate, slight depolar-
ization of the cell membrane. (The much greater indirect
contribution of the pump to the maintenance of the mem-
brane potential is discussed in the section on ion transport
through channels). Another example highlights a mecha-
nism where the regulation of a rheogenic exchanger by the
membrane potential has major physiological significance.
The plasma membrane Na+ADa2+ antiporter in the heart
muscle catalyzes the transport of 3 Na+ against 1 Ca2+.
The resting membrane potential of heart muscle cells is
highly negative inside (—80 mV), which promotes the entry
of positive charges; therefore, the exchanger works in the
3 Na+ in -> 1 Ca2+ out direction, and helps the Ca2+ pump
to maintain a low intracellular Ca2+ level. However, dur-
ing activation when the muscle cell depolarizes, the net
driving force for the Na+ADa2+ exchange may reverse, and
now the system may catalyze the uptake of Ca2+, which is
important for muscle contraction (49).

In the description of the general characteristic of
protein-mediated transport, such concepts as transporter,
channel, and carrier were used rather intuitively, without
giving their exact definition. In this article by transporter
is meant any protein that — regardless of the underlying
mechanism — is directly involved in transport. [There
is no consensus in the literature on the definition
of this concept. For example, a recently published
excellent textbook entitled The Transporter Factsbook
(50) describes the amino acid sequence of over 800
transporters, but these are all pumps and other carriers.
In this definition, therefore the channels are not included.]
Here we essentially follow Bertil Hille's classification (41),
which divides transporters into two major functional
groups: channels and carriers. Pumps can be easily
defined as carriers that possess ATP-ase activity and
can catalyze primary active transport. However, due to
their characteristic structure and real enzymatic nature,
they are handled separately, following the didactic view of
Wilfred D. Stein, who classifies transporters as channels,
carriers, and pumps (48). What remains therefore is to
draw the line between channels and carriers. To do this
meaningfully we have to take a short historical look at the
development of the "carrier" concept.

The name "carrier" comes from the view that this type
of transporter carries its substrate across the membrane:
First the substrate binds to the transporter at the external
surface, then the complex diffuses through the membrane,
and this is followed by the debinding of the substrate at the
internal surface, from where the unloaded carrier shuttles
back to repeat the cycle. Models based on this concept
(e.g., assigning a rate constant to each step) were very
successful in describing the kinetics of many transport



processes and were able to interpret or predict many
experimental findings, such as transport asymmetry or the
phenomenon of trans-stimulation (see the section on uni-
porters). What made this approach even more attractive
was that it offered a clear parallelism between transport
and enzyme kinetics, a well-worked-out classical disci-
pline. However, the picturesque image of this ferry-boat
carrier was seriously challenged by the newer results of
membrane biochemistry and molecular biology. Based on
the primary sequences and topology analyses, it became
evident that carriers are huge integral proteins that are
firmly fixed in the bilayer and cannot flip over or shuttle.
Instead, the binding of the substrate induces intramolec-
ular conformational changes that expose the binding sites
alternately to the intra- and extracellular compartments.
This implies that the old kinetic models are still quan-
titatively valid, but the physical meaning of the various
transport steps (and the related rate constants) should
be reconsidered. The ultimate goal is to understand the
nature of the intramolecular movements (conformational
states) of the transporters. The specific binding of the
transported molecule to the carrier resembles the binding
of a substrate to an enzyme. However, carriers probably
also contain channel-like structures (e.g., a tunnel with one
open end) that may "conduct" the transported material.
The truth is that currently we have no experimental data
that would satisfactorily describe what happens when a
carrier transports its substrates. Nevertheless, the explo-
ration has begun, and important structural information
has been gained using X-ray diffraction analysis of two-
dimensional crystals (51) and site-directed mutagenesis.
For example, in their pioneering studies, Ronald Kaback
and his colleagues have clarified which amino acids are
important in the various transport modes of the electro-
genie lactose-H+ cotransporters of E. coli (52).

While the exact carrier image awaits elucidation, molec-
ular biology has unambiguously proved that channels are
what they were thought to be: gated transmembrane pores.
Nevertheless, it should be pointed out that they interact
with the transported ions and contain selectivity filters. It
seems that nature applied channels when a transport pro-
cess of lower selectivity but high capacity was required,
and developed carriers when meticulous specificity was
more important than velocity. In fact, the transport rate
is perhaps the best experimentally apparent difference
between these transporters: A single channel can conduct
as many as 106-108 particles/sec, which approximates the
rate of free diffusion of an ion in water; in contrast, a single
carrier moves 102-104 molecules/sec (or, more properly,
this is the number of transport cycles/sec, the so-called
turnover number).

Evolutionary biology, however, suggests that the
difference between channels and carriers should be viewed
rather as a continuous transition than as an antagonism.
This is best exemplified by members of the so-called
ABC (ATP-binding cassette) superfamily. These include
CFTR, a vitally important Cl" channel, as well as the
structurally similar multidrug resistence protein (MDR),
which is an ATP-driven pump that removes foreign organic
compounds (e.g., cytostatics) from the cell (see the section
on multidrug transporters).

Having discussed some general features of biological
transport, the rest of this article will deal with more
specific aspects of transport mediated by channels,
carriers, and pumps. The overwhelming amount of
literature on this topic compelled the author to select
only a few representative examples in each category. The
guideline in the selection was to concentrate on those
plasma membrane transporters that best illustrate the
characteristics of their group and have general relevance
to animal cell physiology.

CHANNELS

Ion Transport through Channels: Some basic Principles and
Crucial Methods

Ion channels are present in every animal cell. Their
physiologic importance was first recognized in excitable
tissues (nerve, muscle), where their primary role is to
elicit and orchestrate ion movements responsible for
the generation and propagation of action potentials.
Later, it became clear that channels are involved in
many other cell functions, including secretion, resorption,
intracellular signal transduction, and pH and volume
regulation. Channels are protein pores that can exist in
open (conductive) or closed (nonconductive) states. The
process that determines the transition between these
states is called gating. From a physiologic standpoint we
can classify channels according to the type of stimulus that
governs their gating. Thus we distinguish voltage-gated,
ligand-gated, and mechanically gated channels. (These
categories are not mutually exclusive.) The membrane
potential (i.e., the voltage difference across the plasma
membrane) has a double significance in channel function:
It is the gating signal for voltage-operated channels, and
it is a major component of the net driving force (the
electrochemical potential difference) acting on each ion
that flows through any type of channel.

To understand the operation and regulation of chan-
nels, first we have to discuss the ionic basis of the
membrane potential. There are two conditions in every liv-
ing cell that have a major contribution to the maintenance
of an electrical potential difference across the membrane:
(i) a concentration difference exists between the intra- and
the extracellular space for many ions; (2) the membrane
is selectively permeable to the different ions. To illustrate
how this scenario leads to the generation of an electrical
potential difference, let us consider first the situation when
an artificial membrane separates two compartments con-
taining different concentrations of the same salt solution,
such as 100 mM KCl (in) and 10 mM KCl (out). (For the
sake of simplicity we assume that the osmotic difference is
compensated by the addition of a nonelectrolyte, e.g., sugar
to the outer compartment.) What happens if we make this
membrane selectively (and exclusively) permeable to K+

ions? The K+ ions, driven by their concentration gradient,
would tend to migrate from the inner to the outer com-
partment. However their net egress will cease before any
measurable change in the K+ concentration could develop
because a membrane polarization builds up that prevents
the further K+ efflux. The reason for this is that the nega-
tively charged Cl~ ions (which are not permitted to go) line



up along the inner surface of the membrane and tend to
attract the K+ ions back. Therefore, very soon an equilib-
rium is reached at which the chemical driving force acting
on K+ is exactly counterbalanced by the electrical driving
force. The magnitude of the electrical potential at which
this equilibrium is achieved (the equilibrium potential for
the ion, Ei0n) is given by the Nernst equation:

(13)

where F is the Faraday constant. In our example, at ambi-
ent temperature this is: EK = -601og([100 mM]/[10 mM])
= — 60 mV. We should note that under these conditions
the system is in equilibrium; therefore, it cannot be used
to do work. Another reason why one suspects that the
Nernst equation could not be an adequate description of
the cell membrane potential is that the cell is permeable
not only to one but to several ions. What happens in our
model system if we allow Cl~ to move across the mem-
brane, but with a lower permeability than K+? In this case
net diffusion will occur. However, due to the difference in
the diffusibility (permeability) of the moving ions, there
still will be a potential difference across the membrane.
Referring to its origin, this potential difference is called
the diffusion potential. What are the characteristics of this
potential type? First, the bigger the mobility difference,
the bigger the initial diffusion potential will be; second,
this potential difference is transient (depends on time),
since sooner or later both the cation and the anion will
distribute evenly in the solution.

However, a real biological membrane contains trans-
port systems (active pumps) that can maintain (or restore)
the "original" concentration differences, thereby assuring a
steady state (as opposed to a thermodynamic equilibrium).
We may say that the presence of the active components
"free" the diffusion potentials from the time dependence.
Of course, in a physiological setting there are not only
two but many kinds of ions. Each of these can contribute
to the overall diffusion potential across the membrane,
and the level of their contribution will be proportional
to their individual transmembrane concentration differ-
ence and their permeability. Thus the membrane potential
(E m) can be regarded as a compound diffusion potential,
or as a "weighted average" of several diffusion poten-
tials. The exact quantitative expression is given by the
famous Goldman-Hodgkin-Katz equation, which relates
the membrane potential (Em) to the intra- and extracellu-
lar concentrations and the permeability coefficients (Pi0n)
of the three most important contributing ions, K+, Na+,
and Cl":

(14)

See the Appendix for an example of this equation. In
most cells the resting membrane potential is dictated
predominantly by the K+ gradient, and its value is not
far from the K+ equilibrium potential. The reason for this
is that at rest K+ is the most permeable ion across the
cell membrane. In contrast, Na+ and Ca2+ ions are very
far from their equilibrium, and they are attracted inward

both by the negative membrane potential and by their
concentration gradient. However, their contribution to the
resting potential is very modest (in the case of Ca2+ it is
negligible) because at rest the Na+ and Ca2+ channels are
closed, and therefore the membrane permeability is very
small for these ions.

The force that drives any ion through an open channel
is the difference between the actual membrane potential
and the equilibrium potential for the ion, Em — Ei0n. Ohm's
law — the best known force-flux relationship — states
that the current (ion flux) is linearly proportional to the
voltage (driving force). The proportionality constant is the
conductance (the reciprocal of the resistance). This simple
relationship is the basis of channel-mediated transport.

(15)

See the Appendix for an example of this equation. / is the
current and ^ 0 n is the conductance for a given ion (the
electrical equivalent of its permeability). The total current
carried by various kinds of ions will be the sum of the
individual ion currents.

In spite of the simplicity of this relationship, there
is a major complication when we want to study ionic
currents across the membrane at a given voltage. Suppose
that we induce a small depolarization of the membrane
in a nerve cell. This will lead to the opening of some
voltage-dependent Na+ channels, through which some
Na+ will enter the cell. This Na+ influx then will further
depolarize the membrane, which will lead to the opening of
more voltage-dependent channels, which will change the
membrane potential again, and so on. Thus, in order to
measure the current at a fixed voltage, we need a method
that keeps the membrane potential constant in spite of
the voltage-dependent changes in the ion conductances.
This method was developed by Hodgkin, Huxley, and Katz
and is known as the voltage clamp (53). They performed
their experiments on the squid giant axon, a huge cell
in which more than one intracellular electrode could
be inserted. They used two electrode pairs, one that
measured the membrane potential and another one that
passed current through the cell membrane until a given
potential value was reached. Using this feedback method,
the membrane potential can be stabilized or "clamped"
at any desired value, and the corresponding ion currents
can be measured. These classic studies not only clarified
the ionic movements and conductance changes during
the nerve action potential (see any physiology textbook)
but also established the basic biophysical parameters and
properties of ion channels. These experiments led to the
determination of voltage thresholds for various channels,
and to the discovery of a phenomenon called channel
inactivation. This means that a channel stops conducting
in spite of the continuous presence of the opening condition
(e.g., depolarization). The time and voltage dependence of
the inactivation are very characteristic features of a given
channel, and they generally have major importance in
the physiologic function, because they are essential for
the timely termination of the ion flux. The inactive state
is a distinct conformation of the channel protein that is
not identical with the closed state. The inactive channel



should return to the closed state before it can be opened
again. Another observation that permitted insight into the
mechanism of channel function was the presence of gating
currents. These currents do not reflect ion fluxes through
the channel, but are due to voltage-induced movements
of charged residues of the channel protein itself. Their
existence indicated the presence of voltage-sensor domains
within the channel proteins.

While these methods were indispensable for the
understanding of many aspects of channel biophysics,
they measured currents flowing through many channels,
and often many kinds of channels simultaneously.
The breakthrough that enabled scientists to investigate
channel function on the molecular level came in the mid-
1970s, when Erwin Neher and Bert Sackmann developed a
revolutionary technique, the patch clamp method (54,55).
The basis of this technique is the use of a very clean
glass micropipette (with a tip diameter of ^ l jim) that
is attached to the cell membrane very firmly by gentle
suction [Fig. 3(a)]. The seal between the cell and the
pipette should be very tight: Its electrical resistance
must be in the giga (109) ohm range. Under these
conditions, the tip is in close physical contact with a little
patch of the membrane, and currents flowing through
this isolated area can be detected. Because the pipette
aperture is small, there might be only a single channel
molecule (or a few channels) in the patch. Using voltage
clamping and very low-noise amplifiers, single channel
currents of less than one pico = 10~12 amp can be recorded
and analyzed. A variety of patch clamp configurations
can be used: Beside this so-called cell-attached mode,
the patch can be removed from the cell in an inside-
out or an outside-out orientation, or the membrane
can be broken through without losing the cell-pipette
contact, and thereby a whole-cell configuration can be
established [Fig. 3(b) and (c)]. The latter application
permitted voltage clamp experiments on a large variety
of small animal cells in which microelectrodes cannot be
used. The application of various configurations provides
access to either side of the channels, and therefore
the effect of external or internal regulatory ligands
or enzymes can be readily tested. The single-channel
recordings show square impulses indicating that the
transitions between the different states occur practically
instantaneously [Fig. 3(c)]. Voltage or other relevant
stimuli influence the probability of the channel being
open and the time that the channel spends in the open
state (mean open time). In most cases, the single-channel
conductance is fairly constant and characteristic for the
given channel.

In summary, the patch clamp enabled a detailed
classification of channels and led to the discovery of
many distinct entities based on their single-channel
conductance, ion selectivity, voltage- dependence, gating
and inactivation kinetics, rectification properties, etc.
This was the first method in the history of science
that made us capable of monitoring the function of a
single protein molecule. The combination of this technique
with molecular biology has resulted in a previously
unimaginable progress in our understanding of the
relationship between channel structure and function.

Voltage-Gated Cation Channels

Voltage-operated Na+, K+, and Ca2+ channels are
essential for the generation of action potentials in excitable
tissues, which is a prerequisite for a wide range of
physiological functions from cardiac rythmogenesis to
neurotransmission. The action potential is composed of
a depolarizing phase (usually due to Na+ and/or Ca2+

entry) and a repolarizing phase (usually due to K+ efflux
and inactivation of the other channels). The individual
kinetic properties and the interplay between the various
channels determine the shape and duration of the action
potential, which may vary from 3 ms to several seconds
in different tissues. The coordinated entry of Ca2+ is the
basis of contraction and exocytosis. Voltage-gated cation
channels play a vital role in the physiology of nonexcitable
cells as well, since they are involved in such general
functions as transepithelial transport, degranulation, and
signal transduction.

The structures of the various cation channels show
striking similarity, suggesting that they belong to a huge
superfamily and that the individual members (there are
many different gene products in each cation-selective
category) can be regarded as variations on the same
molecular theme (56-58). Many channels are built up
from different subunits; for example, the Na+ channel
is composed of three polypeptides: al, 01, /32. However,
the a subunit is responsible for most of the functional
characteristics of the whole channel, and this is the part
that shows high structural homology among the different
cation channels (Fig. 4).

The a-chain of the Na+ channel is a huge protein
(^2000 amino acids) composed of four homologous internal
domains (I-IV). Each of these domains contains six
transmembrane segments (Si-Se). A loop between S5 and
S6, called the short (S) or H segment, partially penetrates
the membrane, but it does not form an a-helix. The
four domains together constitute the transmembrane
pore, and the various segments within each domain are
associated with certain functional characteristics. For
example, S4 is the voltage sensor: It contains several
highly charged amino acids (lysine, arginine), and site-
directed mutagenesis studies show that replacement of
these to neutral ones induces a dramatic decrease in
the voltage sensitivity. The "strange" H segment lines
the mouth of the pore and is responsible for the ionic
selectivity. Exchanging only two amino acids in this
region can turn a Na+ channel into a Ca2+ channel.
This part is also important in the determination of the
conductance. The regions involved in inactivation have
also been identified. In Na+ channels a short loop between
domain III and IV acts as a "hinged lid": When a certain
time has elapsed after activation, it moves and obliterates
the inner aperture of the channel. This fine detail was
also demonstrated by the application of molecular biology:
the a subunit of the Na+ channel was expressed in two
pieces, so that a cut was made between domain III and IV.
These peptides assembled to form a channel that could be
normally activated but failed to show inactivation.

The epithelial Na+ channels (59), localized specifically
in the apical membrane of Na+-reabsorbing cells, belong to



inside-out ouside-out
Figure 3. The patch clamp technique, (a) The scheme of the patch pipette and the patch
clamp apparatus. The electronics provide both voltage clamping and the measurement of the
transmembrane currents, (b) Different patch clamp configurations; modified from (54). (c) Typical
single-channel and whole-cell recordings. The whole-cell currents are voltage-dependent H+ fluxes
from an activated macrophage. The voltage protocol (2.8-sec pulses from —90 to +75 mV in 15-mV
increments) is shown below the current traces.
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Figure 4. The proposed primary structure of the main (a) subunit of voltage-gated cation channels
(see explanation in the text). The circular structure at the C-terminal end of the K+ channel
represents the "ball-and-chain" model explaining the inactivation of these channels. The ball-like
domain, connected to the last membrane segment with a flexible tail, moves into the inner
aperture of the pore in a time- and voltage-dependent manner and obliterates K+ transport. The
last panel shows how the four internal domains (for Na+ and Ca2+ channels) or the four separate
polypeptides (for K+ channels) form a functional pore.
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a recently described and completely different superfamily.
They contain a large extracellular domain between
two alpha helices. These channels are essential for
transepithelial Na+ transport, their transcription is
regulated by steroid hormones, and errors in the channel
molecule are thought to be associated with severe disease
states such as hypertension or cystic fibrosis.

The structure of Ca2+ channels follows the basic design
described for the voltage-gated Na+ channels. Three major
types can be distinguished: the L-type channels, which
have large conductance and long-lasting activity; the T-
type channels, which conduct tiny currents in a transient
manner; and N-type channels, which are so called because
they were identified in neurons. L- and T-type channels
exhibit very different activation thresholds: The former
require a much bigger depolarization to open (46,60). The
major role of these channels is to coordinate the duration of
action potentials with the time course of Ca2+-dependent
cellular responses, such as contraction and exocytosis. As
Bertil Hille writes: "without these channels, our nervous
system would not have outputs" (41). We briefly mention
here that, in addition to the plasma membrane pathways,
cells contain very important intracellular Ca2+ channels
as well. These are localized in the membranes of Ca2+-
containing vesicles, and their opening results in the rapid
release of Ca2+ into the cytosol. The Ca2+ channel of
the endoplasmic reticulum is a ligand-gated pore, opened
by the intracellular messenger inositol trisphosphate (61),
while the Ca2+ efflux route of the sarcoplasmic reticulum,
the so-called ryanodine receptor (62), is a voltage-gated
system.

Plasmalemmal K+ channels show more diversity than
Na+ or Ca2+ channels (56-58). They lack internal repeats,
and many of them are composed of a single six-helix-
containing peptide; so they look like 1/4 of a Na+ channel
(Fig. 4). However, these units assemble to form a tetramer;
that is, the functional channel has the same 4 x 6
transmembrane segment organization, except that the
parts are not contained within a single peptide chain. It
is likely that these channels are the most ancient ion
conductors from which the other families evolved with
multiple gene duplications. The four major classes of the
voltage-sensitive K+ channels include the delayed rectifier,
the so-called shaker (from a shaking Drosophila mutant
that contained a defective version), the Ca2+-activated,
and the inward rectifier types. Most of these channels are
involved in some way in the re- or hyperpolarization of
the cells, because their opening leads to K+ egress, which
brings or keeps the membrane close to the K+ equilibrium
potential and thereby counteracts depolarizing stimuli
and helps repolarization. This "calming" function is
particularly apparent in the case of the Ca2+-activated
K+ channels: Their conductance is strongly stimulated by
two major attributes of cell activation: depolarization and
the increase in intracellular Ca2+. The inward rectifiers
represent a new and particularly interesting group
within the family: They contain only two transmembrane
segments, which correspond to the S5 and S6 helices (63)
(Fig. 4). These channels are closed at depolarizing
potentials; therefore, they do not help repolarization but
rather let depolarization persist for a longer time, which is

important in such tissues as the heart, where the duration
of the action potential should be lengthened so that the
relatively slow muscle contraction can "catch up" before
a new action potential is generated. The ATP-dependent
K+

 (KATP) channels (64), another subclass of this group are
targets of intensive research because of their prominent
role in insulin secretion and in diabetes. Let us discuss
this point in a little more detail. These channels are
inhibited by high intracellular ATP levels. Under fasting
conditions, the ATP concentration in the insulin-secreting
cells of the pancreas is low, so that the KATP channels are
open and keep the membrane potential at a high negative
value. After eating, the plasma glucose rises, which leads
to increased ATP synthesis, inducing the closure of the
channel. The decreased K+ efflux results in depolarization,
which opens up the voltage-gated Ca2+ channels. The
subsequent Ca2+ influx triggers the exocytosis of insulin-
containing vesicles. In short, the metabolic state of the
cell regulates hormone secretion through the coordinated
operation of two cation channels. The antidiabetic drug
sulfonylurea was known to stimulate insulin release
by inhibiting the KATP channels. The recent cloning of
the sulfonylurea receptor (SUR) has provided surprising
results showing that the SUR is not identical with the KATP
channel. Instead, it is a member of the ABC superfamily. It
seems that the SUR and the KATP channel form a complex,
in which the ATP and drug sensitivity are brought about
by the SUR, whereas the transport is mediated by the
channel. Evidence has been accumulating that other
members of the ABC family may also play critical roles
in the regulation or modulation of ion channels (see the
following).

Anion Channels

In this section we discuss only two major groups of
Cl" channels: the so-called background Cl~ channels
and CFTR. The ligand-operated Cl" conductances will
be mentioned in the next section. The functions of the Cl"
channels include stabilization of the resting membrane
potential, participation in fluid secretion or resorption,
and involvement in cell volume regulation.

In many cells (e.g., in muscle) the membrane is quite
permeable to Cl" at rest, and therefore Cl" is close to its
equilibrium. The name "background channel" indicates
that a significant fraction of these channels is open
at the resting membrane potential. This implies that
a depolarization will induce a Cl" flux that tends to
move the potential back toward the resting level. If this
buffer function is lost, the cells become hyperexcitable,
and, especially after exercise, long-lasting muscle cramps
(myotonia) will develop. In the past few years some
channels were cloned that seem to participate in the
background Cl" permeability. These belong to the so-
called CIC (Cl' channel) family (65,66) and contain 12-13
putative TM domains. They show variable voltage
dependence, and are permeable for halides and some
smaller organic ions. Importantly, their mutations are
associated with myotonia.

Another Cl" conducting protein is CFTR (11,65-67).
The crucial importance of this transporter is underscored



by its involvement in cystic fibrosis (CF), the most
common genetic disorder in the Caucasian population,
afflicting 1 newborn in every 2000. CF is characterized by
abnormally viscous bronchial and pancreatic secretions.
The underlying reason is a defective epithelial ion
transport due to a mutation in the CF gene. The
most common error is a single alanine deletion at
position 508 (A508), which results in improper folding and
subsequent degradation of the protein. CFTR contains
12 TM segments clustered into two symmetric groups,
which are separated by a long cytoplasmic loop that
includes a so-called nucleotide binding domain (NBD) and
a regulatory (R) domain. A second NBD can be found
between the last TM segment and the C-terminal end.
The gating of CFTR requires phosphorylation of the R
domain by the cAMP-activated protein kinase (PKA). In
addition, binding and hydrolysis of ATP by the NBDs also
seem to be necessary for proper transport. Thus, although
Cl" flux through the CFTR is passive, the regulation of the
channel requires substantial metabolic energy. Once open,
the channel can conduct Cl" and probably also ATP, which
may act on the same cell from the extracellular surface via
ATP receptors (autocrine effect) (68). In addition to being
a transporter itself, CFTR affects other transport proteins:
It appears to regulate apical Cl" and Na+ channels (66,69).
Thus CFTR is not only an important but a very complex
and puzzling molecule: It is a real channel, but also an
ATPase and a regulator.

Ligand-Gated Ion Channels

The electrical signals conducted by nerves are converted
to chemical signals at the synapse. The ligand-gated
channels (LGCs) are devices that convert the message back
to electrical signals in the postsynaptic neuron or muscle
cell. These structures therefore have a dual nature: They
are receptors and channels. The strong coupling between
these two functions is the guarantee for highly specific and
very efficient transmission of the information.

The various LGCs also constitute a superfamily (41,56),
which includes three major classes: the nicotinic acethyl-
choline receptor (nAChR), the glutamate receptors (GIuR),
and the y-amino butyric acid, plus the closely related
glycine receptors (GABAR, GIyR). The former two are
nonselective cation channels; so their opening induces
postsynaptic depolarization, whereas the latter two are
Cl" channels; so their opening causes hyperpolariza-
tion. Thus the postsynaptic membrane can "interpret"
the presynaptic action potential, which, depending on the
released neurotransmitter, can result in an excitatory or
an inhibitory postsynaptic response.

The nAChR of the neuromuscular junction, the proto-
type of LGCs, is a huge molecule («^10 nm long) composed
of five subunits (a2PyS), which assemble to form a large
pore. Similarly to the voltage-operated channels, each
subunit contains repetitive transmembrane segments (4
helices/subunit in this case). The natural ligand ACh,
as well as nicotine, a pharmacological agonist, and the
inhibitor bungarotoxin, bind to the a-subunit. Two lig-
and molecules must bind to cause channel opening. Since
the pore has a large nonselective cation conductance, the
nAChR density is high, and the amount of ACh released

is in excess, the firing of the nerve is bound to depolarize
the muscle cell membrane sufficiently to elicit an action
potential. This executive type of relationship is restricted
to the nerve-muscle junction. In the central nervous sys-
tem (CNS) many de- and hyperpolarizing influences can
reach the postsynaptic membrane where an integrative
information processing will determine whether a propa-
gating signal (AP) will be generated. The GABARs and
the GIyRs have essentially similar pore structures, but
because their selectivity filter is different, they mediate
anion permeation. The fact that inhibition is as important
as activation in the CNS is underlined by the well-known
effects of various pharmacological agonists (e.g., barbitu-
rates) and antagonists (e.g., strychnine) of these receptors.

Without going into details, we mention that GIuRs are
the predominant excitatory LGCs in the CNS. They can
be classified further into three major categories, and their
structure is the least homologous to those of the other
members of the LGC family. They play an essential role in
such complex neuronal functions as learning and memory.

The combined application of cell culture and the
patch clamp method has been indispensable for the
characterization of these transport pathways. With
these techniques, cells could be separated from the
overwhelming complexity of neuronal circuits and their
channels could be investigated on the molecular level.

Mechanically Gated Channels

Translating mechanical forces into electrical signals is
the central topic of sensory physiology and it is also an
important mechanism for regulation of smooth muscle
function and cell volume. Considering only the latter
two (more general) areas, most often membrane stretch
is the gating signal. In smooth muscle it leads to
the opening of nonselective cation channels and the
consequent depolarization triggers muscle constriction
(Bayliss effect). Regarding volume control, the cell-
swelling-induced opening of K+ and Cl" channels is the
predominant process by which swollen cells restore their
normal size: The combined, electroneutral KCl release
drives osmotically obliged water out of the cell (regulatory
volume decrease). Various cation and anion channels,
including voltage- and Ca2+-sensitive K+ channels and
C1C2 (Cl~ channel 2), have been reported to mediate
this ubiquitous phenomenon. The mechanism of coupling
between stretch and gating is not yet well understood.
Mechanical forces may influence the conformation of
the channels directly or through the cytoskeleton (36,70).
Alternatively, swelling can activate kinases, which in turn
phosphorylate and thereby open up channels (71).

CARRIERS

Uniporters

The best-understood uniport mechanism is the facilitated
diffusion of glucose mediated by various isoforms of the
glucose transporter family (GLUT-1-5). These carriers
are composed of ~500 amino acids and possess 12 TM
segments. Individual members differ in their kinetic
properties, tissue distribution, and regulation (72,73). The
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diffusion of glucose mediated by various isoforms of the
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GLUT-I (erythrocyte), GLUT-2 (liver), GLUT-3 (brain),
and GLUT-5 (small intestine) isoforms are constitutively
expressed on the cell surface, whereas GLUT-4, the
predominant isoform of skeletal muscle and adipose
tissue, is stored in intracellular vesicles, which upon
insulin stimulation fuse with the plasma membrane,
thereby increasing several-fold the rate of sugar uptake.
In addition to this essential mechanism, other factors
such as direct phosphorylation and the control of GLUT
gene transcription are also involved in the regulation. The
general kinetic principles of carrier-mediated transport
were partially derived from the investigation of glucose
permeation. The rate of transport (v) can be well described
with the following equation:

(16)

where Vmax is the maximal transport velocity, Km

is the substrate (glucose) concentration at which the
half-maximal transport rate is attained, and C is the
concentration of the substrate. This relationship is
formally equivalent with the Michaelis-Menten equation,
which relates the velocity of enzyme reactions to the
substrate concentration. The Km values, which can be
viewed as the affinity of the isoforms to glucose, vary
between 1.8 mM (for GLUT-3) and 13.2 mM (for GLUT-2),
and this feature is very important physiologically. The
plasma glucose level in a healthy individual can change
between 3.5 and 10 mM. Thus the brain transporter can
always work close to or at its maximal velocity, whereas
the activity of the liver isoform will be sharply controlled
by the actual glucose level, enabling the organ adequately
to regulate the sugar metabolism of the body. Regarding
tissue culture applications, it is important to note that
the glucose (and insulin) requirement of various cell lines
differs greatly, and therefore attention must be paid to
selection of the appropriate media.

The transporter can catalyze the net movement
of glucose across the membrane (uptake or release),
and under equilibrium conditions it can function as a
glucose/glucose exchanger. The maximal velocity of these
transport modes is different, the exchange being much
faster than the uptake. This allows some insight into
the possible transport mechanism. The simplest model
is the following: There is a single substrate binding site
facing the extracellular space. Upon glucose binding a
conformational change occurs, causing the exposure of
the same site to the intracellular space. Now glucose can
dissociate from the carrier, and this event induces another
conformation change, transforming the transporter from
an inward-facing, glucose-free carrier to an outward-facing
glucose-free carrier. Alternatively, the inward-facing and
still (or again) glucose-loaded carrier can transform back
into an outward-facing glucose-loaded carrier. Kinetic
studies show that the conformational change of the
glucose-free carrier is much slower (rate limiting) than the
transitions of the glucose-loaded carrier or the dissociation
and association of the substrate. This accounts for the
interesting phenomenon of trans-activation: The uptake
of labeled glucose into a completely glucose-free red cell
is slower than into a cell that contains some glucose. In

other words, the presence of glucose at the other (trans)
side of the membrane facilitates entry. The reason is
that in the presence of internal sugar the carrier can
reorient itself much faster from the inward-facing to the
outward-facing mode, where it can exchange the unlabeled
glucose for a labeled one and then transport it inward.
Moreover, it was found that even in the case of a glucose-
loaded carrier, the rate of the inward-out transition is
not the same as that of the outward-in transition. The
structural and functional asymmetry of the carrier can
also be demonstrated by using cytochalasin B, an inhibitor
of GLUTs whose mechanism of action will depend on the
sidedness of its application.

Although much less characterized as yet, other uniport
systems have been reported in kidney, liver, and
nerve cells. Probably, electrogenic uniports mediate the
transport of some organic cations (e.g., choline, putrescine,
spermidine, and many xenobiotics). Beside uniporters,
the growing family of organic cation transporters (OCTs)
include Na+- and H+-coupled exchangers (74).

Antiporters

Exchangers (antiporters, or so-called exchange-only sys-
tems) can be used for two functional purposes. First,
such transporters can be exploited as secondary active
transport systems that help remove solutes against their
gradient using the downhill gradient of the partner (e.g.,
Na+/H+ and Na4VCa2+ exchangers). Second, they can
rapidly exchange the products of enzyme reactions for
the substrates, thereby assuring the appearance of the
product in the right compartment and the continuity
of the reaction (due to low product and high substrate
concentration). Examples for this function include the
C1~/HCO3~ exchange (see the following) or the mito-
chondrial ATP/ADP antiport. When the transport of two
molecules, say S and P, is coupled in this manner, the rate
of exchange will be proportional to the concentration of S
at one side (e.g., out) and to the concentration of P at the
other (e.g., in). Thus, after reaching a steady state, where
no net movement of S or P occurs any further:

(17)

that is, in the steady state the concentration ratio of
one substrate is exactly the same as that of the other.
The homoexchage (i.e., exchange of Sout to Sin or Pin to
Pout), which is also catalyzed by antiports, will not affect
this distribution. However, this relationship is true only
if the transport is electroneutral, so that the membrane
potential (Em) cannot act as an additional driving force.
With electrogenic systems, such as the already-mentioned
Na+/Ca2+ exchanger, the relationship is more complex
and will depend on the difference in the valence of the
substrates (zs —zp) and Em:

(18)

In this section we will concentrate on two well-
characterized families of electroneutral plasma membrane
antiporters, the Na+/H+ (NHEs) and the Cr/HCO3~ or
anion exchangers (AEs).



The 1:1 exchange of Na+ for H+ is an essential
process for a variety of vital physiological functions,
including the regulation of intracellular pH (pHi) and
cell volume, as well as the mediation of transepithelial
Na+ transport (9,10,75,76). pHi regulation has both a
protective (housekeeping) and a regulatory aspect. Every
cell produces a substantial amount of metabolic acid
that should be removed since a drop in pHj affects
practically every enzyme function and structural protein.
Moreover, pHi should be kept normal in view of the
large negative membrane potential which would cause
a tenfold excess of protons in the cytoplasm if H+ ions
were to be distributed passively. The regulatory function
stems from the observation that certain processes (such
as cell proliferation, migration) seem to require a net
alkalinization of the cytoplasm, so that H+ (or OH") can
be regarded as a second messenger (77). It is therefore
understandable that a large selection of hormones, growth
factors, and other ligands modify NHE activity through a
variety of intracellular signaling mechanisms.

The diverse tasks mentioned are brought about by
several recently cloned isoforms of the NHE family (from
NHE-I to 6) (9,10). These transporters are composed of
^800 amino acids (AA) organized into two functional
clusters: the N-terminal ^500 AAs form 10-12 TM a-
helices that are embedded in the membrane, while the
remaining 300 AAs constitute a C-terminal cytosolic tail
[Fig. 2(b)]. The membrane domain shows a high level
of homology among the different isoforms (especially
segments 5 and 6), indicating that this part mediates the
exchange. Segments 4 and 9 contain the amiloride binding
site. The inhibitor sensitivity is isoform dependent, NHE-I
being the most and NHE-3 the least amiloride inhibitable.
The C-terminal tail is the regulatory domain of the
antiporters, and accordingly it is characteristic to each
individual isoform. NHE-I is expressed in every cell,
and this isoform is the main pHi and volume regulator.
NHE-2, 3, and 4 are localized in epithelial cells of the
gastrointestinal tract and the kidney, suggesting that
they play an important role in Na+ reabsorption and
H+ secretion. NHE-6 has recently been identified as the
mitochondrial exchanger (78).

The regulation of NHEs is very complex and diverse. H+

ions themselves are important regulators, as evidenced by
the sigmoidal dependence of the transport rate on intra-
cellular H+ concentration: Above a certain pHi (approx 7.3
for NHE-I) the antiporter is practically inactive, whereas
a small decrease in pHi below this so-called "set point"
induces a sharp activation (47). Protons are believed to act
at a cytoplasmic modifier site, and most stimuli affect the
transport by changing the H+ affinity of this locus, thereby
shifting the pHi dependence of the exchange [Fig. 2(c) and
(d)]. Although ATP is not hydrolyzed during the trans-
port, the presence of this nucleotide is necessary for the
normal operation of each isoform. NHE-I is a phospho-
protein in the resting state, and a variety of agonists
induce its further phosphorylation via the activation of
certain protein kinases, including protein kinase C (PKC)
and mitogen-activated protein kinase. However, many
stimulatory effects are not mediated by direct phospho-
rylation. For example, growth factors can still partially

activate NHE-I after the deletion of all phosphorylat-
able sites, and interestingly, a part of ATP's effect is also
preserved under these conditions. Furthermore, hyper-
tonicity (cell shrinkage) activates NHE-I without inducing
phosphorylation of the antiporter (79). The emerging pic-
ture is that phosphorylation-independent regulation of the
transporters might be due to interaction with regulatory
proteins. For example, calmodulin was shown to associate
with and activate NHE-I (80). Recent studies indicate a
cross-talk between the antiporters and heterotrimeric and
small G proteins (81). Interestingly, a number of stim-
uli affect NHE-I and NHE-3 in a diametrically opposed
manner. For example, PKC and hypertonicity inhibit
NHE-3 (31,76). The mechanism of osmotic regulation is
currently unknown, but it might be related to altered
cytoskeletal interactions. NHE-3 is inhibited by PKA as
well. This effect seems to be mediated by NH-REF, an
NHE-3 binding protein (82). Obviously, many details of
the complex regulation of these vitally important trans-
porters warrant further investigation.

The anion exchanger (AE) family has three members:
AE-1,2,3 (83,84). The first isoform, also known as band 3
protein of red blood cells, is one of the fastest, most
abundant, and most "famous" carriers. It plays an
essential role in CO2 transport by the blood: When
CO2 generated by the tissues enters the red cell, it is
immediately hydrated to HCO3 - and H+. The H+ is
picked up by hemoglobin, whereas HCO3" is removed from
the cells (it is exchanged for a Cl") through AE-I. This
sequence of events ensures the continuous generation and
transport OfHCO3" into the plasma, which carries it to the
lungs where, due to the high oxygen pressure, hemoglobin
deprotonates and the opposite transport takes place. These
reactions must proceed very fast. This requirement is
satisfied since a single red cell contains one million AE-
1 molecules (1000-fold more than the Na+/K+ ATPase)
and since the turnover number of the carrier (30,000/sec)
is the highest known value. In addition to its transport
role, AE-I is also a key structural protein: It connects
the membrane to the submembranous cytoskeleton. An
alternatively spliced version of AE-I is localized in the
apical membrane of kidney cells, where it participates
in HCO3" reabsorption. The various AE isoforms show
differences in their tissue distribution and their sensitivity
toward stilbene inhibitors (e.g., DIDS). AE-2 is widely
expressed, whereas AE-3 is present in the brain and
heart. Both isoforms are involved in pHj regulation. They
are activated by an increase in pHi, thereby protecting
the cells from alkalinization. Thus NHE-I and AE-2 work
together to maintain the basal pHi within a narrow range.
Moreover, the coordinated action of these exchangers is
necessary for normal volume regulation as well. Cell
shrinkage activates NHE-I, which results in cytosolic
alkalinization. This activates HCO3"/Cl" exchange. The
net result is the entry of NaCl together with osmotically
obliged water, a process that leads to the normalization
of cell volume (regulatory volume increase). Finally, we
note that normal pHi is a critical requirement for normal
cell growth in tissue culture. Dividing cells are more
alkaline than resting ones (by 0.2 pH units). If the culture
conditions jeopardize this alkalinization (e.g., too much



CO2 is present or the medium is inadequately buffered)
the cell growth will slow down or stop.

Cotransporters

The transmembrane Na+ electrochemical gradient
(AJiNa+) is a huge source of energy used by a large
number of cotransporters (or symporters) that couple the
uptake of inorganic ions (e.g., Cl", SO4"), nutrients (e.g.,
glucose, amino acids, nucleosides), neurotransmitters
(e.g., GABA), organic osmolytes (e.g., myoinositol), and
many other molecules to the movement of Na+. Using
similar considerations as for the antiport, the distribution
of the transported molecules at the steady state can be
formulated as:

(19)

This means that the ratios are reciprocals of each other.
The situation is more complicated if more than one
substrate molecule of the same kind is transported and if
the overall process is electrogenic. Mathematical analyses
of these cases can be found in textbooks (48,85). The
sodium cotransport proteins represent a very diverse
group of transporters that includes the products of many
different gene families. The basic structure of most
cotransporters follows the 12-TM design; however, several
exceptions have been reported. Here we restrict our
discussion to a few important members.

The JVa+-glucose cotransporters (SGLTs) catalyze the
Na+-driven apical entry of glucose into the epithelial cells
of the kidney tubules and the small intestine (86,87). This
transporter is electrogenic so that its operation can be
followed by voltage clamping (88). Such measurements
have provided insight into the transport mechanism: In the
absence of sugar, a rapid depolarization of the membrane
resulted in the appearance of large transient currents,
which were due to the reorientation (conformational
change) of the carrier within the membrane. This
suggests that the rate-limiting step in the transport
is the reorientation of the unloaded carrier, and this
is probably a general property of many transporters.
Molecular relatives of SGLTs are the Na+-myoinostol
(SMIT) and Na+-nucleoside (SNST) translocators. The
former is important for volume regulation (its mRNA
transcription is upregulated by hypertonicity, (89,90)),
whereas the latter is a major pathway for uptake
or reabsorption of adenosine, uridine, guanosine, and
citidine (91,92). These constituents can also be taken up
by uniports.

The transport of amino acids is mediated by several
independent entities, with overlapping substrate specifici-
ties. Some of these transporters are Na+-carrying cotrans-
porters, while others are Na+-independent uniporters.
Based on transport specificity, these carriers were classi-
cally categorized into 13 different groups (93). Some of the
corresponding genes have been cloned, giving a basis for
a new (albeit incomplete) molecular biological classifica-
tion (94,95). The Na+-dependent transporters include (2)
members of the glutamate carriers [glutamate/aspartate
transporter (GLAST), glutamate-transporter-1 (GLT-I),

the excitatory amino acid carrier (EAAC), the excita-
tory amino acid transporter (EAAT)]; (2) members of the
so-called ASC (for alanine-serine-cysteine) transporters,
which carry neutral amino acids; and (3) the highly spe-
cific glycine transporters (GLYTs), which are Na+ and Cl"
dependent. The positively charged amino acids (arginine,
lysine, ornithine, and hystidine) are transported in a Na+-
independent way by members of the cationic amino acid
transporter (CAT) family (94). The molecular identity of
several other amino acid transport systems remains to be
defined. Since amino acids serve both as vitally important
building blocks and as neurotransmitters, their trans-
porters play a central role in the regulation of metabolism
and neuronal functions. The mechanisms by which these
carriers are regulated warrant further intensive research.

The Na+-K+-2Cl~ cotransporter (NKCC) is an elec-
troneutral, 12-TM type carrier that has a prominent role
in transepithelial Cl~ transport (96,97). In certain tissues,
such as in mammalian airways, fluid secretion is driven
by the apical Cl" efflux through anion channels. In these
cells Cl" entry, a prerequisite for continuous secretion,
is mediated by the basolateral NKCC-I. Conversely, in
absorptive epithelia, such as the thick ascending limb of
the kidney, Cl" uptake is catalyzed by the apical NKCC-2,
and the ion leaves the cell through basolateral anion chan-
nels. Obviously, Cl" flux through the Cl~ channels and the
NKCCs should be somehow coordinated. This is brought
about by several mechanisms. Many agonists stimulate
Cl" channels via activation of protein kinase A. The same
kinase phosphorylates and stimulates NKCC as well (98).
Furthermore, when Cl" channels open and fluid efflux
takes place, the cell shrinks and the intracellular Cl"
level decreases. Both of these events were shown to stim-
ulate NKCC. The loop diuretic bumetanide is a specific
inhibitor of the cotransporter. Interestingly, bumetanide
binding increases several-fold upon NKCC stimulation,
and this does not seem to be due to the insertion of new
transporters into membrane (99). This finding therefore
implies that the NKCC has a distinct conformation in its
activated (presumably phosphorylated) state. Other stud-
ies show that the level of actin polymerization is also
an important regulator of the transporter. Further work
is needed to identify the exact sites and mechanisms of
action of the various effectors.

PUMPS

Active ion pumps generate transmembrane gradients
that are necessary to drive a large variety of carrier-
and channel-mediated transport processes. Based on
functional and structural criteria, ion-motive ATPases
can be grouped into three major classes: P-, V-, and
F-type. With the recent discovery of ATP-powered drug
transporters, such as the P-glycoprotein, it became clear
that pumps can catalyze not only ion movements but also
the uphill transport of hydrophobic compounds. These
enzymes are members of the ABC superfamily, and
represent a new category of active transporters. Here, we
will focus predominantly on the P-type enzymes, since
most of these are localized in the plasma membrane.
V-type ATPases are found mainly in the membranes



of intracellular vesicles ("V" denotes vesicular), such as
lysosomes or endosomes, where they generate a highly
acidic internal environment. However, in certain cells
they may also be present in the plasma membrane, where
they promote acid extrusion. The F-type ATPases are
mitrochondrial enzymes responsible for oxidative ATP
synthesis. Their operation is not covered in this article,
but the interested reader is recommended to consult a
recent outstanding review by Paul Boyer (100) in which
the author summarizes the structure and the reaction
mechanism (the so-called rotational catalysis) of these
fascinating molecular machines.

P-Type ATPases

The pioneering work of Gyorgy Gardos, Jens Skou Robert
Post, and Hans Schatzmann led to the recognition that
(2) ATP is necessary to maintain high intracellular K+

and low intracellular Na+ concentrations, (2) the plasma
membrane contains an ATPase activity that can be
stimulated by the combined presence of Na+ plus K+,
and (3) the glycoside alkaloid oubain inhibits both Na+

and K+ pumping and the K+ -plus-Na+ -stimulated ATPase
activity. Taken together, the picture emerged that the
Na+ and K+ pump(s), as well as the Na+-plus-In-
dependent ATPase, represent one and the same molecular
entity (101). A large body of experimental evidence has
accumulated proving that the Na+/K+ ATPase is a
membrane-embedded enzyme that, while splitting ATP,
catalyzes the coupled and opposite movement of Na+

and K+ across the cell membrane (102,103). The reaction
mechanism of the Na+/K+ pump can be written as follows:

The enzyme first stays in the Ei conformation in which
the cation binding sites face the cytosol. Na+ ions (in
fact, three of them) and ATP bind to the pump, and this
results in the phosphorylation of the enzyme (EiPNa).
This step is followed by a conformational change (E2

state) that reorients the cation binding sites toward the
extracellular space. At this point, the Na+ ions dissociate
from the pump, and extracellular K+ ions (two of them)
bind to it. These events trigger the dephosphorylation
of the enzyme followed by its interconversion to the Ei
conformation. K+ ions are then released into the cytosol
and the pump is ready for the next cycle. The two
most important features of this greatly simplified model
are the formation of phosphorylated intermediates and
the existence of two (E \ and E2) conformational states.
The ion-dependent phosphorylation of the enzyme was
convincingly demonstrated in membrane preps, to which
radioactive ATP was added in the presence of Na+ but in
the absence of K+. Under these conditions, the membrane
became highly labeled because the reaction stopped before
the K+-requiring dephosphorylation step could occur.
Addition of K+ resulted in quick dephosphorylation. A
number of observations indicated the existence of the two
states as well. Sulfhydryl reagents froze the enzyme in

one conformation (Ei), thereby preventing the K+-induced
ATP hydrolysis. Moreover, the proteolytic digestion of
the enzyme differed in the presence or absence of K+

and/or Na+ because the two conformational sates are
differentially sensitive to chymotrypsin.

The formation of phospho intermediates is a common
characteristic of the Na+/K+ pump and related ATPases
such as the K+ZH+ ATPase and the Ca2+ ATPases of
the plasma membrane and the sarcoplasmic reticulum.
Therefore, these enzymes were named P (phospho)
ATPases. (They are often referred to as E2-E2 ATPases as
well, although the phosphorylation-independent presence
of these two states is not certain in Ca2+-ATPases).
Another common feature of the P-type pumps is that they
can be inhibited by the ATP analog vanadate.

Under physiologic conditions, 3 Na+ are pumped
against 2 K+ for every ATP hydrolyzed. This stoichiometry
suggests that the system is electrogenic, and pump-
related currents have in fact been measured. Normally,
the ion movements are strongly coupled to each other;
that is, very little slippage occurs. The operation of the
pump may consume as much as 25% (in erythrocytes
50%) of the total ATP produced. The enzyme has been
cloned and investigated at the molecular level. It is a
heterodimer composed of a ca. 100-kDa a subunit and
a ca. 50-kDa glycoprotein /3 subunit. Several isoforms
have been defined for both subunits. The a-subunit is
responsible for ATP hydrolysis and ion pumping while
the j6 subunit is important for the correct assembly
of the ATPase in the endoplasmic reticulum and the
subsequent maturation of the protein (18,104,105). The
a-subunit contains 10 TM segments and a 500-amino-
acid-long cytosolic loop between segments 4 and 5. This
domain contains the ATP-binding site and the critical
phosphorylated residue which has been identified as
aspartate 369. The first TM segment is believed to be
involved in the Ei-E2 transition. The activity of the Na+/K+

pump is regulated at multiple levels (106-108). An
increase in intracellular Na+ is a major acute stimulus that
can elevate pump activity over 20-fold in working muscle.
Also, several hormones such as insulin, catecholamines,
angiotensin etc. have been shown to upregulate the
ATPase through different mechanisms, including covalent
modification and changes in gene and protein expression.
Many details of the exact transport mechanism of this
vitally important protein await further elucidation.

The closest relative of the Na+/K+ pump is the U+ZK+

ATPase. This is also an a/3 heterodimer, and is expressed
in the H+-secreting parietal cells of the stomach and
in certain cells of the kidney (109,110). In the resting
state the enzyme molecules of the parietal cells reside in
the membrane of the so-called tubulovesicular elements.
Upon stimulation, these structures fuse with the apical
membrane conferring a huge acid-secreting capacity to it.
The rapid electroneutral exchange of 2H+ for 2K+ during
the hydrolysis of 1 ATP can build up a transmembrane H+

gradient of six orders of magnitude (pHin « 7.0, pHout ^ 1).
K+ ions are recycled through apical K+ channels, while the
replenishment of cytosolic H+ is provided by the hydration
of CO2 (H + + HCO3-). The formed HCO3" is released
through the basolateral HCO3~/C1~ exchanger, and the



imported Cl" is removed to the gastric juice through
apical Cl~ channels. The net result, HCl secretion is a
process based on a finely tuned interplay among pumps,
channels, and carriers. The P subunit seems to be involved
in the retrieval of the ATPase, which is necessary for the
termination of acid secretion.

The Ca2+ pumps can be classified into two major
groups, the plasma membrane enzyme (PMCA) and the
one localized in the sarco- or endoplasmic reticulum
(SERCA) (111-113). These pumps have a major role in
keeping the intracellular free Ca2+ concentration around
100 nM, which is 10,000-fold lower than the extracellular
concentration, in spite of the negative membrane potential.
Here we deal only with the PMCA. In contrast to the
pumps discussed previously, this ATPase is a single
polypeptide chain with a molecular mass of ^140 kD.
Various isoforms are coded by four different genes, and
further variability originates from alternative mRNA
splicing. The membrane-spanning part is composed of
10 TM segments. Three sizable units protrude into the
cytoplasm. The first one is responsible for the coupling of
ATP hydrolysis and Ca2+ transport, the second harbors
the ATP-binding site and the characteristic aspartyl-
phosphate residue, and the third one contains two bindings
sites for calmodulin, the most important regulator of pump
activity. The calmodulin binding site and its continuation,
the C-terminal end of the molecule, are thought to act as an
autoinhibitory domain. Proteolytic cleavage or the binding
of Ca2+-calmodulin relieves this hindrance and thereby
strongly activates the pump. This unique feature allows
the ATPase to adjust its transport rate to the demand: A
moderate increase in cytosolic Ca2+ concentration induces
greatly elevated Ca2+ extrusion, which continues until the
Ca2+ concentration returns to the basal level. In addition
to this mechanism, the pump is controlled by acidic
phospholipids and direct phosphorylation as well. The
PMCA is a high-affinity but low-capacity system, so that
the quick removal of a stimulus-induced rise in cytosolic
Ca2+, especially in muscle cells, necessitates concomitant
operation of the SERCA and the Na+/Ca2+ exchanger.

V-Type ATPases

The vacuolar ATPases are multisubunit enzymes com-
posed of a membrane-embedded part (Vo) responsible
for H+ translocation, and a peripherial domain (Vi)
catalyzing ATP hydrolysis (114,115). These parts are
assembled together in a "stalk and ball" structure. The
Vi domain contains 5-8 different polypeptides (labeled
from A to G) organized into a 500-600-kDa complex
(e.g., A3B3CiDiEi), while the Vo domain contains 3-5
polypeptides (labeled a, b, c, c', c") constituting an inte-
gral 250-300-kDa complex. The vacuolar H+-ATPases do
not undergo phosphorylation during ATP hydrolysis and
are insensitive to vanadate but can be blocked with the
alkylating agent dicocyclohexylcarbodiimide (DCCD) and
more specifically with the antibiotic bafilomycin. The com-
plex can transport 2 H+ ions per ATP split. However this
stoichiometry can change due to slippage of the ATPase, a
process that is likely to be under regulatory control. Oper-
ation of the enzyme is electrogenic so that it can build up a
lumen-positive membrane potential. The various subunits

are involved in nucleotide binding, hydrolysis, H+ flux, and
the correct assembly and targeting of the various isoforms
to the appropriate vesicles. The physiological functions
of vacuolar H+-ATPases are multifaceted. For example,
vesicular acidification is a prerequisite for the recycling of
endocytosed receptors and for the targeting of many newly
synthesized proteins. The H+ gradient generated by the
pump is the driving force for the H+/neurotransmitter
(e.g., noradrenaline) exchange present in the membrane
of synaptic vesicles. H+ extrusion mediated by plasma
membrane H+-ATPases is involved in H+ secretion by
kidney cells, bone resorption by osteoclasts, the acidifica-
tion of forming phagosomes and the regulation of pH] in
phagocytes.

Multidrug Transporter

Proof for the existence of a separate group of ATP-powered
transporters came from studies directed to understand
the mechanisms by which a great variety of tumor cells
can acquire resistance against a multitude of chemostatic
agents. The appearance of multidrug resistance, a
phenomenon of obvious medical and cell biological
importance, was associated with the overexpression of
a 170-kDa glyocoprotein called P170, P-glycoprotein, or
MDRl protein. By now it has become the prototype
of several related drug transporters that all belong
to the ABC transporter superfamily (116-119). The
structure of P-glycoprotein is similar to that of CFTR:
It contains 12 TM segments organized in two roughly
symmetrical domains, and two nucleotide binding folds,
one between TM 6 and 7, and one C-terminal to TM 12.
The protein, energized by ATP hydrolysis can export a
variety of drugs against their concentration gradient,
and in addition, it also seems to inhibit their influx.
This dual function was puzzling, as was the fact that
the transport, although very effective, exhibits very
little substrate specificity. The transporter can handle
structurally very different drugs and toxins, including
protein and nucleic acid synthesis inhibitors, antibacterial
compounds, Ca2+ channel antagonists, etc. The only
common characteristic of the accepted substrates appears
to be their high hydrophobicity and its direct consequence,
namely, that these compounds are taken up by free lipid-
phase diffusion. This feature might give us a clue as to the
mechanism by which P-glycoprotein liberates the cells of
these compounds. It is believed that the transporter "keeps
clean" the lipid phase of the membrane. Its substrates
first intercalate with the bilayer, and only then can they
interact with the protein.

A model has been proposed that suggests that the
compound to be transported is dissolved in the membrane
from whence it penetrates into the P-glycoprotein
molecule, which contains an internal barrel that is open
to the extracellular space. The protein then expels its
contents to the exterior. In other words, it would work
as a "hydrophobic vacuum cleaner." Such a mechanism
can explain inhibition of drug uptake by the transporter,
since drugs can be removed from the cell membrane
before they have a chance to reach the cytosol. The
likely physiological role of MDRl is to provide a cellular
antitoxic mechanism. In addition, it also seems to be a



major contributor to the blood-brain and blood-testis
barriers for hydrophobic compounds. On the other hand,
its operation provides a serious obstacle for effective
anticancer drug therapy. Substantial efforts have been
directed to develop safe inhibitor strategies, since these
may dramatically improve the efficacy of chemotherapy.
Members of a related enzyme family, the multidrug
resistance-associated proteins (MRP) export large organic
anions such as bile salts and glutathione conjugates.
Further work is required to evaluate the intriguing model
and to explain the various transport capabilities of these
interesting ATPases.

TRANSPORTERS IN ACTION: AN INTEGRATED VIEW

Channels, carriers, and pumps do not work in isolation.
While describing the operation of specific systems, it was
our aim throughout this article to hint at the integrative
aspects of membrane transport. Now, as a short summary,
we will take a physiologist's viewpoint and show how
the various transporters collaborate to realize a complex
function. This example, which is one of thousands of
highly integrated responses, regards the pHi and volume
regulation of activated phagocytes.

The primary role of phagocytes is to eliminate invading
microorganisms. One of their important antimicrobial
weapons is the NADPH oxidase, an enzyme that
upon cell stimulation is assembled from cytosolic and
membrane components into a functioning complex that
catalyzes the one-electron reduction of molecular oxygen
to superoxide, a precursor of bacteriotoxic radicals.
The electrons originating from NADPH are translocated
across the membrane while the remaining protons are
released into the cytoplasm. These events have two major
consequences: an immediate depolarization (due to the
efflux of negative charges), and a tremendous increase in
metabolic acid production. It has been calculated that
if H+ equivalents were to remain in the cytosol, the
pHj would drop more than 5 units within minutes (120).
Both the extreme depolarization and the acidification
would jeopardize the continuous superoxide production.
Moreover, in order to fight effectively phagocytes (e.g.,
neutrophils) have to migrate through blood vessel walls
to the site of bacterial invasion. In the resting state
neutrophils are among the "driest" cells in the body,
and they have to take up fluid in order to become more
deformable, a requirement for transmigration. Once they
reach their target, they have to phagocytose it. However,
for effective killing, the phagocytic vacuole has to be
acidic. So, the complex requirements are: to eliminate
H+ from the cytosol, to prevent extreme depolarization,
to swell, and to acidify the phagosome. How are these
complex tasks brought about? The short answer is: by
transporters. First a transient acidification occurs due
to activation of the oxidase. This rise in intracellular
H+ concentration activates the NHE since H+ ions
are both substrates for and allosteric regulators of the
transporter. Interestingly, in a short time net cytosolic
alkalinization develops in spite of the large increase in
H+ production (121). This cannot be accounted for by the
simple H+-dependent activation of NHE, since this could

only normalize pHi but would not induce an overshoot.
The main underlying reason for the alkalinization is that
the same stimuli (e.g., bacterial peptides) that provoke
superoxide production act on various signaling pathways
(e.g., PKC) that directly stimulate NHE by increasing its
affinity for H+. Furthermore, the ensuing alkalinization
can activate the C1~/HCO3~ exchanger. The net result
is the accumulation of osmotically active solutes and
accompanying water: In other words, swelling takes
place (122). The volume increase of activated neutrophils
may be as much as 20-25%. This change in size
is essential for normal function as evidenced by the
fact that the prevention of swelling by hyperosmotic
solutions seriously interferes with migration and other
neutrophil functions (123). However, all these pathways
are electroneutral; so that they cannot counteract the
oxidase-mediated depolarization. This task is fulfilled
by a voltage- and pH-dependent H+ channel localized
in the plasma membrane (124-126). This pathway is
activated by depolarization, and its conductance is further
increased by the submembraneous drop in pHi in the
vicinity of the oxidase, as well as by arachidonic acid,
an important inflammatory mediator liberated in the
activated cell (127). Besides mitigating depolarization, the
H+ conductance helps the NHE eliminate deleterious acid.
Finally, a third system joins the already-mentioned H+-
eliminating transporters: a V-type ATPase. This enzyme
is translocated to the membrane and starts pumping H+

ions into the extracellular space or into the forming
phagosome (128). Inhibition of any of the three H+

transporters (NHE, channel, ATPase) has been reported
to alter the normal pHi and voltage changes in stimulated
cells. Taken together, the coordinated action of these
different transport proteins culminates in the effective
fulfillment of a complex biological function.

APPENDIX

To illustrate some quantitative aspects of important
transport-related phenomena, we will provide here a few
examples using some of the equations discussed in the
text.

Equation 10

The permeability coefficient of ethanol (in case of an
"average membrane") is approximately 1.1 x 10~3 cm/sec.
This means that if the concentration difference across
the membrane is IM, 1.1 mmol ethanol would flow
across 1 cm2 membrane area in 1 sec. If we put cells in
medium containing 2 mM ethanol (i.e., the concentration
gradient between the extracellular space and the initially
alcohol-free intracellular equals 2 mM), the initial rate of
transport is:

J = L I x 10~3 cm/sec x 2 x 10~3 M

= 2.2 x 10~6 mol/sec/cm2

Equation 12

At physiological temperatures (37 0C = 310 K), and if the
solute is completely impermeable across the membrane



(a = 1), Eq. 12 can be written as An = 25.4 AC in atm,
or 2573 AC in kPa, where AC is expressed in mol/liter.
This means that if the difference in solute concentration
is 1 mol/liter, the osmotic water flow through the
semipermeable membrane can be prevented by applying
25.4 atm at the more concentrated compartment.

It is important to note that in order to calculate
the osmotic concentration (e.g., in osmole/liter or osM),
the concentration of all osmotically active particles
should be added together. For example, if a solute
is composed of 150 mM NaCl, 50 K2SO4, and 130 mM
sucrose, each of which is practically impermeant through
the membrane compared to water, then the total active
osmotic concentration of this fluid would be:

NaCl:

150 x 2 (for Na+ and Cl") = 300 mosM

K2SO4:

50 x 3 (for K+ plus K+ and SO4
2") = 150 mosM

Sucrose:

130 x 1 = 130 mosM

that is:

300 + 150 + 130 = 580 mosM

When animal cells are placed in such a solution, they
will shrink because the external osmolarity is higher than
the physiologic internal osmolarity (approx. 290 mosM).
Since in this case the extracellular osmotic concentration
is twice as much as the internal one, cells will shrink by
50% (they behave as perfect "osmometers"). The rate of this
shrinkage will be determined by the osmotic permeability
coefficient (Lp) of the membrane. Lp can be expressed
as cm3/(cm2 x sec x osM) = cm/(sec x osM). The numeric
value of Lp shows how many cm3 water can flow across
a 1-cm2 membrane area if the difference in the osmotic
concentration is 1 osM. If we multiply the value with the
molal volume of water (= 55 mol/liter), we get the water
permeability units in cm/sec.

The water permeability of the red cell membrane is
0.02 cm/sec, or expressed in osmotically more explicit
terms:

0.02/55 = 3.6 x 10~4 cm3/(cm2 x sec x osM)

Let us calculate how fast the water movement will occur
if we place the cells in the above solution:

eTwater = 3.6 X 10~4 CHl3/(CHI2 X SeC X OsM)

x 0.29 osM = 1.04 x 10"4 cm3/(cm2 x sec)

or 104 nL/(cm2 x sec) or 1.04 x 10"7 L/(cm2 x sec)

The surface area of a single red cell is approximately
1.5 x 10"6 cm2; thus the initial rate of water flow out of a

single cell would be:

1.04 x 10"7 L/(cm2 x sec) x 1.5 x 10"6 cm2

= 1.56 x 10"13 L/sec

The volume of the red cell is approximately 0.9 x
10"13 L; so to lose half of this with the above rate would
last 0.45/1.56 = 0.29 sec. (In reality a little more time will
be required since as water moves out, the osmotic gradient
decreases.)

Equations 14 and 15

To calculate the resting plasma membrane potential in an
"average" animal cell, let us assume the following intra-
and extracellular ion concentrations and permeabilities:

[K]1n = 140 mM, [H0Ut = 4.5 mM,

PK = 5 x 10~7 cm/sec

[NaIin = 20 mM, [Na]out = 145 mM,

PNa = 5 x 10~9 cm/sec

[Cl]1n = 10 mM, [Cl]0Ut = HO mM,

Pci = 1 x 10~8 cm/sec

Substituting these values into Eq. 14, we get:

Note that a 5000-fold increase in PNa, with all
other values remaining the same, would depolarize the
membrane to +48.2 mV.

Using Eq. 15, we can calculate the magnitude of the
current carried by a certain ion at a given membrane
potential.

Suppose that the membrane is depolarized to (and held
at) —55 mV. In this case, the net driving force acting on
Na+ will be the difference between Em = — 55 mV and the
Na+ equilibrium potential. The latter is:

£N a = -601og(Nai/Nao)

= -601og(20/145) = -601og0.138

= +51.6 mV

The difference is therefore

-55 mV - (+51.6 mV) = -106.6 mV.

This will drive Na+ into the cell. If the conductance of
Na+ (gNa, the electrical equivalent of permeability) at this
voltage is 0.3 mS/cm2 (S stands for Siemens, the reciprocal



of ohm), the Na+ current (i^a) will be:

*Na =gNa(Em-ENa) = 0.3 mS/cm2 x (-106.6) mV

= -31.98 uamp/cm2

Similarly, we can calculate the initial K+ current under
the same conditions, assuming that g^ is 0.9 mS/cm2 at
-55 mV.

Ek = -60\og(Ki/Ko) = -601og(140/4.5)

= -601og31.1 = -89.6 mV

Thus,

(Em - EK) = -55 - (-89.6) = +34.6 mV

From this:

iK = 0.9 mS/cm2 x 34.6 mV = +31.14 uamp/cm2

Taken together:

N̂a + *K = —31.98 uamp/cm2 + 31.14 uainp/cm2

= —0.84 uamp/cm2

Thus a small net flux of positive charges would occur
into the cell (and this should be counterbalanced by voltage
clamping).

Note that at near-threshold levels (when the difference
between the rate of positive charges moving into and out
of the cell is little), Cl" fluxes may have a significant
modifying ("buffering") role. If, however, g^a becomes
overwhelming, Cl contribution becomes negligible.
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INTRODUCTION

Micropropagation, and in vitro propagation are the
most common terms used now for clonal, true-to-type
propagation of plants by a variety of tissue and cell
culture methods. This implies the culture of aseptic
small sections (i.e., explants) of tissues and organs, in
vessels with defined culture media and under controlled
environmental conditions. Micropropagation is at present
the most commercially efficient and practically oriented
plant biotechnology, resulting in rapid generation of a
large number of clonal plants, which are in many cases also
virus- or other pathogen-free. Moreover, micropropagation
is now the technical link in the commercialization of
transgenic and otherwise genetically modified plants.
Efficient production of transgenic plants relies heavily,
if not exclusively, on the ability to regenerate whole plants
from those cells, tissues, or organs in which "foreign"
DNA has been inserted and expressed. Additionally,
micropropagation and other tissue culture techniques,
as well as new modalities in molecular biology, allow
for faster testing of new genotypes or field selections of
plants, as compared with the lengthy traditional breeding
and selection of commercial plants.

Plant cloning through in vitro methods, by regeneration
of whole plants from cells and cell clusters, tissue,
and organ explants, has been known since the 1940s
(1-4), mainly under experimental, small-scale laboratory
conditions. In vitro mass production of clonal propagules
of a small number of agriculturally important plants,
primarily ornamentals, became practical in the early
1970s (5-7). Since then, the diversity of plant species
that can be propagated in vitro has dramatically
increased, and it is now practiced on a commercial
scale worldwide, resulting in over 600 million plants
annually, 60-75% of them flowers and ornamental plants
(8-12). Micropropagation is now an integral part of the
plant propagation industry, complementing or replacing
other methods of clonal vegetative propagation (cuttings,
grafting, division, and separation), or in some cases
also propagation by seeds. The history, science, and
practice of plant micropropagation have been dealt with
extensively in several books and reviews (4,6,11,13-24).
In the following, the basic principles of plant regeneration
in vitro and various micropropagation procedures will
first be outlined and reviewed, followed by laboratory
operation. World distribution of the micropropagation
industry and trends, along with the applied, economic,
and commercial considerations, will be presented and
evaluated.

PLANT REGENERATION IN CELL, TISSUE, AND ORGAN
CULTURES

Generative (Sexual) and Vegetative Propagation (Cloning)

Plant reproduction by seeds (sexual propagation) is
routinely used, is usually inexpensive, and is easy for most
field crops and vegetables. This is possible in homozygous
plants and in annual plants for which pure seeds can be
produced by back crossing, in a relatively short period of
time. However, most perennial heterozygous cultivated
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INTRODUCTION

Micropropagation, and in vitro propagation are the
most common terms used now for clonal, true-to-type
propagation of plants by a variety of tissue and cell
culture methods. This implies the culture of aseptic
small sections (i.e., explants) of tissues and organs, in
vessels with defined culture media and under controlled
environmental conditions. Micropropagation is at present
the most commercially efficient and practically oriented
plant biotechnology, resulting in rapid generation of a
large number of clonal plants, which are in many cases also
virus- or other pathogen-free. Moreover, micropropagation
is now the technical link in the commercialization of
transgenic and otherwise genetically modified plants.
Efficient production of transgenic plants relies heavily,
if not exclusively, on the ability to regenerate whole plants
from those cells, tissues, or organs in which "foreign"
DNA has been inserted and expressed. Additionally,
micropropagation and other tissue culture techniques,
as well as new modalities in molecular biology, allow
for faster testing of new genotypes or field selections of
plants, as compared with the lengthy traditional breeding
and selection of commercial plants.

Plant cloning through in vitro methods, by regeneration
of whole plants from cells and cell clusters, tissue,
and organ explants, has been known since the 1940s
(1-4), mainly under experimental, small-scale laboratory
conditions. In vitro mass production of clonal propagules
of a small number of agriculturally important plants,
primarily ornamentals, became practical in the early
1970s (5-7). Since then, the diversity of plant species
that can be propagated in vitro has dramatically
increased, and it is now practiced on a commercial
scale worldwide, resulting in over 600 million plants
annually, 60-75% of them flowers and ornamental plants
(8-12). Micropropagation is now an integral part of the
plant propagation industry, complementing or replacing
other methods of clonal vegetative propagation (cuttings,
grafting, division, and separation), or in some cases
also propagation by seeds. The history, science, and
practice of plant micropropagation have been dealt with
extensively in several books and reviews (4,6,11,13-24).
In the following, the basic principles of plant regeneration
in vitro and various micropropagation procedures will
first be outlined and reviewed, followed by laboratory
operation. World distribution of the micropropagation
industry and trends, along with the applied, economic,
and commercial considerations, will be presented and
evaluated.

PLANT REGENERATION IN CELL, TISSUE, AND ORGAN
CULTURES

Generative (Sexual) and Vegetative Propagation (Cloning)

Plant reproduction by seeds (sexual propagation) is
routinely used, is usually inexpensive, and is easy for most
field crops and vegetables. This is possible in homozygous
plants and in annual plants for which pure seeds can be
produced by back crossing, in a relatively short period of
time. However, most perennial heterozygous cultivated
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plants, including many ornamental plants, plantation
crops, and fruit trees, are propagated vegetatively
by a variety of techniques (i.e., cuttings, layering,
separation, division, grafting, and budding), resulting in
true-to-type clonal plant material (13). In this respect,
in vitro propagation is synonymous with vegetative
propagation, the main differences between cuttings and
micropropagation being:

1. A very small plant part (explant), usually in the
range of a few millimeters or less, is being used as
starting material for in vitro propagation.

2. The explant is maintained in vials, in a defined
and balanced culture medium, and under controlled
environmental conditions.

3. Micropropagation is carried out under aseptic
conditions.

4. Micropropagation usually results in numerous clonal
propagules per unit of initial (stock) plant material,
many times over that by other means of vegetative
propagation, and in a much shorter time. Therefore,
a dramatic increase of the "propagation coefficient"
is obtained.

Totipotency and Regeneration

The general basic aspects of plant regeneration in vitro
are common to all micropropagation procedures. They
rely on the unique totipotency of plant cells, that is,
the regeneration of whole plants from individual cells,
or groups of cells from within a tissue or an organ,
expressing the full plant genome (25,26). This potential
for regeneration is usually realized after the tissue or
the organ, or in some cases isolated callus, have been
excised from the source ("mother") plant and the resulting
explant is placed on a defined culture medium in vitro.
Exceptions include young seedlings that can be cultured
intact without prior excision. Regeneration involves the
following consecutive events (2,3,26):

1. Dedifferentiation of the source tissue or organ
that results in the activation of physiological
and molecular mechanisms that lead, under the
appropriate endogenous and exogenous conditions,
to cell division.

2. Active cell division in the entire cut surface, or
localized meristematic activity in specific regions
of the explant, or both. This often, but not always,
results in proliferation of a callus tissue.

3. Organization of defined promeristems and meris-
tems, which occurs within the zones of active cell
division and results in formation of shoot or root
meristems, or both. In several cases clusters of meris-
tems may form, leading to regeneration of groups of
shoot meristems.

4. Regeneration and differentiation of new organized
structures from those meristems, resulting in
organogenesis (formation of new shoot buds or new
roots) or in somatic embryogenesis (the bipolar
differentiation of somatic embryos).

The different pathways of regeneration in tissue culture
are presented schematically in Figure 1. Organogenesis
and somatic embryogenesis may be direct, originating
from the explant and not involving callus formation, or
indirect, from a callus tissue that is formed first. The
difference between direct and indirect regeneration, and
between the different types of regeneration (see below)
is important mainly where it relates to genetic stabil-
ity of the resulting plantlets and to the propagation rate
(coefficient). A callus stage, and meristem organization
from callus cells, usually lead to more genetic aber-
rations than direct regeneration (20,22,27). The entire
micropropagation process must be carefully controlled
and monitored, otherwise it may result in generation of
plantlets that are not true to type. Regeneration (both
organogenesis and somatic embryogenesis), in contrast
with proliferation of axillary buds, may also be a dis-
advantage for clonal propagation of chimeric varieties.
The problem of tissue stability and trueness to type is
discussed separately. Some micropropagation stages do
not necessarily involve a regeneration process. Culture
of shoot tips, for example, may lead to proliferation of
already-existing axillary buds, but their further develop-
ment into plantlets involves a regeneration process (i.e.,
root formation).

Major basic Types of Micropropagation

Axillary Bud Proliferation. Axillary bud proliferation
in vitro is usually considered a convenient route for
micropropagation, although the final number of newly
regenerated plantlets can sometimes be lower than in
other methods. Because axillary bud proliferation does
not include a callus stage, it is considered "safer" for
the preservation of clonal characteristics. In fact, this
pathway does not involve regeneration of new buds,
since bud meristems already exist in the axils of leaves
(16,19,20,27). However, because of apical control, they
normally do not develop in planta until the stem elongates
and grows. Thus the short stem tip that is used as
an explant already contains many axillary buds, at
different stages of development, condensed in a small
explant. A very large number of otherwise quiescent
axillary shoot buds grow extensively when the shoot
tips, or even small apical meristems, are excised and
cultured in an appropriate medium, usually containing
high concentrations of cytokinins. Both the excision of
the explant and the cytokinin-rich medium "activate" the
buds, leading to massive proliferation of many side shoots.
After induction, these shoots are separated for further
culture and rooting.

Organogenesis: Formation of Shoots, Roots, and Special-
ized Structures. Organogenesis from explants, or from cal-
lus and cell cultures, results in de novo formation of shoots
and/or roots. These two events may take place simulta-
neously during culture, but frequently either shoots or,
less frequently, roots are formed first. Regeneration of
the complementary organ occurs only later, either in the
same medium or after subculture to another medium and
under environmental conditions that favor the formation



Figure 1. Plant regeneration in cell, tissue, and organ cultures: explants, steps involved, and
regeneration processes that lead to micropropagation. The sources of explants are shown in
rectangles (regular letters); the primary, intermediate, and final "products" of micropropagation
are in ovals (capital letters), the major regeneration processes are in rectangles (bold, italics).
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of the specific organ. Organogenesis starts with a distinct
organization of a group of a few meristematic cells (meris-
temoids), directly within the explant or from the callus,
that later turn into a shoot or a root meristem (3,20,22,27).
The type of explant, composition of the culture medium
(especially the balance of growth regulators), and the envi-
ronmental conditions during culture affect the formation
of either a shoot or a root meristem.

Once shoot or root meristems have been organized,
they start developing, forming small shoots and roots.
Further stages of organization, differentiation, and growth
include the formation of functional vascular connections
between the developing shoots and roots, finally giving
rise to plantlets in vitro. This sequence of events and
operations result in new plantlets that are removed from
the vials and subjected to ex vitro conditions that include
acclimatization and cultivation under greenhouse or field
conditions. In some cases organogenesis brings about the
formation of modified shoots and roots, usually storage
organs such as bulbs and tubers. Here, the shoot or
the root meristem forms as described previously, but
instead of further growth and elongation, minibulbs,
minitubers, or minicorms (depending on the specific
genotype) soon develop. These can grow further or become
dormant, depending on the culture conditions. These
storage organs can also develop from axillary buds without
true regeneration, especially when basal plates of bulbs
or certain corm and tuber tissues are used as primary
explants.

Somatic Embryogenesis. Somatic embryogenesis is dif-
ferent from organogenesis in that regeneration and orga-
nization is bipolar: The shoot and the root meristems
are formed simultaneously from progenitor cells that give
rise to a group of cells known as proembryonic masses
(22,26,28). As with organogenesis, differentiation and
organization of a somatic embryo take place directly in
the explant or from the callus, depending on the type of
explant, composition of the culture medium, and the sub-
culture regime. Usually, a two-stage culture is involved:
first, induction of proembryonic masses, which is fre-
quently favored by an initial exposure of the tissue to 2,4-D
or other auxin-type growth regulators; second, by transfer
of the proembryonic cultures to a medium with a modified
composition from which the auxin has been removed, in
which the somatic embryos fully differentiate. Somatic
embryogenesis is often favored by culture in agitated
liquid medium. The patterns of differentiation are very
conserved (26,28). First, globular embryonic structures
are formed. This is followed by the "heart" stage, in which
the shoot and root meristems can be clearly distinguished
at the two poles, and continues to the "torpedo" stage,
at which elongation of the shoot, and especially the root,
takes place, and vascular connections between the two are
established. This coordinated development results, after
some time, in the formation of a well-organized somatic
embryo or plantlet. Careful control of medium composition
and subculture regimes is required in many cases to obtain
synchronized development of the somatic embryos. The
possibility for large-scale formation of somatic embryos
has set the stage for developing the concept and practice

of "artificial seeds," also referred to as "synthetic seeds"
(29). Commercial micropropagation has proved itself use-
ful when true seeds either are unavailable or inadequate,
and production of clonal artificial seeds may become an
alternative to traditional seeds, offering a unique combina-
tion of traits to the market (17,30). Since somatic embryos
are functionally similar to regular embryos that are con-
tained, partially or fully dormant, within the seed coats,
a procedure has been developed to handle them as seeds.
This procedure involves large-scale production of somatic
embryos, synchronization of somatic embryo development
and encapsulation in a seed coat-like "envelope" with or
without simultaneous partial dehydration of the embryos
(30,31). This is followed by storage under appropriate con-
ditions that permit further development of the plantlet at
a later stage. Synthetic seed production was aimed ini-
tially to provide sufficient survival and germination rates,
but for commercial mass production these goals have yet
to be reached.

Some examples of the organogenesis and somatic
embryogenesis patterns are shown in Figure 2.

THE PRACTICE OF MICROPROPAGATION

Micropropagation is a technique used commercially for
producing propagules for the agricultural and horticul-
tural industries. Consequently, it should be used only
when it confers a competitive advantage over the avail-
able alternative methods of vegetative plant propagation.
This means that micropropagation should enable a signif-
icant performance or cost advantage over the traditional
methods for propagating the particular crop (32).

Advantages and Disadvantages of Micropropagation

Micropropagation offers significant advantages in quality,
quantity, and economics over conventional vegetative
propagation for many species (11,16). Moreover, these
advantages support the relatively early arrival, in
commercial quantities, of newly bred and selected plants
to the marketplace. There are, however, several inherent
disadvantages (16). The advantages are:

1. A very large number of clonal propagules may
be produced within a relatively short time span,
reaching an exponential increase of the propagation
coefficient. Depending on the multiplication rate
(i.e., the average number of new propagules
produced from one explant within a unit of time),
thousands and millions of plants can be rapidly
produced in vitro from relatively few selected source
plants.

2. Production of disease-free plant material with the
possibility of eliminating viral, bacterial, and fungal
contamination. Diseases that are carried over from
source plant material are a significant limiting factor
in conventional plant propagation (33). Specific in
vitro techniques that are designed to control and
limit this phenomenon (see other entries in this
volume) address the issues of contamination and its
negative ramifications.



Figure 2a. Major types of regeneration and micropropagation. 1. ScMa scale culture: callus
production (high auxin); 2. Scilla scale culture: organogenesis resulting in bulblet and plantlet
formation (high cytokinin); 3. stages of celery somatic embryogenesis, from test tubes to plants:
a. free-floating embryos with single, heart-shaped embryo, b. embryo clusters in liquid medium
in bioreactor, c. in vitro rooting of plantlet on paper bridge, d. transplants after acclimatization;
4. Jaffa orange stem explants: left, shoot formation with callus at base (medium auxin); center,
callus with root formation (high auxin); right, simultaneous shoot and root formation (balanced
growth regulators); 5. tobacco regeneration in vitro: leaf, root, and callus formation; 6. callus, right
and juice vesicles, left, from a lemon fruit explant; 7. scanning electron micrograph of callus cells
cultured from peel of a young lemon fruit.



Figure 2b. Operations, steps, and modalities in micropropagation. 1. Preparation room:
Platycerium fern mother plant on bench, prior to explant excision and culture; autoclave and
storage shelves in background; 2. aseptic laminar flow work table with tools for micropropagation;
3. test tube rack with date palm cultures (courtesy of Rahan Meristem, Propagation Nurseries);
4. Stage III, in vitro pineapple plants in agar-based medium in plastic growing vessel (courtesy
of Rahan Meristem); 5. meristematic clusters of Lilium cultured in a pre sterilized, disposable
bioreactor (courtesy of Prof. M. Ziv); 6. rooted, Stage III banana plantlets grown at different light
intensities (courtesy of Rahan Meristem).



3. The ability to produce and maintain a large
stock of true-to-type propagation material. Species
and cultivar-specific methods have been developed
to provide the maximum number of true-to-type
plantlets from a minimal number of selected source
(mother) plants. This guarantees a consistently high
degree of likeness between the source plant and
the product. This issue is of primary importance for
commercial propagation (34).

4. The ability to air-ship large quantities of microprop-
agated propagules quickly, efficiently, and relatively
inexpensively. As many as 30,000-50,000 in vitro (in
closed vials or small containers), or 3,000-10,000 ex
vitro (acclimatized) plants can be packed into a cubic
meter of shipping space.

The disadvantages are:

1. Contamination (endogenous and/or exogenous): The
greatest economic losses, direct and indirect, in com-
mercial micropropagation, are caused by endogenous
and/or environmentally induced contamination of
plant cultures.

2. Higher than acceptable levels of somatic variation,
plant variants, genetic, or epigenetic, can be the
result of poor source plant selection or incomplete
monitoring of production methods, processes, and
plant material during micropropagation.

3. Losses incurred during transfer of micropropagated
plants to the ex vitro, acclimatization stage: in
vitro plants that are not in optimal condition,
combined with inadequate acclimatization methods,
can account for significant waste and economic loss
in a commercial facility.

4. High production costs: The combination of expen-
sive laboratory technology and facilities, and the
labor-intensive nature of tissue culture, often ren-
der micropropagation economically unfeasible and
engender costs that are untenable for certain plants,
varieties, or markets.

Stages of Micropropagation

Plant micropropagation is an integrated process in which
cells, tissues, or organs of selected plants are isolated,
surface sterilized, and incubated in a growth-promoting
sterile environment to produce many clonal plantlets.
At least five critical and ordered operational stages are
involved (6,7), as schematically presented in Figure 3 (and
see also Figure 2):

1. Stage O—selection and preparation ofexplant source
and mother plants. The success of micropropaga-
tion is largely dependent on the quality of the
source plant. Selection and adequate maintenance
of source plants is designed to provide assurance
that the plant is: (a) a certified, horticultural, true-
to-type representative of the desired species and
cultivar, (b) free from contamination and disease,
or can become pathogen-free using specific in vitro
procedures, (c) viable and vigorous, thus poten-
tially able to respond to the culture conditions by

Figure 3. Stages of micropropagation.

active regeneration processes. To comply with these
requirements, adequate mother plants are selected
and often "preconditioned" by a variety of growth
regimens and horticultural procedures. These may
include nutrition and irrigation; optimization of
day length, light quality, and temperature; treat-
ments with growth regulators; pruning and pest
control.

Stage V, In vivo
Individual plants in screen houses

(1-3 months)
Final growth, development, and quality
assessment takes place in this stage, prior to
planting out to field.

Stage IV, In vivo
Acclimatization ex vitro (4-8 weeks)

Micropropagated plants require a controlled
period of acclimatization during which full
autotrophic development is achieved.

Stage 111, In vitro
Plantlet establishment (4-12 weeks)

Final in vitro stage in which full plant development,
shoot elongation, and rooting are induced. Modified
growth media and environmental conditions promote

the induction of photosynthesis and autotrophic growth.

Stage II, In vitro
Regeneration and multiplication

(2 months to 2 years)
Masses of tissues are rapidly and repeatedly
subcuitured to encourage propagule proliferation.
The processes are largely controlled by and
dependent upon growth regulator protocols.

Stage I, In vitro
Establishment of viable explants in culture

(4-12 weeks)
The initial explant may range from 0.1 to 1 cm or
more in size. This stage may last for from 1 week

to 2-3 months or more.

Stage 0, In vivo
Selection and preparation of explant source and

mother plants
The success of micropropagation is largely dependent

on the quality of the source plant. Selection and
adequate maintenance of source plants is designed to

provide assurance of quality.



2. Stage I—Establishment of viable explants in culture.
The initial explant may range in size from 0.1 mm
(e.g., meristems used for establishing virus-free
plants) to about 1 cm or more (e.g., bulb scales,
stems, corms). During this stage, lasting from 1 week
to 2-3 months, or even longer, the explant is
established in culture, resulting in tissue activation
and rapid cell division. This stage is usually carried
out on agar-based media, but liquid media can also
be employed. The choice of basal media and growth
regulators at this stage is of special importance,
and may vary according to plant and tissue type
and to the desired multiplication method (6,24).
This stage is also used to screen for microbial
contamination and agricultural fitness, by continual
visual monitoring. The relatively few primary
explants thus established, and their small size,
render this the most cost-effective and efficient
stage for evaluation and treatment of in vitro plant
material.

3. Stage II—Rapid regeneration and multiplication of
numerous propagules. Primary explants that have
successfully passed through the former stage are
used for generation of numerous clonal propagules.
Masses of tissues are repeatedly subcultured asepti-
cally onto new culture media that encourage propag-
ule proliferation. The types of regeneration and
proliferation are largely dependent on growth regu-
lator combinations. A high proportion of cytokinins
usually stimulates continued multiplication of axil-
lary or adventitious shoots, and a higher proportion
of specific auxins is required for callus proliferation
or for somatic embryogenesis. The combined and
balanced adjustment of growth regulators and vita-
mins, macro- and micronutrients and environmental
conditions are optimized to achieve maximal gener-
ation of quality, new, plant propagules (24,35,36).
Although basic media formulations tend to remain
constant, extensive experimentation may be neces-
sary to reach commercially efficient multiplication
with specific cultivars or varieties. The duration of
this stage is potentially unlimited, but usually lasts
from several months to 1 to 2 years. At the chosen
end point, the stock culture is renewed to prevent
possible accumulation of mutations and the loss of
vigor and regeneration potential.

4. Stage III—Plantlet elongation, rooting, and estab-
lishment of complete plants. After repeated sub-
cultures and screening in Stage II, the resulting
plantlets are transferred to the final in vitro stage,
which is designed to arrest rapid multiplication
and to induce the establishment of fully developed
plantlets. This includes shoot elongation, root for-
mation, and, in specific plants and where required,
formation of storage organs that serve as indepen-
dent propagation units (bulbs, corms, and tubers).
During this stage, conditions for stimulation of pho-
tosynthesis and other physiological changes are pro-
vided, allowing for autotrophic, ex vitro growth in the
acclimatization stage (6,24). This is achieved by cul-
ture media modifications (e.g., reduction of cytokinin

concentrations or their total elimination, sometimes
increased auxin levels to induce root formation, and
reduced sugar levels), and by modifying environmen-
tal conditions (e.g., increased light intensity).

5. Stage IV—Acclimatization ex vitro. The healthy
in vitro grown plantlets are usually incapable of
existence under field or greenhouse conditions,
and they require 4 -8 weeks of acclimatization
under specifically controlled conditions. The first
few days in the greenhouse are spent under low
light, high temperatures, and high humidity, often
provided by fogging or an incubator for ex vitro
plants (37). As cuticular waxes, stomatal function,
and new, functional roots develop, photosynthetic
activity is increased and plants become more self-
sufficient. Light intensity is raised, and ambient
temperature and humidity are regulated to natural-
growing conditions. Rooting hormones may be used
additionally to stimulate root development. In some
cases, especially when hyperhydric plantlets develop
in vitro, specific acclimatization procedures are
required (38).

6. Stage V— Growing out to accomplish complete devel-
opment of functioning plants. After acclimatization,
plants destined for open fields usually require addi-
tional growth and development. This is often accom-
plished in individual pots in screen/shade houses
where plants reach a level of maturity allowing them
to be safely transplanted to field conditions. Addi-
tional monitoring of trueness to type and freedom
from disease is usually carried out during this stage.

Establishing and Operating a Micropropagation Laboratory

All forms of in vitro plant micropropagation, at all
production levels, require adherence to certain basic
principles and practices.

1. Facilities. The basic structure of a tissue culture
laboratory requires areas for explant preparation,
media preparation, an aseptic plant production cen-
ter, plant growing rooms, quality control laboratory,
packing and shipping area, and space for ancillary
services such as offices, storage, and personnel sup-
port.

2. Systems and departments. Quality assurance pro-
gram (TQM, ISO 900X, etc.) (39), computer-based
information systems, a marketing and sales pro-
gram, a technical backup system for clients, and a
framework for research and development.

3. Asepsis. In vitro micropropagation and storage of
plant material requires axenic cultures and an
aseptic environment. This is achieved by combin-
ing surface sterilization of the plant material from
which primary explants are removed, followed by
planting and subculture under aseptic conditions.
Presterilized culture media and vials, and contin-
uous culture and storage of plant material in a
clean, controlled environment are employed. Asep-
tic work spaces must be buffered and isolated from
other areas of the laboratory. This usually involves



a gradient of spaces, which are progressively cleaner
and require more stringent operations as the rela-
tively aseptic plant production and transfer room is
approached. The range of techniques for achieving
asepsis in plant micropropagation is large. All facil-
ities, however, will require a plan that defines and
separates distinct work areas according to function
and degree of asepsis. Most commercial compa-
nies employ rigid regimes, which include the use
of: clean room technology, widespread disinfection
and sterilization, surface sterilization of plant mate-
rial, continual monitoring of the environment, and
regular monitoring and education of workers.

4. Environmental conditions. Maintenance of optimal
environmental conditions for the handling and devel-
opment of in vitro plant cultures is a key factor in
all operational steps. A constant balance between
complex and expensive electrical, air conditioning,
and air filtration systems is required. The most crit-
ical environmental balance should be maintained in
plant growing rooms. Different plant species, micro-
propagation technologies, and stages of growth often
demand different environmental conditions. Labora-
tories may be equipped with multiple growing rooms
and options for altering standard parameters. In
recent years, a great deal of research has dealt with
environmental factors in the growth and develop-
ment of in vitro plants, and there are experimental
data showing that many of the standard methods
described here are not optimal (40). Temperature:
in vitro growth conditions for most plants require
ambient temperatures between 22 and 27 0C. Some
species, growth stages, or storage conditions may
require different or variable temperature regimes.
Relative humidity (RH): Humidity within the plant
growth container is the most significant humid-
ity factor. It is generally accepted that the RH in
the container is approximately 98-100%. However,
recent studies indicate that for some plants, it might
be more effective to maintain RH at 88-94% (18).
Growth room ambient humidity is much lower, usu-
ally 50-80%. Room RH lower than 40% can result
in culture media desiccation, increased salt concen-
tration, and drying out of plant material. Room RH
higher than 85% may contribute to the incidence
of microbial contamination. In extreme climates or
areas with significant variation in weather condi-
tions, a humidity control system may be necessary.
Light: Conventional in vitro growth media provide
cultures with a carbon source. Although there is
some photosynthetic activity in vitro, the plantlets
do not rely on photosynthetic carbon fixation for
growth. However, light may have a photomorpho-
genetic effect on culture development, and low light
intensities are usually used for in vitro culture. Flu-
orescent lamps have been the primary light source,
with a photon density between 20 and 200 nmol/m2/s
and a standard photoperiod of 16 h (24,35).

5. Culture media. A sterile nutrient source in appropri-
ate growth containers must be provided in order
to initiate and sustain in vitro plant growth.

An appreciation and knowledge of the nutritional
requirements and metabolic needs of cultured cells
and tissues is invaluable (20,24,41). Today, synthetic
growth medium is the primary source of nutrition for
plants and plant tissues in vitro. Basal media compo-
nents are water, sugar(s) as a primary carbon source,
inorganic salts providing macro and microelements,
vitamins (some essential, others beneficial), and var-
ious hormones and growth regulators. The discovery,
isolation, and synthesis of the plant growth hor-
mones (auxins, cytokinins, gibberellins, ABA, and
ethylene) has provided the ability to achieve hor-
monal control of plant growth, development, and
regeneration. Additional factors, including complex,
undefined materials such as coconut milk, yeast
extract, or protein hydrolysates may be beneficial
for certain plants. The most widely used standard
medium formulation is that of Murashige and Skoog,
(MS) (36). Gelling of media solutions is usually
achieved with agar or agar substitutes, but liquid
media may also be used.

6. Vials, containers, and closures. The growth and
development of a plantlet in vitro is affected by light
transference, relative humidity, temperature, and
gas exchange. The microenvironment may in turn
be influenced not only by the generation and absorp-
tion of gases by the plantlet and the culture medium,
but also by the gas exchange between the room and
the vessel (8,18,24). Therefore, a multitude of con-
figurations and materials for growth containers and
stoppers is available for micropropagation. Addi-
tional specifications universally sought are avail-
ability, low unit cost, uniformity, nonphytotoxicity,
and ease in sterilization and handling. Standard
growing vessels have been glass test tubes, flasks,
and jars, but in recent years the material of choice
has been a variety of plastics, polypropylene, poly-
carbonate, often disposable, which are used for Petri
dishes, tubs, boxes, and even flexible wall disposable
bioreactors (42). Limitations in production methods
still require that most containers be small, usually
holding from 1 to 100 plantlets. Storage space for con-
tainers at various stages of use is a significant issue
in commercial laboratories. New techniques in liquid
culture often use bioreactors, which may hold from
1 to 2000 L of culture media and plant material, and
save a significant amount of space. Traditionally,
much of the equipment and materials used in micro-
propagation was adapted from other industries.

7. Packing and shipping. As a high-value, perishable
aseptic product, micropropagated plants require
packing, shipping, and handling protocols that
meet the needs of producers and customers.
The packaging area should be environmentally
controlled, clean, and a physical part of the
laboratory. Containers being shipped must be
examined carefully for contamination and vigor. This
process must be carried out in a timely fashion, and
the shipment executed promptly, in order to avoid
excess time in transit and the resulting damage to
the plants.



Crop-Oriented Micropropagation

A short summary of the status of micropropagation in
the various categories of plants is given in the following.
A detailed account of the application of micropropaga-
tion to economically important crop plants is discussed
in subsequent articles of this encyclopedia and elsewhere
(11,16,19).

1. Field crops and vegetables. Most field and vegetable
crops (e.g., cereals, corn, legumes, and tomato) are
grown in large number of plants and on large
areas, and are generally propagated by seeds,
since pure, true-to-type seeds are relatively easy
to produce and are relatively cheap. Exceptions
include several vegetables and field crops that
have been specially bred or genetically altered,
and/or for which micropropagation methods are
required for production of virus- or bacteria-
free propagation material (e.g., potato, asparagus,
artichoke, strawberry).

2. Flowers and ornamental species. Initial ventures in
commercial micropropagation concentrated on flow-
ers and ornamental plants. As traditional consumer
products with great horticultural and commercial
value, and in which the price of the individual plant
is relatively expensive, they lent themselves to the
new technology. Small laboratories, associated with
established nurseries, began experimenting with
and producing standard cut flower species, ornamen-
tal house plants, and foliage crops. Eventually, these
plants and others have been the production models
for micropropagation methods and problem-solving
techniques. Micropropagation has affected signifi-
cant changes in the industry in the past 25 years,
because of the following advantages: (a) the ability
to control or limit the frequency of off-types for many
species, resulting in a higher level of uniformity
than with conventional methods, (b) the possibility
of bringing plant material to market year round,
(c) the ability to eliminate or significantly reduce
disease, and (d) the ability to bring new varieties
and cultivars to market quickly. Most of the com-
mercial micropropagation laboratories worldwide
are primarily involved in the production of flowers
and ornamental plants, including roses, carnation,
gerbera, orchids, lilies, gladiolus, chrysanthemums,
ferns, ficuses, and many others.

3. Fruit trees and plantation crops. Fruit trees have
not been recognized as yet as a high-volume
product of commercial micropropagation. However,
the use of micropropagation for fruit trees is being
practiced commercially in several laboratories that
specialize in woody plants and fruit trees. Fruit
tree micropropagation is especially realistic for three
major purposes: (a) rapid propagation of rootstock
microcuttings (e.g., apple, apricot, peach), (b) shoot
tip grafting of virus-free varieties from selected,
disease-free mother plants (e.g., citrus, grape), (c)
rapid, large-scale propagation of micrografts for
dense orchards. Micropropagation has also become a

commercial practice for some plantation crops, both
herbaceous and woody, that require large quantities
of clonal planting material on a regular basis (e.g.,
pineapples, sugarcane, oil and date palms, and
bananas).

4. Forest trees. Although feasible, micropropagation
methods are not as yet economically viable for most
forest trees. A major constraint on the use of in
vitro procedures in forestry is the common belief
that, from the ecological perspective, the genetic
diversity of forests should be conserved, hence, the
traditional use of mixed populations of seedlings for
forestation. Three major exceptions, for which the
application of micropropagation has become most
relevant for forest trees (43), do exist; (a) breeding,
both to accelerate the process of provenance selection
and to establish selected mother trees for further
breeding; (b) clonal propagation, where uniformity
of the trees is desired in industrial forests for
pulp or specialized timber production (e.g., certain
poplar and eucalyptus genotypes); (c) whenever
a need exists for rapid, large-scale production of
selected trees for forestation. In some of these
cases micropropagation can compete with traditional
methods of vegetative propagation, and large-scale
micropropagation procedures have been developed,
for example, for some poplars, eucalyptus, and pines,
and for somatic embryogenesis of spruce (44).

COMMERCIALIZATION AND ECONOMIC
CONSIDERATIONS

Economic Considerations

The economic potential for in vitro propagation of plants
was recognized in the 1970s, when it became clear that
conventional propagation methods and equipment were
often inadequate because of the increasing incidence
of plant disease and abiotic stress and the decreasing
quality of soil and water. It was soon realized that
benefits could be gained from crop improvement and mass
production programs utilizing in vitro plant technologies.
However, the potential of rapid in vitro clonal propagation
of a given plant genotype does not necessarily mean
that this technique is also practical or economically
feasible. Moreover, the number of plant species that can
be regenerated in tissue cultures in the laboratory far
exceeds the number of plants that are actually being
micropropagated on a commercial scale. The practical
application of micropropagation relative to alternative
methods of propagation is dependent on:

1. A very high propagation rate of true-to-type plants
2. The current market value of the plant and its

potential in horticulture or agriculture
3. The cost effectiveness of micropropagation relative to

alternative, conventional methods of multiplication
for the same plant.

4. The level of plant quality that can be consistently
offered to the market.



Before embarking on the commercial production of
a particular cultivar, the following questions must be
addressed: Does there exist a practical micropropagation
technology for this species or cultivar, and is microprop-
agation expected to provide solutions to problems that
have arisen in conventional propagation? The latter two
issues are manifested in the application of micropropaga-
tion to specific groups of plants (11,16,34). Generally, the
potential of micropropagation has been realized in plants
that are normally vegetatively propagated, and where the
market price of the individual plant is relatively high.
The defining characteristics of industrialized plant micro-
propagation are size, self-sufficiency in a broad range
of activities and disciplines (e.g., production, plant nurs-
ery maintenance, research and development, and sales
and marketing), and engagement in vertically integrated
agritechnology projects. A successful industrialized plant
technology company will have achieved expertise in most
aspects of developing and growing a particular product.
When this is coupled with a business like approach to
marketing, management, and customer service, there is a
greater likelihood of economic success.

Financial Aspects of Commercial Micropropagation

Costs. Establishing a commercial micropropagation facil-
ity, and the accompanying agricultural, research, mar-
keting, and management systems that are necessary to
support it, may cost more than $1 million. Currently, the
major production cost for most laboratories is labor, which
may reach 40-60% of total costs. Size, location, and nec-
essary level of sophistication will determine the initial
investment. However, even the most primitive home- or
village-based laboratory must be backed up by a source
of quality stock plant material, technical expertise, and
appropriate research and development. This is an expen-
sive technology, and most companies, of all sizes, have had
limited financial success. This has led to a constant search
for less expensive technology and labor, resulting—among
other things—in a shift of many micropropagation com-
panies to countries where labor is relatively cheap. Alter-
natively, more automated systems can be introduced.

Prices. Reducing production costs and, therefore, prices
becomes the goal of a commercial micropropagation com-
pany. The tissue-cultured product must also demonstrate a
quantifiable advantage over traditionally produced plant
material. The agricultural community is slow to accept
change, and demands significant justification for the cost,
time, and effort involved.

Quality. Micropropagation has become an established
technology and a complex business venture commanding
high prices. In recent years the quality issues, common in
traditional manufacturing, have also arisen in commercial
plant technology. Farmers and nursery managers are
unwilling to accept the inconsistencies that plagued
micropropagation in its earlier development stages.
Agricultural companies and more sophisticated growers
demand products, education, and services in line with
the standards of the ISO 9000 system, which are being
employed worldwide. Economic survival will be awarded
only to those micropropagation companies and laboratories
that are able and willing to comply.

Source: Refs. 8,9,45,46,47.
a Including U.K. and Ireland; mostly domestic use and internal European
export.
6Many plantlets exported to be reimported as finished plants.
cIsrael produces 20 million plantlets annually, 90% of them for export.
dSouth/Central America, Former Soviet Union, Sub-Saharan Africa, China.

A Survey of World Production and Distribution

Plant tissue culture is carried out in most countries
of the world (Table 1). Commercial foci are found in
the United States, Europe, India, and in the Asian
Pacific Rim (Japan, Taiwan, Thailand, and Australia/New
Zealand). Additionally, commercial tissue culture is an
important element in commercial plant biotechnology
activities in South Africa, Eastern Europe (where cheaper
labor and overhead has created direct competition against
companies in central and Western Europe), and Israel.
China has significant research in and production of
micropropagated plant material, but it appears that most
plant tissue culture is subsidized or state-run commercial
production. Although most tissue-cultured plant material
remains in its country or region of production, 10-20% of
in vitro or acclimatized plantlets is exported. The current
trend is for in vitro production of plant material in more
developed countries and facilities, which is then shipped to
less developed, agriculturally based regions of the world for
downstream production, or more often for acclimatization
and field production. Much of the European production is
shipped in vitro to centers of cheaper labor and warmer
climate for acclimatization and planting out, and a large
quantity of the finished plants is subsequently shipped
back to Europe for distribution and sale. The high turnover
in the business makes it difficult to amass figures that are
reliable in real time. The numbers presented here (Table 1)
are the best available estimates as of 1998 (45-47).

CURRENT ISSUES AND PROGRESSION OF
MICROPROPAGATION

There are critical issues that micropropagation, whether
research or commercial, must deal with constantly. While
each is a separate issue and often a specific problem,
the issues are often integrated; for example, recalcitrance
or trueness to type may be controlled by undetected
contamination.

Recalcitrance

Recalcitrance in plant tissue culture refers to those plant
types of specific varieties or genotypes that, when produced

Table 1. Commercial Production of Micropropagated
Plantlets (production in millions of plantlets)

Country/region

United States
Europeafe

India
Asian Pacific Rim
Middle Eastc

Other regions^

Domestic use

120
100

150-200
150+

3
50-100

For export

Small pet.
Small pet

20

Approximate worldwide total

Total

120
100
150
150
23

50-100

600



in vitro, continually fail to grow or develop into healthy
acclimated plants. Contrary to laboratory experience, rou-
tine and commercially-viable micropropagation methods
have traditionally been less successful with many differ-
ent types of plants. Recalcitrant plants remain the subjects
of research and development, or are abandoned for more
amenable cultivars or species and do not rise to the level
of commercial production. The causes for recalcitrance
appear to be many and varied, and endogenous contamina-
tion, often undetected, seems to be a major one (48). Addi-
tionally, the commercial value of many ornamental plants
is due to visual characteristics such as variegation and
coloration, which often result from chimeras. Micropropa-
gation may cause disorganization of chimeras, especially
sectorial and mericlinal (49), and it is often impossible to
produce a sufficient quantity of horticulturally attractive
chimeric plants. In both research and marketing terms,
recalcitrance is the worst case, and the opportunity to
reach a solution or a product remains elusive.

Somatic Variation and Trueness-to-Type

Trueness to type refers to the degree of genetic and/or
epigenetic likeness that the micropropagated plants bear
to the source plant from which the initial explants were
taken. However, variations in micropropagated plants
can occur, under certain conditions, due to genetic
and/or epigenetic changes, thus interfering with the
reliability of micropropagation. When these changes occur
in explants that are composed of somatic cells, they
are termed somaclonal variation, but under specific
conditions changes can occur also in gametes (pollen,
ovules) that serve as explants — termed gametoclonal
variation (20,50). These changes should, and to a large
extent can be avoided, and they should be monitored.
The resulting variation in the micropropagated plants
can result from existing variations in the source plants,
or can be induced by the culture medium and/or
culture processes and conditions (50-52). Some plants
exhibit relatively frequent variation (e.g., mutations,
chromosomal aberrations) in vivo, and these plants also
tend to exhibit higher levels of somaclonal variation
in vitro. Additionally, it has been shown that the
composition of the culture media, especially quantities
and proportions of certain plant growth regulators and
other medium components, and/or length of time in
culture, may contribute to an increase in the rate of
somaclonal variation (15,50,52). New understanding of
the phenomenon and new technologies will allow for early
detection of variability (34), which is highly desirable.
Trueness to type is the most important issue for both the
micropropagation laboratory and the client, since a plant
which is not true to type is not a saleable product.

Contamination

Contamination-free culture schemes and disease-free
planting material are primary goals of micropropagation.
Endogenous and exogenous contamination of cultures from
virus, bacterial, bacteria like, fungal, and insect pests
cause the most damaging and consistent economic losses
and logistical problems in the micropropagation process.

When present, contamination can destroy the culture
or significantly weaken or change the micropropagated
plants. Contaminated cultures must usually be destroyed,
and the source of the contamination is often impossible
to discern or eliminate. The plant biotechnology industry
is going to great efforts to understand, minimize, and
treat the sources and consequences of contamination in
and associated with micropropagated plant material (48).
One solution to this problem that may be applicable in
certain cases is in vitro production of semiautotrophic
plants under non fully axenic conditions (53).

Large-Scale Production and Automation

As discussed previously, widespread use of microprop-
agation for major crops in agriculture and forestry is
still restricted because of relatively high production costs.
Therefore, in recent years, much effort has been devoted
to developing automated, robotized, and more efficient
transplant production methods. The dynamics of scaling
up must be harnessed to stringently engineered inven-
tory control and quality assurance programs. Expanded
inventories with short shelf life are especially difficult to
manage in export-based companies. Additionally, because
most crops are not planted or harvested on a year-round
basis, there are peaks in the production schedule. Thus
commercially viable, year-round employment of staff and
facilities and maintenance of large stocks of start up
cultures are necessary. Developing low-cost, automated
mass-propagation systems for producing in vitro plantlets
will become more and more important in the twenty-first
century (54,55). The following issues seem most relevant:

Liquid culture. Despite its many advantages, the use
of liquid culture systems is still a subject of considerable
research, and there are several physiological limitations
to propagation of many plant species in immersed
culture. Among these are hyperhydration (vitrification)
(24,38), deformation, and somaclonal variation because
of sometimes uncontrolled multiplication (56). Although
these conditions may appear also in agar-based, semisolid
micropropagation schemes, the relatively small number
of plants usually minimizes the damage. In the event of
contamination, the entire liquid culture system may be
destroyed or damaged, and the technical problems and
economic losses are potentially severe.

Plantlet complexity. Systems using semiautomated,
automated, robotized, or computer-aided excision tools
and procedures for subculturing are hampered by the
complex and unique nature of the plant material. Tools
or systems are often appropriate only for one plant type
or culture protocol, and for many commercial laboratories
the combination of these two issues makes the systems
undesirable.

Costs. In addition to the basic costs of establishing
and operating a plant micropropagation laboratory, the
high costs associated with the research, development,
and purchase of automated systems limit their use.
Established companies usually consider it as an option
only for a high-volume, single product. Additionally, when
robots or machines become unnecessary, they remain in
house and continue to utilize space and resources.



Practical applications. Many pitfalls and unsolved prob-
lems remain in the scaling up and full automation of plant
micropropagation. As a result, many commercial labora-
tories have successfully implemented partial or semiau-
tomation, for example, development of a prototype for the
automated manipulation of growth containers with in vitro
plants. This robotic system carries out the sterile exchange
of liquid medium at an accelerated rate with minimal
worker participation. There are processing systems where
media components are measured, mixed, processed, and
poured into containers using computer programming and
minimal human support. Based on need and experience,
each laboratory creates many original, in-house solutions
to the problems of time, space, and costs (57-60).

ADDITIONAL IMPLICATIONS OF MICRPROPAGATION

In addition to the internationally accepted use of in vitro
culture and plant regeneration for commercial rapid clonal
propagation, this technique is highly important for several
other purposes, as discussed earlier (61) and in other
articles of this encyclopedia:

1. Production and maintenance of pathogen-free stock
plants

2. Long-term in vitro conservation of germplasm
3. Selection and generation of transgenic plants
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INTRODUCTION

Hyperhydricity is a physiological anomaly observed by
many people working in various fields of plant tissue
culture (in vitro culture). The symptoms are not clear
cut, and in many cases they are poorly recognized or not
recognized at all. In this article symptoms, causes, and
possible remedies are reviewed.

TERMINOLOGY

The first research workers who clearly recognized the phe-
nomenon, which is now routinely named hyperhydricity,
were Grout and Crisp (1). In their work with cauliflower
micropropagated the survival rate was less than 50%,
and they stated "the main problem is to develop con-
trolled water relations. . . ." Debergh et al. (2) were the
first to introduce the term vitrification. However, the term
vitrification was already used to describe two types of pro-
cesses related to tissue cultured plant material. The first
is used to describe organs and tissues having an abnor-
mal morphological appearance and physiological function.
The second meaning of vitrification refers to the transi-
tion from liquid to solid state, that is, the formation of ice
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INTRODUCTION

Hyperhydricity is a physiological anomaly observed by
many people working in various fields of plant tissue
culture (in vitro culture). The symptoms are not clear
cut, and in many cases they are poorly recognized or not
recognized at all. In this article symptoms, causes, and
possible remedies are reviewed.

TERMINOLOGY

The first research workers who clearly recognized the phe-
nomenon, which is now routinely named hyperhydricity,
were Grout and Crisp (1). In their work with cauliflower
micropropagated the survival rate was less than 50%,
and they stated "the main problem is to develop con-
trolled water relations. . . ." Debergh et al. (2) were the
first to introduce the term vitrification. However, the term
vitrification was already used to describe two types of pro-
cesses related to tissue cultured plant material. The first
is used to describe organs and tissues having an abnor-
mal morphological appearance and physiological function.
The second meaning of vitrification refers to the transi-
tion from liquid to solid state, that is, the formation of ice
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during low-temperature storage of in vitro cultured cells,
tissues, and organs (3). The second meaning is more cor-
rect based on long-term usage in cryobiology. Therefore,
the use of the term hyperhydricity is now favored, as it
refers to the major factor involved: the hydric status of the
plant material and of the environment.

SYMPTOMS

Hyperhydricity refers to anatomical, morphological, phys-
iological, and biochemical anomalies in tissue cultured
plants (Table 1). Most papers dealing with the problem
only make reference to morphological symptoms, which
are easily recognized by the naked eye. However, the
symptoms are not the same for all plants; therefore, it is
not possible to give general features describing hyperhy-
dricity, a detailed description is required for each plant
species under investigation. A consequence of the fact
that attention is only paid to the clearly visible symp-
toms is that different problems encountered in a tissue
culture procedure are not recognized as hyperhydricity.
Indeed, the phenomenon can occur in any stage of a tis-
sue culture scheme. Especially in the weaning of so-called
"normal plants" failures are most often not associated
with hyperhydricity problems, notwithstanding there is
a lot of similarity between the symptoms and problems
encountered in both cases (4,5). Too often it is not consid-
ered that hyperhydricity is a gradually evolving process,
whereby visual symptoms occur only after a certain period
of time has elapsed under certain culture and explant
conditions (3). The evaluation of hyperhydricity is fre-
quently approached from the perspective hide and seek;
when no visible symptoms are detected, the plant is called
nonhyperhydric and the treatment is called "a procedure

overcoming hyperhydricity." It is claimed that so-called
"normal plants" have been produced. This is an oversim-
plification leading to erroneous conclusions.

The only acceptable demonstration that hyperhydricity
is not a problem is the rate of success during acclimation.
In other words, hyperhydricity cannot just be evaluated
by appreciation of the plant material while still in culture,
and certainly not by a visual appreciation of plant quality.

The most obvious morphological symptoms of hyperhy-
dricity are visualized in the leaves, especially the glassy,
water-soaked outlook (Fig. 1). There are no compelling
reports on easily recognizable symptoms in stems and
roots, and therefore they are most often not easily recog-
nized.

It is obvious that most features listed in Table 1 (5-7)
are symptomatic for plants grown under conditions of (too)
high relative humidity, comparable to symptoms that have
also been described for plants growing in vivo under such
adverse circumstances (e.g., wet rot of lettuce grown in
greenhouses under winter conditions, cutting production
under a double cover).

CAUSES

Different authors have identified or pinpointed diverse
causes for the hyperhydricity syndrome. However, most
often the published information does not allow us to
formulate clear statements, because the work lacks the
scientific rigor to associate the factor under investigation
with the causes of the problem. Indeed, changing one
parameter can have tremendous consequences on many
other characteristics of the system. For example, changing
one mineral element (such as nitrogen) can have far-
reaching consequences on the pH of the medium; for most

Table 1. Different Symptoms of Hyperhydricity Reported in the Literature

Note: See 5-7.

Morphological

glassy (water-soaked)
leaves

higher propagation ratio

shorter internodes,
rosette shape

wrinkled, brittle leaves

needles stick together
(conifers)

weaning problems

often glaucous green

stem and leaves can be
thicker

Anatomical

more aerenchyma or intercellular
space

reduced cuticular wax or different
crystalline shape

more or less stomata, which are raised
and with more callose

reduced number of palisade cell layers

defective epidermal tissue: smaller
cells with few sinuous undulations

reduced or abnormal vascular system

thin cuticle

more hydathodes

abnormal organization of chloroplasts

thin cell walls

vascular deformations occurring at the
junction between root and stem

Physiological

high ethylene production

increased transpiration

changes in chlorophyll content
(higher and lower)

higher water content

nonfunctional stomata

Biochemical

hypolignification

higher phenolics content

reduced cellulose

low PAL (phenylalanine
ammonia lyase)

increased ACC (alpha-amino
cyclopropane- 1-carboxylic
acid)

increased activity of basic
isozymes

increased protein content

high activity of glutamate
dehydrogenase



gelling agents, a drop in pH lowers the gel strength
or liquifies the medium; this engenders changes in
the physicochemical characteristics of the system and
thus the water status. In general, when research is
carried out with respect to hyperhydricity, not enough
attention has been paid to the physicochemical and
ecophysiological parameters of a tissue culture system.
Therefore, it is difficult or impossible to formulate clear
conclusions, and caution is advised in interpreting the
data.

The different causes mentioned in literature have been
grouped, and are discussed in the following.

Plant Genera

The plant genus or even the species, is held to have
considerable impact on the appearance of the phenomena.
In some genera or species, hyperhydricity problems have
never been reported, while others are often referred
to in the literature: among others, carnation (Dianthus
caryophyllus L.) (8,9), globe artichoke (Cynara scolymus
L.) (2,10), and brassica species (11,12). It is striking that
the most vulnerable species, mentioned previously, are all
characterized by the presence of a prominent wax layer
on top of the leaves. Grout and Crisp (1) reported that
hyperhydricity in cauliflower was paralleled by a decrease
of wax weight.

Gelling Agent

Generally speaking hyperhydricity effects occur more
often with plants grown in a liquid than on a gellified
medium. The type and the concentration of the gelling
agent have a considerable influence on the development
of the phenomenon. Hyperhydricity occurs more often on
Gelrite™ than on agar-gelled media. Increasing the agar
concentration and choosing an agar with a higher gel
strength usually improves the quality of the plantlets
(2,10,13). However, increasing the agar concentration or
choosing a gel with a higher strength usually lowers the
propagation ratio drastically, and as a consequence the
efficiency of a micropropagation scheme.

Fundamental studies with gelling agents have been
undertaken, and have led to different hypothesis:

Figure 1. Hyperhydric (right) and "normal looking" (left)
shootlets of Oreopanax nymphaeifolius (Decne and Planch).

• The matric potential, a component of the water
potential of tissue culture media, is a major factor
associated with the induction of hyperhydricity (2,14)

• Specific agars contain toxic substances inducing
hyperhydricity (15)

• Specific agars contain an antihyperhydric agent
(15,16)

Type of Culture Vessel and Closure Device

In most reports on hyperhydricity not enough attention
is paid to the type of container and the closure device,
although they have a major impact on the gas composition
of the head space (17,18). The more air-tight a container,
the more accumulation of different components in the head
space will take place. A few considerations are formulated
hereafter:

• On different occasions accumulation of ethylene has
been associated with the occurrence of hyperhydric-
ity. However, there are no reports clearly stating that
ethylene induces hyperhydricity. It can therefore be
questioned if ethylene is the cause or a consequence
of hyperhydricity.

• The ventilation of a container influences the ambient
relative humidity in the container. Improving venti-
lation can dramatically reduce problems associated
with hyperhydricity (19, see also remedies).

Culture Room

Different features of a culture room influence the
environmental conditions (the ecophysiology) of a tissue
culture container, and as a consequence the anatomy,
physiology, morphology, and biochemistry of the plant
material in culture. Hereafter a few illustrative examples
are presented.

Although published information is not available, most
people involved in tissue culture know that the location of
a culture container on a shelf and the location of a shelf,
in a rack can, to a large extent, influence the quality of
the produced plant material. Rather often the weaning
quality of plants is better when they have been placed on



the lower shelf of a rack (without bottom heating provided
by the lamps of the lower level).

The presence or absence of condensation on the closing
device is a good indicator for a water vapor saturated head
space. Placing containers in two layers on a same shelf
can be responsible for a different ecological situation in
the containers in the two layers (Fig. 2). The velocity
of the air in a culture room, which is controlled by
the air conditioning, influences the ventilation of the
container, and this, in turn, is a function of the closure
device.

Most often the different factors mentioned are not
considered when interpreting data on hyperhydricity
studies. This can be the reason why successful approaches
in one laboratory are not efficient in another.

Cytokinins

In many reports it is argued that cytokinins are the
factor responsible for the induction of hyperhydricity.
Most often these reports only show that higher cytokinin
concentrations increase the percentage of hyperhydric

Figure 2. Placing containers in two layers on the same shelf
can be responsible for a different ecological situation in the two
layers. The bottom layer is heated by the lamps from the lower
shelf, and condensation water can be observed on the lid of the
container; the top layer is not heated, and no condensation is
observed on the lid.

plants or emphasize the symptoms. However, there is
clear experimental proof that cytokinins are evocators
of hyperhydricity (they increase the symptomatology)
(10,13), and are not inductive in se.

Enzymes

Many enzymes have been associated with hyperhydricity,
especially those related to the phenolic metabolism.
A scheme proposed by Gaspar et al. (6) shows its
involvement in lignification. It is evident that changes
in enzymes are not causative in se, but that they are the
consequences of changes in other parameters involved.
Therefore, changes in enzymes are a consequence because
they have been triggered by other parameters.

Mineral Elements

By using specific conductivity measurements and elec-
trophoretical studies, it can be proven that the min-
eral elements are not equally available in comparable
media gelled with different agars; the availability can

Table 2. Remedies

Note: See 5-7.

Physical

bottom cooling

more ventilated containers

lower the matric potential
(higher agar concentration)

solid instead of liquid media

increase light intensity

lower temperatures

Changes to standard TC media

lower ammonium concentration

lower the cytokinin
concentration or use a weaker
cytokinin

increase K+

increase Ca2+

increase Co2+

lower salt concentration

lower Mg2+

increase agar concentration or
use an agar with a higher gel
strength (see also physical)

Not conventional additives

agar hydrolysate

charcoal

potato juice

polysaccharide producing
rhizosphere bacteria

sulfated polysaccharides

pectin

fractions of bacto pepton

growth inhibitors

polyethylene glycol



range between 60 and 84% (M. Beruto and P. Debergh,
unpublished). The availability of minerals is also influ-
enced by the agar concentration. Changing one mineral
element can evoke or repress symptoms of hyperhydric-
ity (20). This is not surprising, since some ions promote
(K+, SO4

2", and Cl") or retard (NO3") the rate of gelifiea-
tion (21).

REMEDIES

Table 2 lists most of the remedies proposed in the
literature to overcome hyperhydricity. All the approaches,
except one, can be categorized either under physical
approaches or as additives to the culture medium.
The exception is that specific agars contain a "toxic
substance," inducing hyperhydricity or a nongelling, cold-
water-soluble constituent avoiding the problem (15).

From most of the remedies listed in Table 2 it is
obvious that they change the physicochemical and/or
ecophysiological characteristics of the culture environment
in the container. The agar concentration and label, as well
as most of the nonconventional additives to the culture
medium, change the water availability from the medium,
because they alter the water potential. Bottom cooling (22),
ventilated containers (19), increasing the light intensity,
and lowering the culture temperature all interfere in the
water housekeeping of the plants in culture. Generally
speaking, they promote long-distance transport in the
plants by creating a gradient in water retention capacity
between the surrounding headspace and the stomatal
cavity.

POSITIVE ASPECTS OF HYPERHYDRICITY

One of the symptoms of hyperhydricity (Table 1) is
a higher propagation ratio. When kept under control,
hyperhydricity can indeed be exploited as a tool to increase
the efficiency in a propagation scheme. This means that
the symptoms should be allowed to evolve to such an extent
that they do not become detrimental. It is impossible to
give a more precise description, as it is dependent on the
plant and the laboratory conditions.

An interesting observation is that hyperhydric meris-
tems are more readily transformed (23).
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INTRODUCTION

The earliest studies in plant cell and tissue culture have
noted genotypic differences in growth properties, both



within species and between plant genera. Monocots have
earned a reputation for being unresponsive or recalcitrant
in culture; however, this is not an entirely deserved
or fair generalization. For many monocot species it has
been demonstrated that efficient methods for culture can
be developed when account is taken of characteristics,
such as cell physiology and developmental biology, which
may differ from those of model dicot species such as
tobacco.

With respect to their classification, it is recognized that
monocots comprise a diverse group of plant genera and
that the boundaries between monocots and dicots may
not be absolute in terms of their evolutionary relation-
ships. For example, certain dicotyledonous families such
as the Aristolochiaceae possess attributes considered typi-
cal of monocotyledons. Similarly, some monocotyledonous
families such as the Araceae and Dioscoreaceae resem-
ble families that are assigned to the dicotyledons (1). The
research effort in developing culture conditions for mono-
cots has not been evenly spread across the major families.
Interest is focused on plant species that have economic
importance in agriculture and horticulture. Thus the
Poaceae may have been given a disproportionate amount
of attention owing to their ubiquity and significance as
cereals and pasture grasses.

Research into monocot tissue and cell culture has
largely been driven by applications of the technology, as
opposed to academic curiosity. Applications of plant tissue
and cell culture include micropropagation, embryo rescue,
production of haploid plants, and genetic transformation.
The major techniques include initiation of callus cultures
and regeneration of plants, protoplast culture, anther
and pollen culture, and meristem culture. The status of
monocots will be summarized in this article with respect
to these procedures. The description of monocot families
will follow the treatment of Dahlgren et al. (2).

INITIATION OF CALLUS CULTURES AND REGENERATION
OF PLANTS

Callus cultures are typically formed through the prolif-
eration of tissue when plant cells multiply in a disorga-
nized fashion, stimulated by growth-regulating substances
added to the nutrient culture medium. The term callus is
derived from the wound callus formed by many plants in
response to damage. Although it is notable that this wound
response is not typical of monocots, most species will form
callus tissue when explants are placed on growth medium
containing exogenous growth substances (auxin, or a mix-
ture of auxin and cytokinin). However, these callus tissues
are frequently not capable of sustained proliferation or
plant regeneration.

In monocots, regeneration of plants can often be
achieved through a process of somatic embryogenesis,
which refers to the formation of embryonic structures
from somatic cells. This is a commonly observed tis-
sue culture response in monocots, and can be induced
from a variety of immature tissues and meristems. As
with disorganized callus growth, somatic embryogenesis
is induced by applications of exogenous growth sub-
stances, but in this case plants are regenerated directly

from proliferating somatic embryos following their trans-
fer to medium containing reduced levels of the growth
substances. This mode of culture and regeneration has
been reported for a very wide range of monocot fami-
lies, including the Agavaceae, Alliaceae, Alstroemeriaceae,
Arecaceae, Asparagaceae, Dioscoreaceae, Iridaceae, LiIi-
aceae, Musaceae, and Poaceae.

A common characteristic of monocots is that tissue
culture response is closely linked to the developmental
state of the tissue being cultured. In members of the
Poaceae, it has long been recognized that regenerable
cultures could only be initiated from immature explants
containing meristematic cells, or cells that still retained
a capacity for active cell division. The competence to
respond in culture is rapidly lost as tissues mature, as
was demonstrated in several cereal species using leaf
or inflorescence cultures. For example, in sorghum it
was shown that very young leaf tissue could express
totipotency to the extent of forming somatic embryos,
but that the ability to respond was rapidly lost as the
leaves matured (3). Similar gradients of culture response,
associated with the developmental state of the tissue
being cultured, have also been described in other monocot
families such as the Alliaceae, Alstroemeriaceae, and
Amaryllidaceae.

There exist monocots that show greater plasticity
with respect to tissue culture response. For example,
in Anthurium spp., plants have been regenerated from
cultures initiated from roots, as well as from leaves,
petioles, spadices, spathes, lateral buds, and shoot tips (4).
However, it is interesting to note that as a member of the
Araceae, Anthurium is in a family that is considered to
have strong affiliation with the dicots.

PROTOPLAST CULTURE

Protoplasts are isolated plant cells that have had their
cell wall removed, generally following digestion in an
enzyme solution with cellulase and pectinase activities.
Monocot protoplasts were the focus of intense research
activity in the 1980s, as they were an attractive target
material for genetic transformation experiments as well
as a means of producing somatic hybrid cells following
protoplast fusion.

Exploitation of the potential of plant protoplasts
requires an ability to regenerate plants, but in comparison
to amenable dicot species, this has proved technically
difficult in many monocot species. In part these difficulties
can be attributed to the loss in competence to respond
in culture that is observed in many monocots as the
cells differentiate and the tissues mature. Thus, despite
intensive experimental efforts over many years, there
are no confirmed reports of plant regeneration from
protoplasts isolated from expanded leaves of any member
of the Poaceae. Plant regeneration in grasses and cereals
has generally been achieved by initiating embryogenic
suspension cultures as a source of totipotent protoplasts.
Similarly in the Alliaceae and Musaceae, cell divisions
have not been observed in protoplasts isolated directly
from the plant, but only from protoplasts isolated from
cells cultured in liquid suspension.



Protoplasts have been used successfully for the genetic
transformation of a number of cereal and grass species,
following direct gene transfer through the protoplast mem-
brane using electroporation or chemical treatments. How-
ever, the technical problems associated with monocot pro-
toplast culture mean that the use of protoplasts for genetic
transformation has largely been superseded by other
methods for gene transfer including microprojectile bom-
bardment and Agrobacterium-mediated transformation.

The problems associated with routine culture of
monocot protoplasts are also reflected in the limited
application of protoplasts for the production of somatic
hybrids in monocots. Exceptions are found in the
Poaceae, where plants have been recovered in some novel
intergeneric combinations following protoplast fusion, for
example, with Oryza sativa + Echinochloa oryzicola (5).

ANTHER AND MICROSPORE CULTURE

Anther and microspore culture is one area of plant
tissue culture in which monocots are well represented.
These techniques follow from the discovery by Guha and
Maheshwari in the 1960s that immature pollen of the dicot
Datura innoxia could be induced to divide and form haploid
embryos in cultured anthers. In subsequent studies,
members of the Poaceae were also found to be responsive to
anther culture for the production of pollen-derived plants.
In cereal and grass species, anthers are generally collected
when the microspores are at a middle or late uninucleate
stage, and cultured under conditions that allow the
development of embryos directly from the microspores
through sustained cell division. Embryos are formed after
three to five weeks aseptic culture of the anthers on solid
or liquid nutrient media. The technique has been applied
extensively, particularly in China, for the production of
true-breeding doubled haploid lines for agriculture.

Refinements in the technique have enabled researchers
to culture isolated microspores. In initial studies dividing
microspores were isolated from precultured anthers. More
recently these results have been extended so that in
species such as rice, barley, and wheat, methods have
been developed for inducing freshly isolated microspores
to undergo cell division and produce viable embryos in
culture. As with protoplasts, isolated cereal microspores
have been used successfully as targets in genetic
transformation experiments.

Success with monocot anther and microspore culture
is not confined to the Poaceae. Examples of plant
regeneration from microspores in cultured anthers are
also found in the Liliaceae and Asparagaceae.

MICROPROPAGATION

Micropropagation using tissue culture is a widely applied
method for producing large numbers of plants of a
desired genotype. Orchids (Orchidaceae) were among the
first plants to be micropropagated commercially. The
technique involved the culturing of small explants from
the mother plant under conditions that stimulate the
explants to produce many shoot primordia. In most cases,
micropropagation depends on the constant development

of organized meristems rather than the proliferation
of disorganised callus tissues. The maintenance of an
organized plant structure is believed to favor clonal
uniformity, and reduce the frequency of deleterious
mutations that are commonly observed in plants derived
from tissue culture. The phenomenon of genetic change
occurring as a result of tissue culture has been termed
somaclonal variation.

Micropropagation has been applied to many monocots of
horticultural and ornamental interest. Examples include
agave and yucca (Agavaceae), flowering bulbs (Amaryll-
idaceae and Iridaceae), oil palm and coconut palm (Are-
caceae), pineapple (Bromeliaceae), yam (Dioscoreaceae),
orchids (Orchidaceae), and ginger (Zingiberaceae).

Another technique that can be considered in the
context of plant tissue culture and micropropagation
is meristem culture, which involves the use of shoot
meristems to initiate cultures. Since plants infected with
virus frequently have virus-free meristems, the technique
has been used as a method for virus elimination. Meristem
culture was pioneered by Georges Morel in the 1950s
and has been successfully applied to monocots, including
members of the Agavaceae, Alliaceae, Asparagaceae,
Orchidaceae, and Poaceae.

Both cultured meristem tips and larger micropropag-
ules can be stored at low temperature or cryopreserved in a
frozen state. Both approaches have been used successfully
in monocots for the preservation and storage of valuable
plant materials.

EMBRYO CULTURE

Embryo culture includes culture of both immature
embryos and mature embryos. In monocots, immature
embryos have been used as a convenient starting material
for initiating embryogenic cultures capable of plant
regeneration (see the section on initiation of callus cultures
and regeneration of plants). Alternatively developing
embryos may be brought to maturity in an aseptic
environment, and this has led to the technique known
as embryo rescue. Embryo rescue has found considerable
application in interspecific crosses for recovering embryos
that start to develop, but through incompatibility of the
parents do not reach a viable maturity, for example,
through a lack of endosperm. The embryo rescue technique
has been widely applied in members of the Poaceae for the
production of intergeneric as well as interspecific hybrids.
It has also been used in wheat and barley for the rescue of
haploid embryos formed following wide hybridization, for
example, between Hordeum vulgare and H. bulbosum (6).

Embryos may also be cultured when they have reached
physiological maturity. This has proved useful in species
of banana (Musaceae) where seed germination is erratic,
and many species of palm (Arecaceae) where germination
is inhibited by strong dormancy, which can be broken
when the embryo is excised from the seed.

CONCLUDING REMARKS

Tissue and cell culture of monocots accounts for a
considerable body of work, in which the boundaries



continue to be extended to include new species and
new technologies. While not all techniques can be
applied universally, it has been shown that methods
can be effectively applied to monocots when account is
taken of their particular physiological and developmental
characteristics.
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INTRODUCTION

The moss species Physcomitrella patens, Ceratodon pur-
pureus, and Funaria hygrometrica have been established
in axenic culture for a number of years and have been
developed as models for studying higher plant develop-
ment (1-3). Other moss species, such as Tortula ruralis,
have thus far been refractive to axenic culture but are
nonetheless studied for specific features such as desicca-
tion tolerance (4). Each species offers its own particular

attraction, but all bryophytes provide a relatively simple
cellular system with which to study plant developmental
responses. With the establishment of conditions for trans-
formation (5), a new age of research became applicable to
moss, that of reverse genetics and the use of molecular
tools to determine gene function and regulation in vivo.
The purpose of this article is to review the technologies
that exploit the simple cellular and genetic system of moss
in the phenotypic analysis of single cells and multicellular
complexes.

As early land plants, bryophytes evolved mechanisms to
respond to pressures of the terrestrial environment, such
as desiccation tolerance. Furthermore, as sessile organ-
isms, in contrast to their aquatic algal predecessors, they
evolved mechanisms to grow toward light (phototropism).
Bryophytes are nonvascular plants, and therefore their
size and complexity are limited. However, within these
limitations, cellular differentiation occurs, and the result-
ing structures not only provide insight into how multicel-
lular complexes arise, but also bear some remarkable sim-
ilarities to analogous forms in angiosperms; for example,
the leaf of a moss gametophore is a simple pinnate leaf
shape, but comprises only a single layer of cells. By com-
paring moss and angiosperm development, we therefore
have the opportunity to study evolutionary trends in mor-
phogenesis. Recently, the evolutionary distinction between
mosses and angiosperms was surprisingly highlighted by
the demonstration that mosses possess an active homolo-
gous recombination system (6). By contrast, angiosperms
do not recognize and recombine homologous sequences at
high frequency (7). A possible explanation for this differ-
ence between the two classes of plants relates to ploidy.
The dominant phase of the moss life cycle is the game-
tophyte, which is haploid. The dominant phase of the
angiosperm life cycle is at least diploid and in many cases
polyploid. Polyploidy could not have evolved in plants
in which efficient homologous recombination occurred in
mitotic cells, although whether the homologous recombi-
nation mechanism was lost or suppressed, thus allowing
an increase in ploidy, is unknown. Of relevance to this
article is how the discovery of homologous recombination
is being exploited in moss research.

Previous work on the moss P. patens exploited haploidy
in a genetic approach by the isolation of morphological
and biochemical mutants (1). While the characterization
of these classes of mutants has generated useful data,
isolation of the genes mutated is greatly facilitated by a
reverse genetic approach. The exploitation of endogenous
homologous recombination mechanisms is called "gene
targeting" and is an invaluable tool in functional genomics
research, having been used successfully in bacteria,
yeast, and some mouse cell lines (see Ref. 6). Over
the past few years, evidence has been obtained in
the moss P. patens for both the specific targeting of
moss genes (Fig. 7) and significant sequence homology
between mosses and angiosperms (8,9), and these will
be reviewed. It is predicted that the targeting in
moss of homologues of known angiosperm genes will
generate a mutant phenotype and that the nature
of the phenotype is indicative of gene function. An
understanding of phenotypic analysis in moss and how



molecular tools can be used is therefore crucial to this very
powerful tool.

LIFE CYCLE OF P. PATENS

The life cycle of the moss P. patens has been reviewed
previously (1,10,11). Comprehensive culture conditions
for P. patens, which are largely suitable for Ceratodon
and Funaria spp. also, are reviewed by Cove (12) and
can be obtained by registration with the International
Bryophyte Research Information Service (IBRIS) (email
d.j.cove@leeds.ac.uk). Features of the life cycle included
here will focus on morphogenesis from a single-cell spore
or protoplast, through a branched single cell filamentous
network to a multicellular three-dimensional bud, which
develops into a leafy shoot. Since all these structures
form part of the gametophyte and are haploid, they
are all susceptible to altered development following gene
disruption by homologous recombination.

The single-cell propagule is the spore. P. patens is a
monoecious moss, normally producing female antheridia
at the gametophore apex and male antheridia in the
leaf axils. After appropriate gametogenesis induction,
normally a reduction of growth temperature from 25 to
15 0C, the archegonium is fertilized following irrigation
with sterile distilled water, and the diploid sporophyte
develops from the archegonium at the apex. P. patens
is typified by a short stalk called the seta. Mature
sporophytes can be picked off and stored dry at 4 0C.
For germination, the capsule is crushed in sterile distilled
water and plated onto solid growth medium, each capsule
generating approximately 103 viable spores. A technically
convenient analogy for spore germination is protoplast
regeneration. Protoplasts are easier to obtain than spores,
since the production of spores takes at least 3 months.
By contrast, tissue can be propagated vegetatively by
blending, and a single 9-cm Petri dish culture of 7-day-old
tissue, when treated with Driselase™ (Sigma) cell-wall
degrading enzymes, yields approximately 106 protoplasts.
Regeneration frequencies of up to 90% can be obtained.

That a single moss cell can develop into a multicellular
complex containing forms similar in shape to higher plant
leaves allows fundamental questions in plant development
to be addressed in this species. For example, how does
regulation of the cell cycle influence developmental events,
and what are the consequences of changes in the plane
of cell divisions? Although these questions and many
others are being actively pursued in higher plant research,
the analysis of appropriate structures in higher plants
frequently depends upon sectioning and fixing procedures.
The simplicity of the moss system offers the opportunity
to answer some of these questions using noninvasive
techniques.

The first event detectable visually following spore ger-
mination and protoplast regeneration is the establishment
of asymmetry. In the case of protoplast regeneration, the
pear-shaped regenerant has already undergone one cell
division and responded to light and calcium cues to estab-
lish the polarity of outgrowth [Fig. l(a)]. Cove et al. have
used both P. patens and C. purpureus protoplasts to study
both axis alignment and polarity (13), and more recent

work shows a role for phytochrome (D.J. Cove, unpub-
lished data). C. purpureus is an easier model to study
the effects of light than P. patens since regeneration is
not critically light dependent in this species. The cell
emerging from a protoplast or spore is called aprotonema,
and there are normally between 1 and 3 protonemata for
each spore or protoplast [Fig. l(b)]. Growth is by apical
extension and serial division of the apical cell. Subapi-
cal cells do not extend in length, although they undergo
further divisions (normally no more than twice) to pro-
duce side branches. Such a growth pattern establishes
an approximately planar network of single-cell filaments
[Fig. Kc)]. The primary protonemal cell type is called a
chloronema and is typified by an apical cell cycle time of
24 h under continuous white light (10-15 W m~2) at 25 0C.
Cells in chloronemal filaments are separated by perpen-
dicular transverse cross walls and are densely packed with
chloroplasts [Fig. 2(b)]. As the first cell arising from the
spore, the primary role of these cells may be considered
as assimilatory. After several days and with appropriate
endogenous levels of the hormones cytokinin and auxin,
the apical chloronemal cell differentiates into a caulone-
mal cell. This normally occurs over one or two cell divisions
so that intermediate filaments may be observed. Caulone-
mal protonemata are typified by an apical cell cycle time
of only about 6 h, the cross walls are oblique by contrast
to chloronemata, and the cells are more vacuolate, with
fewer spindle-shaped chloroplasts [Fig. 2(a)]. These pro-
tonemata represent the adventitious protonemal phase, in
which growth away from the center of the colony super-
sedes photosynthesis as the primary role. Caulonemal
cells continue to grow by apical cell extension and serial
division. The relatively fast growth rate and reduced num-
ber of chloroplasts per cell means that several features
are prominent in the apical cell of caulonema. The api-
cal dome is generally free of chloroplasts and is granular
in appearance, containing mitochondria and Golgi. The
nucleus is often clearly visible at a constant distance from
the apex for most of the cell cycle. Caulonemata also
produce side branches, though by contrast to chlorone-
mata, which produce only chloronemal side branches,
there are four possible fates for caulonemal side branches.
The majority are chloronemal (approximately 90%); less
than 1% may be caulonemal; a variable percentage, up to
10%, are intermediate filaments switching from chlorone-
mata to caulonemata, and about 2% will be buds (14).
Buds represent a very crucial developmental transition,
since they arise from a single-cell side-branch initial and
develop into a three-dimensional multicellular structure,
from which the shoot and its recognisable leaf-shaped
structures develop [Fig. 2(c)].

Bud production is cytokinin induced (2,10). A role
for calcium in cytokinin-induced bud formation in
F. hygrometrica was suggested by Saunders and Hep-
ler (15), although subsequent papers, reviewed by Schu-
maker and Dietrich (2), while demonstrating the involve-
ment of calcium, have yet to determine fully the processes
upon which it acts. Furthermore, experiments carried
out by Russell did not show changes in calcium levels
closely associated with cytokinin-induced bud formation
in P. patens (14). A developing bud shows a difference in



the plane of cell division at the first cell division of the side-
branch initial. This division takes place earlier than in a
protonemal side branch and is oblique. The resulting two
cells undergo a second division, approximately 5.5 h later,
both being perpendicular to the first division cell wall. The
four-cell bud [Fig. 2(c)] then takes on different develop-
mental fates, the two basal cells becoming the bud stalk
and the first rhizoid, respectively, and the two apical cells
form leaf initials. Rhizoids are cell filaments that emerge
180° from the apex of the bud [Fig. 3(a)]. These filaments
act to stabilize the gametophore, the growth of which is
influenced by both light and gravity directions. Mature
rhizoids are largely vacuolate and normally pigmented
and appear to have no assimilatory function.

The analysis of moss development up to the stage
of gametophore development has received the most
attention to date, largely because these structures are
easily identifiable by light microscopy. The diameter of
a protonemal cell is approximately 20 |im, the length
of a chloronemal cell approximately 120-150 jxm, and
a caulonemal cell approximately 300-400 (im. While
it is clearly advantageous to observe these cells by
noninvasive techniques, it is clearly less easy to section
three-dimensional structures composed of cells of these
dimensions in comparison to higher plant structures.
Time-lapse microscopy has attempted to follow the process
of bud development, though this becomes less informative
after the 4- to 8-cell stage (14). It is likely that the use of

Figure 1. (a) Regenerating protoplast, approximately 24 h after isolation. Scale bar = 10 ^m.
(b) Sporeling, approximately 3 d after germination. Scale bar = 30 pm. (c) Caulonemal filament
showing chloronemal side branches, approximately 7 d after tissue subculture. Scale bar = 50 jim.



cell-specific reporter genes such as gfp (green fluorescein
protein) will find an application in the development of
gametophores in future. It has already been mentioned
that rhizoid development occurs early in gametophore
development and the development of the first leaf is
apparent soon after rhizoid emergence. Leaves are a
single layer of cells with an apparent midrib region

and extension of the leaf occurs basally. As shown by
the scanning electron micrograph in Figure 3(b), the
phyllotaxy of leaves on the gametophore follows a spiral
arrangement. It is known that dark-grown gametophores
etiolate and produce scale leaves and these dark-grown
gametophores, like apical dark-grown caulonemal cells,
respond to gravity by growing away from the gravitational

Figure 2. (a) Caulonemal apical cell. Position of nucleus (closed arrowhead). Oblique cross
wall (open arrowhead). Scale bar = 40 ^m. (b) Chloronemal cell. Transverse cross wall (open
arrowhead). Side-branch initial (arrow). Scale bar = 20 |im. (c) Bud. 3 of 4 cells are visible
(arrowheads). A chloronemal side-branch initial can be seen in comparison with the developing
bud on a neighboring protonema. Scale bar = 40 \xm.



Figure 3. (a) Light micrograph of developing gametophore.
Scale bar = 50 fim. (b) Scanning electron micrograph of mature
gametophore. Scale bar = 100 \xm.

vector. Genetic analysis of gravitropism in P. patens
shows that the multicellular response is, at least in part,
distinct from the single protonemal response (16). The
study of gravitropism in moss therefore allows a link
between response mechanisms in single and multicellular
complexes. Mutants have been obtained with altered
gametophore development, and these are termed gad
mutants (1). One class of gad mutant, in which the leaf
cells are rounded rather than elongate, also shows an
abnormal protonemal gravitropic response, and this is
most likely a pleiotropic effect of the same mutation.

Finally, it should be noted that, under standard growth
conditions, a culture of moss will always generate a
recognizable pattern of growth, although there is clearly
wide variability. Indeed there have been attempts to
model growth patterns mathematically (17). This implies
that there is determination in the branching pattern
and that factors influencing branching pattern could be
identified. Analysis to date has revealed that this is not
straightforward, and while there are likely to be factors
controlling the distribution of buds, for example, there is
also likely to be enormous plasticity in moss development.
In this section, the basic development of moss from a single
cell through to a multicellular complex has been covered.
Many genes will undoubtedly participate in effecting this
program, and molecular tools allow roles for candidate
genes to be assessed. The first tool that will be reviewed,

however, is not a new technology but exemplifies how the
simple cellular system can be studied.

FITC LABELING OF ANTIBODIES

One approach that lends itself to moss single-cell analysis
is to determine the location of proteins, or protein
homologues, known to play a role in signal transduction
and development in other organisms. Antibodies raised
against these proteins and labeled with Fluorescein
IsoThioisocyanate (FITC) can be detected by fluorescence
microscopy using standard fluorescein filter sets. This
approach has been used to determine the location of the
heterotrimeric G-a subunit in P. patens. Hutton et al. (18)
showed evidence for specificity of a monoclonal antibody
raised against the Arabidopsis thaliana G-a subunit
for P. patens. FITC labeling of this antibody against
protonemal cells indicated clear labeling to the protonemal
cross-walls (Fig. 4). Given that heterotrimeric proteins are
primary signal transducers, a location at an intercellular
junction is not surprising.

It was previously indicated that a strength of
moss phenotypic analysis is that much of the early
development can be assessed noninvasively. The previous
example using FITC-labeled G-a antibodies nonetheless
requires moss protonemal cells to be fixed to allow the
antibody access to the intracellular environment. Probing
protonemal cells with FITC-labeled antibodies to cell-wall-
specific proteins, however, does not require fixing, and
the use of this technology on developing protonemata is a
promising application that is in its infancy. Figure 5 shows
data indicating that LM6, an antibody raised against an
arabinan side chain of pectin (19), only labels the apices of
primary protonema and their side branches (CD. Knight
and J.P. Knox, unpublished data). Patterns of labeling
with various antibodies should be informative in the study
of cell-wall dynamics during development.

Figure 4. Fluorescence micrograph. FITC-labeled antibody
raised against Arabidopsis thaliana Ga-subunit labels protone-
mal cross walls. Scale bar = 20 ^m.



Figure 5. Fluorescence micrograph. FITC-labeled antibody
(LM6) raised against an arabinan side chain of pectin. Scale
bar = 20 (xm.

TRANSGENIC MOSS

The altered expression of key genes, either by disruption
or by overexpression, may generate a different develop-
mental program. Exploitation of this approach requires
an understanding of the transformation process in moss.
Procedures for the transformation of P. patens were first
described by Schaefer et al. (5). The procedure, which
uses polyethylene glycol (PEG) -mediated DNA uptake
by protoplasts and standard plant-selectable marker gene
cassettes, carried in a pUC-based vector, is effective. Com-
monly, the neomycin phophotransferase gene (nptll) or the
hygromycin phophotransferase gene (hptll) is expressed
under control of the cauliflower mosaic virus 35S pro-
moter, or slightly less effectively, by the nos promoter.
Selection is with 25-50 |ig/mL Geneticin™ (Sigma) or
10-30 jig/mL hygromycin, respectively. Moss is not a
host for Agrobacterium infection (CD. Knight, unpub-
lished data), thus distinguishing moss transformation
from general dicotyledonous plant transformation proce-
dures. Although, in principle, the use of binary vector
components should be effective in generating transfor-
mants, in practice the frequencies obtained with these
contructs are low and pUC-based vectors are recom-
mended.

A typical plate of antibiotic-resistant regenerants after
14 days of selection is shown in Figure 6 (20). The
single fast-growing colony in (b) represents a stable
transformant. The remaining regenerants in (b) represent
a class of transformant referred to as unstable. These are
typified by slower growth rates and by their dependence
on selection for maintenance of the plasmid. A procedure
for distinguishing stable from unstable transformants
is outlined in Figure 7. The precise nature of unstable

Figure 7. Flow diagram describing procedure for distinguishing
stable from unstable transformants.

transformants is still under investigation, but it is clear
that stable integrative transformation frequencies remain
low (approximately 1 in 105 protoplasts, or 0.5—1/jiig
plasmid DNA). Schaefer and Zryd (6) have shown that
this rate of integration may be increased approximately
10-fold by the inclusion of homologous genomic DNA,
and this finding suggested efficient gene targeting, which
has been subsequently confirmed elsewhere. It is clear
though that the frequency of DNA uptake and expression
is relatively high, with the unstable transformation
frequency approaching 1 in 103 protoplasts, or 50-100/|ig
plasmid DNA. Therefore, these transgenics may have
some uses if expression of a clone in moss is all that is
required. Caution is advised at this stage in interpreting
cell-specific expression patterns in unstable transgenics,
since it is clear that expression levels vary between cells
(CD. Knight, unpublished data).

The PEG-mediated method works efficiently for trans-
formation of C. purpureus (21) and although micropro-
jectile bombardment is efficient at delivering DNA to
P. patens and generating stable transformants, this pro-
cedure has been less successful to date at generating gene
knockouts (CD. Knight unpublished data). It is unclear
whether this difference is significant.

Figure 6. (a) Untreated protoplasts regenerating on a 9-cm
Petri dish containing BCD+ calcium medium (12) at 14 d.
(b) Protoplasts transformed by plasmid pJIT 161 (20) regener-
ating on a 9-cm Petri dish containing BCD + calcium + G418
(50 (Ag/mL) medium at 14 d.

Identification of Stable Transformants

DNA uptake

At 2 weeks Growth represents transients, unstables and stables
Subculture all onto + antibiotic

At 4 weeks Growth represents unstables and stables
Subculture each one onto + and - antibiotic

At 6 weeks Subculture all from - antibiotic back onto
+ antibiotic

At 8 weeks Only those growing on + antibiotic are stable
transformants. The rest are unstables.



REPORTER GENE ANALYSIS

The most widely used reporter gene in moss is the b-
glucuronidase (gus) gene. Plasmids expressing gus and
methods for histochemical staining and fluorometric
analysis are described by Jefferson (22). Examples of GUS
expression will be discussed in the next section.

A second useful reporter gene expressed in moss is
the green fluorescent protein (gfp) gene (23). Recently
a number of gfp mutations have become available that
allow detection at different wavelengths and hence dual
labeling. Details of these plasmids and how to obtain
them can be obtained from the Arabidopsis Biological
Resource Center (1060 Carmack Road, Columbus, OH
43210-1002. http://aims.cps.msu.edu/aims). An example
of gfp expression in P. patens is shown in Figure 8, in
which the plasmid pBASgfp (21) is expressed strongly in
all protonemal cells.

INDUCIBLE PROMOTER-REPORTER GENE ANALYSIS

While an efficient gene targeting system in haploid tissue
has the advantage of generating mutant phenotypes
directly, it follows that disruption of an essential gene
will be lethal. It is therefore essential that mechanisms
be developed concomitantly to confirm lethality of a given
gene. One way to do this is to develop functional inducible
promoters. If a single cross-over occurs between the
endogenous copy of an essential gene and a transforming
plasmid carrying a 3'-truncated copy of the gene under
control of an inducible promoter, the lethal knock-out
will be rescued only in the presence of the inducer.
Alternatively, transformation of a diploid may result in
a non-lethal but abnormal phenotype.

Gatz (24) reviewed the inducible promoters available
to date for plants. The tetracycline-repressible promoter
has been shown to function in moss by Zeidler et al. (25).
Transgenics selected for hygromycin resistance express
the chimaeric TetR promoter-gus fusion only when cul-
tures are not exposed to tetracycline. That is, these
transgenics must be grown on medium containing tetra-
cycline at 1 ng/mL for 2 weeks and then transferred to
medium lacking tetracycline for 3 days, before assaying
for gus expression. An example of tet repression is shown
in Figure 9. Although this promoter functions, it would
be preferable to use a system in which the conditions for
induction or repression were less imposing on plant devel-
opment. Other options outlined by Gatz are being tested.

EVIDENCE FOR GENE TARGETING

An increasing number of reports show that gene targeting
in moss occurs at efficiencies greater than 10% and
up to 100% of transgenics tested, whereas, in spite
of considerable effort, the best-reported rate for gene
targeting in angiosperms is 0.01% in Arabidopsis (26).

Figure 8. Fluorescence micrograph. pBASgfp expression, obser-
ved using a fluorescein filter set. Scale bar = 20 ^m.

Figure 9. Histochemical staining for GUS expression in a stable
transgenic transformed by pGL2tTGUS. (a) Transformant grown
for 2 weeks on tetracycline (1 jig/mL), then transferred to medium
without tetracycline for 3 d before staining, (b) Continuous
growth on tetracycline. Scale bar = 500 nm.



Figure 10. Published evidence for gene targeting in Physcomi-
trella patens. Details and references for Examples 1-7 are
described in the text. Construct shows the length of sequence
homology in kilobase pairs (kb) or base pairs (bp) present either
on one side of the nptll gene (Examples 1-5) or flanking the nptll
gene (examples 6-7). Nptll is the 35S-rap£lI-polyA expression
cassette. Frequency refers to the number of transgenics integrated
at the homologous site/total number of integrations.

Figure 10 lists the published evidence for P. patens to date.
The results in Example 1 are due to retransformation of
a transgenic, selecting for a second antibiotic resistance,
the homology being provided by the transformation vector
and the frequency of targeting assessed by segregation
analysis (27). Examples 2, 3, and 4 are random genomic
sequences; three single-copy random genomic sequences
were shown by Southern hybridization to target the
genomic locus with 90% efficiency (6). Example 5 is 1 of
the 14 members of the chlorophyll A/B binding protein
gene family; a 1.0-kb genomic sequence of 1 of the
14 genes was targeted in 30% of the transgenics, and
targeting was specific to the gene member of the multigene
family (28). Example 6 is the ftsZ gene and is the first
demonstration of a knockout phenotype; cDNA of the ftsZ
gene, known to be involved in bacterial cell division, was
disrupted, generating defective chloroplast division (29).
Finally, Example 7 is a novel desaturase gene that when
disrupted generated a predictable change in fatty acid
profile (30).

Two papers on Physcomitrella-expressed sequence tags
(ESTs) indicate that there is sufficient sequence homology
between moss genes and higher plant genes for many other
moss homologues to be sought. Reski et al. (8) analyzed
80 sequences from a cytokinin-induced cDNA library,
and Machuka et al. (9), 169 sequences from an abscisic
acid-induced cDNA library. Further moss sequences will
become available in the near future.

CONCLUDING REMARKS

Gene targeting clearly represents a very promising route
towards the functional analysis of moss genes and moss
homologues of higher plant genes. As mentioned in the
introduction, the comparison of moss and angiosperm

development will allow evolutionary trends in morphogen-
esis to be studied. This should be particularly enlightening
if homologues of higher plant genes known to be func-
tional in structures that mosses donot possess can be
disrupted. For example, there are moss homologues of
lignin-specific sequences (9), and yet mosses do not syn-
thesise lignin. Perhaps functional analysis of higher plant
genes in moss might reveal new functions for old genes
as well as functions for genes for which there is no other
route of analysis.

There remains much also to be gained from other
experimental approaches using this simple system.
Recently, some exciting work by Bruecker et al. (31)
showed that an aphototropic mutant of Ceratodon could
be repaired by microinjection of a rat heme oxygenase
cDNA. The microinjection of other molecules, in addition
to DNA, such as RNA, proteins, and antibodies into
single target cells would open up a multitude of further
experiments in which molecular tools can be applied to in
vivo studies to modify the plant developmental program
in a controlled way.
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INTRODUCTION

The cultivation of mammalian cells in vitro requires
special environmental conditions. Except primary cells
taken directly from an organ, cultured cells usually derive
from immortal or immortalized cell lines. The cells may be
genetically engineered or manipulated by transfection or
fusion techniques. The behavior of this new cell depends
very much on the origin of the basal cell line.

Whereas some requirements are general for every cell,
others can be very special for one cell line. All cells need
isotonic conditions of about 300 mosmol/kg. Usually the
cells need oxygen and a carbon source (mostly glucose), too.
As the cells cannot synthesize the essential amino acids
and vitamins, they have to be supplied. Some additional
components may basically not be needed for surveillance,
but they can support the cells to optimize cell growth
and productivity. This knowledge leads to complex media
formulations that seldom contain less than 40 different
components. During optimization of culture conditions
and process strategies a detailed analysis of the nutrient
requirements has to be performed. Many different analysis
methods have to be established in a laboratory to comply
with this extensive task.

In this article methods for almost all media compounds
are described. All methods, which are described in detail

in this article, were developed, adapted, or checked in the
laboratory for suitability of analysis of cell culture media
and supernatants. They should be easily transferable to
similar laboratory conditions. In this article the methods
for the analysis of proteins are only very briefly described.
For each protein special conditions and methods may
apply. In general, the characterization of proteins includes
a variety of steps. Methods for the analysis of amino acid
sequence, glycosylation, molecular weight, heterogeneity,
and activity have to be employed. A description of all
these procedures would be beyond the scope of this
article. For this reason protein separation methods such as
electrophoresis and protein and peptide chromatography
are not included here.

For almost all suppliers of special equipment or
chemicals cited here, a listing of the home pages (World
Wide Web) can be found at the end of this article. All
other products may be delivered by local suppliers. When
a method is described in detail, an equivalent apparatus
of another supplier may also be suitable.

Composition of Cell Culture Media

Cell culture media contain a multitude of components. In
most cases a complete medium consists of a chemically
well-defined basal medium with additions of more or
less defined additives. The basal medium contains low-
molecular-weight substances such as inorganic ions,
amino acids, vitamins, and some other components (e.g.,
glucose, pyruvate, etc.). In Table 1 the formulations of the
three main basal media are listed. All three media contain
roughly the same substances. Differences can be found in
the individual concentrations. Often some low-molecular-
weight compounds like ethanolamine, diaminobutane,
selene dioxide, glutathione, taurine, ascorbic acid, fatty
acids, cholesterol, etc. are added to support the cells for
distinct biochemical pathways. Particularly for continuous
and high-density processes the concentrations of the main
nutrients (glucose and amino acids) are elevated. Usually,
even an enriched basal medium is not suitable for the
growth of mammalian cells in vitro. High-molecular-
weight supplements, in particular proteins, have to be
added to fulfill the requirements of the cells. Besides
proteins, these supplements may also contain peptides,
lipoproteins, phospholipids, or lipids. Often it is necessary
to use serum or serum substitutes as an additive to
the basal medium, especially during development and
establishment of new cell lines when the behavior and the
requirements of the new cells are not known. The function
of some of the proteins is known. Insulin stimulates
glucose metabolism; transferrin is the carrier for iron
ions and possibly other trace elements. Albumin acts
as an adsorbent for free lipids and toxic pollutions.
Lipoproteins supply the cells with cholesterol and fatty
acids. All in all, mammalian cells in vitro require a complex
medium, which consists of many chemically different
components.

O



Table 1. List of Ingredients for the Three Basal Cell
Culture Media DMEM, Ham's F12, and RPMI1640

ANALYSIS OF CELL DENSITY

The determination of cell numbers is the main task
during monitoring of cultivation progress. Besides total
cell number, the ratio of viable and dead cells is also
of particular interest. Methods using cell staining and
optical means are faced methods measuring particle size
or volume.

Cell Density Determination by Cell Staining

The most common method of cell staining is the trypan
blue exclusion method. A cell suspension is mixed with a
0.4% trypan blue solution (isotonic, 0.81% sodium chloride,
0.06% potassium dihydrogen phosphate) and placed in a
calibrated hemocytometer chamber (Neubauer chamber).
Anchorage-dependent cells have to be removed from the
surface prior to the staining procedure. For this removal
the cells are incubated with a trypsin solution for some
minutes. The cells are manually counted by using a phase-
contrast microscope at a magnification of 100-400 times.
The dye cannot pass the intact cell membrane. Therefore,
viable cells are not stained. Dead cells are dyed blue. From
cell count and calibrated chamber size the cell density and
viability can be calculated.

In some special cases a direct cell counting is impossible.
When the cells grow in aggregates (spheroids) or inside
of macroporous carriers a representative aliquot cannot
be taken to ensure correct counting. In those cases it
may be useful to lyse the cells and stain the nucleus.
For this purpose a cell pellet is resuspended in a crystal
violet solution (0.08% crystal violet in 0.1 M citrate) and
incubated at 37 0C for at least 3 h. Afterwards the nuclei
can be counted microscopically using a hemocytometer
chamber.

Cell Density Examination System, CeDeX2

An improvement in the cell staining method has been made
recently in regard to automation procedures. The CeDeX2
system (Innovatis) consists of three functional units: the
liquid management, the image capture optics, and the
data processing system containing the user interface. The
main parts of the liquid handling system are a syringe
drive module, a modular valve positioner, and the flow
chamber. The sample is picked from the sample port,
stained by trypan blue, and pumped gradually through
the flow chamber to take the images. Afterwards the
system cleans and prepares itself automatically for the
next analysis. The analyzed sample volume is constant and
determined by the depth of the standardized flow chamber
and the image region being processed. The sample image,
also presented in the user interface, is similar to that
obtained by manual sample analysis.

The detection and differentiation of viable and dead
cells is carried out by software that considers the
special demands of microscopic image analysis. First,
the algorithm detects the cells and distinguishes them
from other objects like cell debris. Once the cells are
identified, they are differentiated into viable and dead
cells according to their grade of staining. On user request
the diameter spectrum and eccentricity histogram areSource: Cell Culture Catalogue, Life Technologies, Paisley, UK.

Substance
DMEM
(mg/L)

HAMF12
(mg/L)

RPMI1640
(mg/L)

Inorganic salts

Ca(NO3)2-4H2O
CaCl2 (anhyd.)
CuSO4 • 5 H2O
FeSO4 • 7 H2O
Fe(NOs)2 • 9 H2O
KCl
MgSO4 (anhyd.)
NaCl
NaHCO3

Na2HPO4 (anhyd.)
ZnSO4 • 7 H2O

200.00

0.10
400.00

97.67
6400.00
3700.00

33.22
0.003
0.834

223.60
57.22

7599.00
1176.00
142.04

0.863

100.00

400.00
48.84

6000.00
2000.00
800.00

Other components

Glucose
Phenol red
Na-pyruvate
Hypoxanthine (Na salt)
Thymidine
Linolic acid
Liponic acid
Putrescine • 2 HCl
Glutathione

4500.00
15.00

1802.00
1.20

110.00
4.77
0.73
0.084
0.21
0.161

2000.00
5.00

1.00

Amino acids
Alanine
Arginine • HCl
Asparagine
Aspartic acid
Cysteine HCl • H2O
Cystine • 2 H2O
Glutamic acid
Glutamine
Glycine
Histidine HCl • H2O
Hydroxyproline
Isoleucine
Leucine
Lysine • HCl
Methionine
Phenylalanine
Proline
Serine
Threonine
Tryptophan
Tyrosine (Na2 salt)
Valine

84.00

62.75

584.00
30.00
42.00

105.00
105.00
146.00
30.00
66.00

42.00
95.00
16.00

104.20
94.00

8.90
211.00

15.01
13.30
35.12

14.70
146.00

7.50
20.96

3.94
13.10
36.50
4.48
4.96

34.50
10.50
11.90
2.04
7.81

11.70

241.86
50.00
20.00

65.15
20.00

300.00
10.00
15.00
20.00
50.00
50.00
40.00
15.00
15.00
20.00
30.00
20.00

5.00
28.94
20.00

Vitamins
Biotin
Ca-pantothenate
Choline chloride
Folic acid
j-Inositol
Nicotin amide
Pyridoxine HCl
Pyridoxal HCl
Riboflavin
Thiamine HCl
Vitamin Bi2

p-Aminobenzoic acid

4.00
4.00
4.00
7.20
4.00

4.00
0.40
4.00

0.007
0.48

13.96
1.30

18.00
0.037
0.062

0.038
0.34
1.36

0.20
0.25
3.00
1.00

35.00
1.00

1.00
0.20
1.00
0.005
1.00



presented. In addition to the cell densities and viability,
these parameters are helpful to assess the condition of
the culture. The liquid handling system together with
the simple and effective user interface guarantees easy
handling. User-independent results are achieved by the
high degree of automation. The analysis process is based
directly on the two-dimensional information of the cells.
Therefore, much more precise and reliable results are
obtained than from other methods using one single,
indirect parameter.

Coulter Particle Counter

The Coulter method (Beckman Coulter) of sizing and
counting particles is based on measurable changes in
electrical resistance produced by nonconductive particles
suspended in an electrolyte. A small opening (aperture)
between anode and cathode is the sensing zone through
which suspended particles pass. In the sensing zone each
particle displaces its own volume of electrolyte. The volume
displaced is measured as a voltage pulse. The height of
each pulse is proportional to the volume of the particle,
independent of shape, color, and density of the particle.
The quantity of suspension drawn through the aperture is
controlled to allow exact counting and sizing of particles
for a reproducible volume. A differentiation between viable
and dead cells can only be performed by examination of
the particle (cell) size.

CASY® Particle Counter

The CASY® particle counter (Scharfe System) system
combines the established resistance measuring principle
with the pulse area signal processing method. This allows
a very high dynamic range, high resolution, and excellent
reproducibility for the volume determination. The cells
are suspended in a weak electrolyte and driven through
a capillary of predefined geometry at a constant stream
velocity. Electricity is supplied to the capillary across two
platinum electrodes. While passing through the capillary,
the cell displaces an amount of electrolyte equal to its
own volume. This change in resistance level becomes an
indication of cell volume. The measuring signal is scanned
by the system at a frequency of 1 MHz. The amplitude
and width of the pulse is captured and the integral is
determined (pulse area analysis). These integrals are
stored for each particle. A size distribution over all
particles is computed in a resolution of 1024 channels
from the stored pulse area values (integrals) (1). Viable
and dead cells can only be differentiated by their cell
volume/size. The size ranges for viable and dead cells may
vary from cell line to cell line. An adjustment has to be
made by the analyst to compare the data.

ANALYSIS OF MEDIUM COMPONENTS

Analysis of Nutrients

Glucose. Glucose is the main nutrient for almost all
mammalian cells. Therefore, the quantitative determina-
tion of the glucose concentration is very important. There
are a multitude of established chemical and biochemical

methods. Not all of them can be employed for a direct
quantification in a complex mixture like cell culture
medium. Only a specific method that is insensitive to
interference with other compounds can be used. All
common methods use enzymes as specific agent. Two of
the most often employed determination methods will now
be described.

Photometric Glucose Assay. D-Glucose is converted in
the presence of ATP by the enzyme hexokinase to D-
glucose-6-phosphate. This product is then converted by the
second enzyme glucose-6-phosphate-dehydrogenase in the
presence of NADP+ to D-gluconate-6-phosphate. During
this last reaction NADPH is formed. The concentration
of NADPH can be easily monitored at a wavelength of
340 nm. The concentrations of produced NADPH and
assayed glucose are proportional.

hexokinase

D-glucose + ATP • D-glucose-6-P + ADP

glucose-6-phosphate-
dehydrogenase

D-glucose-6-P + NADP+ • D-gluconate-6-P
+ NADPH + H+

This assay test kit (e.g., Roche Diagnostics, former
Boehringer Mannheim) (2) is desired to be used in a
cuvette UV spectrophotometer and needs no further
laboratory equipment. The method can be recommended
when only few or sporadic measurements are necessary.
Otherwise, the analysis is too time consuming and labor
intensive. In that case, the acquisition of an automatic
analyzer should be considered.

Enzyme Electrode-Based Biosensor. For such a biosensor
(e.g., Model YSI 2700, Yellow Springs Instrument Co
Inc.) (3), the enzyme electrode consists of an amperometric
hydrogen peroxide sensitive electrode combined with
immobilized glucose oxidase trapped between synthetic
membranes (4). The electrode itself consists of a platinum
anode and a Ag/AgCl cathode. The platinum anode
is polarized at +700 mV relative to the cathode. At
the electrodes, a current results from decomposition of
hydrogen peroxide to water and oxygen. The membrane
covering the electrodes consists of three layers (Fig. 1).
The outer layer, made of polycarbonate, is in direct contact
with the sample. The next layer is the immobilized glucose
oxidase enzyme followed by a cellulose acetate membrane
that readily passes H2O2 but excludes chemical compounds
with a molecular weight above approximately 200 Da. This
last cellulose acetate film also protects the electrode from
fouling caused by proteins, detergents, lipids, and other
substances. After applying a sample containing glucose,
a dynamic equilibrium is achieved very rapidly, when
the rate of peroxide production and peroxide diffusion
to the electrode is equivalent, indicated by a steady-
state current response from the electrode. The current
is proportional to the hydrogen peroxide conversion and
the glucose oxidation (reactions):

glucoseoxidase

D-glucose + O2 • glucono-5-lactone + H2O2

H2O2 - ^ ^ l 2H+ + O2 + 2e-



The enzyme electrode is placed in a small chamber
in an automatic system (YSI 2700). Calibration and
maintenance procedures are performed routinely by a
liquid handling system. The sample volume needed is
a typically 25 uL (5-65 uL, adjustable), and the minimal
sample glucose concentration is 0.05-0.1 g/L. The analysis
of one sample lasts about 1 min. The sample can be applied
without any prior preparation. Nevertheless, a removal of
cells (e.g., by centrifugation) is strongly recommended in
order to prolong the stability of the enzyme membrane.
The membrane, once placed on the electrode, normally
runs stable for some weeks. All in all, this method (and
the apparatus) is a reliable glucose quantification method
that can be recommended when a variable number of
samples have to be analyzed daily.

Amino Acids. Besides glucose the amino acids are the
major group of medium compounds from which cells gen-
erate energy and carbon. The amino acids can be divided
into two groups, essential and nonessential amino acids.
This classification comes from a gradation made for ani-
mals and human beings. This might not be completely
valid for mammalian cells cultured in vitro. Depen-
dent on donor and organ origin of each cell line, one
or more amino acids formerly classified as nonessential
might also be essential. Therefore, almost all amino acids
are present in the defined basal medium formulations
(Table 1), some in high and some in low concentrations.
The amino acid with the highest medium concentration
is glutamine, classified as a nonessential amino acid. For
all cell lines that do not express the glutamine synthetase

gene, glutamine is essential. The cells can convert glu-
tamine to a-ketoglutarate, which is introduced directly
into the TCA cycle.

From a chemical point of view the amino acids
are a very heterogeneous group of chemicals. Aliphatic,
aromatic, polar, nonpolar, acidic, basic, and cyclic amino
acids are present. Common to all acids are the carboxy
and the primary (except proline and hydroxyproline)
amino groups at the a-carbon. Except the three aromatic
amino acids phenylalanine, tyrosine, and tryptophan,
all other amino acids cannot be reasonably detected by
spectrophotometrical means. An analysis method capable
of quantification of all amino acids usually includes a
separation procedure and a derivatization procedure to
introduce a detectable group to the amino acid molecule.

A multitude of methods have been developed using
different derivatization reagents and chromatographic
separation techniques. Two principles have been estab-
lished: the precolumn and the postcolumn derivatization
techniques. In the precolumn method the amino acids
are chemically modified first to introduce a chromophore
or a fluorophore. The derivatization products are then
separated on a chromatographic column and detected
by an optical detector (spectrophotometer, fluorimeter).
Usually an aromatic group is introduced to the amino
acid molecule. The derivatives can be separated on a
reversed-phase column and monitored with an UV or flu-
orescence detector. In the postcolumn method the amino
acids are separated first on an ion exchange column and
then modified just before detection. Almost every deriva-
tization procedure modifies the amino acid at the amino

Figure 1. Schematic drawing of the glucose/lactate biosensor of YSI 2700 Biochemical
Analyzer (reproduced from Operations Manual YSI 2700 Biochemical Analyzer, Yellow Springs
Instruments).
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group that is much more reactive in an aqueous solution,
especially at alkaline pH. In this article only the most
important and commonly used methods are described in
more detail.

Ninhydrin Method. This method is the only commonly
used postcolumn derivatization method (5,6). The amino
acids are separated on specially developed cation exchange
columns (heated to temperatures of 40-700C) by eluting
stepwise with five different acidic lithium citrate buffers
(also containing methanol and phenol) at a pH of 2.5-5.0.
At the end of the column the elution stream is merged with
the ninhydrin reagent (20 g ninhydrin, 1.7 g hydrindantin
in 65% dimethylsulfoxide, 35% 4 M lithium acetate buffer),
passed through a reaction coil (T = 90-1200C) and
applied to a VIS detector. Chromatograms are taken
at wavelengths of 570 and 440 nm. Ninhydrin reacts
under these conditions with all primary amino groups
to form a dye that can be detected best at 570 nm.
During this reaction only the amino group stays as part of
the dye molecule (Ruhemann's purple). Secondary amino
groups (proline, hydroxyproline) form other derivatives
(yellow chromophores) than primary amino groups. These
derivatives are detectable best at 440 nm. Although almost
all biogenic amines and amino acids can be detected
with this method, it is being replaced more and more by
precolumn derivatization methods because of its very long
analyzing time, more than 2 hours, the unstable ninhydrin
reagent, and the toxic and corrosive elution buffers.

o-Phthaldialdehyde Method. Primary amino groups re-
act at alkaline pH in the presence of selected thiol
compounds with o-phthaldialdehyde (OPA) to form
unstable isoindoles. These isoindoles can be immediately
separated on Ci8 (ODS)-reversed-phase columns and
detected with a fluorescence detector (7,8). The reaction is:

Dependent on the thiol used, the resulting derivative
is more or less hydrophobic. Therefore, different elution
buffers and profiles have to be used. The more hydrophilic
the thiol is, the less hydrophobic the elution buffers can
be. The following thiols were tested: 2-mercaptoethanol,
mercaptoacetic acid, 2-mercaptopropionic acid, and 3-
mercaptopropionic acid. Good fluorescence yields can
only be achieved when using 2-mercaptoethanol or 3-
mercaptopropionic acid.

Only primary amino groups of amino acids and
amines can react with o-phthaldialdehyde. Secondary
amino groups will not be modified. Therefore, proline and
hydroxyproline cannot be analyzed. Furthermore, cysteine
and cystine give only very poor fluorescent derivatives
that are not quantitatively detectable. To overcome this
last hint, it is possible to oxidize cysteine and cystine
with a mild oxidant like jodoacetic acid to cysteic acid
prior to OPA derivatization. The OPA derivative of cysteic
acid is very well detectable. The reagent OPA itself is not
fluorescent and produces no interfering signals.

Procedure: The complete analysis of amino acid in
samples from cell cultures is performed with an automated
HPLC system (Kontron Instruments). A programmable
autosampler first mixes the prepared sample with the
reagent mixture (OPA reagent) and then injects an
aliquot onto a Cis-reversed-phase HPLC column after
a reaction time of 1.5 min. The OPA derivatives are
eluted in a binary gradient in less than 30 min and
passed through a fluorescence detector. Data recording,
evaluation, calculation, and device control is done with
chromatography software (KromaSystem 2000, Kontron).
A detailed description of this method follows.

Sample preparation: Cell-free supernatant is mixed
1:1 with 5% HCO4 containing 300 jxM of 8-amino-n-valeric
acid as an internal standard. The mixture is centrifuged
for 5 min to remove the precipitated proteins. An aliquot
is mixed with two aliquots of 0.4 M sodium borate buffer
pH 10.4 to alkalize and dilute the sample.

Derivatization: 20 |iL of the prepared sample is filled
into a sampler vial. The sampler (AS 465, Kontron) mixes
with 70 JLIL of reagent (50 mg o-phthaldialdehyde, 1 mL
methanol, 100 \iL 3-mercaptopropionic acid, 9 mL 0.6 M
sodium borate buffer, pH 10.4) and injects 20 JiL onto the
column after 1.5 min reaction time.

Elution: The mixture is separated on a Cis-reversed-
phase column (Ultrasphere ODS, 5 JI, 4.6 x 150 mm,
Beckman Coulter, Inc.) with a multistep binary gradient in
less than 30 min. The column temperature is set to 27 °C.
Buffer A consists of 0.085 M sodium acetate, pH 7.5, 1%
tetrahydrofurane. Buffer B is a mixture of 70% methanol
and 30% 0.085 M sodium acetate, pH 5.2. Total flow is set
to 1.3 mL/min for the first 13 min after injection and to
2.2 mL/min for the rest of the analysis. The gradient is set
as follows: 5% B at time 0, linear increase to 25% B in
15 min, linear increase to 51% B in 1 min, hold 51% B for
6 min, linear increase to 70% B in 1 min, hold 70% B for
3 min, linear increase to 85% B in 0.5 min, hold 85% B
for 3 min.

Detection: The OPA derivatives are detected with a
fluorescence detector (SFM 25, Kontron) set to excitation
and emission wavelengths of 330 and 450 nm, respectively.

Figure 2 shows an example chromatogram obtained for
a standard mixture. All amino acids are baseline separated
and can be quantified by peak area integration.

Phenylisothiocyanate Method. Phenylisothiocyanate
(PITC) reacts under alkaline conditions with both pri-
mary and secondary amino groups (Edman reaction). The
derivatives can be separated on Cis (ODS)-reversed phase
columns and detected with a UV detector at 254 nm (9).
The reaction is:



Time (min)
Figure 2. Standard chromatogram of amino acids processing
the OPA method. Separation conditions apply as described
in the text. List of amino acids: (1) aspartic acid,
(2) glutamic acid, (3) asparagine, (4) serine, (5) glutamine,
(6) histidine, (7) glycine, (8) threonine, (9) arginine, (10) alanine,
(11) tyrosine, (12) ethanolamine, (13) <5-amino-ra-valeric acid
(internal standard), (14) methionine, (15) valine, (16) tryptophan,
(17) phenylalanine, (18) by-product, (19) isoleucine, (20) leucine
(21) lysine.

The method of sample preparation and derivatization
follows a stringent procedure that involves many labor-
intensive stages and cannot be completely automated.
An improvement was made by introducing the Pico Taq
system (Waters), a semiautomatic apparatus to perform
the drying and derivatization of the sample (10,11).
However, the resulting phenylthiocarbamyl derivatives
are very stable and easy to handle.

Procedure: The analysis of samples from cell cultures
is done with an automated HPLC system (Kontron). An
autosampler injects an aliquot of the prepared sample
onto a Cis-reversed-phase HPLC column. The PITC
derivatives are eluted in a binary gradient in less than
50 min and passed through a UV detector. Data recording,
evaluation, calculation, and device control is done with
chromatography software (KromaSystem 2000, Kontron).
A detailed description of this method follows.

Sample preparation: Cell-free supernatant is mixed 1:1
with an internal standard solution of 300 [iM norleucine.
An aliquot of 100 yiL is lyophilized with a vacuum
concentrator.

FMOC offers a sensitivity comparable to the OPA
method when used with fluorescence detection. But FMOC
and its hydrolysis products have similar fluorescence
spectra to the FMOC amino acids. Excess FMOC
remaining after derivatization reacts with water to form
FMOC-OH (9-fluorenylmethylalcohol), which elutes as a
large broad peak. Removal of FMOC-OH can be achieved
by liquid-liquid extraction into pentane. A more elegant
method of preventing interference of FMOC-OH is to
react excess FMOC with a very hydrophobic amine (e.g.,
aminoadamantane) to form a derivative that elutes after
all amino acids.
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Derivatization: 20 pL of mixture 1 (2:1:1 methanol:
water:triethylamine) is added to the lyophilizate, vortexed,
and dried again. For derivatization 20 |iL of mixture 2
(7:1:1:1 methanol:water:triethylamine:PITC) is added
and mixed during a reaction time of 20 min at room
temperature (22 0C). The mixture is lyophilized again
to remove excess PITC. The lyophilizate is dissolved in
100 JIL elution buffer A, and 40 jxL is injected onto the
column.

Elution: The mixture is separated on a Cis-reversed-
phase column (ODS Hypersil, 5 ji, 4.6 x 250 mm, Hypersil)
with a multistep binary gradient in less than 50 min. The
temperature of the column is set to 39.5 0C by use of
a water bath. Buffer A consists of 98% 0.085 M sodium
acetate, pH 5.2, 2% acetonitrile. Buffer B is a mixture of
70% acetonitrile and 30% 0.085 M sodium acetate, pH 5.2.
The total flow is set to 1.4 mL/min. The gradient is set as
follows: 2% B at time 0, hold 2% for 9 min, linear increase
to 4% B in 1 min, linear increase to 10% B in 10 min,
linear increase to 25% B in 9 min, linear increase to 31%
B in 8 min, linear increase to 90% B in 3 min, hold 90% B
for 4 min.

Detection: The PITC derivatives are detected with a
UV detector (D 430, Kontron) set to a wavelength of
254 nm.

Figure 3 shows an example chromatogram obtained
for a standard mixture. All amino acids are baseline
separated and can be quantified by peak area integra-
tion.

FMOC Method. FMOC (9-fluorenylmethoxycarbonyl-
chloride) reacts with both primary and secondary amino
groups. Due to the introduction of the large hydrophobic
fluorenylmethyl group, the derivatives can already be
separated on a Cs-reversed-phase column. Detection is
done with a fluorescence detector at excitation and
emission wavelengths of 260 and 310 nm, respectively.
The reaction is:



Analysis of other Ingredients

Pyruvate. Pyruvate is the end product of aerobic
glycolysis. At this point it can undergo several reactions,
especially oxidative decarboxylation to produce acetyl-CoA
or reduction to lactate (the end product of anaerobic
metabolism). Although free pyruvate is consumed by
mammalian cells rapidly, probably to bypass glycolysis,
no significant effect on cell growth and productivity was
reported. Nevertheless, some basal medium formulations
(e.g., F12) already contain pyruvate in a concentration of
1 or 2 mM.

The determination of pyruvate cannot be performed
without any molecular modification, since no chromophore
is present, except when employing an enzyme assay
(using lactate dehydrogenase). On the other hand,
pyruvate possesses an a-keto group that is reactive
enough to react with primary amines under aqueous
conditions. With o-phenylendiamine (OPD) (12) or 1,2-
diamino-4,5-dimethoxybenzene (13) fluorescent products
(2-quinoxalinol derivatives) are formed that can be
separated on reversed-phase columns and detected in a
fluorescence detector. The reaction is:

Procedure: The analysis of pyruvate in samples from
cell cultures is performed with an automated HPLC
system (Kontron Instruments). The OPD derivatives are
eluted in a binary gradient in less than 20 min and
passed through a fluorescence detector. Data recording,
evaluation, calculation, and device control is carried out by
chromatography software (KromaSystem 2000, Kontron).

Sample preparation: Cell-free supernatant is mixed 1:1
with 3% HCIO4 containing a-ketoglutarate as an internal

Figure 3. Separation of standard mixture amino
acids using the PITC method. Amino acids identified
as follows: (1) aspartic acid, (2) hydroxyproline,
(3) glutamic acid, (4) serine, (5) asparagine, (6)
glycine, (7) glutamine, (8) taurine, (9) histidine, (10)
threonine, (11) alanine, (12) arginine, (13) proline,
(14) ethanolamine, (15) tyrosine, (16) valine, (17)
methionine, (18) cytine, (19) isoleucine, (20) leucine,
(21) norleucine (internal standard), (22) pheny-
lalanine, (23) ornithine, (24) tryptophan, (25) lysine,
(R) reagent.

standard. The mixture is centrifuged for 5 min to remove
the precipitated proteins.

Derivatization: 50 uL of prepared sample is mixed with
500 JiL of the OPD reagent (0.1 g o-phenylendiamine and
250 JIL 2-mercaptoethanol in 100 mM 2 N hydrochloric
acid) and derivatized for 2 hours at 95 0C. After cooling,
100 JiL of the solution is mixed with 100 JiL of 0.4 M sodium
borate buffer pH 9.5 and 20 JiL is injected onto the column.

Elution: The mixture is separated on a Cis-reversed-
phase column (Ultrasphere ODS, 5 \i, 4.6 x 150 mm,
Beckman Coulter, Inc.) with a binary gradient in less
than 20 min. The column temperature is set to 27 0C.
Buffer A consists of 0.085 M sodium acetate pH 7.5, 1%
tetrahydrofurane. Buffer B is a mixture of 70% methanol
and 30% 0.085 M sodium acetate, pH 5.2. Total flow is set
to 1.0 mL/min. The gradient is set as follows: 20% B at
time 0, linear increase to 100% B in 9 min, hold 100% B
for 4 min.

Detection: The OPD derivatives are detected with a
fluorescence detector (SFM 25, Kontron) set to excitation
and emission wavelengths of 340 and 412 nm, respectively.

Inorganic Salts. Cell culture media contain inorganic
cations and anions. The predominant salt in the medium is
sodium chloride in a concentration of 6-7.5 g/L. This high
concentration is necessary to maintain an osmotic pressure
of about 300 mosmol/kg to ensure isotonic conditions for
the cells. Besides sodium, only potassium, magnesium, and
calcium cations are present in considerable concentrations.
Sulfate, phosphate, and nitrate are the anions along with
chloride. Some trace elements like iron, zinc, copper, and
selenium, each in a very low concentration, may also be
present. Sodium bicarbonate/carbondioxide is usually the
main pH buffer of the medium.

Ionic substances including inorganic cations and anions
can be well separated by ion-exchange chromatography.
The separated ions can easily be detected by using a
conductivity detector, if the ion concentration is high
enough to compensate the poor sensitivity. Conductivity
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detection is not suitable for the detection of trace elements.
In that case methods like mass spectrometry (ICP-MS) or
atomic absorption spectroscopy may apply.

Procedure: The ion separation can be performed with an
ion chromatograph (e.g., Dionex, Metrohm) or an HPLC
system equipped with a conductivity detector (ICM300,
Kontron). The temperatures of the column and the flow
cell of the detector have to be monitored constantly, since
conductivity is extremely temperature sensitive.

Sample preparation: Cell-free supernatant is mixed
with an internal standard (e.g., cesium bromide) and
filtered (0.45 um). The mixture has to be diluted with
ion-free water to meet the detection range (e.g., 1:100).

Cation Separation. Inorganic cations can be separated
on a cation exchange column (IC Cation SuperSep (silica,
polybutadiene-malic acid), 125 mm x 4.0 mm, Metrohm)
and eluted isocratically with a buffer consisting of 4 mM
tartaric acid and 0.7 mM pyridine-2,6-dicarboxylic acid in
less than 20 min. The column temperature is set to 30 0C;
total flow is set to 1.0 mL/min. A chromatogram obtained
under these conditions is shown in Figure 4.

Anion Separation. The anions are separated on a anion
exchange column (Anion/R [polystyrene, N(CH3)

3"1"], 10 u,
0, 19 meq/g, 250 mm x 4.1 mm, Alltech) and eluted with
5 mMp-hydroxybenzoic acid, pH 8.5 (adjusted with LiOH)
in 30 min. The column temperature and total flow are set
to 300C and 2.5 mL/min, respectively. Figure 5 shows an
example of a chromatogram.

Vitamins. Cell culture basal media contain about ten
different vitamins and precursors (Table 1). Sometimes
special media recipes contain additional vitamins or
provitamins such as vitamin C (ascorbic acid), retinoic
acid (vitamin A acid), or E (or-tocopherol). From a chemical
point of view the group of vitamins is an extremely
heterogeneous collection of substances with different
chemical properties. Most of the vitamins are water
soluble, but some are only fat soluble. A uniform analysis
method cannot be achieved. A second problem for the
determination derives from the very low concentrations,
generally far below 10 mg/L. Nevertheless, the knowledge
of vitamin requirements during cell cultivation (especially

Time (min)
Figure 5. Anion separation by anion exchange chromatography.
Separated anions of 1:100 prediluted basal medium are identified
as follows: (1) bicarbonate, (2) chloride, (3) bromide, (4) nitrate,
(5) phosphate, (6) sulfate, (7) iodide.

long-term and high-density cultures) may improve cell
growth and productivity.

Analysis of vitamins is often performed in the food
industry for quality control of multivitamin preparations,
juices, engineered food, and other materials (14). In
general, the vitamin concentrations in these matrices are
much higher than in culture medium. However, some
progress has been made in adapting methods for the
analysis of certain vitamins to cell culture conditions. In
the following, determination methods for some vitamins
are described that have been recently developed in our
laboratory.

Pantothenate. Pantothenate, a member of the vitamin
B2 group, is a dipeptide formed from 2,4-dihydroxy-3,3-
dimethylbutyric acid and /*-alanine. In conjunction with
cysteamine, adenosine, and diphosphate, pantothenate
forms the coenzyme A.

The pantothenate molecule contains no chromophore
or fluorophore. An analysis method was developed using
a refractometer as detector (15). The low concentration in
medium in a range of 0.4 to 4 mg/L and the many other
medium ingredients make the use of such a detection
method impossible. A more promising alternative seems
to be an acidic hydrolysis with later analysis of the
released /?-alanine. The /J-amino acid /2-alanine can be
derivatized with one of the reagents described in the
amino acid section. The second product of the hydrolysis
is pantolactone. Pantolactone may be analyzed by gas
chromatography after liquid-liquid extraction from the
hydrolysis mixture using dichloromethane as organic
solvent.

Procedure: The quantification of /J-alanine after hydrol-
ysis of pantothenate can be carried out with an HPLC
system.

Sample preparation: 100 uL of sample and 200 uL
concentrated hydrochloric acid is boiled for 15 min in
a water bath. The mixture is lyophilized in a vacuum
concentrator and resolved in 100 \iL of 0.4 M sodium borate
buffer, pH 9.5.

Derivatization: 40 |iL of the prepared sample is filled
into a sampler vial. The sampler mixes with 70 JIL

Time (min)
Figure 4. Separation of cations on a cation exchange column.
Cell culture basal medium was diluted 1:100 prior injection.
Identified cations are (1) sodium, (2) ammonium, (3) potassium,
(4) cesium (internal standard), (5) calcium, (6) magnesium.
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of reagent (50 mg o-phthaldialdehyde, 1 mL methanol,
100 |iL 2-mercaptoethanol, 9 mL 0.6 M sodium borate
buffer, pH 10.4) and injects 60 JiL onto the column after
1.5 min reaction time.

Elution: The mixture is separated on a Cig-reversed-
phase column (Ultrasphere ODS, 5 \i, 4.6 x 150 mm,
Beckman Coulter, Inc.) with a multistep binary gradient in
less than 20 min. The column temperature is set to 39.5 0C.
Buffer A consists of 0.1 M sodium acetate pH 7.5, 1%
tetrahydrofurane. Buffer B is a mixture of 70% methanol
and 30% 0.1 M sodium acetate pH 5.2. Total flow is set
to 1.8 mL/min. The gradient is set as follows: 25% B at
time 0, linear increase to 50% B in 3 min, hold 50% B for
10 min, linear increase to 80% B in 1 min, hold 80% B
for 4 min. This gradient has to be chosen to separate the
/3-alanine derivative from all other amino acid derivatives
present in the sample at much higher concentrations.

Detection: The OPA derivatives are detected with a
fluorescence detector (SFM 25, Kontron) set to excitation
and emission wavelengths of 330 and 450 nm, respectively.

Riboflavin. Riboflavin (7,8-dimethyl-10-ribityl-isoallo-
xazin), a member of the vitamin B2 group, is contained
in prosthetic groups (FMN, FAD) of flavoproteins. Aerobic
and anaerobic dehydrogenases often belong to the group of
flavoproteins. Such enzymes are involved especially in the
respiratory chain. The isoalloxazin structure in riboflavin
acts in this context as a reversible redox system.

Riboflavin itself is fluorescent without any modification,
and an analysis is easy when the concentration is high
enough (16-18). Usually the riboflavin concentration
in cell culture media is in a range of 0.04-0.4 mg/L,
which is too low for direct measurement. But a tenfold
concentration is sufficient for quantitative determination.

Procedure: The quantification of riboflavin can be
performed with an HPLC system. Riboflavin is separated
from contaminant substances on a C is column and
detected with a fluorescence detector.

Sample preparation: 1 mL of sample is lyophilized in a
vacuum concentrator and resolved in 100 JIL buffer.

Elution: The concentrated sample is injected onto
a Cis reversed-phase column (Ultrasphere ODS, 5 jn,
4.6 x 150 mm, Beckman Coulter, Inc.) and eluted with
a buffer consisting of 87% 0.01 M sodium acetate, pH 5.5,
and 13% acetonitrile. Total flow is set to 2 mL/min.

Detection: Riboflavin is detected in a fluorescence
detector (SFM25, Kontron) set to excitation and emission
wavelengths of 436 and 535 nm, respectively. At these
wavelengths only a low interference was observed.

Thiamine. Thiamine, vitamin Bi, is in its diphosphate
form the prosthetic group of the enzyme decarboxy-
lase—dehydrogenase, one of three units of a multienzyme
complex performing the oxidative decarboxylation.

The thiamine concentration in cell culture media is in a
range of 0.3 to 4 mg/L, which is sufficient for quantitative
determination, if a sensitive detection method is used.
Although thiamine contains a pyrimidine and thiazole
ring in the molecule, a much more sensitive detection
can be achieved when the thiazole ring is oxidized. The
resulting thiochrome is fluorescent (19-21).

Procedure: The quantification of thiamine can be
carried out with an HPLC system. Thiamine is oxidized

by potassium hexacyanoferrate in alkaline solution to
thiochrome. Thiochrome can be separated on a Cis column
and detected with a fluorescence detector.

Sample preparation: 0.5 mL of sample is mixed with
0.5 mL of 1% K3Fe(CN)6 in 15% NaOH. After 45 sec the
reaction is stopped by adding 75 JAL phosphoric acid.

Elution: The reaction mixture is injected immediately
onto a C is reversed-phase column (Ultrasphere ODS, 5 \i,
4.6 x 150 mm, Beckman Coulter, Inc.) and eluted with a
buffer consisting of 87% 0.01 M sodium acetate, pH 5.5,
and 13% acetonitrile. Total flow is set to 1.2 mL/min.

Detection: Thiochrome is detected in a fluorescence
detector (SFM25, Kontron) set to excitation and emission
wavelengths of 364 and 436 nm, respectively.

Lipids. The cell membrane of mammalian cells con-
sists basically of a lipid bilayer of phospholipids.
The phospholipids (e.g., phosphatidyl choline, phos-
phatidyl ethanolamine, phosphatidyl serine) themselves
are diesters of phosphoric acid with glycerine on one
side and choline, ethanolamine, or serine on the other
side. Glycerine is esterified at its two other hydroxyl
groups with fatty acids. The fatty acids (saturated and
unsaturated) can be synthesized by an enzyme complex
(fatty acid synthetase complex) located in the cytosol
starting from acetyl-CoA. Another main component of
the cell membrane is the steroide cholesterol. It has a
rigid structure and can strengthen the cell membrane if
it is incorporated into the lipid bilayer. Cholesterol can
also be synthesized from acetyl-CoA by another path-
way.

Although the cells can prepare their lipids, special addi-
tives to basal cell culture media can contain fatty acids,
cholesterol, and phospholipids to support the cell status.
In medium additives like serum, lipoprotein mixtures,
and protein/fatty acid mixtures these components may be
included.

Fatty Acids. Fatty acids may be analyzed either by
liquid or by gas chromatography. Generally present in
low concentrations, a concentration step is necessary.
This concentration can be carried out by liquid-liquid
extraction with a lipophilic solvent and subsequent
lyophilization.

Procedure: The lyophilized fatty acids can either be
dissolved and applied directly to a gas chromatograph
equipped with a special column or be derivatized prior
to HPLC analysis (15). In each case the same sample
preparation procedure may be used.

Sample preparation: 0.4 mL of sample, 10 jxL inter-
nal standard solution (5 mM heptadecanoic acid), and
1 mL of extracting agent (Dole mixture; isopropanol/ra-
heptane/2 M phosphoric acid 40:10:1) are vortexed for
10 min. 0.4 mL /z-heptane and 0.6 mL pure water are
added and mixed again. 0.4 mL of the upper (organic)
phase are taken and lyophilized.

GC analysis: The lyophilized fatty acids are dissolved
in n-heptane, dried with sodium sulfate, and applied to the
gas chromatograph. The gas chromatograph (e.g., CP9000,
Chrompack) may be equipped with a split injector, a flame
ionization detector (FID), and a polar capillary column
(e.g., FFAP-CB, 25 m, Chrompack). The temperatures of



injector and detector are both set to 300 0C. The fatty acids
elute at temperatures of 200-2700C.

HPLC analysis: Before injection the fatty acids have
to be derivatized to add a chromphore. The lyophilized
fatty acids are dissolved in 200 JIL acetonitrile. 12 \iL
of reagent (50 mM p-bromophenacylbromide, 5 mM 18-
crown-6) and 1 mg KHCO3 are added and held for 45 min
at 85 0C. The fatty acid derivatives can be separated
on a C6-reversed-phase column (Spherisorb Hexyl, 5 JJ,,
125 x 4.6 mm, Bischoff) by binary gradient elution in less
than 30 min. Solvent A consists of 50% acetonitrile, 50%
water, and solvent B of 90% acetonitrile, 10% water. The
total flow is set to 1.3 mL/min. The gradient is set as
follows: 0% B at time 0, linear increase to 100% B in
30 min, hold 100% B for 2 min. Detection is carried out
by UV absorption at 254 nm. Figure 6 shows an example
chromatogram.

Cholesterol and Cholesteryl Esters. Cholesterol may be
analyzed by gas ehromatography. After liquid-liquid
extraction from the aqueous sample with an organic
solvent and subsequent lyophilization, it can be acetylated
and chromatographed on a non polar column. Cholesteryl
esters can be hydrolyzed prior to acetylation.

Procedure: The analysis of cholesterol acetate may
be carried out with a normal gas chromatograph (e.g.,
CP9000, Chrompack) equipped with a split injector, an
FID, and a non polar capillary column (e.g., CP-5-Sil CB,
10 m, Chrompack).

Sample preparation: 2 mL of sample are added to
2 mL of extracting agent (75% diisoproylether, 25% n-
butanole) and mixed for 3 h in an end-over-end mixer.
The non aqueous phase is taken and lyophilized. The
cholesteryl esters can now be hydrolyzed with ethanolic
KOH (0.6 mL 33% KOH, 9.4 mL ethanol) for 1 h at 6O0C.
After neutralization (HCl) and extraction (hexane, three
times) cholesterol can be derivatized.

Derivatization: The solvent (hexane) is removed and
acetic anhydride is added. After 1 h at 1000C the reaction

is stopped by adding ice water. Cholesterol acetate is
extracted into hexane (three times). The joined organic
phases are washed with pure water and lyophilized
afterwards.

Chromatography: The dried extract is dissolved in hex-
ane, and an aliquot is applied to the gas chromatograph.
The temperatures of injector and detector should be set to
270 and 300 °C, respectively. Cholesterol acetate elutes at
a temperature of 240-2700C. For improved reproducibil-
ity an internal standard (e.g., stigmasterol acetate) may
be added early during sample preparation.

ANALYSIS OF METABOLIC END PRODUCTS

During metabolism of glucose, amino acids, and other
compounds the cells also produce substances that are
released into the surrounding medium. The main end
products of metabolism are lactic acid (lactate) and
ammonia. Both substances are known to affect cell
viability and product formation. Therefore, it is necessary
to monitor the concentrations in the culture supernatant
to be able to maintain low concentrations by use of special
means or process procedures.

Lactate. Lactate is the end product of anaerobic
metabolism of glucose. Almost all cells in vitro produce
lactate also under aerobic conditions. Lactate is formed
from pyruvate by the enzyme lactate dehydrogenase. A
maximum of two moles lactate can be produced from
one mole glucose under completely anaerobic conditions.
Additionally, lactate may also be synthesized by other
pathways, especially amino acid metabolism. The two most
common methods of lactate analysis are described in the
following.

Photometric Lactate Assay. Lactate is converted in the
presence OfNAD+ by the enzyme L-lactate dehydrogenase
to pyruvate. During this reaction NADH is formed, which
can be monitored at a wavelength of 340 nm. The reaction
is reversible, and the equilibrium is more on the lactate
side than on the pyruvate side. Therefore, pyruvate
has to be removed. This can be achieved by adding
the second enzyme, glutamate-pyruvate transaminase,
which converts pyruvate in the presence of glutamate
to alanine and 2-oxoglutarate. The assay (e.g., Roche
Diagnostics) (22,23) is desired to be used in a cuvette
UV spectrophotometer and needs no further laboratory
equipment. The reactions are:

L-lactate
dehydrogenase

L-lactate + NAD > pyruvate

+ NADH + H+

glutamate - pyruvate
transaminase

pyruvate + L-glutamate > L-alanine
H- 2-oxoglutarate

Enzyme Electrode-Based Biosensor. The principle of
an enzyme electrode-based biosensor (e.g., Model YSI
2700, Yellow Springs Instrument Co. Inc.) (3) is already
described in detail in the section on glucose analysis. In
the case of lactate determination the immobilized enzyme

Time (min)
Figure 6. HPLC separation of standard mixture of predominant
fatty acids. All conditions as described in the text. Identified
fatty acids: (1) linolenic acid (18:3), (2) linoleic acid (18:2),
(3) palmitic acid (16:0), (4) oleic acid (18:1), (5) heptadecanoic
acid (17:0) (internal standard), (6) stearic acid (18:0), (R)
reagent.
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is lactate oxidase, which oxidizes lactate and generates
hydrogen peroxide. The reactions are:

lactate oxidase

L-lactate H- O2 > pyruvate H- H2O2

H2O2 ^H% 2H+ + O2 + 2e"

The YSI 2700 analyzer is capable of holding and
maintaining two enzyme electrodes in its chamber.
Therefore, from the same sample volume (25 pL) two
determinations (e.g., glucose and lactate) can be made
at the same time.

Ammonia. In animal cell culture, other than in
mammals, ammonia is the main end product of nitrogen
metabolism. Beside ammonia, alanine is also produced in
a remarkable amount, while only little urea is secreted
by the cells. Especially when high glutamine and other
amino acid concentrations have to be used to supply the
cells, an ammonia concentration of several millimolar
can be found. High ammonia concentrations can affect
cell growth, productivity, and product integrity very
drastically. Several analytical methods have been used for
the quantification of ammonia, including enzyme assay
systems (e.g., Roche Diagnostics) (24,25), gas-sensitive
electrodes (e.g., Mettler-Toledo), ion chromatography (e.g.,
Metrohm, Dionex), and derivatization. The methods are
discussed in the following. Each of these methods have
advantages and disadvantages.

Enzyme Assay. Due to the use of a special enzymatic
reaction (glutamate dehydrogenase), the enzyme assay is
highly specific for ammonia. The concentration of NADH
can be easily monitored at a wavelength of 340 nm. The
concentrations of reacted NADH and assayed ammonium
are inversely proportional. The necessity of the coenzyme
NADH and the consumption of enzyme makes this method
a cost-intensive analysis procedure. The reaction is:

glutamate
dehydrogenase

2-oxoglutarate H- NADH H- NH4
+ • L-glutamate

+ NAD+ + H2O

This assay test kit is desired to be used in a cuvette
UV spectrophotometer and needs no further laboratory
equipment. The method can be recommended when only a
few or sporadic measurements are necessary.

Gas-Sensitive Ammonia Electrode. An ammonia elec-
trode works by the principle that under alkaline conditions
ammonia degasses from aqueous solutions, passes through
a hydrophobic membrane (PTFE), and dissolves in an
acidic solution, where the resulting pH shift can be mea-
sured and quantitatively evaluated. In most cases this is
also a specific detection method. The main disadvantages
are the size of the electrode and the fragile membrane
adapter. Depending on the ammonia concentration in the
sample and a predilution possibility, a sample volume of
up to 10-20 mL may be necessary for analysis.

Procedure: 2 mL of cell-free sample are diluted with
water to a volume of 20 mL. The ammonia electrode is
placed into the solution. After obtaining a stable value,

0.5 mL of 10 M NaOH is added, and the highest value is
registered.

Ion Chromatography. The ion chromatography analysis
of ammonia is based on cation exchange chromatogra-
phy (26) and conductivity detection. Due to the chemical
similarity of ammonium and potassium cations and the
high sodium concentration, a good resolution may be dif-
ficult to obtain. A small sample volume requirement and
an automatic analysis procedure are advantages of this
method, whereas the high equipment requirement (chro-
matography system) is the main disadvantage. For details
please refer to the section on cation analysis.

Fluorescence Detection. o-Phthaldialdehyde reacts with
primary amines, including ammonia, in the presence of
mercaptoacetic acid (thioglycolic acid) at basic conditions
to unstable, fluorescent isoindole derivatives (see also
the section on amino acid analysis, OPA method). The
reaction product is analogous to the products formed
with 3-mercaptopropionic acid and amino acids, but
its fluorescent property is quite different. Whereas
the fluorescence intensity at excitation and emission
wavelengths of of 330 and 450 nm (amino acids),
respectively, is very poor, the fluorescence yield can be
increased greatly by shifting to wavelengths of 415 and
485 nm, respectively. On the other hand, the fluorescence
intensity of the amino acid derivatives is negligible at those
wavelengths. Therefore, this method has good selectivity
for ammonium quantification.

Procedure: The reagent is prepared by dissolving
1.85 mmole o-phthaldialdehyde and 4 mmole mercap-
toacetic acid (thioglycolic acid) in 2 mL methanol and
adding 100 mL 0.4 M sodium borate buffer, pH 10.4. The
mixture can be stored at 4 0C in 10-mL aliquots. Before
measurement one aliquot was allowed to reach room tem-
perature (200C). The reaction is directly carried out in
half-microquartz cuvettes by adding 1-1.3 mL reagent to
20 \iL of cell-free sample. After a brief mixing the cuvette
is immediately placed in a spectrofluorimeter (RF551, Shi-
madzu) set to excitation and emission wavelengths of 415
and 485 nm, respectively. The highest emission value is
reached in approximately 1 min. This value is used for
calculation.

Urea. Urea is the end product of nitrogen metabolism in
mammals. Normally it is produced in the liver and secreted
by the kidney into the urine. Cells in vitro are usually not
able to synthesize urea. Therefore, the predicted urea
concentration in the supernatant may be very low. On the
other hand, a considerable amount of urea may be found
in medium additives like serum or plasma.

Urea may be quantified by using a two-step enzyme
assay (27,28). The reaction may be monitored by following
the NADH conversion at 340 nm. The reaction is specific
for urea, but the method is not very sensitive.

Urease
urea + H2O • 2NH3 + CO2

glutamate
dehydrogenase

2-oxoglutarate H- NADH H- NH 4
+ > L-glutamate

H- NAD+ H- H2O



ANALYSIS OF OTHER SUBSTANCES AND PARAMETERS

Pyroglutamic Acid. Pyroglutamic acid (5-oxo-2-pyrolli-
done carboxylic acid) is a molecule that is formed
from glutamine in a spontaneous thermal intramolecular
cyclization reaction.

Under cultivation conditions glutamine has a half-
life of about 6 to 8 days (29). Therefore, when high
glutamine concentrations are used and maintained under
such conditions (e.g., high-density batch and perfusion
cultivations), a considerable amount of pyroglutamate is
produced.

In principle, pyroglutamate can be analyzed using the
same derivatization procedure as described for HPLC
analysis of fatty acids. But sample preparation and
elution conditions distinguish clearly because the formed
derivative is much more hydrophilic and cannot be
separated on a C6-reversed-phase column.

Procedure: The analysis may be carried out using a
binary gradient HPLC system with UV detection.

Sample preparation: The cell-free sample is adjusted to
pH 3. 50 |xL thereof are lyophilized and resolved in 180 JJL
acetonitrile.

Derivatization: 20 jiL reagent (50 mM p-bromophena-
cylbromide, 5 mM 18-crown-6) and 1 mg KHCO3 are added
to the solution and heated for 90 min to 85 0C. The reaction
mixture is rapidly cooled with ice water and 15-30 JIL are
injected.

Elution: The pyroglutamate derivative can be separated
on a Cis-reversed-phase column (Ultrasphere ODS, 5 ji,
4.6 x 150 mm, Beckman Coulter, Inc.) by binary gradient
elution in less than 30 min. Solvent A consists of 20%
acetonitrile, 80% water, and solvent B of 90% acetonitrile,
10% water.

The total flow is set to 1.3 mL/min. The gradient is set
as follows: 0% B at time 0, linear increase to 100% B in
30 min, hold 100% B for 2 min. Detection is carried out by
UV absorption at 254 nm. Besides pyroglutamate, lactate
can also be analyzed quantitatively with this method.
Figure 7 shows an example chromatogram.

Enzyme Activities. Several enzymes are released from
necrotic and apoptotic cells and cell membranes into the
cell culture medium during cultivation. These enzymes
may also be active in medium, influencing cell behavior or
product quality. Monitoring these enzyme activities may
be necessary to assess culture status or product quality.

Lactate Dehydrogenase Activity. Lactate dehydrogenase
is a cytosolic enzyme. The detection of lactate dehydro-
genase activity in the cell culture supernatant indicates
cell damage by defective membranes or cell lysis. This
enzyme is often used as marker enzyme for cell death.

Time (min)

Figure 7. Chromatogram obtained by following the pyrogluta-
mate derivatization procedure. Derivatization and separation
conditions apply as described in the text. Identified substances are
(1) pyroglutamate, (2) lactate, (3) unresolved amino acids (mainly
glutamine), (R) reagent.

As described in the section on lactate analysis, lac-
tate dehydrogenase converts pyruvate in the presence
of NADH into lactate (or vice versa). The enzyme activ-
ity can be monitored by following the NADH conversion
in a temperature-controlled spectrophotometer at a wave-
length of 340 nm. A standardized procedure can be per-
formed as follows: 100 uL cell-free supernatant is mixed
with 700 JIL of 30 mM sodium phosphate buffer, pH 7.4,
100 JiL of 10 mM sodium pyruvate solution (in phosphate
buffer) and 100 jxL 2.7 mM NADH solution (in phosphate
buffer) in a quartz half-microcuvette. The cuvette is placed
in a temperature-controlled (37 0C) photometer. The linear
extinction decrease at 340 nm is monitored for 1 min. The
enzyme activity can be calculated from the slope.

Neuraminidase Activity and Sialic Acids. Many of the
therapeutic proteins produced by cell culture are glycosy-
lated. Variability in the oligosaccharide pattern can affect
their behavior after application to a patient (half-time,
biodistribution, biological activity). Terminally linked
sialic acids are particularly involved in various biological
events. Sialic acids are easily cleaved off the oligosaccha-
ride by neuraminidases. Neuraminidase activity has been
localized on the subcellular level in the plasma membrane,
the Golgi apparatus, the lysosomes, and the cytosol. More-
over, neuraminidase activity has also been detected in cell
culture fluids (30).

Determination of Neuraminidase Activity. The neu-
raminidase activity is determined fluorometrically with
4-methylumbelliferyl-a-D-N-acetylneuraminic acid sub-
strate (MUF-NeuAc5) (31). A standardized assay can be
performed as follows (32). After centrifugation (15000 x g,
15 min), 250 \LL of supernatant, 25 pL of 4 mM MUF-
NeuAc5 solution, and 25 JiL of 1 M phosphate buffer,
pH 7.0, are mixed and heated for 1 h at 37 0C. The reaction
is stopped by adding 700 JiL 0.375 glycine/KOH buffer,
pH 10.4. The mixture is centrifuged again (15000 x g,
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5 min), and the fluorescence is determined at excitation
and emmision wavelengths of 362 and 448 nm, respec-
tively.

Determination of Sialic Acids. Free sialic acids can be
derivatized with l,2-diamino-4,5-methylenedioxybenzen
(DMB) into fluorescent derivatives that can be separated
on a Cig-reversed-phase column (33,34). 20 yiL cell-free
supernatant is mixed with 40 |iL ice-cold acetone to
precipitate soluble proteins. After centrifugation (15000 x
g, 5 min) 15 [iL of the mixture is lyophilized in a vacuum
concentrator. The lyophilizate is dissolved in 200 JiL of
25 mM H2SO4. 200 ^L DMB reagent (7 mM DMB, 18 mM
disodium dithionite, 1 M 2-mercaptoethanol in water) are
added and heated for 2.5 h at 600C. The reaction is
stopped by cooling to 0 0C (ice water). After centrifugation
(15000 x g, 5 min) 20 JLIL of the mixture are injected
onto the column (Ultrasphere ODS, 5 jo,, 4.6 x 150 mm,
Beckman Coulter, Inc.). The sialic acid derivatives are
eluted isocratically (1.2 mL/min) with a solvent consisting
of 5% acetonitrile, 7% methanol, and 88% water and
quantitatively detected with a fluorescence detector at
excitation and emission wavelengths of 373 and 448 nm,
respectively.

Osmolality. The cytosol interacts with the medium
through the water-permeable cell membrane. Dependent
on the concentration ratio of all substances on both sides
of the cell membrane, the cell is exposed to an osmotic
pressure. The osmotic pressure of a solution is given by
its osmolality. The osmolality of the medium should be
in a range of approximately 300 mosmol/kg ±50 mosmol/L
to provide isotonic conditions. For the determination of
the osmolality, the molar lowering of the freezing point
(Raoult's Law) by a dissolved substance can be measured.
The osmolality is independent of the kind of the dissolved
substance, but cumulative for all dissolved substances.
The measurement can be performed with a freezing point
osmometer (e.g., semiautomatic half-micro-osmometer,
Knauer). 150 JIL cell-free supernatant is needed for a
determination.

Analysis of Proteins. There are several proteins present
in cell culture fluids. Some are added to the medium to
support cell growth and product formation. The others are
produced by the cells, among which the desired product
can be found. For this reason an overall, unspecific protein
assay can usually not be used to determine product
quantity. For each product a special assay, regarding the
properties of that protein, has to be established, if not only
quantity but also activity has to be analyzed. Nevertheless,
the total protein content in the medium is often a useful
parameter.

Unspecific Protein Assays. A number of methods have
been developed to determine total protein concentration.
Besides direct UV absorbance and fluorescence, dye
staining and reaction with a copper-containing reagent
are the most common methods. The main problem of all
those methods is that the response for different proteins
may vary widely. With a complex mixture of unknown

proteins this may lead to completely wrong results. Much
care must be taken when choosing a method for a special
purpose. The most common methods are discussed briefly
in the following overview. A detailed description of all
methods including working instruction can be found in
Dunn (35).

UV absorbance at 280 nm: Determination of absorbance
of aromatic amino acids in the protein (phenylalanin,
tyrosine, tryptophan).

UV absorbance at 205 nm: Determination of absorbance
of pep tide bonds.

Fluorescence (excitation 280 nm, emission 340 nm):
Determination of tryptophan fluorescence in the protein.

Dye staining: The dye coomassie blue G 250 binds
in strong acidic solution to positively charged protein
molecules, forming a blue product that can be detected
at 595 nm (36).

Biuret reaction: Copper(II) ions in alkaline solution
form a purple complex with proteins (peptide bonds).
Detection at 540 nm (37).

Lowry method: The method is based on the Biuret
reaction and the Folin-Ciocalteau phosphormolybdiphos-
photungstic acid reduction to heteropolymolybdenum blue
by the copper-catalyzed oxidation of aromatic amino
acids (38). Detection at 750 nm.

BCA reagent: An alternative detection reagent, bicin-
choninic acid (available from Pierce), has been developed
for use with the Lowry method. Detection at 562 nm (39).

Protein assay ESL: The method is an improvement
of the Biuret method. Spare copper(II) ions are reduced
to copper(I) ions by ascorbic acid. These copper(I) ions
form a complex with bathocuproin that can be detected
at 485 nm (40). Since spare copper ions are measured,
the extinction is inversely proportional to the protein
concentration. An assay kit is commercially available
(Roche Diagnostics).

Enzyme-Linked lmmunoassays. For highly specific deter-
minations antibody-antigen binding is very useful. When-
ever an antibody against a substance (protein) is available
or can be produced, an immunoassay is a method of
choice. An immunoassay may be performed in a multi-
well microtiter plate as an enzyme-linked immunosorbent
assay (ELISA), as a radio immunoassay (RIA), as an affin-
ity chromatographic analysis, or otherwise (41).

A standard sandwich ELISA procedure usually pro-
vides sufficient selectivity and sensitivity. Sensitivity may
be improved by use of the (strep)avidin biotin ampli-
fication method. Sandwich ELISA is performed in four
steps. First, the multiwell microtiter plate is coated with
a primary antibody. Remaining binding sites on the plate
are saturated with inert protein (albumin, serum). Sec-
ond, the samples and standards containing the desired
protein are applied. After incubation and removal of super-
natant, an enzyme-labeled antibody (secondary antibody,
conjugate) is added in a third step. The fourth step is
carried out by adding a substrate of the enzyme. The
conversion of the substrate by time is monitored pho-
tometrically. By comparison to standard concentrations
a quantitative determination can be obtained. Com-
monly labelled enzymes are horseradish peroxidase and



alkaline phosphatase. The most appropriate substrates for
the peroxidase may be o-phenylendiamine or 2,2'-azino-
di-[3-ethylbenzthiazolinesulfonate(6)] diammonium salt)
ABTS. For the phosphatase p-nitrophenylphosphate is a
useful substrate.

ANALYSIS WITH CLINICAL ANALYZERS

Fully automated analyzers are widely used in central
hospital laboratories. These systems often have a sam-
ple throughput of up to several hundred measurements
per hour. A wide variety of parameters of clinical inter-
est can be analyzed. These parameters can be categorized
in groups of basal substrates, enzymes, electrolytes, or
immunochemicals. In the group of basal substrates the fol-
lowing substances and parameters are compiled: albumin,
bilirubin, cholesterol, creatinine, glucose, urea, uric acid,
triglycerides, and total protein. Among others, the activity
of the following important enzymes can be quantified: alka-
line phosphatase (ALP), amylase (AMYL), cholinesterase
(CHE), creatin kinase (CK), glutamate dehydrogenase
(GLDH), aspartate aminotransferase (AST/GOT), ala-
nine aminotransferase (ALT/GPT), y-glutamyl transferase
(GGT), lactate dehydrogenase (LDH), lipase (LIP). Addi-
tionally, analytical methods for electrolytes such as
sodium, potassium, calcium, magnesium, chloride, iron,
and inorganic phosphate are integrated in the clini-
cal autoanalyzer systems. Some of these analyzers are
also able to perform immunological quantifications for
immunoglobolins (A, G, M), lipoproteins (APO), transfer-
rin, etc. All these methods are based either on reactions
followed by photometrical detection or on measurements
with ion-selective electrodes. An alternative to these meth-
ods based on liquid chemistry is a system using strip
technology. All chemicals needed for one special detection
are placed and fixed on a prepared area on the strip. The
strip is dipped into the sample or wetted with a sample
drop. With ongoing reaction a color or change in color is
produced. Depending on the special strip used, this color
can be evaluated either by comparison with a color table
or by using a strip photometer. Fully automated analyzers
based on this strip technology have also been developed
for use in a clinical laboratory.

To explain each method in detail in this article would
lead too far, but a complete description of each detec-
tion and quantification method can be obtained from the
manufacturers of the clinical analyzers. These clinical
systems are offered from companies such as Roche Diag-
nostics/Hitachi Instruments, Bayer Diagnostics, Beckman
Coulter, or Olympus Diagnostica.

All methods used in the clinical analyzer systems, as
described, are optimized and established to meet the
requirements of clinical samples such as whole blood,
serum, plasma, urine, or other body liquids. If these
conditions are satisfied, a cell culture technologist in
analyzing his samples from culture supernatants or cell
extracts has exactly and independently prove each single
method. Special attention has to be drawn to detection
limit, sensitivity, reproducibility, and the presence of
disturbing substances. When all these parameters are
satisfactory, the use of a clinical analyzer may be a

substantial help for routine analysis. Some methods used
in the autoanalyzers are also offered as complete analyzing
kits optimized for manual operation (Roche Diagnostics).
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the internet. In the following a list of the internet home
pages is given.

Alltech Assoc, Inc. http://www.alltechweb.com/
Beckman Coulter, http://www.beckmancoulter.com

Inc.
Bayer Diagnostics http://www.bayerdiag.com
Bio-Tek Kontron http://www.biotek-kontron.com

Instruments
Chrompack Intl. BV http://www.chrompack.com
Dionex Corporation http://www.dionex.com
Hypersil http://www.hypersil.com
Innovatis GmbH http://www.innovatis.com
Knauer GmbH http://www.knauer.net
Metrohm Ltd. http://www.metrohm.com
Mettler-Toledo http://www.mt.com
Olympus http://www.olympus-

Diagnostica diagnostica.com/
Pierce http://www.piercenet.com/
Roche Diagostics http://biochem.roche.com

http://www.roche.com/diagnostics
Scharfe System http://www.casy-technology.com/

GmbH
Shimadzu, Inc. http://www.shimadzu.com
Waters Corporation http://www.waters.com
Yellow Springs http://www.ysi.com
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available by cell culture. Recombinant antibodies produced
by biotechnological processes can reduce the use of
experimental animals for antibody production and offer
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INTRODUCTION

Immunoassays are based on the specific antibody-antigen
reaction. From the analytical point of view, antibodies
are specific biorecognition molecules. In principle, they
can be prepared against any chemical structure using
either the immunization of animals or novel recombinant
techniques. Yalow and Berson introduced antibodies for
analytical purposes at the end of the 1950s (1). In
the following years, immunoassays were widely applied
in biochemistry, clinical chemistry, and environmental
monitoring. At present, polyclonal antibodies produced by
immunization of animals are being replaced by monoclonal
antibodies. The introduction of the monoclonal antibody
technology by Kohler and Milstein in 1975 (2) made large
quantities of homogeneous mono molecular antibodies
available by cell culture. Recombinant antibodies produced
by biotechnological processes can reduce the use of
experimental animals for antibody production and offer
antibodies designed for a particular analytical problem.

In biotechnological processes, immunoassays can be
used for the quantification of active ingredients and of
protein contaminants, for instance, in pharmaceutical
products (3). Immunoassays are qualified by their sen-
sitivity, specificity, accuracy, and reproducibility as well
as their suitability in routine test systems. Immunoas-
says are an effective analytical tool for the quantification
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of active ingredient in complex protein mixtures, such
as the determination of product titers in cell culture
fluids or product concentration in early steps of protein
recovery. Another application is the quantification of spe-
cific trace-protein contaminants in products derived from
biotechnological production. In addition, it is possible to
differentiate between a native and a denatured protein
form if sensitive antibodies are available. Pharmaceu-
tical products received from biotechnological production
can include host cell proteins. The quantification of host
cell proteins can be detected by multiantigen immunoas-
says (3).

Immunoassays are an analytical tool to measure a
large number of samples in a short period of time (sev-
eral hours). It is labor intensive because most steps
are carried out manually. Major cost factors are the
price of the antibody and staff salary. For routine use
immunoassays can be automated. A great variety in
immunoassay analyzers exist, especially for use in clinical
chemistry (4). Immunoassays are classified by whether
they are in competitive or noncompetitive assays and
by the reporting molecule that is conjugated to the
antibody or antigen [radioimmunoassay (RIA), radiola-
beled analyte/antibody; fluorescence immunoassay (FIA),
fluorophore-labeled analyte/antibody; enzyme immunoas-
say (EIA), enzyme-conjugated analyte/antibody]. The term
homogeneous means that an immunoassay is carried out
in solution, and heterogeneous immunoassays implies the
use of plates or cartridges where, for example, antibodies
can be immobilized. The term antigen is used for larger
molecules like proteins that can give an immune response.
Hapten is the part of an antigen where the specific anti-
body binds and as well for small molecules. Table 1 gives
an overview of the different types of immunoassays (5-31).

In the following paragraphs different immunoassays
and their applications are discussed in detail. The main

focus is on immunoassays, which can be run in the off-
line mode. On-line detection will be discussed in another
section of this encyclopedia.

COMPETITIVE AND NONCOMPETITIVE IMMUNOASSAYS;
RADIOIMMUNOASSAY

All immunoassays depend on the measurement of
fractional binding site occupancy of the antibody by
analyte. Noncompetitive immunoassays directly measure
occupied sites, while competitive assays are based on the
detection of total and unoccupied sites by analyte (32). In
competitive immunoassays, labeled and unlabeled analyte
(sample) are simultaneoulsy exposed to the antibody
(Fig. 1). Instead of a labeled analyte, a labeled anti-
idiotypic antibody could be used. In noncompetitive
immunoassays the labeled antibody detects the bound
analyte (Fig. 2). Maximal sensitivity will be reached
by decreasing the amount of antibody in competitive
assays and increasing the antibody concentration in
noncompetitive assays (32).

Table 1. Overview of Immunoassay Categories

labeled
antigen

antigen (sample)

Figure 1. Competitive immunoassay.

Assay

1. Assays with antibody limitation
Chemiluminescence immunoassay
Enzyme immunoassay
Fluorescence immunoassay
Radioimmunoassay

2. Turbidimetric, nephelometric, and agglutination immunoassays
Immunonephelometric assay
Immunoturbidimetric assay
Latex agglutination test
Particle counting immunoassay

3. Assays without limitation
Enzyme-linked immunosorbant assay
Immunochemiluminometric assay
Immunofluorimetric immunoassay
Immunoradiometric assay

4. Homogene assays with detection of the antigen-antibody binding
Chemiluminescence fluorescence energy transfer
Enzyme-monitored immunoassay
Fluorescence energy transfer immunoassay
Fluorescence polarization immunoassay
Fluorescence quenching immunoassay
Substrate-labeled fluorescence immunoassay

Acronym

CIA
EIA
FIA
RIA

LAT
PACIA

ELISA
ICLMA
IFMA
IRMA

CLETIA
EMIT
FETI
FPIA
FQIA
SLFIA

Refs.

(5,6)
(7-9)

(10,11)
(12,13)

(14)
(15,16)

(17)
(18)

(8,19,20)
(5,21,22)

(23)
(24)

(25)
(26)

(27,28)
(29)
(30)
(31)



The radioimmunoassay and analogous protein bind-
ing assays were independently developed in the late
1950s and early 1960s for the measurement of insulin
by Yalow and Berson (33) and thyroxine and vitamin B12
by Ekins (34,35). These RIAs relied on the competition
between the radioactive labeled antigen and the unla-
beled analyte in the sample following the schematic shown
in Figure 1. Radiolabeled antibody methods (immunora-
diometric assay, IRMA; 24) followed as noncompetitive
assays. Commonly used radiolabels are 125I, 131I, and 3H.
However, work with radioactive isotopes is subject to strict
safety regulations and can only be undertaken in special-
ized laboratories. The preparation of radiolabeled antigen
involves risks that are substantial. Even when these are
prepared commercially, the product shows batch-to-batch
variation and generally has a half-life limited to 2 months.
Furthermore, major difficulties arise with the disposal of
radioactive waste. For these reasons the RIA lost impor-
tance when other methods like fluorescence immunoassays
and enzyme immunoassays were developed.

NEPHELOMETRIC AND TURBIDIMETRIC IMMUNOASSAYS

When a light beam is directed at a fluid that con-
tains suspended particles, light is absorbed, scattered,
reflected, and transmitted. Quantification of the residual
transmitted light is the basis of turbidimetry, while the
measurement of scattered light is used in nephelometry.
Polyclonal antibodies and soluble proteins have multiple
interaction sites and built first soluble complexes, which
further associate to form insoluble precipitates. In the
range of antibody excess, adding further antigen results
in an increasing number of scattering centers up to the
equivalence point. In antigen excess, particles continue
to increase in number but decrease in size and scat-
tering potential, until finally only complexes of a single
antibody bound to two antigen molecules exist. Under
antibody excess, this process results in light scattering
being direct proportional to the antigen concentration,
giving a scatter curve similar to the precipitation curve of
Heidelberger (36). Therefore, analyses are run in antibody
excess, since light scatter from a sample in large antigen
excess may not be differentiated from the response given
by a lower antigen concentration.

Figure 3. Lateximmunoassay.

For detecting the immuncomplexes three different
types of measurement exist: end-point detection, fixed-
time method (two measurements in a fixed time interval),
and peak-rate method (for detecting the reaction rate).
The last two measure reaction kinetics. Turbidimetric and
nephelometric immunoassays are homogeneous (no sepa-
ration steps are required), without sample pretreatment,
antigens and antibodies can be used without modification
(as opposed to lateximmunoassays), results are available
within 3-30 min, and these assays are easy to automate.
By adding nonionic polymers (e.g., polyethyleneglycol), the
speed of the reaction and the measurement range increase.
A breakthrough in sensitivity came with the introduction
of particle-enhanced lateximmunoassays (measurement
range fig/mL) (37,38). Figure 3 shows the schematic of a
lateximmunoassay. The signal increases with increasing
antigen content in the sample. Nonlabeled immunoassays
are still popular in clinical testing. Based on latex agglu-
tination assays a multiple analytical system has been
developed. Its main use is the rapid analysis (10 min) of
body fluids for routine use in blood transfusions, diabetes,
or for detecting sexually transmitted diseases (39). Recent
advances in nonlabled immunoassays include the use of
alternating currents to increase the speed of latex agglu-
tination assays for myoglobin (40) and a-fetoprotein (41).
Haptens cannot build precipitates because of their mono-
valence. Successful detection of haptens is offered by the
latex inhibition immunoassay. The signal decreases on
addition of the analyte (38,42).

ENZYME IMMUNOASSAYS

Enzyme immunoassays exploit an enzymatic reaction for
detecting the immunreaction. In 1971 Engvall and Perl-
mann (43) and van Weemen and Schuurs (44) described
independently the use of enzyme-labeled agents. Meth-
ods based on enzyme labels are the most common types
of immunoassays in use at present. This group of tech-
niques includes the enzyme-linked immunosorbent assays
(ELISA), the enzyme-monitored immunotest (EMIT), the
competitive binding enzyme immunoassay, and the immu-
noenzymometric assay (IEMA). Horseradish peroxidase
and alkaline phosphatase remain the most common labels
for enzyme immunoassays. The competitive EIA is anal-
ogous to the classical RIA described above, and the
schematic is shown in Figure 1. Enzyme-labeled antigen

Figure 2. Noncompetitive immunoassay.

labeled
antibody

antigen (sample)

antibody-
latex
conjugate

antigen
(sample)



is mixed with antigen from the sample and added to the
limited amount of antibody (7-9). For this assay a sep-
aration step is required. The easiest way is to absorb or
bind the antibody to a solid phase, which then allows
washing of the antibody-antigen complex prior to mea-
surement. An alternative assay for antigens depends on
the competition between a fixed amount of solid-phase
antigen and antigen in the sample for a limited amount of
specific enzyme-labeled antibody. This assay is also called
an inhibition assay because the amount of enzyme-labeled
antibody that will be bound to the solid phase decreased
with increasing concentration from antigen in the sample.
This type of assay can be used to measure haptens as
well. The ELISA belongs to the group of heterogeneous
immunoassays and is an example of a noncompetitive
assay (19,20). The schematic of a sandwich ELISA is
shown in Figure 4. The excess of solid-phase antibody
is first incubated with the sample containing the anti-
gen. After washing, the enzyme-labeled antibody is added,
and after a further washing step the enzyme activity
retained is measured. In the sandwich-type immunoassay
the analyte has to be large enough to present two reac-
tive antigenic sites. This excludes the use of this assay
for measuring hapten concentration. A sensitive sandwich
ELISA for the detection of recombinant human antithrom-
bin III produced in tissue culture was reported in Ref. 45,
and an ultrasensive enzyme immunoassay for antibod-
ies (immune complex transfer enzyme immunoassay) has
been reviewed in Ref. 46.

Many enzyme immunoassays are based on the modu-
lation of enzyme activity. The enzyme activity increases
or decreases during the immunoreaction. To the group
of homogeneous assays belong the enzyme-multiplied
immunoassay (Fig. 5). Enzyme-labeled antigen and anti-
gen from the sample compete for a limited amount of
antibody. Antibody bound to the enzyme-antigen con-
jugate minimises the enzyme activity. The EMIT was
introduced by Rubenstein in 1972 (47). A new enzyme

Figure 5. EMIT.

modulator-mediated immunoassay (EMMIT) was pre-
sented by Brillhart and Ngo (48). The competitive EMMIT
is an enzyme-amplified immunoassay. Analyte from the
sample and the modulator-antigen conjugate compete for
free antibody. The modulator-antigen conjugate loses its
enzyme modulation activity when bound to the antibody.
The activity of the enzyme in solution will be influenced by
the unbound modulator-conjugate complex. The enzyme
activity can be modified either by reversible, noncova-
lent (reversible enzyme inhibitors or activators, allosteric
effectors, antibodies to the enzyme, and transition-state
analogues), or irreversible (enzyme inhibitors directed
to the active site, enzyme modifications as phosphory-
lation or dephosphorylation of amino acid side chains),
covalent interactions with the modulator. The cloned
enzyme-donor immunoassay (CEDIA®; 49) combines the
application of recombinant DNA technology with stan-
dard immunochemical principles. The CEDIA® technology
makes use of two genetically engineered fragments of
E. coli /3-galactosidase. The smaller fragment is called the
enzyme donor and the larger fragment, the enzyme accep-
tor. The enzyme donor contains a short sequence that
is missing from the amino-terminal end of the enzyme
receptor. The two fragments can build associated sub-
units (inactive) and then recombine spontaneously to form
active ^-galactosidase (tetramer). The antigen is conju-
gated to the enzyme donor in a way that it does not affect
the complementation. Antibody directed against the anti-
gen can inhibit the complementation reaction. Antigen
from the sample and the enzyme donor-antigen conju-
gate compete for the limited number of antibody sites.
The resulting unbound enzyme donor and acceptor can
combine to build active /J-galactosidase. The amount of /3-
galactosidase formed and measured using a chromogenic
substrate is proportional to the antigen concentration in
the sample.

A new analytical system, the expression immunoassay,
which uses an expressible enzyme coding DNA fragment
as a reporter molecule, was introduced in 1995 (50). The
antibody was labeled with a DNA fragment encoding
luciferase. After completion of the immunoreaction the
DNA label was subjected to a cell-free (in vitro) coupled
transcription/translation reaction that produced luciferaseFigure 4. Sandwich ELISA.
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molecules in solution. There was a linear relationship
between the enzyme activity and the amount of analyte
in the sample. The expression immunoassay involves
an increase in the number of enzyme molecules, thus
introducing an additional level of amplification.

Enzyme immunoassays play an important role not only
in detecting proteins but also in the quantification of
DNA/RNA and in detecting specific sequences. The ability
of the polymerase chain reaction specifically to amplify
minute amounts of DNA or RNA opens a new approach
to diagnosis. The quantification of native or modified
nucleic acids can be undertaken for the simple purpose
of measuring their concentration in solution, or through
a hybridization process with a labeled probe for detecting
certain sequences. Polyclonal and monoclonal antibodies
have proven able to target DNA and RNA. They were
shown to be capable of detecting particular structures,
including codons, Z-shaped DNA, or DNA/RNA hybrids
and to distinguish between labeled and unlabeled
DNA (51). Even though the following assay strictly
belongs to the group of fluorescence immunoassays, it
is described here because it is also related to the
hybridization assays. A sandwich-type DNA hybridization
assay using enzyme-amplified time-resolved fluorometry
of lanthanide chelates was reported (52). The target DNA
was hybridized with two adjacent and nonoverlapping
oligonucleotide probes, one oligonucleotide serving as the
capture probe and the other as the detection probe. Two
ligand-specific protein binding pairs (biotin-strepavidin
and digoxigenin-antidigoxigenin) were used alternately
for capture of the hybrids to the solid phase and detection.
In both cases alkaline phosphatase was used as a reporter
molecule and phosphatase as a substrate. The catalytic
hydrolysis of the substrate produces diflunisal, which
forms a ternary fluorescent complex. This hybridization
assay combines enzymatic amplification and time-resolved
fluorescence to produce an ultrasensitive assay for
oligonucleotide probes.

Enzyme immunoassays have been mainly used for the
detection of the expression products of the gene cloning
technology. The detection of proteins and or peptides
by specific monoclonal antibodies can be used early in
the cloning process either in partially purified culture
media, or by quantification of these products in solution
when released into the medium. Monoclonal antibodies
are a powerful tool for the detailed characterization
of the presence of the full gene length in the clone,
determination of the size of the insert, or for instance, of
the presentation of expressed epitopes in fusion proteins
or for the measurement of contaminating DNAs.

FLUORESCENCE IMMUNOASSAY

In fluorescence immunoassays the marker can be an
enzyme conjugate, which changes a fluorogen into
a fluorescent molecule, antigen, or antibody directly
conjugated to a fluorescent dye, or the natural fluorescence
of the analyte is detected. Some of the techniques for
enzyme immunoassays can be directly transferred into
fluorescence immunoassays by changing the reporting
molecule. For a highly fluorescent molecule like fluorescein

the detection limit of 0.5 x 10~14 mol/L can be reached
in distilled water, but in practice, the detection limit is
in the range of 10~9 to 10~12 mol/L. This is due to the
backround fluorescence in biological samples and fluids
and because fluorescence efficiency or quantum yield is
dependent on solvent characteristics (pH, polarity) and
temperature. The fluorescence polarization immunoassay
(FPIA) is a simple and quick homogeneous assay, which
can be easily automated (29), although the sensitivity
is less than heterogeneous fluorescence immunoassay
methods. The principle behind the FPIA is as follows. The
light is resolved with a fixed polarization lens or prism into
rays with their electrical vectors in a single plane. When
fluorescent substances in solution are excited with the
polarized light, they emit partially polarized fluorescence,
which can be detected at 90° to the incident beam.
The emission is monitored by a rotating polarizer. The
competitive fluorescence immunoassay (10,11) is related
to the EIA (schematic shown in Fig. 1). Fluorescent-
labeled analyte competes with the sample antigen for free
antibody binding sites. This assay requires a separation
step. The fluorigenic substrate-labeled separation free
enzyme-mediated immunoassay (FSIA) (53) makes use of
a fluorigenic enzyme substrate conjugated to the antigen.
As in the FIA, labeled and unlabeled antigen compete
for free antibody binding sites. The fluorigenic substrate
is inactivated when bound to the antibody. The enzyme
acts on the remaining free fluorigenic substrate-antigen
conjugate, yielding a fluorescent product, which is directly
related to the sample antigen.

Many fluorescence immunoassays are competitive
assays, which can be subdivided into quenching and
enhancement assays. An example is the fluorescence
energy transfer immunoassay (FETI; 27,28). The assay is
based upon dipole-dipole coupled electron energy trans-
fer between two chromophores brought into proximity by
interaction of an antibody with cognate antigen. Energy
transfer occurs when the fluorescence emission spectrum
of one chromophore (donor) overlaps the excitation spec-
trum of the second chromophore (acceptor). Two different
fluorophores, such as FITC (fluorescein isothiocyanate)
and TMRITC (tetramethylrhodamine isothiocyanate) are
used as donor and acceptor pair. The decreasing emis-
sion spectra of the first fluorophore or the increasing light
intensity of the second fluorophore is detected. This effect
is increased the closer the donor and acceptor pair get.
In the competitive, homogeneous FETI shown in Figure 6,
labeled antigen competes with sample antigen for labeled
antibody. Energy transfer takes place when the antigen
conjugate reacts with the antibody. This assay is suited
to measuring haptens as well. A sandwich-type FETI has
also been examined. Donor-labeled antibody and acceptor-
labeled antibody are mixed with sample. Quenching takes
place when immuncomplexes are formed. In the case of
antigen access a hook effect is seen in the response curve,
and immuncomplexes are not informed.

A separate group of immunoassays are time-resolved
immunoassays (TR-FIA; 54). The principle of the time-
resolved monitoring and especially the use of lanthanide
ions as labels are exploited in these types of measure-
ments. The difference between the fluorescence lifetime



Figure 6. Fluorescence energy transfer immunoassay.

of the specific signal and the nonspecific background has
been used to increase assay sensitivity by the improve-
ment of signal-to-noise ratio. When the fluorescence decay
time of the label is sufficiently longer than the average
background decay, the specific signal of the label can be
measured after the background signal has decayed. Lan-
thanide chelates, for which the fluorescence decay time
ranges from 10 to 1000 jxs, present interesting possibilities
for increasing the sensitivity of fluorescence immunoas-
says. New ultrasensitive bioanalytical assays exploit lan-
thanide fluorescence and are based on the detection of dis-
sociative enhancement of lanthanide ions, direct labeling
with luminescent chelates, enzyme-amplified lanthanide
fluorescence (described under enzyme immunoassays),
lanthanide fluorescence quenching, and energy trans-
fer (55). Dissociative enhancement with lanthanide ions
has a great advantage over direct labeling with fluores-
cent chelates. It is not necessary to combine optimum
binding and fluorescence properties of the lanthanide
chelate into one label. The lanthanide chelate bound
to the antigen or antibody has strong binding proper-
ties but is not itself fluorescent in the assay medium.
The lanthanide ion must be dissociated from the chela-
tor and released into the enhancement solution in which
it is fluorescent and can be detected. An immunoassay
by fluorescence energy transfer from europium chelate
in liposomes to allophycocyanin was reported in Ref. 56
and the exploitation of time-resolved fluorescence of the
rare earth lanthanides in high-throughput screening is
reviewed in Ref. 57.

CHEMILUMINESCENCE AND BIOLUMINESCENCE
IMMUNOASSAYS

Light emission produced in a chemical reaction from
the decay of chemiexcited species to the electronic
ground state is known as chemiluminescence. Light-
emitting reactions are also found in nature in a
diverse range of organisms, and this type of light is
termed bioluminescence. Detection in chemiluminescence
immunoassay may be based on either direct monitoring of
the conjugated labels (e.g., luminol) or enzyme-mediated

formation of luminescent products. Common assays are
the competitive chemiluminescence immunoassay (CIA;
5,6) and the immunochemiluminometric assay (ICMA)
reviewed in Ref. 58.

One of the most efficient light-producing systems so far
is the firefly luciferase bioluminescence. A fusion protein
of protein A and firefly luciferase has been engineered
that retains the binding properties of protein A (binds
to the Fc region of IgG) and the enzyme activity of
luciferase. This has been exploited in bioluminescence
immunoassays for human IgG (59). Reporter-gene-based
assays have been developed following advances in the
genetics of bioluminescent organisms, including the use of
genes for bioluminescent enzymes (luciferase) and proteins
(apoaequorin) as reporter genes (60).

SURFACE PLASMON RESONANCE AND IMMUNOASSAYS

Since the introduction of the BIAcore instrument by
Pharmacia in 1990 (61), the use of biosensors for
immunoassays has gained increasing popularity. This
system makes use of surface plasmon resonance (SPR)
for monitoring interactions between molecules of interest,
essentially as an increase in the mass of the material
immobilized on the sensor surface. Such SPR-based
sensors usually employ a thin glass slide (0.2-0.8 mm)
with a gold coating (20-60 nm). This is functionalized with
chemicals having ligands or receptors (e.g., antibodies) for
biomolecules (antigens). New functionalized sensor chips
are described in Refs. 62 and 63 for an improved antibody
attachment.

The surface plasmon resonance is based on the principle
that the evanescent wave penetrating the glass resonates
with the surface plasmon of the gold layer. Surface
plasmons are collective oscillations in free-electron plasma
at a metal boundary. Normally, these oscillations are due
to an electric field, but under certain conditions, they
can be optically induced. This resonance is affected by
the refractive index at the gold surface. This method is
sufficiently sensitive for monitoring reactions occurring
at the gold surface, and the use of labeled molecules
is not required. Its main applications are concentration
measurement, rate constant determination, and affinity
ranking (64,65). In biotechnology, this technique is
used for real-time monitoring of recombinant protein
concentration in animal cell cultures (66) to replace the
labor-intensive ELISA.

IMMUNOAFFINITY CHROMATOGRAPHY; CAPILLARY
ELECTROPHORETIC IMMUNOASSAYS

Methods that use immunoaffinity chromatography (IAC)
for sample preparation or detection are becoming increas-
ingly popular tools in the analysis of biological compounds.
Potential advantages of this flow-based immunoassay
include speed and ease of automation. A simple format
for IAC is shown in Figure 7. The sample is injected onto
the IAC column under mobile-phase condition. The analyte
will be bound to the immobilized antibody in the column.
Due to the specificity of the antibody-antigen interac-
tion, other solutes present in the sample are washed
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Figure 7. Principle of immunoaffinity chromatography.

out of the column by the application buffer. To elute
the antigen for detection, a second buffer that causes a
dissociation of analyte and antibody is used. After the
fully eluting the antigen, the initial application buffer is
reapplied to regenerate the column. The advantages of
using this approach in analytical applications, particu-
larly when performed by high-performance immunoaffin-
ity chromatogaphy (HPIAC), include its simplicity, fight
precision, and the possibility for fast sample analysis.
Examples for the case of HPIAC include a great vari-
ety of biological and clinical samples (body fluids, cell
or tissue extracts, aliquots from bioreactors). When used
with appropriate elution schemes, the columns are sta-
ble for several hundred sample applications. Examples
for possible applications are the detection of antithrom-
bin III and tissue-type plasminogen activator in cell
cultures by fluorescence (67) and interleukin-2 in tissue
samples (68).

The IAC technique is used for immunoextraction to
remove a specific solute or a group of solutes from a sample
prior to analysis. Therefore, IAC is combined with HPLC
(high performance liquid chromatography), GC (gas chro-
matoghraphy), or CE (capillary electrophoresis). Inter-
feron a-2 was monitored by IAC/HPLC in cell extracts (69),
steroids were detected by IAC/GC in urine (70), and serum
insulin was measured by IAC/CE (71).

A newly emerged analytical technique is the capil-
lary electrophoretic immunoassay (CEIA). The method
offers several advantages over classical immunoassays
such as rapid separation with high mass sensitivity
and simultaneous determination of multiple analytes. CE
can separate free antigen and antibody from the anti-
gen-antibody complex. In conjunction with laser-induced
fluorescence (LIF) detection, CEIA can readily measure
analytes at a concentration as low as 10~n M, which is
comparable with most conventional immunoassays. CE
can combine the immunologic recognition of the ana-
lyte, with on-line quantitation, microscale analysis, and
automatic instrumentation. CEIA requires less sample
and reagent than used in conventional immunoassays
and can use all existing CE detection techniques from
UV (ultraviolet light) and LIF to MS (mass spectrome-
try). In enzyme-labeled CEIA it is possible to determine
the analyte of interest by separating and detecting the
substrate and the product of the labeled enzymes. One
disadvantage of the CEIA is that CE is a serial analytical

method, and it is only possible to analyze one sample at
a time.

A CE-based affinity assay was presented by Lausch
et al. (72) for monitoring IgG in cultivation media. Protein
A conjugated with a fluorescent dye was used as an affinity
ligand. The protein A formed a fluorescent complex with
the IgG from the sample, and the complex was separated
from excess protein A by capillary zone electrophoresis
(CZE). The CE affinity assay was successfully used to
monitor monoclonal antibodies in cultivation processes.
Reif et al. (73) analyzed human IgG with fluorescent-
labeled protein G.

A noncompetitive CEIA is based on the separation of
the antigen-antibody complexes from free antigen (or
antibody). If the analytes can be analyzed by UV or native
fluorescence detection, the amount of immunocomplex can
be directly quantified. However, in most assays the analyte
or antibody needs a fluorescent label to increase the
detection sensitivity. Karger and co-workers presented
CEIA for antigens using fluorescent-labeled antibody or
antibody fragments (74).

As in conventional immunoassays, one reagent is
limited in a competitive CEIA. The analyte in the sample
competes with a labeled analogue for free antibody binding
sites. CE-LIF will separate this mixture, and the result is
two distinctive peaks coresponding to free-labeled analyte
and the immunocomplex with labeled analyte. The more
sample analyte is present, the more fluorescent-labeled
analogue will remain and fewer immunocomplexes with
the fluorescent-labeled antigen will be formed. These
assays can also be used for detecting multiple anlytes
in a sample assuming that no cross-reactivity takes
place. Schulzt and Kennedy first reported competitive
CEIA (75), and a method for analyzing insulin within
6 sec was presented by this group (76). The CEIA can
be used as an on-line method. A multiple capillary
system has already been marketed by Beckman for
clinical diagnosis and microchip-based CEIA with multiple
microfabricated channels will improve the throughput of
CEIA significantly (77).

MISCELLANEOUS IMMUNOASSAYS

Alternative immunoassay types are assays based on
electrochemical detection. Speed, accuracy, and precision
are characteristics of electrochemical detection. Enzyme
labels can be used that generate an electrochemically
active product. Other techniques involve nonenzymatic
labels like voltametric measurement of 2,4-dinitrophenol,
or various metal ions, as reviewed in Refs. 78 and 79.

Liposome-amplified immunoanalysis exploits the
advantages of liposome-encapsulated dye or enzyme,
which is later released as a result of the immunoreaction.
Liposomes are lipid bilayer vesicles that are formed when
lipids are dispersed in water. During vesicle formation
they encapsulate a portion of aqueous solution that
contains the marker molecule. When the analyte of
interest is conjugated to a lipid, this can be incorporated
into the liposome surface. Competition takes place when
the free and bound analyte compete for free antibody
binding sites. The number of liposomes that bind to

elution regenerate

sample wash



the antibodies is inversely proportional to the amount
of free analyte. Liposomes can also be used in other
immunoassay variations. The advantage of liposomes over
the more popular enzyme label is that any water-soluble
marker can be encapsulated. The physical characteristics
of the liposomes can be changed by the lipid composition.
The size of the liposomes and the number of analytes
presented at the surface are variable. The enhancement
is instantaneous. A further enzymatic incubation step can
be avoided. Examples for liposome immunoassays are the
detection of human interferon (80) and ferritin (81); for a
review see Ref. 82.

Multispot immunoassays can be used to measure an
array of analytes. The basic concepts were developed by
Ekins et al. (83). Microspot assays can be characterized by
the use of small amounts of an antibody (binding agent)
localized at a high surface density on a solid support in
form of a microspot. When the binding-site concentration
is so low that it does not affect the analyte concentration
in the medium, this implies that not more than 5% or
ideally 1% of the total analyte is bound. Under these
circumstances the binding-site fractional occupancy is
independent of both the amount of binding agent and the
sample volume (ambient analyte condition). The microspot
acts as an analyte sensor, and the amount of bound
analyte is indicative of the analyte concentration in the
sample. The bound analyte can be detected by a labeled
antibody (sandwich immunoassays, noncompetitive) or
by an antibody against free binding sites (competitive).
Another possibility is the use of two different labeled
antibodies against the bound analyte and free binding sites
(competitive and noncompetitive mode). Such assays have
been used in endocrinology, allergies, infectious diseases,
and therapeutic drugs (84).

CONCLUSION

Immunoassays play an important part in biotechnology.
They are used in bioprocess control during cultivation pro-
cesses for monitoring product titers. First used as off-line
technology, real-time or on-line detection has become more
and more popular. The immunoassay data provide a con-
trol for cultivation processes and required information for
documentation purposes. Immunoassays and DNA/RNA-
hybridization assays can be exploited in testing the genetic
stability of a genetically modified organism or virus infec-
tion (85). Following protein recovery, immunoassays are
used to detect active ingredients. Immunoassays can dis-
tinguish between native and denaturated protein, detect
protein contaminants, and host cell proteins. Stereose-
lective antibodies can be used for measuring the con-
centration of chiral drugs (86). Immunoassays are used
in clinical testing and studying of pharmacokinetics of
biotechnology-derived pharmaceutical products (87). An
immunoassay based on a fiber-optic system for recombi-
nant hirudin is presented in Ref. 88 for pharmacokinetic
studies.

Enzyme amplification and chemiluminescent reporters
allow detection limits to the attomole level (10~18 M),
which meets the requirements of most applications.
Detection limits down to the single molecule level can

be reached with the development of new instrumenta-
tion techniques (confocal and near-field scanning opti-
cal microscopy, photon counting cameras, fluorescence-
correlation and time-gated spectroscopy) (89). These devel-
opments can increase the rate of DNA sequencing, increase
the capacity of screening libraries for products of evolu-
tionary biotechnology, and facilitate the characterization
of compounds in drug discovery.
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INTRODUCTION

Cultivating animal cells still requires a rather complex
artificial environment. These requirements include not
only physical parameters like temperature, dissolved
oxygen concentration, pH, and stirrer speed, but also
chemical parameters like nutrients, metabolites, and
products. None of these parameters should be neglected,
but for some of them a close surveillance is demanded.
The viability and/or the productivity of the cells and,
therefore, the economical benefit of the whole process
depend on the mentioned parameters. On the one
hand, good manufacturing practice (GMP) requires well-
documented processes for control and safety reasons; on
the other hand, comprehensive characterization of the
process is necessary for a better understanding. Even
after several years of research there are still quite a lot
of obstacles and obscurities concerning cell growth, cell
viability, and especially product quantity and quality. A
detailed analysis of the cell's environment is the basis for
control, and this leads to process optimization and the
enhancement of product quality.

Analysis of the environment can be done off-line or
"on-line." The term "on-line" will include in-line, in situ,
on-line, and noninvasive analysis methods. In animal cell
technology off-line analysis is the most common method
to get information about the environment. There are two
main obstacles hindering the broad use of on-line analysis
methods in animal cell production processes. Animal cell
cultures are extremely susceptible to contamination with
bacteria and yeasts. The monoseptic operation of the
bioreactors requires their wet steam sterilization. These
extreme conditions restrict the number of analysis tools
used in-line mainly to temperature, pH, and pO2 meters.
These instruments withstand steam sterilization and have
long-term stability and selectivity. All other methods work
outside the reactor in a nonsterile area. This leads us

to the second obstacle: Operating the analyzers outside
the reactor requires an aseptic sampling device that will
prevent back contamination but also give a realistic and
reliable insight into the reactor. Although in-line analysis
instruments are desirable, most of the methods have to
deal with enzymes, and this restricts their use. On-line
monitoring will be the method of choice at the moment.
For the optimal usage of these analyzers the sample
should be representative of the process at that certain
moment and the sample should be ready to use within the
analyzer. That means dilution, concentration, chemical
modification, and so on should be done automatically
between sampling and analyzing. The nature of the sample
depends on the analysis being performed; therefore, the
aseptic sampling device is an important element for a
reliable on-line analysis system.

In the future on-line monitoring will become more
and more important for process understanding, process
optimization, and process safety. This article will give
an overview on sampling devices and on-line analysis
methods used in the laboratory and industry.

ASEPTIC SAMPLING DEVICES

Off-Line Sampling

In spite of increasing on-line analysis many parameters
in animal cell culture are still ascertained using off-
line methods such as cell density, cell viability, but also
nutrient and product concentration; a brief resume on
off-line sampling systems will be presented.

Withdrawing samples from small culture vessels like T-
flasks, spinner flasks, and hollow-fiber reactors is carried
out with sterile pipettes under laminar hood conditions.
It is important that the sample be representative of the
status of the culture. The cell suspension should be well
mixed before sampling.

Every reactor is equipped with inclusive discontinuous
sterile sampling systems like steam-sterilizable bottom
harvesting valves for dissolved and suspended substances,
hooded samplers, and glass traps (1-4). The samples are
obtained manually, and the first 5 to 10 mL is discarded to
ensure a representative sample. Volatile compounds are
determined in the headspace.

Automated sampling devices have been described by
Lenz et al. (5) and Ghoul et al. (6). These devices are
constructed to connect an analyzer (e.g., HPLC) to
the process. They consist of an automatically steam-
sterilized valve followed by a filtration unit for removal of
particles. Between measurements the filtration membrane
is automatically scrolled forward to avoid clogging by a
filtration cake. These devices are used for different culture
types, mainly in the microbial area.

On-Line Sampling Devices

There are three different types of samples to be taken out
of the reactor:

• culture medium with cells
• culture medium without cells
• dissolved gas and volatile medium compounds
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Therefore, different types of on-line sampling devices
exist. Cell-free samples and the dissolved and volatile
compounds are mainly taken via membranes (dialysis,
ultra- or microfiltration membranes), whereas for cell-
containing samples various devices exist.

One crucial point concerning the on-line determination
of substrates, metabolites, products, etc. is the presence
of biomass in the sample. The cells will continue to
metabolize and produce under conditions different from
those in the reactor and therefore falsify the obtained
data.

Furthermore, the cells will, with great likelihood,
attach themselves to the connecting tubes and other
parts of the analyzer. Especially mammalian cells with
their relative large diameter will settle down and form
active layers or block the system. For biotechnological
processes cell-free sampling is preferential for most
analysis problems.

Cell-Free Sampling Devices. Despite the problems with
the biomass mentioned above, the nature of the molecular
species is decisive for the choice of sampling device
and membrane, respectively. Analyzing low-molecular-
weight substances like glucose and lactate, ultrafiltration
or dialysis membranes are used. These membranes
prevent cell debris and large biomolecules passing into
the analyzer. The pore size is determined by the
demand of the aseptic flow stream. The membrane
acts as a barrier to both sides: The cells growing
in the reactor are prevented from leaving, and, more
important, contamination with organisms coming from
outside the reactor is prevented. Especially the slow-
growing mammalian cell culture with the rich medium
is susceptible to contamination with bacteria. To ensure a
complete exclusion of contamination, membranes must
have a pore size of 0.2 jjm or lower. Additionally
the membranes have to withstand sterilization, which
reduces the number of materials suitable for this
purpose. Membrane materials often used in mammalian
cell cultivation are cellulose acetate, cellulose nitrate,
polysulfone, and most commonly polypropylene. Using
this type of sampling device the analyzer may work under
nonsterile conditions, which is the only possibility for
many analyzers using biological sensors based on enzymes
and antibodies. This kind of sensor prohibits sterilization
either with heat or with chemicals. The disadvantage of
this type of sampling device is the restricted standing
time, because of membrane fowling and clogging. Mixing
in mammalian cell reactors is restricted to slow stirrer
speed, to avoid damage of the cells by mechanical and
physical forces. This too will promote membrane fowling
and clogging, and therefore the position of the sampling
device inside the reactor is of great importance. Another
important point is the filtration process characteristics,
which concern, for example, transmembrane pressure,
pore geometry, time lag, sample dispersion, etc. This will
influence the reliability of the obtained data (7,8). Another
risk that limits the use of these sampling devices for
genetically engineered cell cultures is the possibility of
membrane damage and the escape of engineered material
into the environment.

In principle two different types of filtration module
are possible. The modules may be placed inside the
reactor (in-line or in situ modules) or in an external loop
outside the reactor (external modules). In-line modules
have the advantage of short response times, and the
"sterile barrier" is inside the reactor. This means fewer
possibilities of contamination because of the absence of
tubing, pumps, and valves between the reactor and the
sterile barrier. On the other hand, if the membrane is
blocked, there is no possibility of exchanging the module
during the cultivation run. Due to the low stirrer speed
in mammalian cell cultivation, the location of these in-
line modules in the reactor is crucial and influences their
performance. Mammalian cells tend to attach themselves
to the membranes as well as the macromolecules present
in the culture medium, and so they may clog the filtration
unit. Therefore, the sampling module should be in the area
of greatest turbulence.

The membranes described below are widely used
in microbial fermentation. For details see Freitag (9),
Scheper et al. (10), and Schiigerl (11).

In-line Modules. Early types of in situ modules were
equipped with ultra- or microfiltration membranes and
were disc shaped (12,13). These devices, steam sterilizable
and stable long term, were used for microbial but not
for mammalian cell culture. Their big disadvantage
is their shape: They can only be inserted into the
reactor from the inside. Rod-shaped devices with tubular
membranes overcome this problem (14-16). They can be
inserted using the standard ports of the fermentor. The
module (Fig. 1) originally developed by the University
of Hannover (17) and currently distributed by ABC
(Advanced Biotechnology Corporation, Munich, Germany)
and Eppendorf-Netheler-Hinz (Hamburg, Germany) has
been successfully used for monitoring mammalian cell
cultures (Hybridoma, BHK) (15,17,18). The advantage
of short response times of rod-shaped modules is the
combination of large filtration area with a small internal
volume. For monitoring low-molecular-weight substances
this sampling device is also suitable. Using this device
for monitoring high-molecular-weight substances that
should pass through the membrane will falsify the data,
since these substances will form a secondary filtration
area (19).

Systems used for perfusion of medium during
mammalian cultivation processes (e.g., silicone tubing or
spin filters) can also be used for connecting to an on-line
analysis system (20,21). As long as the viability of the
cultures is high, spin filters work satisfactorily for micro-
carrier cultures as well as for suspension cultures. With
decreasing culture viability, the amount of cell debris in
the reactor increases, and therefore the amount of debris
passing the spin filter increases after leading to filter
clogging.

External Modules. External sampling modules are more
commonly used in mammalian cell culture. They are
placed into an external loop through which the culture
medium is recirculated. This simplifies the accessibility
and the exchangeability in cases were it is necessary; for
example, it is possible to have several modules in paral-
lel. Any type of sterilizable filter module can be used as



Figure 1. Rod-shaped in-line filtration module (Eppendorf/Uni-
versity of Hannover).

an external sampling module (e.g., a hollow-fiber unit).
Tangential or cross-flow modules are used preferentially
to minimize membrane fouling. However, the rapid flow of
the reactor contents over the membrane may cause prob-
lems with cultures where the cells are sensitive to shear
stress. Slowing down the circulation speed increases fowl-
ing as mammalian cells settle down and attach to the mod-
ule and furthermore the cell's environment in the loop may
change considerably, such as with oxygen depletion and/or
temperature drop. Therefore, when using external sam-
pling modules, these variations have to be followed care-
fully in order not to measure artefacts caused by the loop.

Another disadvantage compared to the in-line modules
is reliability. The "sterile barrier" is outside the reactor,
and the tubing and pumps between reactor and module
are known to be the least reliable parts in such a system.
Blocking of the tubing by biomass or erosion of the tubes
in the pumps may lead to breakage and contamination of
the culture. It is, therefore, good practice to use new tubes
for each extended vessel operation.

Disc-shaped modules with different types of flat
membranes have been described by Graf (19) and Fenge
et al. (22) for continuous hybridoma cultures. Graf used

a cross-flow module distributed by Millipore (Eschborn,
Germany) to acquire samples for glucose analysis, while
Fenge et al. used a home-made tangential filtration unit to
acquire samples for monoclonal antibody analysis. Rapid
circulation did not cause problems in Fenge's case, since
the biomass was kept in the reactor by a perfusion system.

Several tubular shaped modules have been described
for microbial systems (23-25) but only few were used
for mammalian cell cultivation. A commercially available
tangential flow module is the A-sep from Applicon
(Fig. 2) (26-28). The reactor content is pumped through
a length of silicon tubing which meanders backwards and
forwards several times. Dubois et al. described a 19-day
Hela-culture with a continuous sample flow of 50 ml/min.

To evade the rapid circulation used to avoid membrane
clogging, modules with secondary flows are developed. Dif-
ferent types were used for microbial fermentations (29,30)
but the most successful one is the BIOPEM developed by
GBF (Gesellschaft fur Biotechnologische Forschung) and
B.Braun Biotech International (31,32). The round filter
cell (Fig. 3) is equipped with a magnetic stirrer reducing
membrane fouling because of the high shear effect close
to the membrane. Another commercially available module
is the PERSEP-system (TECHSEP, Germany), a rotating
rod-shape module is inserted into the fermentor. Because
of the high rotation speeds (3,000 to 5,000 rpm) membrane
fowling is not a problem.

extension
(100 mm)

193 mm
filtration module

reactor wall

80 mm
adapter

025 or 19 mm

Figure 2. A-Sep-sampling module (Applicon). Source: Repro-
duced with permission from Schulze B., Ph.D. Thesis, University
of Hannover, Germany, 1994 (28).
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Figure 3. Biopem sampling module (B. Braun International,
Germany).

CELL CHARACTERIZATION

For characterization and optimization of a bioprocess
parameter such as the biomass, cell density, viability,
metabolic status, and morphology are of great interest.
On-line measurement of cell density and viability are
useful since continuous cultures with sophisticated feeding
strategies are often used in more sophisticated research
environments.

Optical sensors are the method of choice. In principle
there are two types of noninvasive sensors: nephelometric
and fluorescence sensors. Recently developed equipment
that delivers microscopic images with automated image
analysis is also under investigation.

Nephelometric Sensors

Nephelometric sensors measure the turbidity of the
cultivation medium (33). Suspended biomass, particles,
and air bubbles contribute to the turbidity of the liquid
phase. Turbidity can be used as a measure of the cell
density, using the appropriate calibration curve for the
number of cells as a function of turbidity. These data
are only reliable when there is no interference from
other particles. This results in some restrictions for
the application of this method. Cultures with entrapped
cells (e.g., hollow-fiber cultures) as well as microcarrier
cultures cannot be monitored with this method. Data
obtained with nephelometric sensors are reliable up to
the point when the viability of the cell culture drops. The
sensor cannot distinguish between viable and nonviable
cells, and cell debris also increases the turbidity of the
culture medium. This has to be taken into account when
using nephelometric sensors for the determination of cell
number or cell concentration.

Two different types of sensor are used in biotechnology:
transmission and retroflective sensors (34). Transmission
sensors are reliable when monitoring high cell densities,
but since they often work at one defined wavelength,
they are insensitive to low cell concentrations. In situ
types of transmission sensors may be installed in an
external loop (Monitek) with all the problems of external
loops. Other sensors interfaced via standard ports into the
bioreactor (BTG, Bonnier Technology Group) may cause
problems as a result of the hydrodynamic behavior of
the medium in the flow-through cell. Data obtained with
transmission sensors may not reflect the actual situation
in the bioreactor.

Figure 4. Illustration of the working mechanisms of the cell
density probes (35).

Fiber optics are used for retroreflective sensors
to guide the excitation light into the reactor and
collect the backward-scattered light (Aquasant, Mettler).
Therefore, the collected light increases with increasing cell
concentration. The system is reliable, easy to install, and
low cost. Wu et al. (35) used this system for monitoring
industrial mammalian cell culture and performed a
comparison of several commercially available optical
systems (Fig. 4). A comparison of data obtained using
microscope and graduated slides, Coulter counter, and the
various probes shows a high correlation. The Aquasant
data are always slightly lower than the microscopic data,
especially at higher cell densities, but they can be obtained
continuously.

Nephelometric sensors are low cost and easy to install.
The response time is small (seconds), and the data are
easy to interpret. The main disadvantage is that other
particles of cellular origin interfere, and dying cells or cell
debris cause high values of optical density. Also it is not
possible to distinguish between viable and nonviable cells.

Fluorescence Methods

Another way of obtaining information about the biomass
during the cultivation is the measurement of the
culture fluorescence. Biologically active cells contain
the dinucleotides NADH and NADPH. If the culture
conditions are optimal and the cells are growing
well, the NADH and NADPH concentrations increase.
These reduced dinuleotides can be irradiated with UV
light (340-360 nm), and the induced fluorescence can be
registered with suitable detectors (460 nm). Zabriskie and
Humphrey (36) were the first to use culture fluorescence
to monitor living cells. They used the correlation between
biomass concentration (X) and fluorescence intensity (If):

X = (e~bIf)
1/a

where a and b are constants characteristic of the biological
system and the reactor, but only in a few cases is this
correlation linear.
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Various types of in situ sensors using the same optical
system for the irradiation of the cells and the detection
of the fluorescence are available (Fluoromeasure from
BioChem Technology, Fluorosensor from Ingold). In the
literature there is a variety of data available derived by
using these sensors to estimate biomass concentration,
reactor characterization, medium composition, and the
metabolic state of the cells (37-41). Most of the appli-
cations are carried out with microorganisms, but there
are several papers describing data obtained with ani-
mal cells (42-46). Two facts hamper the broad use of in
situ fluorescence sensors in monitoring animal cell cul-
tures: the low cell concentration at least at the beginning
of the cultivation and therefore the low NADH signal
and the broad variety of fluorescence-active substances in
the culture medium. The interpretation of the signals is
nontrivial and has to be done in comparison with other pro-
cess data obtained. Srinivas and Mutharasan (41) could
show with hybridoma cells that metabolic studies such
as nutrient depletion can be monitored and explained.
Akhnoukh et al. (46) used the culture fluorescence to mon-
itor virus production with Spodoptera frugiperda Sf9. By
plotting 1/X vs. 1/fluorescence (where X is a measure of
the cell concentration), the phases of growth, virus infec-
tion, expression of virus genome, and lysis of cells can be
identified (Fig. 5). Akhnouk et al. (46) also showed that it
is necessary to measure the background fluorescence to
get reliable data.

In situ fluoroscence sensors detect only viable cells and
give an insight into the metabolic state of the culture.
The technique is simple and noninvasive, but the signal
interpretation is nontrivial. For animal cells the low cell
density and the fluorescence-active medium compounds
bring additional problems.

This may be overcome by using 2-dimensional fluores-
cence measurement systems. The 2D-fluorescence spec-
troscopy enables rapid detection of fluorescence spectra
over a broad range of excitation and emission wave-
lengths. Simultaneously, several analytes will be reg-
istered qualitatively and quantitatively. The method is
sensitive enough to give information about the chemical
and physical environment of the cells as well as intracel-
lular data. Measurements will be carried out with a fiber
optical light guide on-line at the bioreactor in real-time.
The metabolism of the cells will not be disturbed and
the risk of contamination is low. The changes in fluores-
cence intensity show high correlation with other on-line
or off-line measured data (47-51). A commercially avail-
able Fluorescence spectrometer can be used for detection
of 2D-fluorescence spectra. Samples can be taken off-line
and on-line using fiber optical sensors (52). The latter has
significant advantages since the fiber optical sensor does
not penetrate the reactor and can be installed and removed
without sterilization.

The fluorescence intensity at particular wavelengths is
dependent on chemical, physical and biological factors
e.g., pH-Value, temperature, Quenching effects (53,54).
Especially due to the phenol red dye used to check the
pH of the mammalian cell culture medium causes serious
quenching problems.

2D-Fluorescence spectroscopy is used to monitor
various microorganisms. For mammalian cell cultures only
preliminary measurements were carried out, such as the
experiments to monitor the viability of CHO-cultures and
to control the quality of produced protein (55,56).

ON-LINE MONITORING OF THE CELL'S ENVIRONMENT

During the past decades the environment of the cells
was only monitored and controlled for temperature,
pH value, and oxygen. It soon became obvious that
this is not sufficient and that productivity can be
vastly improved if knowledge regarding the optimal
environmental conditions is taken into account. This
means an extensive analysis of the cell environment is
necessary.

One problem in mammalian cell culture is the
strict requirement for contamination prevention. The
bioreactor and its equipment have to be sterilized before
use. Any contamination negates the culture. Putative
in-line sensors have to withstand harsh sterilization
conditions, which has restricted the detectable parameters
to temperature, pH value, and oxygen. Since mammalian
cell cultures may last for several days or months, even for
these sensors their long-term stability was questionable
with respect to their original calibration. The analysis
of other important parameters like sugars, amino acids,
metabolites, and proteins such as the product is restricted
to off-line methods, which are time and labor consuming
and will always have the disadvantage of a time delay.

Since fed-batch and perfusion techniques are included
in process optimization, control of the environmental para-
meters becomes important. These techniques are based
on changes in the environmental conditions and efforts to
keep optimal conditions by adding or exchanging medium.

1/OD
Figure 5. Reciprocal fluorescence and turbidity data during a
batch cultivation of Spodoptera frugiperda for the determination
of growth phase, infection phase, and cell lysis.
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The growth rate of mammalian cells is slow, and therefore
the changes in the nutrient and metabolite environment
are not rapid compared to other microbial processes; so
monitoring these changes by on-line methods is desirable.

During the past decade biosensors have become increas-
ingly important. This technology has provided simple,
rapid, and sensitive methods for the measurement of low-
and high-molecular-weight substances. By using biologi-
cal reactions, they combine the specificity of the biological
compound with the capabilities of the modern transducer
technology. The reaction can either be a catalytic one using
enzymes or an affinity one using antibodies or receptors.
During the reaction with the analyte the microenviron-
ment of the transducer is changed. These changes can be
changes in temperature, optical properties, proton, elec-
tron, gas, or ion concentration, which are sensed by the
transducer, which sends an electrical signal to a recording
or display device. The amount of the change correlates with
the concentration of the analyte. For further information
see Refs. 57 and 58.

A variety of publications deal with biosensors used for
process monitoring (59-74). Most of these sensors are
used on-line but outside the reactor in a sampling stream
due to problems with the sterilization of the sensors. The
sterilization and maintenance of the properties of the
biological compound is impossible. This means that when
using the sensor in situ, the biological compound has to
be applied to the sensor after sterilization. Furthermore
the conditioning of the analyte has to take place inside the
sensor. This makes in situ sensors rather complicated, but
they are described in the literature for use in penicillin
and glucose estimations (60,75). Other aspects regarding
in situ sensors are regulatory requirements, since some of
the sensors need toxic mediators like ferrocene derivatives,
which might bleed out into the culture medium.

Therefore, most of systems described in the literature
and mentioned above incorporate the biosensor in a flow
injection analysis (FIA) system. The use of a flow injection
analysis system to automate the quantification of the
analyte by these biosensors results in analytical methods
that combine the selectivity of the biological reaction with
speed, simplicity, and flexibility.

In the next section the focus will be on the most impor-
tant variables that need to be analyzed. First of all tech-
niques for analyzing standard variables like temperature,
pH value, oxygen, and exhaust gas will be summarized
briefly. Furthermore, on-line techniques for the nutrients
(glucose, amino acids) and metabolites (lactate, ammonia)
will be described. On-line monitoring of proteins can be
found in the article "Immuno Flow Injection Analysis in
Bioprocess Control" by Katja Klockewitz.

Physical Parameters

In industrial processes only a few process parameter are
monitored, since each probe inserted into the bioreactor
adds to the risk of contamination. However, it is
necessary to monitor a set of control parameters, and
each reactor is equipped with standard probes for those
parameters in order to control the process. Reliable
in situ measurement systems for the most important
parameters (temperature, stirrer speed, pH value) are

taken from those in common use in the chemical industry.
Additionally a bioreactor is equipped with a probe to
measure dissolved oxygen concentration, and sometimes
additional sensors are used for a determination of the
composition of the exhaust gas. Since these systems are
well known and described (76), only a short summary will
be given.

Temperature. Temperature, the most important param-
eter for cultivation and sterilization, is measured by a
platinum-resistance thermometer Pt-IOO (100 ohm at 0 0C
and 123.2 ohm at 600C) with an accuracy of ±0.5%. This
sensor is very reliable and can be used without calibration.

pH Value. The pH value has a substantial influence on
cell growth and metabolism. In order to achieve optimal
conditions for growth and production, the optimal pH value
has to be maintained. The pH value can be controlled by a
high buffer capacity of the culture medium or by addition
of acid and alkali solutions. In mammalian cell culture
the culture medium's buffer capacity is based either on
CO2/NaHCO3 or HEPES buffer.

If the hydrogen-ion concentration equals the hydroxide
ion concentration, the solution is neutral. This is achieved
at pH 7 = — log[H+]. Media with higher pH values are
alkaline, and those with lower pH values are acid.
Mammalian cells prefer pH values in a range between 6.8
and 7.4. The measurement of the pH value is done with
galvanic elements. The electrical potential E is given by
the Nernst equation:

were E0 is the standard potential and F is the Faraday
constant.

The absolute potential is not detectable; therefore, the
difference of the potential U between the measuring and
the reference electrode is detected.

The measurement is carried out with standard steam-
sterilizable silver-silver chloride electrodes (Fig. 6). The
potential is measured at the outer surface of the glass
membranes of the electrodes, which depends on the pH
value of the solution. The measured potential decreases
with the age of the electrodes, and steam sterilization adds
to the age of the electrodes. Therefore, the pH electrode
has to be calibrated after each sterilization. Standard pH
electrodes with high accuracy are the Ingold electrode
(Mettler-Toledo) and the pH electrode by Broadly-James.

Dissolved Oxygen. The dissolved oxygen concentration
of the cultivation medium is measured using a amper-
ometric probe. The Clark electrode consists of cathode,
anode, and electrolyte separated from the culture medium
by a oxygen-permeable teflon membrane. The oxygen is
reduced at the cathode. A linear correlation between the
partial pressure of the oxygen and the intensity of current
exists (77). These electrodes are commercially available
(Ingold electrode Mettler-Toledo), are steam sterilizable,
and fit through a standard port into the reactor. Several
authors describe monitoring and control of oxygen tension
in the culture medium during animal cell culture (78,79).



Figure 6. Illustration of the pH electrode with inserted refer-
ence (Ingold, Mettler-Toledo): 1: plug; 2: refill opening; 3: plug
contact; 4: reference element; 5: measuring element; 6: reference
electroyte; 7: diaphragm; 8: inner buffer; 9: gas-permeable mem-
brane.

Singh (80) studied the oxygen uptake of hybridoma cells,
and using a dynamic model for calculations could show
that the specific oxygen demand is 0.15 mM O2/IO"9

cells/h.

Carbon Dioxide. In mammalian cell cultures a car-
bonate buffer is used to maintain the pH value almost

constant; therefore, it is not meaningful to measure
the dissolved CO2 concentration. If desired in situ elec-
trodes using the Severinghaus principle are commercially
available (Ingold, Mettler-Toledo). They consist of a pH
electrode immersed in a bicarbonate buffer, which is
separated from the culture medium by a gas-permeable
membrane. Dissolved CO2 diffuses through the membrane
and changes the pH value in the external buffer solution.
This change in the pH value relates to the dissolved CO2
concentration in the bioreactor.

Exhaust Gas. Analysis of the exhaust gas is easy since
there is no special sampling probes necessary. The exhaust
gas is cooled and dried to remove the water vapor. Oxygen
is measured with a paramagnetic oxygen analyzer and
CO2 with an infrared analyzer. Both types of analyzers are
commercially available. A critical comparison of various
analyzers was carried out by Heinzele and Dunn (81).
Measuring the exhaust gas composition is not common
in mammalian cell cultivation, since the cell density is
not high and therefore the changes are small and near
the detection limit. Additionally the pH value is often
maintained by adding CO2 gas to the cultivation medium,
and the concentration of CO2 produced as a result of
metabolism is small.

Nutrients and Metabolites

Most commercially available cell culture media contain
glucose as the main carbon source, since glucose is a low-
cost ingredient and is easily metabolized by mammalian
cells. However, an oversupply of glucose may cause
problems with toxic metabolites like lactate. For this
reason monitoring glucose concentration is of great
importance for optimization of mammalian cell processes.
There is a similar connection between glutamine, which
is an important nitrogen source, and its toxic metabolite,
ammonia. Ammonia can cause regression in cell growth
but also changes in glycosylation of the desired product
protein.

Off-line analysis is sufficient for every batch cultivation,
but fed-batch or even perfusion cultivation needs a more
frequent determination. It is necessary to effect the on-
line monitoring every few minutes, if, for example, the
glucose concentration is meant to be constant. Then
it is possible to feed small amounts of glucose and
keep the concentration as low as possible to avoid
byproducts and the accumulation of toxic concentrations
of lactate.

Most known on-line systems for monitoring glucose,
lactate, glutamine, and ammonia are based on the flow
injection analysis principle. Figure 7 shows the principle
of such equipment. A sampling device is installed next
to the fermenter, and a cell-free sample is withdrawn
continuously. Next, the sample is conditioned (e.g.,
dilution, addition of cosubstrates, adjustment of pH or
buffer capacity) as the analysis protocol requires. An
aliquot of the conditioned sample is then injected into
a continuously flowing carrier stream, the characteristic
feature of the FIA system. The carrier stream transports
the sample through the reaction coil, where the analysis
reaction starts. After detection the signal is processed by



a computer, giving the concentration of analyte in g/L.
In sophisticated systems this computer can be used to
control the flow of analyte into the bioreactor so as to
maintain required concentrations of the analyte in the
culture medium.

A drawback of this FIA system is the time delay
incurred between withdrawing the sample and getting the
results. On the other hand, the time delay is neglectable
due to the slow growth rate of the cells.

The bottleneck of this kind of system is the cell-free
sample. The sampling device must retain a sterile barrier
between the reactor and the analysis system and at
the same time withdraw a representative sample. This
is fulfilled for low-molecular-weight components such as
glucose, lactate, ammonia, etc., but not for high-molecular-
weight components like proteins. Analyzing proteins needs
a different setup (see article "Immuno Flow Injection
Analysis in Bioprocess Control" by Katja Klockewitz).

Glucose. Several biosensors used for measuring glucose
are described in the literature. These can be adapted to
monitor glucose concentrations in animal cell cultures. All
of them are based upon enzymatic reactions, and most of
them rely on the conversion of glucose to gluconic acid
using the enzyme glucose oxidase (GOD).

/*-D-glucose + O2 > gluconic acid (H+) + H2 O2

The main difference between the described systems is the
mode of detection. Graf and Schugerl (15) implemented a

YSI (Yellow Springs Instrumental) analyzer as a reaction
coil and detector in the FIA system to monitor glucose.

The enzyme membrane is a trilayered deck; the
enzyme (glucose oxidase GOD) is immobilized between
a polycarbonate and a cellulose acetate membrane. The
detection was done by measuring the current resulting
from the oxidation of H2O2 at a platinum electrode. This
system was stable over a period of 250 h of monoclonal
antibody production from a rat-mouse hybridoma (15).

A fiber optic sensor was used by Dremel et al. (68) to
detect the oxygen consumed by the immobilized enzyme
(glucose oxidase). Several other systems were described to
measure glucose like chemiluminescence detection of the
produced H2O2 (82,83).

Another possibility is the immobilization of the enzyme
in cartridges (21,83). Again the system relies on the enzy-
matic oxidation of glucose by glucose oxidase. The quantifi-
cation was done by measuring the decrease of the oxygen
in the carrier stream with an oxygen-sensitive electrode.

Lactate. The systems measuring lactate are again based
on enzymatic reactions. Scheper (84) described a sensor
system detecting the fluorescence of NAD+ (nicotinamide
adenine dinucleotide) using the coenzyme in the enzymatic
reaction.

. lactate dehydrogenase .

lactate + NAD+ > pyruvate + NADH + H+

Only the reduced form NADH expresses fluorescence. The
increase of the fluorescence is correlated to the decrease of

Figure 7. Principal setup of flow injection analysis systems.
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NAD+ and therefore with the concentration of lactate in
the medium. The only drawback in using this method in
cell culture is the presence of the pH indicator, phenol
red, in the medium to double check for pH stability.
The indicator tends to bias and disturb the fluorometric
measurements.

Methods used for animal cell monitoring with high
reliability are based upon the enzymatic reaction of lactate
with lactate oxidase (68,85,86). These systems are similar
to those used for measuring glucose.

Amino Acids. Different approaches can be used to
determine amino acids during the cultivation of animal
cells. Jiirgens et al. (85) used an enzyme cartridge with
immobilized L-amino acid oxidase for quantification
of L-amino acids. With this system L-methionine can
be determined during the cultivation of Spodoptera
frugiperda as well as the total L-amino acid concentration.

A variety of methods are used to detect glutamine,
as this is the most important amino acid in animal
cell cultivation: amperometric biosensors (69,87), chemi-
luminescence fiber optic biosensors (72,88), and enzyme
electrodes (62,89). All methods are based on the following
reaction

glutaminase

glutamine > L-glutamic acid + NH4
+

The methods differ in the way the resulting ammonium
is measured. One possibility is the conversion of the
ammonium ion into ammonia, which can be detected with
an ion-sensitive electrode (83). Blankenstein et al. (72)
described an amperometric detection after oxidation of the
produced glutamate with the enzyme glutamate oxidase.
The decrease of oxygen in the carrier stream during
that reaction was measured by an oxygen electrode. The
authors also reported chemoluminescence detection of the
H2O2 produced after reaction with luminol, which results
in the production of a substance with a blue color.

A small-volume L-glutamate on-line sensor was devel-
oped by Niwa et al. (90) to monitor changes in the local
concentration of L-glutamate released from nerve cells in
culture. A syringe pump in the suction mode is used to
sample extracellular fluid continuously from a glass micro-
capillary, and the concentration of L-glutamate can be
determined by using a glassy carbon (GC) electrode mod-
ified with an Os-polyvinylpyridine mediator bottom film
containing horseradish peroxidase and a bovine serum
albumin top layer containing L-glutamate oxidase. Eyer
et al. (91) described a method for the indirect control of
the glutamine level in the reactor. They measured the
oxygen uptake rate (OUR).

Multidetection of Different Compounds. Glucose, lactate,
and glutamine are the most interesting low-molecular-
weight compounds in animal cell cultivation. Therefore,
the simultaneous monitoring of these components with one
system is most desirable. This would minimize the risk of
contamination while increasing dramatically the amount
of information on the culture. Van der Pol et al. (92)
described a multichannel on-line system for the detection
of glucose, lactate, glutamine, and ammonia. They

combined enzymatic reactions with chemical reactions.
Glucose, lactate, and glutamine were detected using
immobilized, dehydrogenases, whereas ammonia was
detected using an o-phthaldialdehyde solution. The results
were reliable, but the detection of all components required
42 min. Similar systems are described in literature based
on an enzymatic reaction with oxidases (21,85,93,94).

Dremel et al. (68) reported a system where glucose and
lactate could be determined simultaneously in two sep-
arate channels. It yielded reliable results for animal cell
cultures with a sampling frequency of 20 samples per hour.

Weidemann (21) used a two-channel-two-selector sys-
tem for monitoring glucose and lactate during perfusion
cultures of adherent recombinant BHK cells. He kept the
glucose and lactate concentration at a low level (glucose
0.5 g/L and lactate 1.5 g/L) using the signals from the FIA
system for controlling the feeding pumps.
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UPTAKE OF SUGARS, NITROGEN AND PHOSPHATE

Carbon, nitrogen, and phosphorous are major constituents
of cells, and in typical plant cells in culture they account
for 40%, 7%, and 0.3% of dry weight, respectively (1).
Plants are autotrophs, and therefore, inorganic carbon,
nitrogen, and phosphorous can be utilized for growth.
However, a limited number of cultured plant cells can
grow with only CO2 as a carbon source. Most cultured
cells grow heterotrophically. Sugars, such as sucrose
and glucose, are usually supplied as carbon sources in
the culture medium. Nitrogen is supplied to cultured
plant cells as a combination of ammonium and nitrate
salts. The most common nitrogen compounds used for
this purpose are KNO3, NaNO3, Ca(NO3)2, (NH4)2SO4,
NH4H2PO4, and NH4NO3. In addition, some organic
nitrogen compounds, such as amino acids, are occasionally
included in culture media. Phosphorus is usually supplied
as inorganic phosphate in the form OfKH2PO4, NaH2PO4,
or NH4H2PO4.

Uptake and Utilization of Sugars

Various sugars are used as nutrients for cultured plant
cells (Table 1). A comprehensive list of carbon sources
and their ability to support the growth of plant cells
in suspension culture has been discussed previously (2).

<

Sucrose (2-3% w/v in concentration) is the most common
sugar used as a carbon source. There are several reports
on the uptake of sugars by the suspension-cultured plant
cells. In various culture systems, sucrose in the culture
medium is hydrolyzed to glucose and fructose before
entry into the cells, although such a degradation step
is not always obligatory for utilization of sucrose by plant
cells (2). Figure l(a) shows changes in levels of sucrose
and reducing sugars in the medium of batch suspension
cultures of Catharanthus roseus cells. Substantially all
the sucrose in the culture medium was hydrolyzed by cell
wall-bound invertase to glucose and fructose before it was
taken up by the cells (3). The highest rate of degradation
of sucrose was observed at lag phase of cell growth (1 day
after inoculation to the fresh medium). A pronounced
reduction in total sugar levels in the medium was observed
in the logarithmic phase of cell growth (day 4). Glucose was
more readily taken up by the cells than was fructose in
several culture systems including C. roseus (3) and carrot
cells (4). However, both hexoses were taken up at equal
rate by cultured rice cells (5). In addition to cell wall-
bound invertase, excreted invertase may participate in
the degradation of sucrose. The level of extracellular
invertase in the culture medium was rather low during
the initial phase of culture, where rapid degradation of
sucrose was observed. Both wall-bound and excreted plant
invertases have acidic pH optima (4.0-4.7). The pH of
culture medium usually decreased at the early phase of
culture [Fig. Kb)]. Thus hydrolysis of sucrose by the acid
invertases may be stimulated at this phase.

Glucose and fructose taken up by the cells are metab-
olized via glycolysis, the tricarboxylic acid (TCA) cycle,
and the pentose phosphate pathway. Their intermediates,
sugar phosphates and organic acids, are utilized as car-
bon skeletons of cellular constituents (Fig. 2). The ATP
produced in glycolysis and respiration is used as an
energy supply. The metabolic fate of glucose and fruc-
tose is slightly different in C. roseus cells. Glucose is a
better precursor for respiration than fructose, while fruc-
tose is preferentially utilized for the resynthesis of sucrose,
especially in the early phase of cell growth (3).

Table 1. Carbon Sources Examined for Cultured Cells
from Various Plant Species

P

Source: Data from Ref. 2.

Class

Class 1

Class 2

Class 3

Carbon source

(effective for most plant cultures)
Sucrose, glucose, galactose, fructose, maltose,
raffinose, stachyose

(effective for limited plant cultures)
Cellobiose, glycerol, lactose, melezitose, starch,
trehalose

(poor)
Arabinose, inositol, mannitol, rhamnose, ribose,
sorbitol, xylose



Time of culture (days)
Figure 1. Fluctuations in the level of carbon sources (a) and
in the pH (b) of the culture medium of suspension cultures of
Catharanthus roseus. Source: Redrawn from Ref. 3.

Metabolism of other carbon sources by plant cells
in culture has not been examined extensively. How-
ever, these compounds may be phosphorylated and con-
verted to glucose-6-phosphate or fructose-6-phosphate;
next they enter the glycolytic pathway and are then fur-
ther metabolized, as shown in the pathways represented
in Figure 2.

Uptake and Utilization of Nitrogen

Nitrogen is supplied as NC>3~ and NH4
+ in the culture

medium. NH4
+ is a direct substrate for the formation of

organic nitrogen (amino acid), but the concentration of
NH4

+ ions in culture media is usually 2-10 times lower
than that of NO3" ions. Nitrate can be stored in vacuoles
without a detrimental effect. However, NH4

+ ions and
in particular its equilibrium partner, ammonia, are toxic
even at quite low concentrations (5).

In batch suspension culture, NH4
+ ions in the culture

medium are initially absorbed and subsequently NC>3~
ions are taken up by the cells. A decrease in medium
pH just after cell inoculation [Fig. l(b)] may depend
upon the cell uptake of NH4

+ ions by the cells. NO3"
ions are reduced to ammonia by the action of nitrate

reductase and nitrite reductase in the cells (Fig. 3). As is
generally the case for plant life, most NH4

+ ions in the
cells are assimilated by the glutamine synthetase (GS)
and glutamate synthase (glutamate:oxoglutarate amino
transferase, GOGAT) system. In addition, the reversible
glutamate dehydrogenase system may also be operative
when higher concentrations of NH4

+ ions are present in
the cells. Glutamate, the product of ammonia assimilation,
is utilized for the synthesis of other amino acids and
nucleotides, and is finally consumed during the synthesis
of proteins and nucleic acids.

Uptake and Utilization of Phosphorus

Phosphorus is an essential constituent of nucleotides,
nucleic acids, phospholipids, and sugar phosphates (6). In
addition, inorganic phosphate (Pi) and organic phosphate
compounds, such as ATP, act as regulators of several
important metabolic processes. In contrast to sugars
and nitrogen, the uptake of Pi by plant cells in culture
is usually very fast. Tracer experiments with 32Pi
revealed that nearly half of the Pi in the standard
Murashige-Skoog medium (1.25 mM) was taken up by
C. roseus cells within 24 h after inoculation (6). Free Pi in
the cells decreased with cell growth, and more than 85%
of the absorbed Pi was found as organic phosphates at
the stationary phase of cell growth. A large proportion of
the absorbed Pi was incorporated into nucleic acids (45%)
and phospholipids (30%), 5-10% was incorporated into
nucleotides, and less than 3% was into sugar phosphates
and proteins (Fig. 4).

Intracellular compartmentation of Pi has been inves-
tigated using 31P-NMR (7). As soon as stationary-phase
cells were transferred to a fresh medium, Pi entered the
cells and accumulated in the cytosol. When the cytoplas-
mic pool of Pi was filled, the Pi was then taken up by the
vacuoles. As the cytoplasmic pool of Pi was consumed for
organic phosphate synthesis, Pi was moved from vacuoles
to the cytoplasm. Thus the cytoplasmic Pi concentration
was usually maintained between 5 and 6 mM.

Cytoplasmic Pi concentration is one of the most effective
signals for cellular metabolism. Metabolic changes induced
by Pi include the initiation of cell division (8) and
depression of the formation of indole alkaloids and
phenolic compounds (9) in plant cells in culture. In
Pi-deficient cells, the level of ATP is extremely low,
and biosynthetic reactions cannot function. The addition
of Pi to the Pi-deleted suspension-cultured C. roseus
cells resulted in a marked increase in ATP within
a few hours (10). Furthermore, biosynthesis of nucleic
acids and proteins commenced, and finally cell division
occurred (11,12). Free amino acid pools were reduced by
Pi, which is mainly due to an increase in the rate of protein
synthesis induced by increased ATP supply. A decrease in
the rate of formation of secondary metabolites, such as
phenolic compounds, by Pi seems at least partially due to
reduced availability of free amino acids.

Thus phosphate concentration in culture media influ-
ences growth and formation of secondary metabolites of
plant cells in culture. Pi also acts as an important effector
of enzymes of carbohydrate metabolism in plant cells in
culture (7).
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MECHANISMS OF MEMBRANE TRANSPORT SYSTEMS

Transport processes across membranes are strictly depen-
dent on the energetic situation of the membrane. We deal
with the energetics of the plasma membrane and tono-
plast, and then the transport activities of each substance.
Figure 5 shows a schematic diagram of membrane trans-
port systems in plant cells. The molecular structure of
some transporters has been already identified. Studies on
the other transporters and on the mechanisms regulating
transport are important subjects for the near future (13).

Energetics of Membrane Transport

Transport of all substances across membranes is basically
driven by a chemical potential gradient (for neutral
substances like sugars) or electrochemical potential
gradient (for ionic compounds such as nitrate, ammonium
ion, and phosphate).

Since the biological membrane is composed of a
lipid bilayer and proteins, when substances are lipid
soluble (that is, mainly hydrophobic), they can directly
pass through the lipid part. For example, NH3, being
a small, neutral molecule, has been considered to be

Figure 2. Uptake and metabolism of sucrose by cultured
plant cells. Enzymes are represented by numbers as fol-
lows: (1) invertase; (2) hexokinase; (3) hexokinase and/or fruc-
tokinase; (4) phosphoglucoisomerase; (5) phosphofructokinase
and/or pyrophosphate: fructose-6-phosphate 1-phosphotrans-
ferase; (6) aldolase; (7) sucrose synthase; (8) sucrose-6-phos-
phate synthase; (9) sucrose-6-phosphate phosphatase; (10) phos-
phoglucomutase; (11) glucose-6-phosphate dehydrogenase.
Abbreviations: F6P, fructose-6-phosphate; F1,6BP, fruc-
tose- 1,6-bisphosphate; GlP, glucose-1-phosphate; G6P, glu-
coses-phosphate; 6PG, 6-phosphogluconate; TCA, tricarboxylic
acid; TP, triose phosphate. Source: Adapted from Ref. 3.

permeable across the lipid membrane. Otherwise, protein
transporters are needed for substances to cross the
membrane. There are two kinds of transporters, one
facilitating transport along an electrochemical potential
gradient (channel or facilitated diffusion carrier), and the
other working for transport against an electrochemical
potential gradient (pump, secondary active carrier, or ABC
transporter).

The electrochemical potential gradient across a biologi-
cal membrane is mainly composed of three parameters, the
concentration outside (one side), the concentration inside
(the other side), and the electrical potential difference.
In the plasma membrane, they correspond to the extra-
cellular concentration, the cytoplasmic concentration, and
the ordinal membrane potential. When the substance is
neutral, we do not have to consider the electrical potential
gradient. The concentrations of each substance in various
compartments will be considered later. It should be noted
that in case of water, a parameter of pressure is also
important, but this is not the case in this section (14).

The electrical potential gradient (or difference) is
usually called the membrane potential. In the plasma
membrane, the potential of the extracellular medium
becomes the zero standard. The intracellular potential

ATP

Proteins

Amino acids

Nucleotides

Nucleic acids
Pyruvate

TCA Cycle

ATP

TPPentose-P

Cellulose 6PG F1,6BP

Starch G1P G6P F6P Sucrose

Glucose Fructose

Glucose Fructose
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Figure 4. Uptake Of32P by suspension-cultured Catharanthus
roseus cells. (Redrawn from Ashihara and Tokoro, [7].) (a) Pi;
(b) nucleic acids; (c) phospholipids; (d) nucleotides; (e) sugar
phosphates; (f) proteins.

There are several different methods to measure the
membrane potential. The most conventional method is to
use the glass microelectrode connected to the electrical
amplifier. A glass microelectrode is inserted into the
cell, and the intracellular potential is measured. Usually,
the inserted glass electrode penetrates both the plasma
membrane and the tonoplast. The potential difference
measured by the electrode is a sum of the plasma
membrane potential and the tonoplast potential. Since
the potential in the vacuole is a about 20 mV positive
against the cytoplasm, the real membrane potential of the
plasma membrane is more negative than the measured
value. The second method is the use of membrane
permeable ionic substances, for example, TPP+ or
TPMP+. These substances are distributed according to the
membrane potential. When we measure their distribution
between extracellular and intracellular compartments,
we can estimate the membrane potential. In order
to measure their distribution, we usually use radio-
labeled compounds. Third, we can measure the membrane
potential using fluorescent substances whose fluorescence
changes dependent on the membrane potential, such as
oxonol or DiOCs. For the glass electrode measurements,
technical training is needed. Using the final two
methods, we can measure the membrane potential
of cultured plant cells easily. Recent developments
in fluorescent microscopic measurements have greatly
improved the temporal and spatial resolutions of the
potential measurements.

The membrane potential of plant cells is composed of
two parts, one is a diffusion potential (passive potential)
and the other is an electrogenic potential (active potential).
In most plant cells, K+ is a major permeable ion across the
plasma membrane. There is a large concentration gradient

Nucleic acids Proteins

Nucleotides Amino acids

Glutamate

Glutamate

2-Oxoglutarate TCA cycle

Glutamine

ADP + Pi (Cell)

Glutamate
ATP

NH4
+NO2--NO3"

NO3- NH4
+

(Medium)

Time of culture (days)

Figure 3. Uptake and metabolism of N03~ and NH4"1" ions by
plant cells in culture. Enzymes are represented by numbers as
follows: (1) nitrate reductase; (2) nitrite reductase; (3) glutamine
synthetase; (4) glutamate synthase.

of plant cells ranges from about —100 mV to more
negative than —200 mV. In cultured cells or protoplasts,
slightly smaller (more positive) potentials have also been
reported.
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Figure 5. Schematic diagram of membrane transport systems in
plant cells. O, a molecule acting as a pump; ©, a molecule acting
as a carrier; ©, a molecule acting as a channel; ^ , a molecule
acting as an ABC transporter.

of K+ between the inside and outside of the cell. The K+

concentration of the cytoplasm is around 100-200 mM and
that of the extracellular space is less than around 1 mM.
Thus the diffusion potential of K+ of the plasma membrane
becomes about —100 mV or more. In suspension cultured
cells, the culture medium often contains a high concen-
tration ofK+. In these cases, the diffusion potential may
change dependent on the medium composition.

The electrogenic component of the plasma membrane
potential is generated by an H+ extruding ATPase (P-type
H+ pump). The H+ pump carries H+ as an outward current.
It hyperpolarizes the plasma membrane. The amount
of this component often corresponds to the diffusion
potential. The electrogenic potential is strongly sensitive
to the metabolic activities. If we treat cells with metabolic
inhibitors such as KCN or arsenate, the active potential is
immediately lost and the membrane depolarizes. The other
function of the H+ pump is to construct the H+ gradient
across the plasma membrane. The pH of the extracellular
space is usually acidic and the pH of the cytoplasm is
neutral to weakly alkaline. The pH is partly maintained
by the action of the plasma membrane H+ pump. Thus
the plasma membrane H+ pump is functioning to generate
the proton motive force composed of both the membrane
potential and the H+ concentration gradient. The proton
motive force is the most important factor that drives the
secondary active carriers.

The plasma membrane H+ pump is well characterized
both biochemically and molecular biologically. The molec-
ular weight ofH+ pump is about 100 kDa, and it functions
as a dimer. Genes of the H+ pump belong to a multiple
gene family (13).

Concerning pumps in the plant plasma membrane,
besides the H+ pump, a Ca2+-extruding ATPase has also
been reported.

The vacuole is one of the most important organelles for
solute metabolism in plant cells. Its volume usually occu-
pies more than 80% of the total cell volume. Accumulation
of sugars, amino acids, and inorganic substances in the
vacuole functions as a source of osmotic pressure and as a
reservoir or a buffer of the cytoplasmic activities.

Transport into the vacuole is also mediated by different
kinds of proteins in the tonoplast. Pumps, carriers,
channels, and ABC transporters are known to be in the
tonoplast. The tonoplast is energized by two kinds of H+

pumps; that is, V-type H+-ATPase and H+-PPase. Both
transport H+ from the cytoplasm to the vacuole. The
vacuolar pH is around 5 to 5.5. As the vacuolar potential
is usually more positive than the cytoplasmic potential
(about 20-50 mV), an electrochemical potential gradient
of H+ across the tonoplast is formed from the vacuole to
the cytoplasm.

Transport Mechanisms of Sugars

Sucrose, glucose, and fructose are well known as sugars
taken up into plant cells. The sucrose transport system
has been fully investigated (15). The cytoplasmic sucrose
concentration varies considerably dependent on the
cellular metabolism from a few to several hundred mM.
The uptake of sucrose is an active energy-dependent
process. Sucrose uptake through the plasma membrane
is driven by co-transport with H+. A pH jump of
the medium containing the plasma membrane vesicles
induces sucrose accumulation in them. The apparent Km

of sucrose transport is about 1 mM. The stoichiometry
of proton and sucrose is supposed to be 1:1. Since
sucrose is an electroneutral substance, its transport
with H+ is electrogenic. Transport of the positive charge
depolarizes the membrane potential. Electrophysiological
measurements support this phenomenon.

The proton-sucrose co-transport is inhibited by
diethyl pyrocarbonate (DEPC), which modifies the his-
tidine residue, or by p-chloromercuribenzenesulfonic acid
(PCMBS), which modifies the cysteine residue. Sucrose
transport is also inhibited by phlorizin and cytochalasin
B, which are potent inhibitors of glucose transporters of
animal cells.

Vanadate and DES, which inhibit the H+-extruding
pump of the plasma membrane, also inhibit H+-coupled
sucrose uptake. Uncouplers like CCCP, FCCP, and DNP,
which collapse the H+ electrochemical gradient across the
membrane, inhibit H+-coupled uptake.

Biochemical characterization of sucrose transporter
protein revealed that a 40-60-kDa protein was a
good candidate for a transporter in various materials.
Simultaneously the cloning of the sucrose transporter gene
was successful using a complementation of yeast sucrose
transport mutant. The spinach sucrose transporter codes
for a protein of 525 amino acids. Its molecular weight
is about 55 kDa. The sucrose transporter is composed
of twelve membrane-spanning domains divided to two
six-domains with a hydrophilic part. It belongs to a
superfamily of glucose transporters.
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In cells in culture, along with sucrose, glucose is
also an important nutrient. After extracellular invertase
hydrolyzes sucrose to glucose and fructose, glucose is
transported into the cell. Glucose uptake into the cell
is also H+-coupled co-transport. The glucose transport
system of Chlorella has been well characterized. Later,
this was also demonstrated in plasma membrane of
higher plants. The proton-glucose transport system has
been investigated using the plasma membrane vesicles of
sugar beet. It is dependent on both pH and membrane
potential gradients. The Km of glucose is a few hundred
^M. The glucose transporter gene of Chlorella was cloned
before the sucrose transporter. It coded a protein of
533 amino acids. The estimated molecular weight is
57 kDa. The hydropathy plot predicts twelve membrane-
spanning domains, the same as for the sucrose transporter.
Later, genes of similar transporters were isolated from
higher plants, such as Arabidopsis.

Sugar is also one of the main components of the vacuole.
The sucrose concentration in the vacuole sometimes can
be up to 100 mM. There are transporters for sugars in the
tonoplast. Sucrose is transported through a facilitated
transporter or sucrose/H+ antiporter. Glucose is also
transported via similar mechanisms. However, the details
remain unknown.

Transport Mechanisms for Nitrogen Compounds

The nitrogen compounds plant cells can utilize include
nitrate, nitrite, ammonium, amino acids, and urea (16).
Most media for cultured cells contain nitrate and/or
ammonium salt as a nitrogen source. When the culture
medium contains both nitrate and ammonium ion,
ammonium ion is preferentially consumed by cells. Amino
acids are the main nitrogen source in some media.
Cultured cells of rice are often maintained in amino acid
containing medium.

The transport mechanism of NH4
+ has been a

controversy for a long time: whether NH4
+ itself can

cross the membrane or whether only NH3 is transported.
Compared with NH4

+, NH3 is highly permeable to the
lipid bilayer of biomembranes. However, the equilibrium
pH between NH4

+ and NH3 is high (around 9) compared
with the ordinary pH of the extracellular space, and NH4

+

uptake is not strongly dependent on the medium pH and
is sometimes lower at a higher pH (NH3 concentration
increases). These findings indicate that NH4

+ may also be
transported across the plant plasma membrane.

Since NH4
+ has a positive charge, the potential

difference (usually inside negative) accelerates the inward
transport. The NH4

+ concentration in the cytoplasm is
believed to be very low, because NH4

+ is very toxic for
the biological activities. Also the enzyme activities that
assimilate NH4

+ are high enough in plant cells to keep the
level of NH4

+ low. Interestingly, recent studies indicate
that the intracellular NH4

+ level may be higher than a
few mM (17). In the latter case, it is not clear whether the
transport OfNH4

+ across the plasma membrane is passive
or active.

By complementation of yeast NH4
+ transport mutant,

a putative NH4
+ transporter gene (AMTl) was cloned

from Arabidopsis. It encoded a highly hydrophobic protein

composed of 501 amino acids with 9-12 membrane
spanning domains. The yeast expressing this protein
could take up methylamine as an analogue of NH4

+.
Methylamine uptake is effectively competed by NH4

+.
The Ki for NH4

+ is about 10 JIM. Methylamine uptake is
also inhibited by protonophores. This indicates that NH4

+

is co-transported with H+. NH4
+ may also be a substrate

for a cation-permeable channel.
NO3" transport has different characteristics from NH4

+

transport. The cytoplasmic concentration of NO3" is
reported to be around 10 mM. Furthermore, since NO3"
has a negative charge, the electrochemical potential
gradient across the plasma membrane of NO3" is uphill.
Uptake of NO3" into the cell against an electrochemical
potential gradient should be an active process. Most
data indicate that NO3" is also co-transported with H+.
Transport of NO3" is often followed by the cytoplasmic
acidification and membrane depolarization. The former
indicates the transport of H+ and the latter the transport
of positive charge together with NO3". A stoichiometry of
H+ to NO3" is reported to be 2.

Different transporters are known to function in NO3"
transport. They are constitutive or inducible, and have
high or low affinity for NO3". When plants are growing
in the absence of NO3", the apparent NO3 ~ uptake rate
is very low. However, once they are exposed to enough
NO3", the uptake rate greatly increases. The initial small
uptake when plants are exposed to NO3" is supported by
constitutive transporters, and the induced transporters
work for the successive uptake ofNO3". The Km of high-
affinity transporters is about 20 \iM. In addition to NH4

+,
genes of some putative NO3" transporters have been
identified.

Transport of amino acids has been extensively investi-
gated physiologically, biochemically, and molecular biolog-
ically. With plants in nature, nitrate and ammonium ions
are the major source of nitrogen. However, in plants (for
example, phloem loading) or in cultured cells, amino acids
are also important substrates for membrane transport.

Amino acids are also co-transported with H+. H+

uncouplers effectively inhibit the amino acid transport.
Treatment with potassium, which depolarizes the mem-
brane, also decreases amino acid transport.

In sugar-cane suspension cultured cells, three distinct
transport systems have been found: those for neutral
amino acids, acidic amino acids, and basic amino
acids (18). It is clear that multiple transporters function
with different substrate specificity. In Arabidopsis, the
complementation of yeast mutants deficient of amino acid
transport has revealed several transporter genes. They
belong to the amino acid permease (AAP) family (15).

Transport Mechanisms for Phosphate

Phosphorus is transported as inorganic phosphate (Pi) by
plant cells. The Pi concentration in the cytoplasm is likely
to be a few to ten mM. The Pi level in culture medium is
usually much higher than that in nature. Normally, the
Pi level in soil is less than 10 fiM. Thus Pi uptake is also
an active process (19).

P nutritional status is one of the most important
determinants of Pi uptake rate; under Pi deficiency, the



capacity for Pi uptake increases. This shows that plant
cells have a variety of Pi uptake systems with different
Kms. In more recent studies, influx isotherms for Pi
have been commonly interpreted in terms of two uptake
systems, one having a low Km (high affinity) and the other
a high Km (low affinity) and differing also in their Vmax

composed of two saturating systems. In Catharanthus and
tobacco suspension cultured cells, only one kind of Pi
transporter can be found irrespective of Pi condition. Pi
deficiency changed the Vmax, but not Km in tobacco.

Pi is also transported into cells across the plasma
membrane via co-transport with H+. When Pi is taken up
into the cell, the extracellular pH increases. Accumulation
of Pi is usually associated with membrane depolarization.
It seems reasonable to presume that the positive charges
transported with Pi are protons. Figure 6 shows an
example of simultaneous measurements of extracellular
and intracellular pH during Pi uptake in Catharanthus
cells. After addition of phosphate, the extracellular pH
increased until the exhaustion of added Pi. At the
same time, the cytoplasmic pH first decreased and
then maintained a lower value. After the exhaustion
of extracellular Pi, both the extracellular and the
intracellular pH recovered their original values (20).

Pi is a multivalency molecule. Its valency changes
dependent on the medium pH, but we do not know
which ionic species of Pi is transported across the
plasma membrane. There has been much debate over
the stoichiometry of the plasma membrane transporter,
with numbers ranging between 2 and 4.

Pi influx across the plasma membrane is sensitive to
many inhibitors, but none is very specific in its action.
Inhibitors that collapse the electrochemical potential
gradient for H+ also inhibit Pi uptake across the
membrane. Arsenate is used as an analogue of the Pi
molecule and competes with Pi for uptake. Substances
that directly affect Pi co-transporters have not yet been
found. SH reagents like HgCl2 and PCMBS that are
known to inhibit H+-co-transport systems also inhibit Pi

uptake. Furosemide is reported to inhibit Pi transport
without inhibition of proton pumping in Catharanthus
cultured cells.

The first plasma membrane Pi transporter to be iden-
tified in eukaryotic cells was in yeast; PHO84 as the gene
encoding the Pi transporter. Pi was co-transported with
H+ by the PHO84 protein with a Km for Pi of about 8 uM.
The PHO84 protein has 596 amino acids, 12 membrane-
spanning domains. They are separated into two 6 domains
by 74 amino acid residues. This is classified in a group
of glucose transporters. In higher plants, genes of Pi
transporters have been isolated from Arabidopsis, potato,
Catharanthus, and tomato. Unlike Catharanthus, these
plants have multiple Pi transporter genes. The Pi trans-
porter has 12 membrane-spanning domains. Pi trans-
porter proteins from higher plants have not yet been puri-
fied. Mitsukawa et al., (21) introduced PHTl from Ara-
bidopsis into tobacco suspension cultured cells BY2 and
succeeded in increasing Pi uptake activity of those cells.

Pi taken up into the cytoplasm across the plasma
membrane is partly metabolized, and most of the rest
is transported into the vacuole. Pi accumulated in
the vacuole is used to buffer the cytoplasmic Pi level
against fluctuations caused by variable external supply. In
sycamore suspension cultured cells, in Pi-depleted culture
medium, the vacuolar Pi level gradually decreased over
50 h until it coincided with the cytoplasmic Pi level. When
Pi was added to the Pi-deficient cells, the Pi level of the
cytoplasm increased within 2 h; then the vacuolar Pi level
gradually increased. There are few reports dealing with
the mechanism of Pi transport across the tonoplast (19).

MEASUREMENT AND CONTROL OF CYTOPLASMIC pH

The cytoplasmic pH is the most important factor of phys-
ical environments of living cells, not only for enzymatic
activities, but also H+-coupled membrane transport, equi-
librium of various substances and reactions, etc. The
cytoplasmic pH of plant cell is strictly regulated around
7.5, even under various environmental disturbances, for
example, acid or alkaline load. On the other hand, the
vacuolar pH is maintained around 5. The vacuole as an
acid compartment is working as a reservoir for many
degrading enzymes. Both compartments have respectively
specific mechanisms to keep pH at constant values (22).
In this section, we first deal with how the intracellular pH
values are measured, and then the mechanisms of the pH
regulation in plant cells.

Measurement of Cytoplasmic pH

The cytoplasm usually occupies about less than 20% of
the total cell volume. Thus the pH of solutes of cells or
tissues measured as a whole is similar to the vacuolar pH.
In order to measure the cytoplasmic pH, we must use in
vivo measurements of living cells. Thus far, the following
techniques have been applied to measure the cytoplasmic
pH. The first method uses the membrane-permeable
substances that distribute between the cytoplasm and
the extracellular space dependent on their pH values.
1 4 C - DMO is a well-used substance. The nonionic form of

Figure 6. Pi-induced changes in pH of external medium (straight
line) and fluorescence intensity (noisy trace) of BCECF loaded
into the suspension-cultured Catharanthus cells. Decrease in
fluorescence intensity means acidification of the cytoplasm.
Fluorescence intensity began to increase as soon as the external
medium pH reached its peak, when medium Pi has been
completely exhausted by cells. Source: From Ref. 20.
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DMO is membrane permeable, and DMO is equilibrated
between each compartment dependent on pH. We can
determine the pH by measuring the DMO concentration
of each compartment. This is one of the easiest method of
pH measurement, but there remain some ambiguities. The
determination of DMO distribution between the cytoplasm
and the vacuole is usually difficult.

The second method is the use of a pH-sensitive
microelectrode, which has a pH-sensitive resin in the tip
of the pipet and is inserted into the cytoplasm by a micro-
manipulator. It should be noted that the value measured
with a pH-sensitive microelectrode is the sum of the
membrane potential and pH gradient. Therefore, we must
subtract the membrane potential measured together with
a usual glass microelectrode to obtain the real pH value.
Although it is not easy to apply a glass microelectrode to
measure the pH, the measured values are more reliable.

During the past 20 years, the 31P-NMR method has
been extensively used to measure the in vivo pH of both
plant and animal cells. 31P-NMR can detect Pi in vivo,
distinguishing Pi pools in different compartments, mostly
because of the different pHs in these compartments. The
pH affects the degree of dissociation of Pi and thereby
alters the chemical shift of Pi peaks. Thus we can estimate
the pH value of each compartment by the chemical shift
of Pi. In plant cells, the vacuole is a large compartment
with a pH around 5, compared to the cytoplasm, which
is usually maintained around pH 7.5. The Pi signals from
these two pools are therefore quite different, as shown
in Figure 7 for Catharanthus suspension cultured cells,
in which Pi in the cytoplasm and vacuole are clearly
distinguishable dependent on each pH. For the NMR
measurements, suspension-cultured cells are one of the
most suitable materials, because the NMR-measurement
tube has only a quite limited space.

Finally, a recently developed method to measure the
cytoplasmic pH is the pH-sensitive fluorescent dye. Since
the fluorescence changes depending on pH, we can detect
the pH value or its change with a fluorescent microscope or
fluorescence photometer. Figure 8 shows a typical example
of a fluorescent image of Catharanthus suspension
cultured cells stained with the pH-sensitive dye; 2',7'-bis-
(2-carboxyethyl)-5 (and -6) carboxyfluorescein (BCECF).
The fluorescence of BCECF is strong around pH 7 and
weak in an acid region. The fluorescence is strong in
cytoplasm having a neutral pH but weak from the vacuole
expressing a pH of 5. The pH values are estimated
from the degree of brightness. At present, there are
many kinds of fluorescent dyes for not only measurement
of the cytoplasmic pH, but also the vacuolar pH, the
membrane potential, Ca2+ or other ion concentrations (23).
Acetoxymethylester derivatives of these pH-sensitive
fluorescent dyes are membrane permeable. After loading,
the intracellular esterase digests the acetoxymethylester
part, and the dye stays in the cell. Since the membrane
permeabilities of these dyes sometimes vary with the
material, it might be difficult to load dyes into the cell.
Furthermore, dyes loaded into cells are distributed not
only in the cytoplasm but also the in the vacuole and other
organelles. Thus it would also be difficult to estimate the
pH value of each compartment.

Control of Cytoplasmic pH

Figure 6 shows a typical example of cytoplasmic pH
regulation induced by acidification during Pi uptake with

Chemical shift (ppm)
Figure 7. An example of 31P-NMR measurements. 31P-NMR
spectrum of Catharanthus suspension-cultured cells. MDP
(methylene diphosphonic acid); chemical shift standard. Peak
assignments: 1, G6P; 2, cytoplasmic Pi; 3, vacuolar Pi; 4, y-nucleo-
tide triphosphates; 5, a-nucleotide phosphates; 6 and 7, UDPG;
8, /?-nucleotide phosphates. Cytoplasmic and vacuolar pH values
are calculated from Pi resonances of peaks 2 and 3, respectively.
The Pi content of each compartment is calculated from the area
under each peak. Source: From Ref. 20.

MDP

Figure 8. A fluorescent image of Catharanthus suspen-
sion-cultured cells loaded with BCECF-AM. The fluorescence of
BCECF is strong around pH 7 and is weak in an acidic region.
The fluorescence from the cytoplasm having a neutral pH becomes
bright, but that from the vacuole around pH 5 becomes dark. The
pH values are estimated from the degree of brightness.



H+ in suspension cultured cells of Catharanthus roseus.
The cytoplasmic pH was measured by BCECF loading.
Such control of the cytoplasmic pH may be achieved by
a variety of mechanisms. One possible mechanism is the
extensive pH buffering capacity of the cytoplasm. For
example, phosphoric acids, amino acids, and organic acids
act as buffering agents. The second mechanism is a so-
called biochemical pH stat (24). With this mechanism,
the activities of PEP carboxylase and malic enzyme
change in response to changes in the cytoplasmic pH.
By the action of these enzymes, the numbers of carboxyl
residues (i.e., malate concentration) are controlled (25).
Recently, Sakano (25) modified this biochemical pH stat
on the basis of H+ production or consumption of each
reaction.

The third mechanisms is the biophysical pH stat.
With this mechanism, the cytoplasmic pH is controlled
by H+ transport systems, including primary H+ pumps
and secondary H+ co-transport systems (22). There are
many H+ transport systems in the plasma membrane
and the tonoplast, and only changes in the activities
of these transport systems directly affect the pH of the
cytoplasm.
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INTRODUCTION

For effective proliferation of plant tissue and cells in a
liquid medium, it is usually necessary to provide agitation
or forced aeration to exchange gases. For this purpose,
various types of culture vessels have been devised for
supporting cell growth: for example, conical and flat-
bottom round flasks placed on reciprocal or gyratory
shakers, bubble-type reactors (1), stirred-jar fermentors
(2), flat-bladed impeller bioreactors (3), roller-bottle
systems (4), air-lift column bioreactors (5), cell-lift impeller
bioreactors (6), and helical-ribbon impeller systems (7)
(reviewed in Refs. 8 and 9). In these systems, the cultured
cells and tissues cannot survive without agitation for
sufficient gas exchange. Recently, Tanaka (10) reported
that an envelope-shaped (named a "culture bag") and



a box-shaped ("culture pack") culture vessel developed
using fluorocarbon polymer film can be effectively and
conveniently used for micropropagation of ornamental
plants. The fluorocarbon polymer film possesses superior
properties such as a high melting point (265-3100C) and
high gas (O2, CO2, and N2) permeability as needed for
plant cells and tissues. This culture bag system makes it
possible for plant cells and tissues to grow in a stationary
liquid medium without agitation. The cultured cells and
tissues in the culture bag may express their yet uncovered
biosynthetic capability. In addition, the culture bags can
save space because they can be placed in layers with small
spaces between the bag surfaces.

This article introduces a novel film culture vessel, the
culture bag, suitable for the growth of plant cells and
tissues as well as for their metabolite production.

PREPARATION OF THE CULTURE BAG AND
THE CULTURE METHOD

Sheets of fluorocarbon polymer film (Neoflon PFA®, Daikin
Industries, Ltd., Osaka, Japan; 12.5, 25, 50, and 100 jim
thick) are shaped into an envelope (for example, 15 cm
long by 17 cm wide) (Fig. 1; for further details, refer to
Ref. 10). The upper edge of the envelope is cut on a slant
for temporary closing of the opening. After autoclaving
the culture bag, the opening, which is covered with

aluminum foil, is used to introduce autoclaved medium.
The homogeneous growth in this shape of culture bag into
which Nicotiana BY-2 cells (480 mg fr. wt), Lithospermum
erythrorhizon cells (750 mg fr. wt), or its hairy roots
(200 mg fr. wt) are inoculated can be obtained with 25
to 30 ml. After pushing out the air trapped in the upper
space in the culture bag, the opening is temporarily sealed
with a closing device (Spectrum Medical Industries), before
heat sealing.

The heat-sealed culture bags are laid on a sheet of
1-cm mesh net without overlapping each other to make
the air-permeable film area as large as possible, and
then the nets are piled on one another with 1 cm or
more space between the nets and incubated under the
culture conditions (25 0C in the dark) without shaking.
Control cultures are carried out in 100-ml flasks containing
the same volume of the same medium as the culture
bag and agitated on a rotatory shaker (70 ~ 100 rpm)
under the same condition for the same period as the
culture bag.

GROWTH OF PLANT CELLS AND TISSUE IN
A CULTURE BAG

The growth of tobacco BY-2 cells, one of the most
prolific plant cell cultures (11), and the shikonin-producing
Lithospermum M-18 (12) cells, and hairy roots (13) in the
culture bag were compared with that in shaken flasks
(Figs. 2-4).

Figure 2 shows that the growth of tobacco BY-2 cells in
the culture bag made of 12.5-fxm film was almost equal to
that of the shaken flask, indicating that the film permeate
sufficient oxygen for the cell growth. The cell growth
varied inversely with the film thickness. This indicates
that the growth depends on the exchange rates of gases,
especially oxygen, because the gas permeability of the film
is inversely proportional to the thickness (10). The thickest
film (100 ĵ m) also enables the cells to grow without cell
death from oxygen shortage, although the growth rate was
much lower than that of the thinner film. The same result
was observed in shoot development of Cymbidium (14)

Figure 1. Diagram illustrating the procedure to make and use
the culture bag. The shadowed sides are heat sealed.

Figure 2. The effect of the film thickness on the growth of
tobacco BY-2 cells. The cells (480 mg fr. wt) were inoculated
into the culture bags and 100-ml flasks containing 25 ml of LS
medium. The former was cultured on a net without shaking,
and the latter was shaken at 100 rpm for a week in the dark at
25 0C.
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and Spathiphyllum (15) on agar medium in a box-shaped
vessel, a culture pack made of fluorocarbon polymer film.

Figure 3 shows that the dry mass of shikonin-producing
Lithospermum cells (M-18) cultured in the culture bag of
the thinner films (12.5 and 25 urn) for 4 weeks was larger
than that in shaken flasks. The culture bag of lOO-jim film
that reduced the proliferation of the fast-growing tobacco
cells (Fig. 2) supported the good growth of Lithospermum
cells having a doubling time of about a week. Such doubling
times are observed in various types of plant cell cultures
used for metabolite production. These results indicate
that the culture bag is suitable for plant cell suspension
cultures without shaking, although the shaking stress and
the nutrient gradient might participate in the regulation
of growth.

The hairy root cultures are known to be useful for
the metabolite production. Lithospermum hairy roots
that produce shikonin, red naphthoquinone derivatives,
in a shaken flask (16) proliferated in the culture
bag containing ammonium nitrate-depleted MS medium
without agitation (Fig. 4), although the growth rate in the
culture bag was about half that in a shaken flask, and
strongly reduced by the presence of ammonium ion as
shown in the shaken flasks. The hairy roots showed the
same tendency as tobacco cells to grow more vigorously
in the culture bag of thinner film containing MS-NH4
NO3 medium, probably due to the lack of a sufficient
oxygen supply. These data suggest that the hairy roots
need sufficient oxygen without ammonium ion for good
growth.

PRODUCTION OF METABOLITES IN CULTURE BAGS

Lithospermum cells in the culture bag of thinnest film
(12.5 um) produced almost the same amount of shikonin,
red naphthoquinone derivatives, as those in the shaken
flask (Fig. 3). The productivity of the culture bag varied
inversely with the film thickness. Much less shikonin
was produced in the culture bags of thicker film (50
and 100 |Lim) compared with shaken flasks, while the cell
growth in the culture bag was not so much repressed
as shikonin formation, suggesting that the environmental
factors suitable for the secondary metabolism are different
from those for the cell growth.

The red pigments consist of several kinds of shikonin
derivatives (17). HPLC analysis showed that the pigments
from the cells in the culture bag contained the same
derivatives as those from the shaken flask. It is noted,
however, that a much lower amount of benzoquinone
derivatives, abnormal stress metabolites in shikonin
biosynthesis (18), were produced in the culture bag than
in the shaken flask. This means that the former system
might give much less stress to the metabolism of cultured
cells due to the fact that they are not moved in the
culture bag.

Lithospermum hairy roots also produced shikonin
derivatives in the culture bag containing ammonium

Figure 4. The effect of the film thickness and type of medium on
the growth of Lithospermum erythrorhizon hairy roots (inoculum
size: 200 mg) cultured in the culture bags and 100-ml flasks
containing various types of 30 ml medium. The former was
cultured on a net without shaking and the latter on a shaker
at 70 rpm in the dark at 25 0C for 3 weeks.

Culture period

Figure 3. The effect of the film thickness on the growth
and shikonin formation in Lithospermum erythrorhizon cells
(inoculum size: 750 mg) cultured in the culture bags and 100-ml
flasks containing 30 ml medium. The former was cultured on a
net without shaking and the latter on a shaker at 70 rpm in
the dark at 25 0C for 3 weeks. Culture bag with film thickness
D: 12.5 nm, A: 25 jim, • : 50 um, O: 100 jim; •: shaken flasks.
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Figure 5. The effect of the film thickness and type of medium on
shikonin production in Lithospermum erythrorhizon hairy roots
cultured in the culture bags and 100-ml flasks containing various
types of 30 ml medium. The upper part of each column is the
amount of shikonin secreted into the medium, and the lower is
the amount of shikonin in the hairy roots. Culture conditions are
the same as those in Figure 4.

nitrate-depleted MS medium (Fig. 5). The amount of
shikonin produced tended to be larger in culture bags
made of thinner film, suggesting that the productivity
depends on the gas exchange rate. The same result
was observed in the production of anthocyanin by
Euphorbia milli cells (19) and artemisinin production
in Artemisia annua cells (20) grown in the culture bag.
The shikonin production in the culture bag was strongly
inhibited by the presence of the ammonium ion as
reported for the cell cultures (12). However, M-9 medium
that was devised for effective shikonin production in
the dedifferentiated cells (12) was not suitable for the
production in the hairy roots. The hairy roots showed
a good relationship between shikonin production and
cell proliferation (Figs. 4 and 5), in contrast to the
dedifferentiated cell cultures. This suggests that shikonin
production in the hairy roots is in direct connection
with the primary metabolism, while the cell cultures
that accumulate the biosynthetic intermediates such as
p-hydroxybenzoic acid glucoside (21) in the MS medium
(growth medium of two-stage culture) is transferred to
the M-9 medium (production medium) to produce a large
amount of shikonin from the intermediate. Thus the
production medium for the hairy roots could be different
from that for the dedifferentiated cells.

Shikonin produced is secreted outside the cell wall
(16,22). Figure 5 showed that the amount of shikonin
secreted into the medium was several times larger in
the culture bag than in the shaken flasks, and higher in
culture bags made of thinner film. This suggests that the
plant cells and tissues in the culture bag could display
a metabolic capability different from those in the shaken
flasks.

The experimental results described herein indicate
that the culture bag is useful for the production of
secondary metabolites in plant cell cultures and hairy
root cultures without agitation, as well as for stud-
ies on the physiological effect of shaking or agita-
tion on plant tissue and cell culture in a liquid
medium.
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A range of compounds not normally used in culture media
has been added to plant-cell cultures to improve growth or
secondary product accumulation. These compounds have
included solvents, ion-exchange resins, surfactants, and
perfluorocarbons. Many of these compounds have been
added to increase the accumulation of secondary products
in plant-cell cultures. One approach has been to reduce the
feedback inhibition upon secondary product accumulation
by removing the secondary products from the cells as
they are formed. Once synthesized, secondary products
can be released into the medium but more frequently
they are stored in the vacuole. Thus to release these
compounds, the the tonoplast and cell membrane have to
be crossed. Chemical agents, including organic solvents
and detergents, have been used to permeabilize cells (1).
Table 1 gives the concentrations of some agents required
to extract 90% of the stored secondary product. For
dimethyl sulfoxide (DMSO) and chloroform, the levels
required can be high. In almost all cases, the viability
of the cells was low after treatment which resulted in
the loss of the culture or a considerable reduction in
productivity.

SOLVENT ADDITION

The effect of solvents on the growth and thiophene
accumulation in hairy root cultures of Tagetes patula
was one of the first studies reported (2). The cultures

Table 1. Concentration of Agent Required to Release 90%
of Betacanins from Chenopodiun rubrum and Berberine
from Thalictrum rugosuma

were grown in a two-phase culture with an immiscible
solvent which can act as a sink for the secondary
product formed. To function correctly, the solvent requires
four characteristics. The solvent must not be toxic to
the cell culture, the product must be excreted from
the cells, there must be good phase separation, and
the secondary product must be preferentially extracted
into the solvent. A number of solvents were tested
for their ability to affect cell growth, respiration, and
thiophene accumulation in T. patula cultures. Thiophenes
are intracellular compounds and are hydrophobic, so that
they partition well into solvents if released from the cells.
The results are shown in Table 2. The solvents were
selected on the basis of the empirical correlation between
biocompatability and the parameter log P (3). Log P is
the log of the partition coefficient of the solvent over a
standard octanol/water two-phase system. Log P values
can be found in the literature (4) or can be calculated by
using the hydrophobic-constant method (5). Log P values
can be seen in the table and range from 0.7 to 11. The dry
weights, respiration, and thiophene accumulation were
determined after 10-days' growth. Those solvents with
log P values above 5 appeared to be compatible with
the hairy roots. The density of the phthalates was too
close to that of water to give good phase separation, so
that hexadecane and FC-40 (a halogenated hydrocarbon
available from 3M company) were preferred. These two
solvents were used in two-phase culture grown in either
stirred-tank or liquid-impelled loop reactors. The design
of the liquid-impelled loop reactor is shown in Figure 1.
The T. patula cultures grew well in the loop reactor and
had growth rates superior to those in the stirred-tank
reactor. In a normal single-phase system, less than 1%
of the thiophenes were found in the medium. However,
with the two-phase systems using hexadecane, 28% of the
thiophenes in the loop reactor and 68% in the stirred-tank
were found in the solvent phase. With FC 40, the extraction
was considerably less at between 10-20%. The toxicity of
a wider range of solvents has been investigated using
suspension cultures oiMorinda citrifolia (6). M. citrifolia
produces high levels of anthraquinones that are relatively
hydrophobic. The cultures of M. citrifolia were grown in
media saturated with one of 33 solvents, and growth and
anthraquinone accumulation were followed for 18 days.
The specific growth rates and anthraquinone accumulation

Table 2. Growth, Respiratory Activity, and Thiophene
Production in Tagetes patula Hairy Root Cultures"

aData from Ref. 1.

Agent

Dimethyl sulfoxide (%)
Phenethyl alcohol (%)
Chloroform (% sat.)
Triton X-100 (ppm)
Hexadecyltrimethylammonium

bromide (ppm)

C rubrum

35
0.98

64
230

84

T. rugosum

30
0.80

67
210

60

aData from Ref. 2.

Solvent

Ethyl acetate
Diethyl phthalate
Hexane
Decanol
Dibutyl phthalate
Decane
Hexadecane
Dioctyl phthalate
FC40

Log P

0.7
3.3
3.5
4.0
5.4
5.6
8.8
9.6

11.0

Growth

+
+
+
+
+

O2
Uptake

+
+
+
+
+

Thiophene

+

+
+
+
+
4-
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Solvent log P
Figure 2. Specific growth rates and anthraquinone accumulation
in suspension cultures of Morinda citrifolia in the presence of
saturating concentrations of organic solvents. (•) anthraquinone;
(O) growth. Data from Ref. 6.

in relation to the log P values are shown in Figure 2. The
results are similar to those obtained with the hairy roots
of T. patula where solvents with log P values of less than 5
were toxic. Previous research (3) indicates that plant cells
are more sensitive than bacterial cells which have a log
P limit of 4. The critical solvent concentrations were also
determined by using critical concentrations (LD) which
are the minimum amount of solvent needed to kill a fixed
amount of cells within 48 hours. The LD values decrease
as the chain length increases, plant cell membranes are
extremely sensitive to solvents, and log P values can be
use to predict sensitivity.

ARTIFICIAL ACCUMULATION SITES

An alternative strategy for increasing secondary product
accumulation is to provide an artificial accumulation site.
This site can be either a solid or a liquid, examples
of which are shown in Table 3. One of the first solid-
phase additions was RP-8, a lipophilic silica gel. When
added to suspension cultures of Valeriana wallichii, this
compound accumulated valpotriates whereas none could
be detected in the control culture (7). The same was
found with suspension cultures of Pimpinella anisum
where the phenylpropanoid anethole was detected only
in the presence of RP-8 (8). Ion-exchange resins have
been extensively used to collect secondary products from
plant cell suspensions and hairy root cultures (Table 3).
Ion-exchange resins such as XAD-2, 4, and 7 have little
effect on growth but increase the yield of secondary
products in suspension cultures of Catharanthus roseus
(4), Nicotiana rustica (9), Cinchona ledgeriana (10), and
Papaver somniferum (11). These resins are also ideal for
continuously removing exported secondary products from
hairy root cultures such as Croseus (12), T.petula (13),
and Duboisia leichhardtii (14). In cultures grown in shake
flasks, the resin can be added in 30-um nylon mesh bags,
whereas in bioreactors the medium can be passed through
a column of resin. The provision of a column is particularly
suitable for hairy root cultures where the medium is
passed through the roots during normal culture.

The introduction of an immiscible liquid to a plant cell
culture can also act as a site for accumulating secondary
products. Myglyol, a nontoxic triglyceride, was added to
cultures of Thuja occidentalis (15), and monoterpenes were
detected in the Myglyol, whereas they had not been found
previously in the culture. The same effect was observed in
cultures ofMatricaria chamomilla and appeared to be due
to Myglyol retaining the volatile monoterpenes normally
lost during culture. Polysiloxane, a silicone-based
antifoam, was added to cultures of Eschscholtzia califor-
nica and appeared to stimulate the accumulation benzo-
phenanthrene alkaloids (16). One of the benzophenanthri-
dine alkaloids, sanguinarine, is commercially interesting
as a mild antibiotic in toothpaste. The use of immiscible
solvents has been discussed in an earlier section.

TWO PHASE CULTURES

The use of two-phase culture for cultivating plant cells
has also been investigated using polyethylene glycols as
the second phase. Cultures of N. tabacum grew well,
and the best growth rate was in the presence of 3%
polyethylene glycol 2000 (17). Two-phase culture has been
used for bioconversion where the second phase is used to
remove potential toxic concentrations of the products of
the biocoversion. This has been successfully been carried
out with a culture of Vitis vinifera where the addition of
Myglyol increased the conversion of geraniol (18).

ADDITION OF SURFACTANTS

Surfactants have been added to plant-cell cultures to
improve secondary product accumulation and also to
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Figure 1. A liquid-impelled loop impeller. The solvent is aerated
in a separate vessel and then pumped to the base of the loop
reactor. In this case the solvent is lighter than water, so it rises to
the surface. A solvent whose density is greater than water would
be added at the surface. The flow of solvent causes a circulation
within the reactor which mixes the culture. The solvent layer at
the surface of the vessel is pumped back to the aeration vessel.
Modified from Ref. 2.
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improve growth. Pluronic F-68, a polymeric surfactant,
has been used in animal-cell cultures as a shear-stress
protectant and was shown to react with the cell mem-
brane. For this reason, it was added to plant-cell cultures.
Suspension cultures of M. citrifolia produced higher yields
of anthraquinones in the presence of Pluronic F-68 (19).
A two-phase culture was used where the second phase
was hexadecane because it had been shown that this
was nontoxic and capable of accumulating compounds
like anthaquinone which may be released from the cells.
Figure 3 shows the effect of increasing levels of Pluronic F-
68 on growth and anthraquinone accumulation. It can be
seen that the addition of Pluronic acid had a stimulating
effect on both growth and anthraquinone accumulation.
When the second phase of hexadecane was added, the
growth rate increased from 0.3 to 0.7 days"1, and the
anthraquinone production rate increased from 0.7 to 1.2
days"1.

Successful cultivation of plant protoplasts requires
an adequate supply of gases. Approaches using oxygen-
enriched atmospheres and liquid over solid media have
had some success. An alternative has been the use of
oxygen-gassed perflurocarbons (PFCs) which are inert,
highly fluorinated organic compounds that have the capac-
ity to dissolve large quantities of gases. Addition of PFCs
enhanced the division of Petunia hybrida protoplasts (20).
More recently, PFCs were combined with commercial
bovine hemoglobin (Erythrogen) and produced a syner-
gistic effect on division rates (21). Erythrogen has also
been added to P. hybrida protoplasts in combination with
Pluronic F-68, and the combination of these two increased
the division of the protoplasts (22). A PFC has also been
used to increase the supply of carbon dioxide to cultured
shoots of rose (Rosa chinesis) (23).
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Table 3. Extraction Systems Used for Plant-Cell Cultures

Exraction
Phase Plant-Cell System Metabolite Ref.

Solid Phase (suspension cultures)
RP-8
XAD-4
XAD-7
XAD-7
XAD-7

Valriana wallichii
Nicotiana rustica
Catharanthus roseus
Cinchona ledgeriana
Papaver somniferum

Valepotriates
Nicotine
Alkaloids
Anthraquinones
Sanguinarine

7
9
4

10
11

(hairy root cultures)
XAD-2,-4,-7
XAD-7
XAD-2

Catharanthus roseus
Tagetes petula
Duboisia leichhardtii

Alkaloids
Thiophenes
Berberine

12
13
14

Liquid Phase (suspension cultures)
Myglyol
Myglyol
Polysiloxane

Thuja orientalis
Matricaria chamomila
Eschscholtzia californica

Monoterpenes
Essential oils
Alkalids

15
8

16
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INTRODUCTION

Plant cell cultures are proving to be extremely useful
model systems in a wide variety of investigations. They
have several advantages over the use of whole plants,
conceptually the most important being the ability to

precisely control and manipulate the growth environment
of a homogeneous population of cells. The effects of specific
treatments on metabolism, growth, and division can be
investigated without the complicating factors present
when working with whole plants. Cell cultures therefore
find widespread use as systems to study gene expression
(particularly during the cell division cycle and in studies
of plant growth regulator function), the degradation or
biotransformation of xenobiotics, and the production of
secondary metabolites.

As with any model system, results obtained using plant
cell cultures must be interpreted with some caution.
The formation of cell cultures involves a degree of
dedifferentiation and reprogramming of gene expression.
Cell cultures may not therefore be a true representation of
the situation in planta. However, for fundamental studies
and applied research they often remain the system of
choice.

This article will cover the basic techniques (and
facilities) required to establish, maintain, and monitor
plant cell cultures. Where possible, the theoretical
background will be given to help the reader fully
appreciate the advantages and limitations of plant cell
cultures.

LABORATORY FACILITIES

The growth of plant cell cultures places some novel tech-
nical and infrastructure problems on the laboratory (1,2).
In order successfully to grow plant cell cultures certain
facilities must be available. The equipment needed must
not only include items needed for the maintenance of the
cell cultures themselves, but also facilities for the growth
of donor material if cell cultures are to be established
routinely. The laboratory should therefore provide areas
suitable for:

1. growth media production, sterilization, and storage
2. the manipulation of plant material under aseptic

conditions
3. the growth of both donor plant material and the cell

cultures themselves under controlled conditions

A media room suitable for producing plant cell culture
media need not be very complicated, as it requires little
equipment that would not be present in any laboratory.
Required items include both a top pan balance and a
fine analytical balance, stirrer plates (heated ones can
be useful), a source of high-purity water, pH meters, an
autoclave (a large pressure cooker can be used, but only if
small volumes of media are to be used), and refrigerators
and freezers. Useful additions to this list would include a
steamer or microwave oven (for melting agar gelled media)
and an automatic pipetter unit.

Growth rooms or growth chambers should be used to
provide areas where plant cell cultures and donor plant
material can be grown in controlled conditions. Growth
rooms are ideal if a large volume of plant cell culture
work is to be undertaken, and with cultures that grow
in the same conditions. Growth chambers provide smaller



areas for the growth of plants or cell cultures, but are self-
contained and can therefore provide facilities dedicated
to a particular plant or cell culture type. The growth
rooms or growth chambers should be equipped with time-
controllable lights, a temperature control system (capable
of dealing with the large amount of heat given out by
any lighting), and some way of controlling humidity.
Plant cell cultures are usually grown at about 25 0C, and
the humidity should not be lower than 50% or culture
media will dry out very quickly (3). There should also be
areas where cultures can be grown in complete darkness.
Conditions in growth rooms used for growing donor plants
should match as closely as possible the natural conditions
for that particular plant (although this may be less
important for plants that are to be used eventually to
establish cell cultures, as they are not normally required
to flower or set seed, unless specialized cell types such as
endosperm or pollen are required), as the condition of the
donor material may prove to be critical in being able to
establish a cell culture.

Cell suspension cultures require constant agitation and
therefore a shaker bed in a controlled environment room
must be available. Shaker beds are gyratory (orbital) with
platforms with clips of various sizes to hold conical flasks.
They should have variable speed settings.

Areas for the manipulation of plant material under
aseptic conditions should ideally be self-contained rooms
in which laminar-flow transfer cabinets can be placed.
Laminar-flow transfer cabinets should be used for all
manipulations that require an aseptic environment.
Transfer cabinets are available in a variety of sizes, and
consist basically of a high-efficiency filter to remove air-
borne contaminants and a fan to produce a laminar flow of
air from the back of the cabinet toward the user (or from
the top to the bottom of the cabinet). They are made of a
variety of materials, stainless steel probably being the best
as it is robust and easy to keep clean and surface sterilize.
The cabinets can also be supplied with a gas source for a
burner, although self-contained gas burners can be used.
Items within the cabinet should ideally be kept to a min-
imum, as anything that interferes with the laminar flow
of the filtered air can compromise performance. Laminar-
flow cabinets should be serviced regularly to ensure that
the filter is working correctly. The performance of transfer
cabinets can also be checked by placing unlidded Petri
dishes of media in the cabinet and checking for the growth
of any microorganisms. If genetically manipulated plant
material that may still be harboring microorganisms is
to be used, a transfer cabinet specially designed to pre-
vent contamination of the environment should be used.
Laminar-flow cabinets may be provided with a UV light
source to maintain a sterile environment, although the
use of such devices is of questionable efficiency and can
present some health risks (4).

Additional equipment that should be present in a plant
cell culture laboratory includes both binocular (dissecting)
and high-magnification microscopes, the latter preferably
with a UV light source. The binocular microscopes should
be portable so as to allow their use in a laminar-flow
transfer cabinet. Both types of microscope should have
attachments to allow photography.

PLANT CELL CULTURE MEDIA

The culture media must provide all the essential elements
and nutrients necessary for the growth of the cell culture.
As such, plant culture media are composed of three basic
components:

1. A supply of essential elements, which is supplied in
the form of a complex mixture of salts

2. An organic supplement that supplies essential
vitamins and other organic supplements (although
plants are capable of synthesizing vitamins and
amino acids, the biosynthetic capability of plant cell
cultures often differs from that of whole plants,
necessitating the supply of these in the culture
medium)

3. A carbon source (again, although whole plants are
capable of fixing carbon from atmospheric carbon
dioxide, plant cell cultures are, except in specialized
cases, not autotrophic; this necessitates a supply of
carbon in the medium)

The three basic components of plant cell culture media
can be further divided, divisions that become apparent
if the formulations of particular media are examined
(Tables 1-3). The supply of essential elements falls into
three groups:

1. Macroelements (or macronutrients)
2. Microelements (or micronutrients)
3. Iron source

Plant cell culture medium is therefore usually made by
combining several different components to give a complete
medium. Concentrated stock solutions of macroelements,
microelements, iron source, and organic supplement are
commonly made, while the carbon source is usually added
as a solid.

Stock Solution Components

Macroelements. As the name suggests, this stock solution
contains the elements required in large amounts for plant
growth (these are elements that generally comprise at
least 0.1% by dry weight of plants) (5). The macronutrients
are usually considered to be carbon (which is supplied as
a separate component and is considered later), nitrogen,
phosphorus, potassium, magnesium, calcium, and sulfur.

Nitrogen is usually supplied as nitrate and/or ammo-
nium salts. To be incorporated into biological macro-
molecules nitrogen must be in the reduced form (such
as ammonium ions). Nitrate ions present in media must
therefore be reduced in order to be incorporated in
molecules, an energetic process. There is therefore a the-
oretical advantage in supplying nitrogen solely as ammo-
nium ions. Ammonium ions, however, can be toxic in high
concentrations (although plant cell cultures are generally
less susceptible to ammonium toxicity than are animal
cell cultures, for example) and uptake of ammonium ions
causes acidification of the medium. The use of ammonium
ions as the sole nitrogen source therefore requires that



Note. Formulations of plant cell culture media have been adapted from
Refs. 5 and 20. The composition of the various stock solutions is given, as
is the amount of each stock solution needed for 1 liter of medium. It should
be noted that the composition of plant cell culture media varies to some
degree from source to source. A full list of media formulations can be found
in Ref. 8.

the culture medium be buffered. Most plant cell culture
media therefore supply nitrogen as a mix of nitrate and
ammonium salts. A supply of nitrate and ammonium salts
also has the advantage of weakly buffering the media.
Uptake of ammonium ions causes H+ ions to be excreted
into the culture medium, whereas nitrate uptake causes
OH~ ion excretion. The buffering depends on both nitrate
and ammonium ions being present in the medium and
the fact that ammonium ion uptake is reduced at acidic
pH while the uptake of nitrate ions is reduced at alkaline
pH(5).

Phosphorus (involved in energy transfer and a com-
ponent of RNA and DNA) is usually supplied as the
phosphate ion and is present at lower concentrations than
nitrate/ammonium ions. High concentrations of phospho-
rus in media can lead to precipitation of other elements as
insoluble phosphates.

Potassium is usually supplied as the chloride, nitrate,
or orthophosphate salt, and is an important cellular cation
involved in many processes.

Note: Linsmaier and Skoog (LS) medium is basically the same except for
the vitamins, which are given in brackets.

Magnesium is usually supplied as magnesium sulfate.
Like potassium it is an important cellular cation, and can
in some cases substitute for potassium.

Calcium is usually supplied as the chloride salt
(although calcium nitrate is used in some medium
formulations). Calcium has important structural and
regulatory roles.

Sulfur is usually supplied as magnesium sulfate or
occasionally ammonium sulfate (many micronutrients
are also supplied as sulfates). Sulfur is an important
component of some amino acids and as such helps to
determine protein structure.

A 1OX or 2OX stock solution of macroelements is usually
made in deionized water and can be stored at 4 0C for
several months.

Microelements. These are elements required in trace
amounts for plant growth and development and have
diverse roles. Microelements comprise manganese, copper,
cobalt, boron, molybdenum, and zinc, which are usually
considered to be essential (5,6). Nickel is included in
the microelement formulations of some media (such as
Heller's medium) and as a component of urease (5) may be

Table 1. Formulations of Gamborg's B5 Medium

Essential element
Concentration in

stock (mg I"1)
Concentration in
medium (mg I"1)

Macronutrients (50 ml)

KNO3

CaCl2 • 2H2O
(NH4)2SO4

MgSO4 • 7H2O
NaH2PO4 • H2O

50000
3000
2680
5000
3000

2500
150
134
250
150

Micronutrients (25 ml)

KI
H3BO3

MnSO4 • 4H2O
ZnSO4 • 7H2O
Na2MoO4 • 2H2O
CuSO4 • 5H2O
CoCl2 • 6H2O

30
120
400

80
10
1
1

0.75
3

10
2
0.25
0.025
0.025

Iron source (10 ml)

FeNaEDTA 3670 36.7

Vitamins (1 ml)

myo-inositol
pyridoxine-HCl
thiamine-HCl
nicotinic acid

add as solid
1000

10000
1000

100
1

10
1

Carbon source

Sucrose
pH5.5

add as solid 20000

Table 2. Formulations of Murashige and Skoog Medium

Essential element
Concentration in

stock (mg I"1)
Concentration in
medium (mgl"1)

Macronutrients (50 ml)

NH4NO3

KNO3

CaCl2 • 2H2O
MgSO4 • 7H2O
KH2PO4

33000
38000
8800
7400
3400

1650
1900
440
370
170

Micronutrients (5 ml)

KI
H3BO3

MnSO4 • 4H2O
ZnSO4 • 7H2O
Na2MoO4 • 2H2O
CuSO4 • 5H2O
CoCl2 • 6H2O

166
1240
4460
1720

50
5
5

0.83
6.2

22.3
8.6
0.25
0.025
0.025

Iron source (5 ml)

FeSO4 • 7H2O
Na2EDTA • 2H2O

5560
7460

27.8
37.3

Vitamins (5 ml)

myo-inositol
nicotinic acid
pyridoxine-HCl
thiamine-HCl
glycine

20000(2000)
100
100
100(80)
400

100(100)
0.5
0.5
0.5(0.4)
2

Carbon source

sucrose
pH 5.7-5.8

add as solid 30000



necessary for the growth of some cell cultures (7). Other
elements (such as aluminum and iodine) are also often
present in microelement formulations, but whether these
are strictly necessary is doubtful.

A more concentrated (100X or 200X) stock solution
can be made, as these elements are present at much
lower levels than the macroelements. Store the stock
solution at 4 0C, where it should be stable for several
months.

Iron source. Iron is usually supplied as iron sulfate (iron
citrate can also be used) and is generally considered to be
the most important micronutrient. EDTA (the disodium
salt) is usually used in conjunction with the iron sulfate
to chelate the iron so as to allow a slow and continuous
release into the medium (the commercially obtainable
ferric-sodium salt of EDTA can also be used as the iron
is already complexed). Uncomplexed iron can undergo
rearrangement and precipitate out of the medium as ferric
oxide (5). The iron source should be specially prepared so
as to ensure chelation of the iron. The Na2EDTA should
be dissolved in almost boiling water, after which the iron
sulfate is added and the solution allowed to cool, then
made up to volume (8). The Fe/EDTA stock solution (100X)
should be protected from light (9) and stored at 4 0C.
It has been observed that EDTA, which chelates other

divalent cations, can have inhibitory effects on some plant
cultures (10).

It has been reported that Fe/EDTA produced by this
method can lead to precipitation of iron from media
(such as Murashige and Skoog) if used at standard
concentrations. One-third of the original amount of iron
(with the same amount of EDTA) can be used in order to
avoid this problem (8).

Vitamins/organic supplements. These are often includ-
ed in plant cell culture media, often for historical reasons.
Only two vitamins are considered to be essential, thiamine
(vitamin Bi) and myo-inositol, although this may vary
from culture to culture (5,7,11). Other vitamins, although
not essential, may improve the growth of certain cell
cultures (12).

Reduced nitrogen can also be supplied to plant cell
cultures in the form of amino acids (usually arginine,
glutamic acid, glutamine, and glycine). The uptake of
amino acids, like the uptake of ammonium ions, causes
acidification of the medium (5). Glycine is a standard
component of many media, but in most cases is not
required. Casein hydrolysate can be used as a source
of amino acids (and therefore reduced nitrogen) and is also
rich in calcium and phosphate (5).

Stock solutions of organic supplements (100X-1000X)
should be stored in the freezer (in suitable aliquots).
Generally, the vitamin/organic supplement stock is added
before the media is autoclaved; however, if specific
studies on vitamins are being conducted, they should be
filter sterilized and added after the medium has been
autoclaved (8).

Carbon source. Sucrose is by far the most used
carbon source, for several reasons. It is cheap, readily
available, relatively stable to autoclaving, and readily
assimilated by plant cells. Other carbohydrates can be
used, such as glucose (glucose is easily caramelized
though), maltose, galactose, as can the sugar-alcohols
glycerol and sorbitol. Many of the latter are only used
in specialized circumstances though. The carbon source is
added to the medium as a solid.

These then are the basic components of most plant cell
culture media formulations. However, other components
are commonly added for specific purposes.

Gelling agents. These are used to "solidify" the plant
culture medium so plant cells can be grown on the surface
of the medium. Agar is the most common agent used for
gelling (incorrectly called solidifying) media. A natural
product from seaweed it is relatively cheap. Agar is
insoluble in cold water, but produces relatively inert gels
at about 1000C and "solidifies" at around 45 0C. Agar is
used at concentrations of 0.6-0.8% (w/v). Low pH inhibits
gelling. Agar is relatively impure, and the use of special
"Plant Cell Culture" grade agar is recommended. Being
a natural product the quality can vary from batch to
batch and manufacturer to manufacturer; so it is best to
stick to one supplier. Some agar preparations also contain
significant amounts of some salts, which can alter the
composition of the medium (13). Purified agar or agarose
can be used for more demanding procedures (such as
protoplast culture). The routine large-scale use of agarose
is expensive.

Table 3. Formulations of Schenk and Hildebrandt Medium

Essential element
Concentration in

stock (mg I"1)
Concentration in
medium (mg I"1)

Macroelements

KNO3 (25 ml)
MgSO4 • 7H2O (15 ml)
NH4H2PO4 (25 ml)
CaCl2 • 2H2O (15 ml)

101000
24640
11500
14680

2525
36.6

287.5
220.2

Microelements (10 ml)

MnSO4

H3BO3

ZnSO4 • 7H2O
KI
CuSO4 • 4H2O
Na2MoO4

CoCl2 • 6H2O

1320
500
100
100
20
10
10

13.2
5
1
1
0.2
0.1
0.1

Iron source (10 ml)

FeSO4 • 7H2O
Na2EDTA

1500
2000

15
20

Vitamins (10 ml)

thiamine-HCl
nicotinic acid
pyridoxine-HCl
myo-inositol

500
500

50
add as solid

5
5
0.5

1000

Carbon source

sucrose add as solid 30000



Alternative gelling agents such as the gellan (a
bacterial product) gums Gelrite or Phytogel are becoming
more popular as they may be more suited to the growth
of some cells. These gellan gums are more expensive (per
unit weight) than agar, but can be used at concentrations
as low as 0.2% (w/v). Gellan gums are used in the same
way as agar. A variety of other gelling agents are also
available commercially. All gelling agents have effects on
the water potential of the medium and affect the rate of
diffusion of nutrients (and toxic byproducts).

For plant cell cultures to proliferate, further additions
to the medium may be required. Plant growth regulators
are often required by plant cell cultures for cell divi-
sion and expansion (and other developmental pathways).
These plant growth regulators are most commonly plant
hormones or their synthetic analogues, and thus give the
cells the correct signals for proliferation. These are sup-
plied in the medium because the biosynthetic capability
may not be present in plant cell cultures. Plant growth
regulators can be divided into several groups (Table 4).

1. Auxins
2. Cytokinins
3. Gibberellic acid
4. Abscisic acid
5. Ethylene
6. Others

Auxins. Indole-3-acetic acid (IAA) is the only (or
predominant) natural auxin, but its use in cell cultures
in vitro is complicated. IAA is not very stable to heat and

is also photolyzed (stock solutions are degraded within a
few days) (14). In order to partially alleviate this problem,
relatively stable amino acid conjugates of IAA (such as
indole-acetyl-L-alanine and indole-acetyl-L-glycine) can be
used, although their use is not widespread (5). Stable
chemical analogues of IAA are therefore usually used
in plant cell culture media. 2,4-Dichlorophenoxyacetic
acid (2,4-D) is perhaps the most commonly used auxin
and is very effective. Others, such as indole-3-butyric
acid (IBA), 1-napthylacetic acid (NAA), 2-napthyloxyacetic
acid (NOA), 2,4,5-trichlorophenoxyacetic acid (2,4,5-T),
2-methyl-4-chlorophenoxyacetic acid (MCPA), 2-methoxy-
3,6-dichlorobenzoic acid (dicamba), and 4-amino-3,5,6-
trichloropicolinic acid (piclorom) are also available. Not all
are equally efficient at promoting growth and cell division
and there may be species-to-species variation in efficacy.
Synthetic auxins should be handled with care as many (or
contaminants present in the preparation) are mammalian
carcinogens. Synthetic auxins are also known to promote
somaclonal variation (5).

There also exists a class of compounds that are known
to antagonize auxin action, the so-called anti-auxins.
Anti-auxins act either by inhibiting auxin transport
or the correct recognition of auxin molecules by cells
and so can prove useful in studies of auxin action.
Commonly used anti-auxins include 2,3,5-triiodobenzoic
acid (TIBA), p-chlorophenoxyisobutyric acid (PCIB), and
2,4,6-trichlorophenoxyacetic acid (2,4,6-T).

Auxins are usually included in plant cell culture media
in order to promote cell division and cell growth.

Cytokinins. The natural cytokinins are a wide variety
of related (purine derivatives) compounds. Some naturally

Table 4. Plant Growth Regulators Commonly Used in Plant Cell
Culture Medium

"Auxins are usually titrated into solution with NaOH (0.1 M). DMSO can also be used, as
can 95% ethanol.
6If auxins and cytokinins are dissolved in alkali and acid, the pH of the stock solutions
should be brought to the pH of the medium before use.
cCytokinins are usually dissolved in a small volume of HCl. Cytokinins can also be
dissolved in DMSO.
dGibberellic acid and abscisic acid are soluble in water.

Regulator

Auxinsa'6

IAA (indole-3-acetic acid)
IBA (3-indolebutyric acid)
2,4-D (2,4-dichlorophenoxyacetic acid)
2,4,5-T (2,4,5-trichlorophenoxyacetic acid)
NAA (1-naphthylacetic acid)
NOA (2-naphthyloxyacetic acid)
Picloram (4-amino-3,5,6-trichloropicolinic acid)
Dicamba (2-methoxy-3,6-dichlorobenzoic acid)
MCPA (2-methyl-4-chlorophenoxyacetic acid)
Cytokinins6c

Zeatin (4-hydroxy-3-methyl-trans-2-butenylaminopurine)
IPA [N6-(2-isopentyl)adenine]
BAP (6-benzylaminopurine)
Kinetin (6-furfurylaminopurine)
Thidiazuron (N-phenyl-N'-l,2,3-thiadiazol-5-ylurea)
Gibberellic acid (GA3)^
Abscisic acidrf

Molecular weight

175.2
203.2
221
255.5
186.2
202.2
241.5
221
200.6

219.2
203.3
225.2
215.2
220.25
346.4
264.3



occurring cytokinins used in cell culture media are
4-hydroxy-3-methyl-trans-2-butenylaminopurine (zeatin)
and N6-(2-isopentyl) adenine (2iP or IPA). These naturally
occurring compounds are very expensive (especially
zeatin) and relatively unstable. The synthetic analogues
6-furfurylaminopurine (kinetin) and 6-benzylaminopurine
(BA or BAP) therefore find widespread use in plant cell
culture media. Other, non-purine-based chemicals (such
as substituted phenylureas) also find use as cytokinins (7).
Cytokinins are often included in plant cell culture media
along with auxins in order to promote cell division.

Combinations of auxins and cytokinins can be used
to initiate specific forms of organogenesis in plant tissue
cultures. Generally, high levels of cytokinin coupled with
low levels of auxins promote shoot formation, while high
levels of auxin in conjunction with low levels of cytokinins
promote root formation.

Gibberellins or gibberellic acids (GAs). There are many
variations on the gibbane carbon skeleton that, in planta,
are involved in regulating cell elongation. Commercially,
only a few of the possible gibberellins are available. Anti-
gibberellins, which act by preventing synthesis (such as
ancymidol), are available.

Abscisic acid (ABA). ABA is generally regarded as
inhibiting cell growth. It is most commonly used in media
to promote specialized developmental pathways such as
somatic embryogenesis.

Ethylene. A naturally occurring gaseous plant growth
regulator, most commonly associated with controlling
fruit ripening in climacteric fruits. It is not often used
in plant cell tissue cultures, but can be supplied to
cultures as a gas or by ethephon (2-ehloroethylphosphoric
acid). Ethylene action can be antagonized by silver ions,
and aminoethoxyvinylglycine (AVG) inhibits ethylene
biosynthesis.

A bewildering array of other compounds (polyamines,
phenolic compounds, and jasmonic acid, among others)
have been postulated to have growth regulatory properties.
In general, it is the auxins and cytokinins that find the
most widespread use in plant cell culture.

Stock solutions (10 mg ml"1 or 10 mM) of plant growth
regulators are usually prepared. If the plant growth
regulators are to be added after the culture medium has
been sterilized, the pH of the stock solutions should be
brought to the pH of the medium.

Plant cell culture media can be bought from a variety of
commercial suppliers, and may offer some advantages for
routine cell culture work. But, buying premade media
is relatively expensive, and does not allow the easy
manipulation of individual media components. It has
also been observed that some commercial plant cell
culture media has a tendency to precipitate out during
autoclaving.

Preparation of Media

Stock solutions of the basic medium components (macronu-
trients, etc.) can be prepared and stored as indicated. They
are then added to deionized water (about half the final vol-
ume) in the indicated proportions, along with the sucrose.
Any other heat-stable components can also be added. When
the sucrose has dissolved, the volume is brought to about

90% of final, and the pH of the medium adjusted to the
desired value. The medium is then brought to the correct
final volume (with thorough mixing) and dispensed into
suitable containers for autoclaving. After autoclaving the
media should be clear with a slight yellow color from the
iron source. Any browning of the medium indicates that
the carbon source has caramelized and should therefore
be discarded.

It is important to remember that while most com-
ponents of plant cell culture medium are considered to
be thermostable, certain are not and there are conflict-
ing data on others. Gibberellins are rapidly degraded
by autoclaving and therefore should be filter sterilized
and added to the medium after autoclaving (15). Aux-
ins are generally considered to be thermostable (although
there is some disagreement, and for some applications
better results have been achieved using filter sterilized
auxins) (8,14,16). Cytokinins (except zeatin) are also con-
sidered to be thermostable (although some substituted
phenylureas are not), as are most vitamins (calcium
pantothenate excepted and thiamine is destroyed if the
medium pH is too high) (7,8). Sucrose is also added to
medium before autoclaving, although this results in a
degree (approximately 5%, depending on the duration of
autoclaving) of hydrolysis to a mixture of D-glucose and
D-fructose (17).

Media Sterilization

In most cases plant cell culture media is sterilized by
steam in an autoclave. This is usually done for 20-30 min
at 1210C (103 kPa). These criteria are set on the general
rule that 1210C must be maintained for at least 15 min in
order to kill thermophilic indicator microorganisms such
as Bacillus steriothermophilus. It should be remembered
that this standard autoclave regime will be insufficient
to ensure sterilization of large volumes of media (5).
However, thermophilic organisms are rarely a problem
in plant cell cultures, and standard autoclave cycles of
20-30 min at 1210C are widely used regardless of culture
vessel size. Excessively long autoclave cycles should be
avoided, as they result in caramelization of the carbon
source and may well result in the breakdown of other
medium components.

The efficacy of steam sterilization can be checked by the
use of special indicator tubes, which change color when
they have been exposed to a certain temperature for a
set length of time (various combinations can be obtained).
Ideally they should be placed in a vessel containing a
similar volume liquid if media is being sterilized to ensure
that the media is sterile. A cheaper alternative is to use
special tape that has indicator strips on it that change color
when autoclaved. However, this tape only indicates that
the vessel has been autoclaved, not whether the contents
are sterile.

The heat-labile components of media can be sterilized
by filtration through a sterile fine-pore membrane (0.45
or 0.22 \im). These are available commercially, either as
presterilized sealed units or as self-assembly units that are
autoclaved before use. They are simple to use, as either
the liquid is forced through the membrane into a sterile
receptacle from a syringe or on larger units a vacuum



source is used. These filter units will remove bacteria and
fungi, but not viruses, viroids, and mycoplasma.

Aseptic Technique

It is obviously important to ensure that any plant cell
cultures are sterile, in order to avoid loss of the culture
and invalidating any experimental results. It is vital
then that all possible precautions against contamination
are taken. We have already seen that plant cell culture
media can be sterilized by autoclaving and that any heat-
labile components can be filter sterilized. However, when
manipulating plant material and/or plant cell cultures, the
whole environment should be as free from contamination
as is possible.

Hands should thoroughly washed before any work is
commenced, and latex gloves can be worn. These gloves
can be occasionally swabbed with 70% ethanol to ensure
that they are sterile. Face masks can also be worn to
prevent airborne contaminants spreading, and long hair
should be tied back (or a hair net used).

Any surfaces where aseptic techniques are to be used
should be surface sterilized before and after use. This
is usually done by swabbing the area with a 70% (v/v)
solution of ethanol or isopropanol, although industrial
methylated spirit can be used and is much cheaper.
Acidified alcohol (70%, pH 2) or a solution of phenolic
disinfectant can also be used. As a further precaution
any manipulations can be carried out on autoclaved
ceramic tiles, that can be changed regularly to ensure
asepsis.

Any vessels/surfaces etc. that are going to be used
within the aseptic environment should be sterile. This can
be achieved by autoclaving or by dry heat. If items are
autoclaved, any openings should not be sealed so tightly
so as to prevent the steam from penetrating into them.
This is because steam sterilizes by transfer of its thermal
energy to any surfaces in contact with it. Simply heating
to 1210C will not ensure sterility. Dry heat can also be
used to sterilize items (check they will withstand the
temperature), but is less efficient and therefore requires
longer times. Any small items to be sterilized by dry heat
can be wrapped in aluminum foil. The total time taken
for dry heat sterilization is considered to be well over
3 hours (5) at about 1800C (1 hour for the load to reach
the sterilization temperature, 2 hours at the sterilization
temperature and a cooling-down period).

Instruments used for the manipulation of plant
material should initially be sterilized by autoclaving or dry
heat (dry heat will blunt scalpels). They can be kept sterile
during use by placing them in a container of 80% (v/v)
ethanol which is quickly flamed off. There is no need to
heat instruments in a flame for a long period; this will
blunt scalpel blades and cause delays while instruments
are allowed to cool down. Obviously precautions need to
be taken to ensure that the ethanol does not ignite (this
is particularly so with transfer cabinets, where the flow of
air will blow the fire toward the user); so it should be kept
capped when possible and kept in a container that will not
smash or tip over (a boiling tube with cotton wool in the
end, which is then placed in a weighted beaker to prevent
tipping over works well).

Any plant material that is going to be used to establish
a cell culture needs to be sterile. This is usually achieved
by treating the plant material with chemicals such as
bleach. The conditions needed to ensure sterility have to
be determined on a case-by-case basis. It will depend on
many factors such as the initial degree of contamination,
the type of contaminating microorganism, the morphology
of the material to be sterilized, and the susceptibility of
the plant material itself to damage from the bleach. It is
important that the plant material is not exposed to the
sterilizing agent for too long a period, as this will have
detrimental effects. If explants can be taken from seedling
tissue, a good way of producing sterile donor material
is to sterilize seeds and produce sterile plants in vitro;
otherwise the explant source must be surface sterilized.

Most workers use a commercial bleach (such as
Domestos), which contains approximately 5% sodium
hypochlorate. The commercial bleach is usually diluted
before use with water, but the precise dilution used needs
to be determined. The addition of surfactants (0.1-1% v/v)
such as Tween or Triton (or Teepol, which is cheaper,
though less pure) can improve sterilization, presumably
by improving contact with the bleach solution. A 70%
solution of ethanol is also commonly used in conjunction
with bleach to sterilize explants. If treatment with bleach
proves ineffective at ridding contamination, the tissue can
also be treated with Virkon (a commercial disinfectant that
has a different pH than that of bleach). In cases where
this proves ineffective, alternative chemical sterilization
agents include hydrogen peroxide (about 10%), bromine
water (about 1-2%), and mercuric chloride (0.1-1%),
although some of these are extremely dangerous (such
as mercuric chloride). After treatment with chemical
sterilizing agents, the plant tissue must be washed
thoroughly with copious amounts of sterile distilled
water to ensure removal of the chemical. Some surface
sterilization methods are given:

Tobacco or Arabidopsis Seeds (or Other Small,
Smooth Seeds)
1. Submerge in 70% ethanol for 10 sec
2. Submerge in 10% Domestos for 20 min
3. Wash three times in sterile distilled water

Sugar Beet Seeds (Seeds with a Rough Seed
Coat)
1. Submerge in 70% ethanol for 10 sec
2. Submerge in 50% Domestos/0.1% Teepol for 30 min
3. Wash three times in sterile distilled water

Tobacco Leaves
1. Submerge in 10% Domestos for 15 min
2. Wash three times in sterile distilled water

Vessels for Cell Culture In Vitro

A wide variety of vessels for cell cultures can be obtained
commercially, and so long as they are capable of fulfilling
the basic needs of containing the cell culture and its
medium and excluding contaminants, all are acceptable.
Unless they are disposable and purchased presterilized,
the culture vessels must be capable of being sterilized.



Petri dishes are widely used vessels for plant cell
cultures. They are cheap, can be stacked (and therefore
occupy little space), and can be bought presterilized.
Originally designed for work with microorganisms, their
main drawback is the lack of space for growth vertically.
They are, however, ideal for the initiation of callus
cultures. Petri dishes must be sealed with a plastic film
such as "cling-film" (plastic food wrap), Nescofilm, or
Parafilm to prevent the medium from drying out and
the entry of contaminants.

A variety of plastic containers for the growth of plants
in vitro can be obtained commercially. These are either
disposable or made from autoclavable plastic. They have
the advantage of offering more height than Petri dishes.
Glass "jam" or "powder" jars can be used in the same way.
These vessels have tighter-fitting lids than Petri dishes,
but it may still be necessary to seal them with a plastic film.

Cell suspension cultures are usually grown in glass
conical flasks (Erlenmyer), which are stoppered with foam,
paper, or cotton wool bungs and aluminum foil.

CELL CULTURE SYSTEMS

Callus Cultures and Cell Suspensions

Cell suspension cultures are usually initiated by producing
a callus (an unorganized mass of cells) culture from a
suitable explant (a piece of plant tissue such as leaves,
root, or cotyledon) or from a specific cell type (such as
endosperm). The size of the explant used to initiate the
callus is not usually considered to be critical (although
explants of a very small size may not be viable). Callus
is usually produced by placing explants on a suitable
medium gelled with agar which contains an auxin and/or
a cytokinin. No hard-and-fast rule indicates which medium
will prove successful, but general-purpose media such as
Murashige and Skoog (18), Gamborg's B5 (11), or Schenk
and Hildebrandt (19) are good starting points. Again,
no hard-and-fast rules indicate the precise nature or
concentration of the plant growth regulators that will
be needed in order for callus to form. A grid of various
concentrations (0 to 10 JiM) of an auxin (often 2,4-D) and
a cytokinin (often BAP or kinetin) is usually set up in
order to establish the levels of plant growth regulators
needed (20). The plant growth regulator regime necessary
to induce callus formation must be determined empirically
because of the difference in biosynthetic capability of
different plant cell types, and it will composition and
depend, at least partly, on the plant hormone composition
and levels in the donor material. Therefore, the age of
the explant material, its position on the plant, and which
cell type forms the callus will all have an effect on the
conditions needed for callus initiation. Sterile explants
are gently pressed on to the surface of the medium to
ensure good contact and left (often in the dark). Callus,
which is observed as a lump of unorganized cell growth,
usually at the cut surface (wounding the explant may be
beneficial for callus formation) will then form on media of
the correct composition, usually within two months.

Cell suspension cultures are usually then initiated by
transferring lumps of callus into liquid medium of the

same composition, which is then shaken to encourage
the formation of a cell suspension culture. The callus
transferred into the liquid medium should be friable
(easily broken up into smaller cell clumps), and a relatively
large inoculum should be used, so that cell density builds
up quickly. However, if the inoculum is too large, toxic
products (presumably from the stress of transfer to liquid
medium) can quickly build up to lethal levels. Callus
established from some plants or from some particular cell
types may not be friable, and will not therefore easily
form a good cell suspension, growing instead as large
cell clumps. The friability of the callus may be improved
by changes to the composition of the medium or by
repeated subculturing (21). Alternatively the formation of
cell suspensions can sometimes be encouraged by culturing
the callus on lower concentrations of agar before transfer
to liquid medium, or by placing a small amount of liquid
on the surface of the solid medium. After the initial
cell suspension culture has formed any remaining large
cell clumps can be removed by filtering the suspension,
allowing large clumps to settle out or by transferring the
suspension with a small bore pipette.

Cell suspensions are most easily grown as batch
cultures, usually in conical flasks. The cell suspension
culture usually occupies 20-33% of the total graduated
volume of the conical flask. If the culture volume occupies
a greater proportion of the culture vessel, then problems
with gaseous exchange across the surface of the media
can be encountered, leading to anoxia. Cell suspension
cultures are continually propagated by transferring a
small volume of the culture into fresh medium, a process
called subculture. This subculturing results in the dilution
of the cell suspension culture (the amount of culture added
to fresh medium during subculture; therefore, the degree
of dilution depends on the individual culture and must
be determined empirically) after which the biomass of
the culture increases in a characteristic fashion until the
nutrients present are used up and/or toxic byproducts
accumulate to inhibitory levels (22). This is called the
stationary phase, where no further increase in biomass or
cell number is evident. Cells left in the stationary phase
of the batch growth cycle for extended periods usually lose
viability and die, leading to loss of the cell suspension or an
extension of the subsequent lag phase upon subculturing.
It is therefore important that the growth of the culture
is monitored in order to determine the optimum batch
culture cycle length. The degree of dilution of the culture
at subculture also has to be determined (one part in five
is a good starting point) as too great a dilution will result
in an extension of the lag phase, the death of the culture
or the need for the use of culture medium with special
supplements (23,24). Cells can be transferred by using a
simple plugged pipette (the ends may be removed if large
cell aggregates are present) or a "Howell" syringe equipped
with a large-diameter cannula.

Although termed cell suspension cultures, plant cell
suspension cultures very rarely consist of separated sin-
gle cells. Usually small clumps of cells are formed. These
clumps can cause problems in some experiments as the
metabolism of individual cells in these clumps may vary
(25-27). Cell suspensions can be filtered in an attempt to



reduce the size of these cell clusters; however, it is often
observed that this filtering has an inhibitory effect on the
growth of the culture, often until cell clumps are formed
again. Alternatively, low concentrations of macerozyme
and cellulase can be added to the culture medium to
reduce cell clumping (25). Cell suspension cultures need
to be aerated, which is usually achieved by placing the
cultures on a gyratory (orbital) shaker. Speeds are usually
around 30-150 rpm, with displacements of 2-4 cm. Again
the precise speed needs to be determined for each cell sus-
pension culture, as it will depend on the size of the cell
clusters and cell density. However, speeds much above the
higher limit quoted are likely to cause excessive cell dam-
age, and speeds below 30 rpm will almost certainly result
in the cells settling out and not being properly aerated.

Like many plant cultures, cell suspension cultures are
prone to contamination due to the rich nature of the
medium and the relatively slow growth rate of plant cells.
Sometimes this contamination will be obvious, the culture
may take on a cloudy appearance, a "slime" may be visible
on the sides of the culture vessel, or small balls of fungi
may be found floating in the medium. Surprisingly, a
strange smell noticed at subculture or during experimental
sampling can also be a good indicator of contamination
problems that are not yet evident. Experience will indicate
the strange smell!. It is, therefore, worth testing the cell
suspension culture for latent contamination at regular
intervals. This can be done by plating out small aliquots
of the cell suspension culture on microbiological media
designed for the growth of fungi and bacteria (such
as nutrient agar, malt extract, potato dextrose, and
corn meal agars). Incubation of the plates in suitable
conditions will reveal the presence of any contamination.
See Contamination Detection and Elimination.

One source of contamination that is altogether more
difficult to detect and deal with is mycoplasma infection.
Mycoplasma infection will not usually be fatal to the
cell suspension culture, but can have deleterious effects
on growth and may distort experimental data. Some
antimycoplasma agents are now available, as are some
detection kits. These are often designed to treat and detect
mycoplasma contamination in mammalian cell cultures
and should therefore be used with due caution.

In batch culture systems the culture environment never
stabilizes (as they are closed systems). Thus efforts to
couple cellular metabolism to cell growth over a long
culture period cannot succeed (24,25,28). This is a major
drawback of batch culture systems and means that any
investigations should be conducted over as short a time
period as possible.

Cell suspensions can also be grown as continuous
cultures, either in a chemostat or a turbidostat, which
to some extent overcomes the problems of batch cultures.
Continuous cultures are used when investigations are
conducted that require that cells are kept in a constant
steady state of growth. The setup of continuous cultures
is technically much more demanding than the growth
of batch cultures, and the use of continuous cultures is
therefore limited.

The plant growth regulator requirements of cell
suspension cultures should be periodically checked to

see whether such additions are still required. This is
because cell suspensions (and indeed callus cultures)
can develop the ability to grow in the absence of an
external supply of plant growth regulators, a process
referred to as habituation. This phenomenon is not noted
with all cell cultures, but is prevalent in, for instance,
cell cultures of Beta vulgaris (29,30). The mechanism by
which habituation occurs has not been clearly established,
although factors such as the plant growth regulators
used to establish the culture and changes in cellular
biochemistry have all been implicated (31,32).

Plant growth regulator autonomy, or habituation, may
be of value in specific circumstances. Synthetic auxins such
as 2,4-D can interfere with the assembly of the mitotic
spindle and increase the duration of the cell cycle (33-35).

Assessing Cell Growth
We have seen that it is vital that the growth of the cell
suspension is monitored in order to establish a batch
growth cycle. The growth of cell suspension cultures can
be assessed in several ways.

1. Packed cell volume (PCV)
2. Cell number
3. Fresh (or wet weight)
4. Dry weight
5. Medium conductivity
6. Macromolecule content

The determination of packed cell volume is a quick
and simple way of assessing the growth of cell suspen-
sion cultures, although it will not determine between cell
division and cell expansion (without further examination
of cell size). A known volume of cell suspension culture is
centrifuged at low speed (approximately 500 g) in a grad-
uated centrifuge tube. The results are expressed as the
percentage of the total volume occupied by the cell pellet.

Cell number. As its name suggests, this is a fairly
simple (though time-consuming) technique where the
number of cells per unit volume are counted by using
a microscope and a suitable graticule-etched slide. In
cell suspensions that grow as very finely divided small
cell clumps or as single cells a haemocytometer can be
used. A Sedgewick-Rafter counting slide or a "home-
made" counting cell with a receptacle of known volume
can also be used. However, as cell suspensions usually
grow as cell clumps, which makes counting individual cells
impossible, the accuracy of this technique can be improved
by treating the cell suspension culture to remove or reduce
these cell clumps. This can be done in two ways, by either
treating the cell suspension culture with enzymes (such as
pectinase at 0.25%) or more commonly by treatment with
chromium trioxide at 700C. The exact treatment needed
will have to be determined empirically, as it will depend
on the degree of cell clumping [two volumes of 10% (w/v)
chromium trioxide for 15 min is a good starting point, but
if the cell clumps are large, a longer incubation time may
be required]. After the mixture has cooled, vortex mixing
can be used to aid the breakup of the clumps into single
cells. Care must be taken that the cells are not overtreated,



as single cells or small cell clumps may be destroyed by
harsh treatments.

Fresh weight can be determined fairly simply by
filtering, under reduced pressure, a known volume of
cell suspension culture onto a glass or nylon fiber filter
paper (weighed in the wet condition), which can then
be reweighed and the weight of the cells calculated by
difference.

Dry weight can be determined after wet weight by
drying the filter papers and cells to a constant mass in an
oven (at 60-80 0C).

Combinations of these techniques allow average cell
volume and cell mass to be calculated and to determine
increases in biomass. Cell division and cell expansion can
also be distinguished.

Other techniques are also used, although less often.
In some cell suspensions the conductivity of the medium
has been found to be related to the fresh weight of the
cells in suspension culture. The protein and DNA content
of a known aliquot of cell suspension culture can also
be used to assess growth, although this is a relatively
time-consuming approach.

Assessing Cell Viability

These techniques (with the exception of identifying
obviously dead cells while counting) do not, however,
directly indicate whether cells are alive or dead. Not all
the cells in a culture will be viable, and some measure
of viability gives useful insights into the health of the
cell suspension culture. A simple method to determine
cell viability is to use a dilute solution (0.025% w/v) of
Evan's blue. Healthy cells will exclude this dye, whereas
damaged/dead cells will stain blue. These can be scored
under a microscope and the results expressed as a
percentage of total cell number. Fluorescein diacetate
can also be used to assess viability. This method relies
on functioning esterases being present in healthy cells,
which produce fluorescein, which can be observed with
the aid of a UV microscope. A simple method is given
as (20):

1. Add fluorescein diacetate to a concentration of
approximately 0.01% (make a 0.5% stock solution
in acetone and store at 4 0C)

2. Leave for 5 min
3. Examine the cells under a UV microscope; living

cells fluoresce green; score as a percentage of total
cell number

Other methods rely on the reduction of tetrazolium
salts such as 2,3,5-triphenyltetrazolium chloride (TTC)
(respiratory efficiency is monitored by spectrophotometric
measurement of the red dye formazan). The TTC method
is more labor intensive, and it should be optimized with
respect to pH, time, and % TTC (20).

Synchronization of Cell Suspension Cultures

One area where plant cell suspension cultures find
widespread use is in studies of gene expression during the
cell division cycle. Cell suspensions are particularly suited

to this type of investigation, as a homogenous population
of cycling cells can be produced.

Early attempts at synchronizing the cell division cycle
of suspension cultured plant cells relied either on the
withdrawal and subsequent resupply of a nutrient (36-38)
or a plant growth regulator (39,40). These treatments
caused the cells to arrest at a particular point in the
cell division cycle and, following addition of the substance
back to the medium, resume cell division in a synchronous
fashion. However, these techniques may not be universally
applicable or result in arrest at more than one point in
the cell cycle (35,41). More recent work has focused on
the use of chemicals that prevent either DNA replication,
such as aphidicolin and hydroxyurea (42,43), or mitosis,
such as colchicine, oryzalin, or other antimicrotubule
drugs (44).

SUMMARY

Plant cell cultures provide excellent experimental model
systems. Unfortunately, due to the wide variation in the
requirements of individual plant cell cultures, there is
no real substitute for experience in plant cell culture.
However, with the knowledge from this article it should
be possible to initiate, maintain, and monitor the growth
of cell cultures from most plant species. These provide the
basic steps necessary for any investigations involving the
use of cell cultures.
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INTRODUCTION

Photosynthetic plant cell cultures are cultured plant cells
that utilize light energy to carry out photosynthesis to
obtain at least a portion of their required carbon and
energy. The presence of chlorophyll (ChI) would be a
visible marker for this capacity. The well-established
photosynthetic cultures grow relatively rapidly as fine
suspensions with relatively high ChI and CO2-fixing
enzyme levels. These cultures have many possible uses,
ranging from basic photosynthesis and molecular biology
studies to the testing of herbicides or production of
valuable secondary compounds, as will be discussed in
the following. In general, these cultures have not been
exploited very extensively at this time, even though the
potential seems clear.

BACKGROUND

Despite the fact that most plants depend upon photosyn-
thesis to use light energy to obtain carbon and energy
for growth, photosynthetic plant tissue and cell cultures
are relatively rare and usually require time and patience
to initiate (1). Most plant tissue cultures are grown in a
medium containing 3% sucrose [heterotrophic (H) condi-
tions] where the energy and carbon needs are saturated;
so photosynthesis is not needed and the cells usually
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INTRODUCTION

Photosynthetic plant cell cultures are cultured plant cells
that utilize light energy to carry out photosynthesis to
obtain at least a portion of their required carbon and
energy. The presence of chlorophyll (ChI) would be a
visible marker for this capacity. The well-established
photosynthetic cultures grow relatively rapidly as fine
suspensions with relatively high ChI and CO2-fixing
enzyme levels. These cultures have many possible uses,
ranging from basic photosynthesis and molecular biology
studies to the testing of herbicides or production of
valuable secondary compounds, as will be discussed in
the following. In general, these cultures have not been
exploited very extensively at this time, even though the
potential seems clear.

BACKGROUND

Despite the fact that most plants depend upon photosyn-
thesis to use light energy to obtain carbon and energy
for growth, photosynthetic plant tissue and cell cultures
are relatively rare and usually require time and patience
to initiate (1). Most plant tissue cultures are grown in a
medium containing 3% sucrose [heterotrophic (H) condi-
tions] where the energy and carbon needs are saturated;
so photosynthesis is not needed and the cells usually
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contain no ChI even if grown in the light. If the sucrose
level is lowered to 1% [photomixotrophic (PM) conditions],
some additional energy is needed for maximal growth;
so the cells often contain ChI and carry out photosyn-
thesis, especially if the growth regulator, cytokinin, is
present in the medium. If all sugar and other carbon
sources are removed from the medium [photoautotrophic
(PA) conditions], then the cells must photosynthesize to
survive. As summarized in the most recent comprehen-
sive review on PA plant cell cultures (1), such cultures
have been initiated from only 24 species, and only 11
of these have ideal characteristics such as continuous
relatively rapid growth, relatively high ChI and photosyn-
thetic enzyme levels, and the ability to grow on a minimal
medium. The PA cultures should have more utility than
the PM cultures, since all available carbon is fixed CO2 and
none comes from any component of the medium. Cultures
grown under PA conditions generally grow more slowly,
however.

The first PA suspension culture initiated was Nicotiana
tabacum (tobacco) (2), as might be expected since tobacco
is a favorite tissue culture species. One percent CO2 was
bubbled through the medium to obtain growth. One of the
next PA cultures described was a Chenopodium rubrum
suspension culture that was grown in a sealed two-tiered
flask where the CO2 level was maintained at 1% using a
mixture OfK2CO3 and KHCO3 (2M) in the lower flask (3).
Later a Glycine max. (soybean) suspension culture (SB-P)
was initiated and grown in a 5% CO2 atmosphere provided
by blowing the CO2 into the space over the culture in an
Erlenmeyer flask through a Millipore filter connected to a
syringe needle stuck through a rubber stopper (4). Another
syringe needle with Millipore filter served as an exit for the
gas. These cultures are described since these lines, tobacco
in general and the specific C. rubrum and SB-P lines, are
the most widely used in the numerous studies reported in
the literature (1). In addition, the culture methods used
are good examples of the variety of typical systems.

This article will rely on the references listed in the 1992
review (1) in many cases to save space and will emphasize
information found in more recent publications for most of
the specific examples.

General Characteristics

The initiation of PA cultures typically begins by placing
green callus, obtained on a solid medium containing a
cytokinin like benzyladenine, into liquid medium with 1%
sucrose. The cultures are then incubated under continuous
light (100-250 jaErn"2 s"1) on a gyrotory shaker at about
130 rpm. The cell clumps that remain alive and grow are
transferred successively to fresh medium and then to a
medium without any sucrose. Following more transfers, a
PA culture should be obtained. Typically this process takes
a year, and a clear selection occurs, since many cells die.

That the selected PA cultures are different from the
cultures they were selected from is shown by bleaching and
regreening studies. A total of eight different PA cultures of
six different species have been grown under H conditions
(adequate sugar or starch in the medium and darkness) for
a period of time until all ChI had disappeared (1,5). These

H-grown cells were then placed back into PA conditions
where all the lines formed ChI quickly and began to grow.
These characteristics are quite different from those of the
original cultures, where long periods of time were needed
to obtain the growing green cultures.

The newly initiated PA cultures are clearly not leaf-
like, since their ChI levels are lower and the ratios of the
CO2-fixing enzyme activities, ribulose bisphosphate car-
boxylase (rubisco), and phosphoenolpyruvate carboxylase
(PEPcase) are usually in favor of PEPcase rather than
rubisco. After several years of culture, however, the ChI
levels come closer to the leaf levels, and rubisco activity
predominates over that of PEPcase, as is normally found
in C3 (photosynthesis where CO2 is fixed by rubisco into a
C3 compound, 3-phosphoglycerate) plant leaves. One can
speculate, however, that the lower ChI and altered CO2-
fixation enzyme activity ratios may be due, at least in
part, to the fact that the PA cultures are growing while
the mature leaf, which is the plant tissue usually used in
photosynthesis studies, is not growing. The high PEPcase
is thought to be important for anaplerotic CO2 fixation
to feed into the tricarboxylic acid cycle and glycolysis for
amino acid and related compound synthesis. The rubisco
levels are still only about half that of leaves on a per
milligram ChI basis.

Overall the studies of PA cultures have shown that
the medium should contain a cytokinin that stimulates
chloroplast development and an auxin other than 2,4-
dichlorophenoxyacetic acid, which has been shown to cause
bleaching. Some cultures require no auxin or cytokinins.
Usually no vitamins are needed, but in some cases
thiamine is required for growth. Most cultures grow well
on MS (Murashige and Skoog) or LS (Linsmaier and Skoog)
basal minerals (1) that consist of a mixture of elements
found to be necessary for plant growth. The growth of the
PA cultures is usually stimulated greatly by the use of 1%
or higher CO2 atmospheres, although a few cultures will
grow with ambient CO2. The PA cultures grow relatively
slowly, with doubling times of several days, in contrast to
some heterotrophically grown cultures that can divide in
less than 24 h.

Some cultures can grow slowly with the ambient CO2

levels of about 700 ppm typically found in a culture
room. These CO2 levels are about double the air level
of 350 ppm (0.035%). The growth stimulation usually
observed by elevated CO2 would be expected since the
CO2 compensation concentrations (the CO2 level at which
CO2 fixation equals CO2 evolution) of the cultures are
usually from 0.015 to 0.035%, which are at least twice that
of leaves. This higher CO2 compensation concentration
appears to be due not only to photorespiration (light-
induced CO2 release) but also to higher respiration that
occurs both in the light and in the dark. The high dark
respiration rate appears to be related to growth. The
photorespiratory consequences, CO2 evolution, and the
decrease in CO2 fixed caused by the competitive fixation of
O2 would be prevented by the use of elevated CO2 levels,
as is the common practice.

The growth of the PA cells would appear to be limited by
rubisco enzyme activity, which is normally only half that
of leaves on a mg"1 ChI basis, and in addition the rubisco



activation level is 50% or less, while in leaves this is usu-
ally near 90%. The activation of rubisco is several cell lines
can be increased to almost 100% by a 5-min 350 fiEm"2 s"1

light treatment (6), indicating that light is limiting. How-
ever, attempts to increase the light intensity for growing
the cells above 300 jLiEm"2 s"1 have not been successful, as
the cells do not survive under these conditions.

The only C4 (photosynthesis where CO2 is fixed initially
by PEPcase into a C4 compound, oxaloacetate) species
that have produced PA cultures are Amaranthus powellii
and A. cruentus, but the cultures have 3-5 times higher
rubisco than PEPcase activity; so they are not utilizing
the C4CO2 fixation pathway. No PA cultures have been
initiated from cereals, possibly because the ChI found in
cultured tissues is not generally uniformly distributed but
is usually localized in small differentiated regions.

Simplified Culture Maintenance

This laboratory has developed seven different lines of
five species that need to be maintained continually. The
maintenance of these lines as PA suspension cultures
requires labor, shaker space, media, energy, and CO2 gas,
and there is always a chance of equipment malfunction or
microbial contamination that can cause losses. Thus over
the past few years we have been investigating methods to
simplify the maintenance of these cultures.

We already often maintain the lines under PM
conditions with 1% sucrose or starch in the liquid medium
to act as a partial carbon and energy source, and this
simplifies the culturing somewhat. The lines can also
be grown as callus under PM conditions, where they
maintained high ChI levels when kept on agarose-solidified
media for at least one year (7). In all cases PM suspension
cultures with high ChI levels could be reinitiated from
the calli. PM suspension cultures of all lines, except SBl
(Glycine max.), were also able to grow well when placed
back under PA conditions. Most of the lines were also
capable of forming PA cultures directly from the calli.
Thus six of these seven PA cell lines can be maintained
as PM calli and then be recovered again as PA suspension
cultures.

An even easier method to store the cultures would be
to cryopreserve them in liquid nitrogen so that a sample
could be thawed when needed to recover growing cultures.
To this end we attempted to cryopreserve six of the lines
after high osmoticum pretreatments that are normally
necessary for recovery of growing cultures after thawing.
Only the D. innoxia line, DAT, and the soybean line,
SBl, could be successfully recovered as viable, growing,
dark green cultures (8). The successful method utilized
a preculture treatment of from 2 to 8 days in a medium
containing 3% starch and 3% sorbitol for DAT and 3%
sucrose and 3% sorbitol for SBl cells. The cells survived
if frozen with the cryoprotectants 10% dimethylsulfoxide
(DMSO) and 9.1% sorbitol or with 10% DMSO and 8%
sucrose. Following a programmed slowcooling to -400C
and one hour holding at this temperature, the cells were
stored in liquid nitrogen. The cells were thawed in a
400C bath and could be recovered directly when added
to fresh liquid medium. We previously had used feeder
plates, using live cells as feeder layers, to recover thawed

H cultures, but here we found the direct transfer into
liquid medium to be just as effective and much simpler.

Additional experimentation using higher concentra-
tions of sorbitol in the preculture treatments and longer
preculture treatment times in combination with a cryopro-
tectant solution with DMSO and sorbitol or sucrose but not
glycerol allowed the successful cryopreservation in liquid
nitrogen of the SB-P (9) and the tobacco (NTG-P) cell lines.
We can now maintain all the photosynthetic cell lines as
callus, which requires less labor and equipment and can
also cryopreserve four of the lines (the two soybean, the
Datura, and the tobacco line).

SPECIFIC USES

Biochemical Studies

The PA cultures provide an ideal system for various
biochemical studies, including pulse-chase experiments to
study cell wall turnover, for example. When the SB-P cells
were given a 30-min pulse Of14CO2, about 25% of the 14CO2

fixed was in the wall components, and after a 96-h chase
in 12CO2 the amount increased to 80% (10). The pectin
and hemicellulose fractions turned over, especially in cells
labeled early in the batch culture cycle, while cellulose did
not turn over at all during the chase. Many earlier studies
followed the early C fixation products and the flow of 14C
through pathway intermediates (1). These studies showed
that some cultures fixed a large proportion of the 14CO2

into C4 compounds due to high PEPcase activity, but these
14C-labeled compounds were utilized slowly, indicating
that true C4 photosynthesis was not occurring where the
initially fixed C in C4 compounds would be rapidly refixed
by rubisco.

Both CO2 and O2 gas exchange have been measured
in several studies with PA cultures using 18O2 and
13CO2 and mass spectrometry. These studies showed
that photorespiration does occur and that mitochondrial
respiration also occurs both in the light and the dark (11).

Protoplasts have been prepared from PA cultures
of C. rubrum, SB-P, and tobacco that were ruptured
osmotically or by passage through a fine mesh in a syringe.
Organelles were then isolated by differential or density
gradient centrifugation to be used in a number of studies,
including measurement of compounds, enzymes, and lipids
in the different compartments or DNA amounts and repair.

The PA cells provide materials that are also much easier
to use in ChI fluorescence studies, where less spectral
distortion occurs in comparison with leaves (12).

Molecular Biology

A number of molecular studies have been carried out
with PA cultures, including, on the effect of light
quality and plant hormones on specific gene expression,
DNA methylation and synthesis, DNA helicases and
polymerases, and a number of genes have also been cloned
from these cells (1). It may be of particular interest to
note that the PA tobacco and SB-P cells have about
twice as many copies of plastid DNA per cell as leaves
of the same species (13,14). This seems to be related to
an increase in the plastid DNA polymerases as well,



so that the PM SB-P cells are very rich sources of
these enzymes (G.C. Cannon, personal communication).
The Cannon lab has used the SB-P cultures in recent
studies of chloroplast DNA replication intermediates (15)
and nuclear and chloroplast DNA repair mechanisms (16).

The SB-P cells were also used recently to demonstrate
that there may be two distinct signaling pathways for
jasmonic acid-inducible gene expression, one that is light
dependent and one that is light independent (17).

Genetic Engineering

The PA cells would seem to be ideal for genetic engineering,
since they grow well as fine suspensions, grow with
CO2 as the sole carbon source, should be selectable
using a number of markers including agents that affect
photosynthesis, and can be manipulated quite readily in
culture. Protoplasts have been prepared from the SB-P
cells, and up to 25% formed colonies that could be placed
back under PA conditions where the ChI levels and growth
rates were similar to the original culture (18). Protoplasts
are usually easily transformed by electroporation or direct
DNA uptake; so the protoplast system, which should also
be feasible with many other cell lines, would allow rapid,
efficient production of transgenic cells. Protoplasts have
also been prepared from several PA cultures to prepare
organelles for various studies, as mentioned previously.

One limitation to genetic engineering is that most PA
cultures will not regenerate plants; so the end product
would be transgenic cells and not whole plants. However,
the tobacco leaf system used by Svab et al. (19) can
produce green callus that will regenerate plants, and
the N. plumbaginifolia protoplast PA system (20) will also
regenerate plants.

To date there have been no reports of the transforma-
tion of PA cultures, but there have been many descriptions
of the transformation of chloroplasts in tobacco leaf disks.
The first system involved the bombardment with a plas-
tid 16S ribosomal RNA carrying a mutation imparting
resistance to spectinomycin and streptomycin (19). The
gene could integrate into the chloroplast chromosome by
homologous recombination at low frequency, and the rare
transformants could be selected as green sectors using
the antibiotics. Plants were regenerated that passed the
transformed DNA to progeny by maternal inheritance as
expected, since chloroplast DNA is normally maternally
inherited in tobacco. The system has been improved by
using a gene that detoxifies spectinomycin that is inserted
in the chloroplast DNA by homologous recombination
between two homologous DNA segments (21). A number
of foreign DNA fragments have been inserted in this way
to allow the study of many phenomena. So far chloroplast
transformation has only been accomplished with tobacco,
however.

Batch and Continuous Culture Systems

Most of the PA cultures are grown as batch cultures in
shake flasks in 30-50 ml of liquid medium with 1% or
higher CO2 in air blown into the atmosphere above the
medium or through the medium in tubes. The two-tiered
flask system maintains the elevated CO2 in a closed system

using a K2CO3 and KHCO3 buffer. Typically at each trans-
fer, a small volume of cells are added to the fresh medium
in the flasks or tubes, where they are allowed to grow up
to stationary phase before transfer again to fresh medium.

The PA cultures have also been grown in fermenters
as batch cultures in larger volumes. Yamada et al. (22)
were able to grow a tobacco PA culture in a 5-L fermenter
with a slow growth rate. The PA C. rubrum culture was
grown in a 1.5-L fermenter, where the cells grew somewhat
more slowly than in the smaller shake flask with 30 ml of
medium (23).

PA cultures have also been grown in continuous cul-
ture systems. The C. rubrum PA culture was also grown
in a 1.5-L airlift fermenter with a system simultane-
ously to remove medium containing cells and add fresh
medium (24). A stable 100-h doubling time was reached
within 8 d. A green Spinacia oleracea (spinach) suspension
culture was placed in a 1.7-L fermenter with 1% fruc-
tose (25). As the fructose level was decreased stepwise to
zero, the ChI level and photosynthesis rate increased, and
the cells became PA. The lowest doubling time attained
was about 5 d with the different dilution rates and light
intensities used. A PA Asparagus officinalis (asparagus)
culture was grown in steady-state turbidostats with 16-h
light (120 ^Em"2 s"1) and 8-h darkness (26). The cultures
were grown at a high (5 mg DW/ml) or a low (2 mg DW/ml)
cell density. The low-density cells had higher ChI and grew
more rapidly (doubling time 1.9 d) than those grown at
high density. Euphorbia characias PA suspension cultures
were grown in several different batch and semicontinuous
culture systems for over 2 years in volumes up to 1.7 L
with 18 h light (100-130 ^Em"2 s"1) (27).

These examples indicate that it should be possible
to scale up the PA culture systems and that these
cultures can grow in fermenters under continuous culture
conditions for long periods of time, which could be useful
for cell and/or compound production.

Secondary Compound Production

Since plants have produced many of the drugs, fragrances,
colorings, and flavorings used in the past as well as today,
many attempts have been made to find H tissue cultures
that produce high levels of the desired compound. Most
of the attempts have been disappointing, but the use of
photosynthetic cultures might give different results, espe-
cially if the desired compounds are normally synthesized
in green tissues. The studies summarized in Widholm (1)
show mixed results from a number of different H, PM,
and PA cultures, however, and at this time none of the
examples gives a high enough yield of a valuable enough
compound to be near the point of commercialization. The
use of new techniques such as elicitation or transformation
with genes for key biosynthetic enzymes could still lead to
commercial success.

Herbicide Studies

A number of studies have used photosynthesis-inhibiting
herbicides like diuron or atrazine to demonstrate how
reliant the photosynthetic cultures are on photosynthesis
for growth; that is, the growth of PA cultures was



completely inhibited, the growth of the PM cultures
was partially inhibited, and the H cultures were
unaffected.

When 12 different herbicides with different mecha-
nisms of action were applied to PA, PM, and H tobacco
suspension cultures and seedlings, the PA cells and
seedlings responded similarly (28). The PA cells were
especially more sensitive than the H and PM cells to
the five photosynthetic herbicides used. The best example
of a correlation between photosynthesis and the 50%
growth inhibition concentration was found with the pho-
tosynthetic electron transport inhibitor diuron, where the
values for PA, seedlings, PM, and H systems were 0.02,
0.03, 1.0, and 200 uM, respectively. The seven other non-
photosynthetic herbicides inhibited the growth of the four
different systems at similar concentrations.

The PA C. rubrum cells were grown in 1.5-mL volumes
in a 24-well microtiter plate and were treated with
four herbicides and a fungal toxin (29). The cells could
be monitored for growth, viability, ChI content and
fluorescence, and O2 evolution easily in order to determine
the effects of the compounds. This system would seem to
be ideal to study the effects of many different compounds
on the PA cells.

The PA cultured cell systems have been used in a
number of herbicide resistance selection experiments and
many triazine-resistant lines identified. The mutation
in the target Dl, quinone-binding, QB protein, encoded
by the plastid psbA gene was found in all cases to
be different from that found in five triazine-resistant
weeds that all have the serine residue at position 264
changed to glycine (30). This change found in the weeds
is known to decrease photosynthetic electron transport
through the altered QB protein that leads to slower growth
and lower competitive ability. Studies of the triazine-
resistant C. rubrum (31) and potato lines (32) indicate
that photosynthesis is not altered, however, so that it
is possible to obtain triazine herbicide resistance without
impairing plant performance.

CONCLUSIONS

It would seem that PA or PM plant cell cultures should
provide systems useful for a wide range of cell technologies,
since many lines are currently available and the methods
for initiating new lines are developed. While PA cultures
are not exactly like leaves, since they are growing and
do not form a tissue with the abilities to translocate,
etc., they are homogeneous, grow on simple medium,
and are so readily manipulable that they have numerous
exploitable uses. Their unstructured form also means that
there are no stomates that can complicate certain studies
with leaves.

The PA cultures are clearly different from the cells
they were initiated from, since they readily regreen and
become PA following bleaching, in contrast to the slow
adaptation found initially. All the PA culture triazine-
resistant mutants described so far have DNA changes
different from those found in the triazine-resistant weeds.
At least some of the PA cultures also have increased levels
of chloroplast DNA and DNA biosynthetic enzymes.

These cultures should be ideal for selection and
genetic engineering studies to attempt to manipulate
photosynthesis, other metabolic processes, and valuable
secondary compound production. Such studies should
provide insight into basic biochemical processes and
determine if valuable compounds can be produced.

Due to the ease of manipulation and analysis, these
cultures are ideal for studying the effects of stress and
other external effectors and to study the mechanism of
action of chemicals.
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INTRODUCTION

The growth of plant cells cultures is principally dependent
on the medium, which contains plant growth regulators,
but the physicochemical environment can also affect the
growth of plant cells. The main parameters involved
in the physicochemical environment are: light, pH,
temperature, dissolved oxygen, dissolved carbon dioxide,
osmotic pressure, agitation, and foam formation. These
parameters can affect growth but do not often operate in
isolation, as they are often linked, such as agitation and
foam formation. In many cases physicochemical conditions
such as temperature it has been generally assumed that
all plant cultures have the same optimum, and therefore
little research has been reported on the variation of
growth produced by altering these parameters. Much of
the research that has been reported has involved the
effects of physicochemical conditions on the accumulation
of secondary products.

LIGHT

The characteristics of light that influence plant tissues
and cell cultures are those of intensity, spectral quality,

and length of exposure. Plant cell cultures are normally
grown on a salt-based medium containing sucrose as
the carbon and energy source so that photosynthesis is
not required and is generally not functioning, although
the culture may be green. The light intensities are
too low at around 5 W/m2 compared with peak solar
irradience (1000 W/m2) to supply sufficient energy for
photosynthesis. However, photosynthetic cultures can be
developed if the light levels are increased and the sugar
removed gradually (1). Although plant cell cultures are
not generally photosynthetic, the photoperiodicity, light
quality, and intensity appear to influence the growth
of plant cell cultures even when used at low levels,
although many plant cultures are grown in the dark.
Much of the work on the effects of light on growth was
carried out some time ago, and more recent work has
concentrated on the effects of light on secondary product
accumulation. In general during the development of a
callus or suspension culture the ability to grow in the
light or dark is generally determined, but the parameter
is not investigated further. The light intensity used for
plant tissue culture is in the range of 50-200 jimole
m~2 s~2, which is lower than the intensity required
for photosynthesis at 1000 jimole m~2 s"1. Light has
been shown to increase callus growth (2), and many
investigators have tried to determine whether light of
different wavelengths has different effects, but the results
are conflicting. The same results have been obtained with
suspension cultures. Suspension cultures of Nicotiana
tabaccum have been shown to be slightly inhibited by
light (3), whereas Taxus cuspidata exhibited better growth
in the dark (4), as shown in Figure 1. In contrast with
suspension cultures of strawberry Fragaria ananassa) and
Vitis spp, light had no effect on growth, even when the
intensity was varied (5,6). In the case of callus culture of
Oxalis reclinata, the effect of light on growth depended on
the cell line (7).

Time (days)
Figure 1. The effect of light on the growth of suspension cultures
of Taxus cuspidata. The culture were grown in constant light of
85 jimol M~2 s"1 intensity (o) or in the dark (•). Data from Ref. 4.
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pH

Callus and suspension cultures are generally grown on or
in medium, which is not buffered. The initial pH of the
medium is normally adjusted to between 5 and 7, and
this can change upon autoclaving or after inoculation. It
has been suggested that some of the media components
such as EDTA and coconut milk may have a buffering
capacity, but this will only be very small. The pH of the
medium is normally allowed to find its own level and
can vary during the culture growth period as components
of the medium are metabolized such as the preferential
utilization of ammonia when this is used in combination
with nitrate as a nitrogen source in medium. Cultures
become more acid when ammonia is utilized or when
organic acids are produced and alkaline with the nitrate is
used and ammonia released. Early research showed that
culture initiated at different pH values rapidly reached the
same pH (3 days) and that growth was little affected (8).
This can be illustrated by the effect of various initial
pH values on the growth of Digitalis purpurea L (9) and
Hyoscymus muticus (10) as shown in Table 1. The initial
pH had little effect on growth and the final pH values.
The cultures of H. muticus initiated at different pH values
did show differences in the final growth yield (10) after
2 weeks culture, and the final pH values were between
5.3 and 6.0. More recently different initial pH values of
between 3.7 and 8.7 were shown not to affect the growth
curves of strawberry (F. ananassa) suspension cultures,
but anthocyanin accumulation was affected (11). Cultures
of grape (Vitis hybrids) cultured at different initial pH
values showed a steady decline in cell number after
12 days incubation from 10 x 106 at pH 4.5 to 3 x 106

cells/ml at pH 7.0 (12). pH values above 5.5 appeared to
be inhibitory to growth, as shown by the growth curves,
but the changes in pH values over the 12 days were not

Table 1. The Effect of Initial pH on the Growth
of Plant Cell Cultures

followed, nor was the final pH value recorded so that it is
not clear how or if the pH values changed. Little work has
been carried out on the incorporation of buffers into the
medium in order to control pH, but one report has shown
that callus cultures of Tanacetum parthenium buffered
at pH 5.8 grew much better than cultures buffered at
other pH values of 5 to 8 (13). The buffered values were
maintained within 0.2 pH units over the culture period
so that it is clear that growth is affected by pH. This has
proved difficult to repeat in suspension cultures as, despite
buffering, plant cells appear to control their pH.

TEMPERATURE

Traditionally plant cell cultures are grown at a temper-
ature of 20-250C irrespective of the temperature that
the plant normally grows. Most research on the effects of
temperature has been carried out to determine the effects
on the accumulation of secondary products. The influence
of temperature on the doubling times of Catharanthus
roseus has shown that temperature does influence growth
with a broad peak of maximum growth between 27 and
35 0C and death occurring at 400C (14). In another study
with C. roseus Morris (15) showed that cultures main-
tained at 25 °C had a maximum growth rate at 35 °C,
which declined rapidly above 35 0C (Fig. 2). The cell yield
in terms of dry weight had a broader peak with the max-
imum at 25 °C so that although the growth rate is greater
at 35 0C, the yield is less than at 25 0C. In contrast, cal-
lus cultures of Cephalotaxus fortunei showed an optimum
dry weight at 25° C in accordance with accepted prac-
tice (16).

Source: Data from Refs. 9 and 10.

Temperature (0C)

Figure 2. The effect of temperature on the growth of suspension
culture of Catharanthus roseus: (o) growth rate days"1; (•) final
cell yield gL"1 dry weight. Data from Ref. 15.

G
ro

wt
h 

ra
te

 (u
rn

 d
ay

-1)

Dr
y 

we
igh

t g
/l

Digitalis purpurea

pH after autoclaving

4
4.5
5.5
6.5
7.6

pH at harvest

5.1
5.2
5.1
5.1
5.4

Dry wt/flask
(% control)

104
103
100
98
99

Hyoscymus muticus

Initial pH

2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0

Dry wt g/flask

1.25
1.45
1.50
1.55
2.15
2.17
1.73
1.73



DISSOLVED OXYGEN

Plant cells in culture are aerobic, but because of their low
metabolic rate they have a much lower oxygen demand
than microbial cultures. Maximum oxygen demands are
in the range of 0.2 to 0.6 mmol g"1 dry wt. h"1 (17). In
callus cultures oxygen supply is achieved by diffusion into
the callus mass, and if the growth vessel is sealed, oxygen
renewal will be limited. Suspension cultures are generally
grown in shake flasks where shaking both mixes and
supplies oxygen by surface agitation. The more vigorous
the shaking or mixing, the better the oxygen transfer,
but the more vigorous shaking will increase the shear
stress. The influence of shaker speed on the fresh weight
obtained by a culture of C. roseus where the oxygen
supply was controlled by shaker speed (18) is shown in
Figure 3. The study correlated oxygen supply (oxygen
transfer rate) with shaker speed, but no allowance was
made for the increased shear that the high shaker speeds
would generate.

The effect of oxygen supply on the growth of plant
suspension cultures has been studied using flasks fitted
with different closures. An example is shown in Table 2,
where suspension cultures of C. roseus were cultivated
using three types of closure (19). The diffusion of oxygen
was restricted by aluminum foil (two layers) of parafilm,
and over a period of 9 days cultivation the carbon dioxide
level reached 11-13% compared with 0.03% in air and
0.5% with polyurethane foam closures where diffusion
is rapid. The oxygen levels are 6.8-13% in the flasks
compared with 21% in the normal atmosphere. Thus
conditions in the flask are different from those in normal
atmosphere, and this may affect plant growth. The
type of closure has been shown to affect the growth
of Panax notoginseng cultures (20). Flasks can be very

Source: Data from Ref. 20.

different from normal atmospheric conditions. This has
been confirmed by maintaining different gaseous condition
in shake flasks where oxygen-limiting conditions for
C. roseus reduced growth and oxygen above 50% inhibited
growth (Fig. 4) (21).

The best method for the control and study of the
effect of oxygen is the use of bioreactors, which allow
a precise control of the gaseous condition not really
possible in flasks. In addition, the effect of other gaseous
components such as carbon dioxide and ethylene can also
be studied. Carbon dioxide is the most abundant gaseous
metabolite, and the first report on the effects of carbon
dioxide was initiated by studies that showed that high
aeration rates reduced the growth of plant cell cultures,
probably by the removal of carbon dioxide (22,23). It
was shown with cultures of Datura stramonium that
aeration at 1 w m (volume of gas/volume of reactor/minute)
inhibited growth and 0.6 w m was optimum (24). It was
demonstrated that at high aeration rates (1.5 wm) the
addition of carbon dioxide to the gas eliminated the
growth reduction of cultures of C. roseus at high aeration
rates (22). The production of berberine by cultures of
Thalictrum ruguosum (25) was affected by continuous
gas stripping in an airlift bioreactor, but the addition
of 2.08% CO2 and 21.5 ppm ethylene, which were the

Shaker speed (rpm)
Figure 3. The effect of shaker speed on the growth of suspension
cultures of Catharanthus roseus grown in 100 mL Erlenmeyer
flasks. Data from Ref. 18.
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Oxygen in gas (%)
Figure 4. The influence of the gas-phase oxygen concentration
passing through shake flasks on the growth rate of suspension
culture of Catharanthus roseus. Data from Ref. 21.

G
ro

wt
h 

ra
te

 (p
m

 h
"1)

Table 2. Effect of Closure on Gas Com-
position in Shake Flasks Containing
Suspension Cultures of Catharanthus
roseus

Closure

Silicone foam

Silicone foam
(parafilm covered)

Aluminum foil

CO2

(v/v)

0.5

12.9

11.6

O2

(v/v)

21.8

6.8

13.1



values found in shake flasks, restored the berberine
accumulation. The growth was not affected in either case.
When carbon dioxide of up to 5% was added to the air
supplied to a 7-L airlift bioreactor, growth reduction
of C. roseus was seen at 3% (26). Values of between 5
and 20% reduced the growth of C. roseus in an airlift
bioreactor (27) (Fig. 5) (28). Cultures ofAtropa belladonna
grown in the presence of 10 and 15% CO2 showed growth
inhibition at 15% but not at the other level (29). In a
more recent study (30) the dissolved gaseous metabolites
were seen as important parameters in the growth and
secondary product accumulation in cultures of C. roseus.
The two main components are ethylene and CO2, and there
was no difference in biomass accumulation at various
flow rates irrespective of changes in dissolved gaseous
metabolites, although secondary product accumulation
was affected.

OSMOTIC PRESSURE

Plant cell cultures generally use between 1 and 2%
sucrose as the carbon source in the growth medium. It
has been shown that using higher sucrose concentrations
can stimulate secondary product accumulation. However,
the higher concentrations will impose an osmotic stress
on the culture, and osmotic pressure has been shown
to affect growth. Much of the research on the effects
of osmotic stress has been in order to select drought
tolerance in cultures (31). Suspension cultures of C. roseus
growing in the presence of higher levels of sucrose give a
higher final yield of biomass, but the growth rate is lower,
probably due to osmotic stress (32). With P. notoginseng
suspension cultures it has been shown that increasing
the sucrose levels alters the dry weight to wet weight
ratio up to 0.2 M (6.84%) sucrose (33) (Fig. 6). Much of
the research on the effects of osmotic stress has used
nonmetabolizable compounds such as mannitol to alter
the osmotic strength. Rudge and Morris (31) showed

Sucrose concentration (mM)
Figure 6. The changes in the ratio of dry weight to fresh weight
with alteration in sucrose concentration in suspension cultures of
Panax notoginseng. Data from Ref. 33.

that at low mannitol levels (0.05-0.2 M) the cells grew
more rapidly than the control, but at higher levels of
(0.3-0.6 M) growth was restricted, and at the highest
levels growth was severely limited. The cells under
moderate stress were smaller and contained densely
packed starch granules, which would affect their wet-
to-dry weight ratio. In a later study (34) also using
mannitol to control the osmotic pressure the higher
mannitol values giving an osmotic pressure of 6.62 atm
reduced growth and gave smaller cells. The osmotic
pressure of the medium was calculated using the following
formula (33);

P = [C1ZM1 + C2IM2 + CtIM1]RT

where Ci is the concentration of the solute i (gl"1),
Mi is the molecular weight of the solute i, R the gas
constant (0.082 1 atm mol"1 K"1), and T the temperature
(K). The initial osmotic pressure due to the use of 3%
(30 g/L) sucrose (MW 342.3) in medium at 25 0C (298 K)
is P = 30/342.3 x 0.082 x 298 = 2.14 atm. With normal
medium containing 3% (30 gl"1) sucrose at 25 0C at 25 0C
or 298 K the osmotic pressure is 4.45 atm with 2.14 atm
from the sucrose and 2.31 atm from the salts. Cultures of
Vitis spp when exposed to various mannitol concentrations
showed a reduced cell number after 12 cultures over
the range of concentrations used (12) (Fig. 7). Figure 8
shows the effect of increasing sucrose on the wet weight
of strawberry (F. ananassa) suspension cultures after
13 days of treatment and the effect of mannitol under
the same conditions (5). It is clear that there is an effect
of stress and at the same time anthocyanin accumulation
increased.

FOAM

Cultures, which are shaken or aerated as in airlift
bioreactors, will produce foam if the medium contains
proteins and peptides. As plant cell cultures do in general

Time (days)
Figure 5. The effect of the addition of various carbon dioxide
concentrations to the air supplied to a 7-1 airlift bioreactor
containing a suspension of Catharanthus roseus: (O) control;
(•) 5% carbon dioxide; (A) 10% carbon dioxide; (A) 20% carbon
dioxide. Data from Ref. 28.
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Sucrose or mannitol concentration (M)
Figure 8. The effect of sucrose and mannitol concentration on
the wet weight of suspension cultures of strawberry (Fragaria
ananassa) after 13 days incubation: (o) sucrose; (•) mannitol.
Data from Ref. 5.

export both proteins and polysaccharides into the medium,
foam will form. The formation of foam in shake flasks
is not a problem, but it does constitute a problem in
highly aerated cultures as found in airlift bioreactors. A
number of antifoams have been used including the silicone-
based and polypropylene glycol and only silicon antifoam
was found to inhibit spinach cultures (35) (Table 3). In
order to reduce possible inhibitory effects of antifoams,
mineral oil has been used to reduce foam in cultures of
N. tabacum (36). The optimum concentration was found to
be 5% when the cells were cultivated in a 5-L stirred-
tank bioreactor and a reduction in growth was not
seen.

AGITATION

Plant cells are large and are often found in aggregates
so that without some form of stirring the cells or
aggregates will settle out rapidly. However, because of
the large size of plant cells (10-200 fim), the presence of
a rigid cell wall and large vacuole plant cells have been
regarded as sensitive to shear stress (37). Agitation by
shaking flasks and in bioreactors by stirring and aeration
increases the level of shear stress that the cells are
exposed to. Shear produced in shake flasks has been
shown to affect the growth of N. tabaccum cells and
Cudrania tricuspidata (38). By including baffle plates in
shake flasks, the level of shear can be increased and the
effect can be seen on culturing C. roseus (Fig. 9) (39).
The growth of plant cell suspensions in stirred tank
bioreactors, which can have high rates of shear, has
shown inhibition in some cases (37), but the sensitivity
of plant cells to shear appears to be far less than was at
first thought (37,40). The variation in shear sensitivity
is variable and is dependent on the cell line. The effects
of shear on plant cell cultures appears to increase the
uptake of oxygen in the case of strawberry cultures (41),
but with cultures of safflower and eucalyptus there was
a decrease in respiration rate and ATP (42). The effects
of shear appear to be mediated by cytoplasmic calcium.
The shear stress required for growth inhibition was
shown to be five orders of magnitude less than that
required for cell rupture in cultures of Daucus carota
and Petunia mitchell suspension cultures (42). However,
growth inhibition was not observed in a number of
cultures (37,40).

Table 3. Effect of Antifoam on Growth Rates of Catharan-
thus roseus

Mannitol concentration (M)
Figure 7. The effect of various mannitol concentrations on the
cell numbers of a suspension of Vitis spp after 12 incubations.
Data from Ref. 12.
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Source: Data from Ref. 35.

Antifoam
concentration

(mg/L)

0
100
200
500

1000

Growth rate (days"1)

Dow Corning 1510

0.257
0.202
0.260
0.170
0.231

Polypropylene glycol

0.241
0.267
0.261
0.225
0.205



Time (days)
Figure 9. The growth of suspension cultures of Catharanthus
roseus in flasks with or without baffles: (O) without baffles;
(•) with baffles. Data from Ref. 40.
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INTRODUCTION

Higher plants are a source of a large number of
biochemicals. These plant-derived organic compounds can
be classified as primary and secondary metabolites or
products. Primary products generally occur in nearly
all organisms, and include the synthesis of DNA,
RNA, proteins, lipids, and carbohydrates. Higher plants
use these compounds (e.g., oils, fatty acids, starch,
and sucrose) for general growth and physiological
development. Primary products are those that are
necessary for the cell's survival and reproduction, whereas
secondary products may be eliminated without harming
cell survival and reproduction. Secondary products are
biosynthetically derived from primary products, occurring
mostly in a particular taxonomic group (e.g., species
or genus). Secondary products are divided into several
groups, on the basis of their biosynthetic origin. Primary
products from the glycolysis and the pentose phosphate
cycle are precursors for the shikimic pathway. This
metabolic pathway, which starts with shikimic acid,
produces aromatic amino acids, while aliphatic amino
acids are derived from intermediates of the citric acid
cycle. Both types of amino acids are precursors of alkaloids.
In addition, the amino acids tyrosine and phenylalanine
are precursors for cumarins, lignans, flavonoids, and
proanthocyanidins. Acetyl CoA, which is a metabolite
of the citric acid cycle, is the direct precursor of the
polyketides, terpenes, and terpenoids. Secondary products
are commonly found in specific tissues or organs of the
plant and are stored intracellularly in vacuoles, cell walls,
and glandular hairs (1,2).

Plant secondary products have a specific (ecological)
function as pollinator attractants, for chemical adapta-
tions to environmental stress, and as defensive, protective,
or offensive chemicals against microorganisms, insects,
and higher herbivorous predators. Based on these func-
tions, secondary products can be considered as biologically

active compounds. Secondary products are used as dyes,
pesticides, flavorings, and fragrances. But even more
important, a significant number of secondary products
exert pharmacological activities and can basically be
applied as drugs. Since ancient times medicinal plants
have been used to treat all kinds of diseases. Tradi-
tionally, extracts from naturally occurring whole plants
or parts have been used. Nowadays isolated secondary
products are used for medicinal purposes. The first iso-
lated secondary product was an alkaloid, the narcotic
analgesic morphine from Papaver somniferum (poppy)
in 1806 [Fig. l(a)]. The isolated products as such can
be applied as drugs. Chemical modification may yield
semisynthetic compounds with an improved, more specific
action and/or fewer side effects. For example, from the
novel antimalarial artemisinin [a sesquiterpene lactone,
Fig. l(b)] several derivatives with improved antimalarial
activity have been prepared (3). Furthermore, secondary
products, especially alkaloids, have served as model com-
pounds ("leads") for the development of chemically pre-
pared classes of drugs; for example, muscle relaxants
used during operations are derived from tubocurarine
[Fig. Kc)].

In the plant (cell), secondary products are biosynthe-
sized by the action of highly specific enzymes. For this
reason, these compounds often have very complex chemical
structures with many chiral centers that may be essen-
tial for the biological activity. For a number of secondary
products total chemical syntheses has been described, but
the large number of necessary reaction steps, together
with the low yields, makes chemical synthesis unsuitable
for production on a large scale. For a number of phar-
maceutically important compounds the plant still remains
the only economically efficient source, of, for example, the

Figure 1. Chemical structures of morphine from Papaver
somniferum, (a), artemisinin from Artemisia annua (b), and
tubocurarine from Chondrodendron species (c).
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already-mentioned morphine and artemisinin, the alka-
loids scopolamine (an anticholinergic), vinblastine, and
vincristine (cytostatics), and digoxin (a cardiac glycoside).
In these cases commercial production is effected by cultiva-
tion of the plant species involved, including the selection
of high-producing plants, followed by extraction of the
secondary product and finally purification. The same pro-
cedure is applied for other valuable compounds like dyes,
fragrances, insecticides, and flavorings.

Plant cell culture, the in vitro cultivation of plant cells,
may offer an alternative for the production of secondary
products under certain conditions: if the source plant is
difficult to cultivate, if it has a long cultivation period
or a low yield of secondary product, or if chemical
synthesis is unachievable or inefficient. Basically, the
plant biosynthetic potential can be exploited in vitro, as
has already been successfully performed during decennia
for secondary products of microbial origin, such as for the
production of antibiotics by Penicillium species.

The first example of in vitro cultivation of plant cells
dates from 1902 (4). Haberlandt described the cultivation
of mesophyll cells of Lamium purpureum and Eichhor-
nia crassipes, of epidermis cells of Ornithogalum species,
and of hair cells of Pulmonaria species. Although he was
not able to induce cell division, the prediction was that
this should be possible and that each individual plant
cell is basically omnipotent. More than 30 years later
these predictions were proven by Nobecourt (5), White (6),
and Gautheret (7). In 1952 Routien and Nickel applied
for a U.S. patent on cultivation of plant tissue, which
claimed that it was possible to grow plant cells under
submerged conditions and that these cells could be used
to produce useful materials (8). Since the late 1960s the
development of plant cell culture accelerated. An increas-
ing number of researchers started the in vitro cultivation
of plant cells with the aim of investigating the biosynthesis
of secondary products. For this purpose undifferentiated
callus and cell suspension cultures, as well as differen-
tiated cultures like root and shoot cultures, have been
used. By using this technology, the secondary product
can be produced under controlled and reproducible con-
ditions, independently of various environmental factors
such as climate, pests, and geographical and seasonal con-
straints. In this way a more consistent product quality
and yield can be obtained. Moreover, a system consist-
ing of freely suspended (or immobilized) cells may offer
advantages in downstream recovery and efficiency of
product purification. In the present time of endangered
ecosystems plant cell cultures can serve as a means of

maintaining rare and distinguishing plants of commercial
significance by cryopreservation of cells and/or regenera-
tion of cells.

The omnipotency of the plant cell implies that the
complete genetic information as present in the plant is
principally available. On the condition that genes encoding
biosynthetic enzymes indeed come to an expression under
in vitro circumstances, it should be feasible to produce
most, if not all, secondary products using in vitro grown
cultures. A limited number of plant cell culture systems
are able to produce secondary products at a gram per
liter concentration, some examples of which are given
in Table 1 (9-14). In many cases, however, plant cell
cultures accumulate low quantities of secondary product or
there is no production at all. The secondary products that
have been isolated from plant cell cultures belong to the
groups of the phenylpropanoids, alkaloids, terpenoids, and
quinones. Until 1992, over 140 novel secondary products
that which are not synthesized by the whole plant have
been found in plant cell culture (15), but they are of limited
importance so far.

In the following sections the strategies that are used to
realize a significant secondary product yield are discussed.
Mainly empirical approaches, such as manipulation of
culture conditions, cell selection, induction of differenti-
ated cultures, and precursor feeding to cells (leading to
bioconversion), have been used to achieve this goal. Fun-
damental, genetic approaches are increasingly applied to
improve secondary product formation; attention will be
paid to biosynthetic pathway engineering and heterolo-
gous expression of plant genes.

MANIPULATION OF CULTURE CONDITIONS

The medium composition is of utmost importance for the
growth of cells and accumulation of secondary products.
Ideally, a good production medium, which can be defined
as the medium with a certain composition resulting in an
optimal product yield, should give both optimal growth and
productivity. In practice this results in a species dependent
optimal composition where a balance between growth and
product accumulation will lead to a maximal product yield.
Product accumulation and growth do not always occur at
the same time in the growth cycle. In such cases the
accumulation of secondary products is highest when the
growth ceases, in the stationary phase. At this stage, the
cells should then be transferred to a production medium
where induction of product formation takes place under

Table 1. Plant Cell Culture Systems that are able to Accumulate Secondary Products at a
Gram per Liter Concentration

Secondary product

Berberine
Rosmarinic acid
Shikonin
Ajmaline
Coniferin
L-DOPA

Biogenetic group

Alkaloid
Phenylpropanoid
Naphthoquinone
Alkaloid
Phenylpropanoid
Amino acid

Cell culture

Coptis japonica
Coleus blumei
Lithospermum erythrorhizon
Rauvolfia serpentina
Linum flavum
Mucuna pruriens

Product yield (g/L)

7.0
5.6
3.5
2.0
2.0
1.2

Ref.

9
10
11
12
13
14



controlled conditions as has been successfully performed
for shikonin (11).

Most of the constituents of plant cell culture media have
been subjected to manipulation in attempts to enhance
culture productivity, and many of these components have
proven to be important for product accumulation (16-18).
The results obtained suggest that this empirical approach
only stands a good chance for success when reasonable
levels of secondary product (1-2% on a dry weight basis)
are already present. The most useful changes of medium
constituents are discussed in the following on the guidance
of randomly selected examples.

Optimization of the hormone concentration and com-
binations can be effective. High auxin concentrations,
although favorable for cell growth, are often deleterious
to secondary product accumulation (19). Indole alkaloid
accumulation in cell cultures of Catharanthus roseus was
generally depressed by the addition of 2,4-dichlorophenoxy
acetic acid (2,4-D) to media (20). The manipulation of the
amount and source of sugar in cell culture media was stud-
ied as a factor for enhanced growth and cantharanthine
and ajmalicine synthesis in C. roseus hairy root cultures
(21). Elevated sucrose levels were favorable for antho-
cyanin production by Perilla frutescens cells (22) and for
steroidal alkaloid production by Solarium aviculare hairy
roots (23). The addition of fructose promoted paclitaxel
[Fig. 2(a)] production in Taxus cell cultures (24). The over-
all mineral salt concentration may be an important factor.
It was found that half-strength B5 salts were optimal for
both biomass and verbascoside production in cell cultures
ofLeucosceptrumjaponicum over a range of one-twentieth
to twice the normal salts concentration (25). Nitrogen
sources may also play an important role in secondary prod-
uct accumulation in plant cells. For example, in Lithos-
permum erythrorhizon shikonin synthesis was inhibited
by ammonium ions, but cell growth was promoted. To
achieve production it was necessary to switch at the end of

the growth phase to a medium containing nitrate ions (26).
It has often been found that higher levels of phosphate pro-
mote cell growth, but negatively influence secondary prod-
uct accumulation. In cell cultures of Nicotiana tabacum,
C. roseus, and Peganum harmala the alkaloid biosynthesis
decreased upon the addition of phosphate (27). Physical
culture conditions such as light, temperature, agitation,
medium pH, and aeration have been investigated for their
effect upon secondary product accumulation in several
types of cultures (28,29). The importance of light for
an increased secondary product accumulation has been
demonstrated, for example, for cardenolides in cell cul-
tures of Digitalis lanata (30) and for betacyanins in cell
cultures ofChenopodium rubrum (31). Aeration and agita-
tion of cell cultures grown in bioreactors (and less in shake
flasks) has been studied (29). The combination of oxygen
tension, carbon dioxide, and irradiation influenced growth
and cardenolide formation in somatic embryo cultures of
D. lanata, which were grown in gaslift fermentors (32).
Another example deals with the ajmalicine production by
C. roseus cultures. In shake flasks and bioreactors growth
was comparable, but in the bioreactors the ajmalicine pro-
duction ceased. The production could be restarted with the
recirculation of the ventilation gas (33).

Upon microbial invasion, many plants respond
by producing antimicrobial secondary products, called
phytoalexins. This plant defense strategy is called elic-
itation, and the molecules that stimulate secondary
metabolism are called elicitors. "Artificial" elicitation, the
addition of elicitors to the medium, has been widely
explored in plant cell cultures. The biosynthesis of sec-
ondary products belonging to several chemical classes can
be triggered this way. In fact, the expression of genes
encoding the enzymes that are responsible for the synthe-
sis of these metabolites is induced. Jasmonates, jasmonic
acid, and its methyl ester, are thought to be the general
signal transducing compounds in the elicitation process
(34) that induce de novo gene transcription. When plant
cell cultures oiRauvolfia canescens and Eschscholzia cali-
fornica were treated with a yeast elicitor, the jasmonates
were rapidly, but transiently, accumulated. Exogenously
added methyl jasmonate was able to induce secondary
product accumulation in 36 different plant cell cultures.
Recently, the highest production rate ever reported for
paclitaxel could be achieved by the addition of methyl jas-
monate to T. media cultures. Paclitaxel was produced at
an average rate of 7.9 mg/L/day during two weeks (35).

Biotic elicitors such as fungal extracts/homogenates
and abiotic elicitors such as inorganic salts have been
shown to induce a range of plant secondary products,
but in many cases the yields were rather disappointing.
Furthermore, a wide range of unrelated substances have
been found somehow to induce secondary metabolism in
cultured plant cells. These include inorganic compounds
such as vanadyl sulfate, colchicine, and herbicides, and
also unfavorable physical conditions such as osmotic
stress. The choice of a certain elicitor for a plant cell
culture system is mostly by a random process, and
therefore elicitation will not occur in many cases. A
number of selected elicitation results are summarized in
Table 2 (36-41).

Figure 2. Chemical structures of paclitaxel from Taxus species
(a) and camptothecine from Campthoteca acuminata (b).



Another application of elicitation is to find the
regulatory enzymes in biosynthetic pathways of secondary
products. In this way the rate-limiting enzymatic steps
can be identified, and this allows genetic intervention to
increase secondary product accumulation (see section on
genetic approaches).

Despite these results, no general rules can be deduced
from all experiments performed so far. It can be concluded
that manipulation of culture conditions may lead to an
increase of secondary product accumulation, but to what
extent is dependent on which factor(s) and the cell culture
species involved. In other words, the effects to be expected
are unpredictable.

CELL SELECTION

Plant cell cultures cannot be considered as cloned cells
because they do not come from a single parent cell.
They represent mixed cell populations consisting of cells
with differences in morphology and productivity. Genetic
instability often occurs, which results in a decrease or even
loss of productivity. In the most ideal case, a secondary
product is accumulated in large quantities in a genetically
stable cell line or strain. This should be the goal of strain
improvement.

The approach of screening and selection for high
accumulating strains or cell lines has been applied
successfully for industrial microorganisms. For plant cells
the procedure starts with the choice of a parent plant
with a high content of the desired secondary product
with the aim to induce callus cultures. The basic idea is
that high-producing plants should give high-producing cell
lines. After optimization of the culture conditions, the next
step is the analytical screening of the callus cultures for
the desired secondary product, and sometimes protoplasts
are used for this purpose. For this screening a reliable
marker for the secondary product is needed. When colored
secondary products are accumulated, the most intensively
colored cells can easily be isolated and cultivated
separately. Highly fluorescent products can be detected
under UV light. Specific color reactions of squashed cells
or immunological assays can be applied to detect colorless
products. By means of screening only a small number of
high-producing cell lines have been isolated. Some selected
examples will be discussed in the following.

For the alkaloid berberine there was no direct relation
between the production in the plants and the derived cell
cultures of Coptis japonica. By performing five subsequent
selection steps, a stable high-producing cell line (7 g/L)

was obtained (9). Screening of C. roseus cells for ajmalicine
and serpentine yielded lines with tenfold increased levels
of alkaloids, but with great instability (42). Light-exposed
callus cultures ofMucuna pruriens were screened for high
L-DOPA content using the green color as a marker. After
six months photomixotrophic callus cultures with a rapid
growth and a high, stable L-DOPA content of 0.9% (DW)
were obtained. The cell suspensions derived from these
calli accumulated up to 6% (DW) L-DOPA, and a yield of
1.2 g/L was calculated after 6 days of growth (14).

Shikonin is a red dye with antiseptic properties.
After repeated analytical screening of callus cell lines
of Lithospermum erythrorhizon with a shikonin content
of 1.7% (DW) a high-producing line with a content of
15.3% (DW) was obtained (43). The shikonin accumulation
of a high-producing parent cell line of L. erythrorhizon
was improved further by screening of protoplast derived
cultures, where the content increased from 17.6 to 23.2%
(DW). Shikonin is now produced commercially by a two-
step process: First the cells of L. erythrorhizon are grown in
a fermentor with growth medium, then the cells are filtered
and transferred to a second fermentor with a production
medium in which the cells synthesize shikonin (11).

As an alternative for the selection of high-producing
cells using the secondary product itself or a product-
related marker, biochemical selection can be considered.
This implies the choice of culture conditions under
which certain cells survive while others are killed. The
selection criterion is an expression of the biosynthetic
pathway; certain enzymes will metabolize an added
toxic compound, thus enabling the cell to survive. For
example, by the addition of p-fluorophenylalanine (PFP)
resistant N. tabacum cell lines could be selected. These
cells accumulated six to ten times more cinnamoyl
putrescines than wild-type cells (44). The activity of
phenylalanine ammonia lyase (PAL), which decomposes
PFP, was enhanced and also the activities of other
enzymes belonging to the putrescine pathway should
have been elevated as a result of the PFP addition.
Unfortunately, the effect of an added toxic compound
on the activity of enzymes other than the detoxifying
enzyme is not predictable. Peganum cells tolerant to
4-fluorotryptophan (4-FT) did not accumulate higher
quantities of B-carbolines, although the tryptophan
decarboxylase activity was strongly enhanced. A fluoro-
DL-tyrosine resistant callus line of M. pruriens had a
much lower phenoloxidase activity accompanied by a lower
L-DOPA content in comparison with the parent callus
line (N. Pras unpublished results, 1990). Principally, cell
lines obtained by biochemical selection are stable and can

Table 2. Increase in Secondary Product Accumulation in Plant Cell Cultures by Elicitation

Cell culture

Gossypium arboreum
Papaver somniferum
Cinchona ledgeriana
Morinda citrifolia
Artemisia annua
Valeriana wallichii

Elicitor

Verticillium dahliae (conidia)
Botrytis species
Phytophthora cinnamomii
Cell wall pectins
Aspergillus oryzae
Colchicine

Secondary product

Gossypol
Sanguinarine
Anthraquinones
Anthraquinones
Artemisinin
Valepotriates

Induced increase (fold/level)

50/500 mg/L
30/2.9% (DW)
7.5/11.0% (DW)
5.6/0.001% (DW)
2/550 mg/L
70/0.83% (DW)

Ref.

36
37
38
39
40
41



be maintained under selective conditions. With respect
to increased secondary product accumulation biochemical
selection has had limited success so far.

It can be concluded that screening for cell lines with
increased productivity has been disappointing up to now
and only parent cell cultures that accumulate significant
levels of secondary product stand a chance for the selection
of a high-producing cell line.

INDUCTION OF DIFFERENTIATION IN PLANT CELL
CULTURES

Often a degree of tissue differentiation or organ devel-
opment has to be present before synthesis of secondary
metabolites occurs (17). This is not surprising, since many
secondary products are known to be found in specific
tissues of the plant (1,2). Secondary products are often
stored at the site of biosynthesis. Monoterpenes like men-
thol are accumulated in epidermal oil glands of the leaves
of Mentha plants, while lignans occur in the rhizomes of
Podophyllum plants. In some cases, it has been shown
that undifferentiated cell cultures may accumulate higher
secondary product levels than the intact plant, but mostly
the biosynthesis of secondary products is lower or even
absent. Generally, such cultures do not have specialized
accumulation sites. It has been observed that when low-
or nonproducing plant cell cultures are allowed to differ-
entiate into shoots, roots, or embryos, secondary product
formation indeed occurs. A logical approach seems to be
the induction of differentiation in cell cultures, where lev-
els of secondary products comparable to or even higher
than in vivo circumstances should be achievable.

In general, there are two methods of inducing
differentiation in plant cell cultures. First, under suitable
conditions, mainly by variation of the combinations
and concentrations of phytohormones, different types of
cultures can be induced. These may be differentiated
roots, shoots, or somatic embryos, which are a kind
of "in between" state of tissue. Second, shoot and
root cultures can be induced by genetic transformation
with Agrobacterium tumefaciens and A. rhizogenes,
respectively. On the basis of hormone autotrophy, these
roots or hairy roots and shoots or shooty teratomas can be
cultured in hormone-free media. As with undifferentiated
callus and cell suspension cultures, the culture conditions,
including "artificial" elicitation, can be manipulated
in order to optimize secondary product accumulation.
Organ cultures of many plant species have been
initiated, and some characteristic examples will now be
discussed.

The accumulation of monoterpenes in shooty cultures of
Mentha species transformed by A. tumefaciens (T 37) has
been studied. Oil glands on the leaves of the transformed
cultures were observed. The terpene profile analyzed in
extracts of the cultures was identical to that in extracts
of the parent plant, but the overall oil yields were lower
(45). The production of the novel antimalarial artemisinin
[Fig. l(b)] by plant cell cultures has been the target of
many studies, including the use of differentiated cultures.
Transformed shoot cultures have been established by
infection with A. tumefaciens (T 37) and A. rhizogenes

(LBA 9402). The cultures were able to grow in hormone-
free medium and produced artemisinin during prolonged
subcultures (46). Several clones of transformed shoots
were obtained, and the average artemisinin content was
0.0018% (DW). This content was lower than those found
in wild intact plants and nontransformed cultures. In
the first case, the artemisinin content during the blooming
period was ca. 0.1% (DW), whereas for the nontransformed
shoot cultures contents of 0.16% (DW) were reported (47).

Since many commercially interesting secondary prod-
ucts are synthesized in the roots of the plant, more
attention has been given to the potential of transformed
roots, hairy roots, as producers of secondary products. For
example, tropane alkaloids are synthesized in the roots
of plant species belonging to the Solanaceae (night shade)
family. Plants like Datura stramonium and Atropa bel-
ladonna, which accumulate hyoscyamine and atropine,
easily produce rapidly growing transformed roots after
infection with A. rhizogenes. Several studies have con-
firmed that root morphology is demanded for the in vitro
biosynthesis of tropane alkaloids. Levels of hyoscyamine
comparable to those in the whole plant have been found
in hairy roots of A. belladonna (48,49). Untransformed
and hairy roots of Duboisia species produced signifi-
cant quantities of both hyoscyamine and scopolamine
(50,51). The ratio between scopolamine and hyoscyamine
seems to be strongly dependent on the expression of the
hyoscyamine 6fl-hydroxylase (H6H) gene in the roots, a
higher expression yields more scopolamine. The introduc-
tion and expression of the H6H gene from Hyoscyamus
niger in A. belladonna hairy roots resulted in a fivefold
increase of the scopolamine level (52). Recently, a combi-
nation of shooty teratomas and hairy roots of A. belladonna
was investigated as a production system for tropane alka-
loids. Both culture types were co-cultured in the same
hormone-free medium. Hyoscyamine produced by the roots
was bioconverted by the shoots resulting in a high scopo-
lamine-hyoscyamine ratio of 0.07-1.9. Up to 0.084%
(DW) scopolamine was accumulated; this corresponded
with 3-11 times the average concentration found in the
leaves of the whole plant (53).

For the production of the already-mentioned
artemisinin hairy root cultures have been initiated with
variable succes. The effect of the phytohormone gibberellic
acid on artemisin accumulation in hairy root cultures of
Artemisia annua has been studied (54). At a gibberellic
acid concentration of 0.01 mg/L the highest artemisinin
yield of 80 mg/L was found. A much higher production of
550 mg/L artemisinin was achieved by elicited hairy roots
of A. annua (40).

As with undifferentiated plant cell cultures, new
secondary products are sometimes found to be produced
by organ cultures. A recent example is the isolation of
two new prenylated flavonoids, licoagrochalcon A and
licoagrocarpin, from hairy root cultures of Glycyrrhiza
glabra along with eight known flavonoids (55).

Somatic embryos may also form a good source of sec-
ondary products. A change in phytohormone composition
may trigger embryogenesis in an undifferentiated cell cul-
ture. One of the scarce examples is the biosynthesis of
cardenolides by somatic embryos of D. lanata (32).



In summary, it can be concluded that organ cultures are
able to reach secondary product levels sometimes compa-
rable to those of the parent whole plant, but often this not
the case. Some examples of pharmaceutically important
secondary products produced by organ cultures are shown
in Table 3 (56-59). Large-scale cultivation using organ
cultures, however, is difficult to perform, certainly in com-
parison with undifferentiated cell suspension cultures,
which are easy to handle from a process technological
point of view (28). At present, differentiated cells are not
suitable for commercial production purposes. To increase
the large-scale production possibilities by plant cell cul-
tures a method should be found to identify the complex
(genetic) mechanisms linking cell differentiation with sec-
ondary product synthesis. This will open new ways for
commercial production of secondary products in simple
cell culture systems. For the study of the regulation of
secondary metabolism organ cultures may be attractive
experimental systems. Furthermore, organ cultures offer
excellent possibilities for regeneration and multiplication
of selected high-producing clones.

BIOCONVERSION

The feeding of biosynthetic precursors to plant cell
cultures with the aim to increase the secondary product
yield has been frequently performed with variable
success. For the formation of most secondary products
cascades of enzymatic conversions in the cell are
required. In a biosynthetic pathway limiting enzymatic
steps and/or one or more side branches may be
present. Therefore, precursor feeding, certainly of early
biosynthetic precursors, will not always result in an
increase of the desired secondary product. Genetic
approaches, which will be discussed later, can be applied
to relieve the bottlenecks in a biosynthetic pathway.

Still, plant cell cultures are an excellent source of
enzymes (15,60). Enzymes belonging to a biosynthetic
pathway can be explored for specific bioconversions to
produce a secondary product or related compound. Not
only can secondary product accumulating cell cultures
be used, but nonproducing cell cultures have also been
proven to bioconvert precursors with high efficiency
(61). Bioconversion can be defined as the enzyme-
catalyzed modification of added precursors (substrates)
into more valuable products, using plant cells, either
freely suspended or in an immobilized state, or enzyme
preparations. Bioconversions by plant cells may involve
the action of a single enzyme or several enzymes.

Transgenic cells may be used for bioconversion purposes;
by means of recombinant DNA technology genes encoding
for relevant plant enzymes can be introduced in suitable
host cells, possibly leading to an improved biocatalyst
based on a high production of the desired enzyme (see the
section on genetic approaches).

Plant enzymes are able to perform stereo- and
regiospecific reactions on a sometimes surprisingly broad
range of substrates including plant-foreign, synthetic
compounds (60). A number of these reactions cannot be
carried out by organic synthesis or by the application of
microorganisms. Two selected examples of stereospecific
bioconversion are depicted in Figure 3 (62,63). The
combination of plant cell culture with synthetic chemistry
may be an attractive route to the synthesis of chirally
pure secondary products or related compounds (64). Two
types of enzymes are of importance for organic synthesis,
hydrolase enzymes on the one hand and oxidoreductase
enzymes on the other. These types can also be found in
plant cells, such as in cells of Papaver somniferum and
Nicotiana tabacum, respectively (65). Cultured cells of
N. tabacum and C. roseus were found to have the ability
to introduce stereo- and enantioselectively oxygenated
functional groups such as epoxy and hydroxy groups
into 3-carene and 2-pinene (66). This type of oxygen
introduction is one of the most important reactions in
organic chemistry.

The stereocontrolled formation of carbon-carbon bonds
is the heart of organic synthesis, and this is performed by
aldolase enzymes. The search for and the employment of
lipases, esterases, and amidases for the preparation of
chiral compounds of high optical purity is continued (67).

Regiospecific plant enzymes can convert one specific
functional group to another [Fig. 4(a)] (68) or introduce,
selectively, a functional group into a new position in the
substrate molecule [Fig. 4(b)] (69). The general reaction
types are oxidation, reduction, hydroxylation, methy-
lation, demethylation, acetylation, isomerization, glyco-
sylation, esterification, epoxidation, and saponification
(15,60,70). The compounds that can undergo bioconver-
sion are diverse and include aromatics, steroids, alkaloids,
coumarins, terpenoids, and lignans. Chemically prepared
compounds like some currently used drugs can be modified
by the action of plant enzymes.

Freely suspended cells form the most simple biocat-
alytic system. Precursors can be supplied directly to the
cultures, and mass-transfer limitations are less likely to
occur in comparison with immobilized cells or enzymes.
Several reports dealing with the production of valu-
able compounds by adding precursors to various culture

Table 3. Selected Examples of Pharmaceutically Important Products Produced by Organ Cultures

Secondary product

Hyoscyamine
Quinine
Artemisinin
5-Methoxy-podophyllotoxin
Valepotriates
Atropine

Bioactivity

Anticholinergic
Antimalarial
Antimalarial
Antitumour
Mild sedative
Anticholinergic

Species

Duboisia leichhardtii
Cinchona ledgeriana
Artemisia annua
Linum flavum
Valeriana officinalis
Atropa belladonna

Culture type

Root
Root
Shoot
Root-like
Hairy root
Hairy root

Content (%, DW)

0.5
0.01
0.16
1.01
11

0.4

Ref.

56
57
47
58
59
48



species have been published. As can be expected, the
precursor often undergoes more than one bioconversion.
This either results in complex mixtures of (unknown)
secondary products, or the precursor is metabolized via
unknown routes (71-74).

A small number of one-step bioconversions by freely
suspended cells have been described and some charac-
teristic examples are summarized in Table 4 (75-80).
For example, cell suspensions of Linum flavum were
able to convert the cytotoxic lignan podophyllotoxin
into its B-D-glucoside at the high bioconversion rate of
294 mg/L/day (70).

Figure 3. The stereospecific reduction of
(—) menthone into (+) neomenthol by
entrapped Mentha cells (62) (a) and the
stereospecific bioconversion of coniferyl
alcohol into pinoresinol by an enzyme
preparation ofForsythia suspensa (adapted
from Ref 63) (b).

Figure 4. The reduction of codeinone into codeine by cells
ofPapaver somniferum (68) (a) and the ortho-hydroxylation
of L-tyrosine into L-DOPA by entrapped cells of Mucuna
pruriens (69) (b).

At present glycosylation seems one of the most inter-
esting bioconversions. Glycosylation, particularly glucosy-
lation, occurs readily in plant cells, but only with difficulty
in microorganisms, and the organic chemist has problems
with sugar coupling as well. The improvement of the action
of certain currently applied drugs by glucosylation is very
attractive because their solubility in aqueous solutions
can be enhanced and the bioavailability may be improved.
Glucosyl transferases with different substrate specifici-
ties for several hydroxyl moiety containing compounds
have been investigated. Examples are glucosylations by
cells of Duboisia myoporoides, Solarium aviculare, and



Papaver somniferum (81) and glucosylations by cells of
Glycyrrhiza echinata, Aconitum japonicum, Coffea ara-
bica, Dioscoreophyllum cumminsii, and N. tabacum (82)
have been studied as well.

Examples of other glycosylation reactions are the
fructosylation of ergot alkaloids by cells of Claviceps
purpurea (83) and the rhamnosylation by cells of Eucalyp-
tus perriniana (84). Even glucuronylation of compounds,
which is also a general metabolization reaction in the liver,
has been reported to occur in plant cells of Glycyrrhiza
glabra (85).

Sakui et al. described a typical bioconversion by
suspension-cultured cells (86). Of a 10-membered ring
sesquiterpene, germacrone, the 4,5- and 1,10-epoxides
were formed by cells of Curcuma zedoaria. Epoxidation can
be a very useful reaction for the modification of cytotoxic
sesquiterpenes.

In most reports the state of differentiation of the
plant cell cultures, proven to be linked with secondary
metabolite formation, is not clearly indicated. From
a practical point of view, however, undifferentiated
cells are frequently used, but sometimes root cultures
have also been tested in bioconversion experiments. It
has been demonstrated that root cultures of Panax
ginseng could perform several glycosylation reactions
on taxicatigenin (84). Recently, the bioconversion of
hydroquinone into arbutin by hairy roots of Brugmansia
Candida was described (87).

In particular cases new bioconversion products are
found; cell suspension cultures of P. ginseng bioconverted
digitoxigenine into nine compounds including a new
compound, digitoxigenin B-D-glucoside malonyl ester (88).

The measure of bioconversion may be dependent on the
solubility of precursors in aqueous media, the amounts
of enzyme activity that are intracellularly present, and
the localization of the enzymes. As already stated, the
precursors can also be metabolized by other (unknown)
reactions and even (a)specific transport systems may be
involved.

Several precursors are either not soluble or very
poorly soluble in aqueous media, and because of this
limitation bioconversion rates are very low. Partially
water-soluble precursors have been applied in nonaqueous
two-phase systems. Many plant cell species slowly convert
precursors in the presence of organic phases, often as
a result of a dramatic decrease of cell viability and
enzyme activity (89). A novel solution to the problem of

the bioconversion of water-insoluble precursors is the
application of clathrating agents such as cylodextrins.
The cyclodextrin-complexed precursors can then be used
in sufficient concentrations to allow bioconversion in a
cell-friendly, aqueous environment (90). Cyclodextrins are
cyclic oligosaccharides that are able to form inclusion
complexes with a variety of apolar ligands. Through
complexation, the physical-chemical properties of the
ligands are changed, including their solubility in aqueous
media (91). The complexes are easily to prepare by
autoclaving the suspension of the ligand in a medium
together with the cyclodextrin or by simply shaking the
whole mixture at room temperature in cases where the
substrate is thermolabile.

Possibilities for cyclodextrin-facilitated bioconversions
by plant cells or plant enzymes have been described
by researchers from our group over the past years: the
or£/io-hydroxylation of 17/2-estradiol, complexed with f>-
cyclodextrin, into 2- and 4-hydroxyestradiol by cells of
Mucuna pruriens (89), the bioconversion of /?-cyclodextrin-
complexed coniferyl alcohol into podophyllotoxin by
cells of Podophyllum hexandrum (92), the glucosylation
of dimethyl-/2-cyclodextrin-complexed podophyllotoxin
into its ^-D-glucoside (70), of dimethyl-^-cyclodextrin-
complexed coniferyl alcohol into coniferin using cells of
Linum flavum (Van Uden, unpublished results), and
the bioconversion of dimethyl-/?-cyclodextrin-complexed
desoxypodophyllotoxin into podophyllotoxin and 5-
methoxypodophyllotoxin by cells of P. hexandrum and
L. flavum, respectively (61). The total bioconversion rates
for podophyllotoxin and for 5-methoxypodophyllotoxin
were 21.2 and 35.7 mg/L/day, respectively. These rates can
be considered as high, taking the structural complexity of
these secondary products into account. The examples show
that cyclodextrins can be applied successfully to improve
the bioconversion of water-insoluble precursors. Several
other methods have been used with limited success to
influence bioconversion capacities of cells, for example,
elicitation (93), permeabilization (94), irradiation (62), or
other forms of stress, such as pH and osmotic shock.
For permeabilization organic alcohols or dimethylsulfoxide
have been often used in order to enhance the accessability
of enzymes or to provoke release of an intracellularly
stored product (95,96). It can be concluded that feeding
precursors to freely suspended cells has been employed
with variable success for the production of one desired
compound.

Table 4. Selected Examples of One-Step Bioconversions by Freely Suspended Cells (CS),
Immobilized Plant Cells (IC), and Enzyme Preparations (EP)

Bioconversion

Hydroxylation

Glucosylation

Reduction
Demethylation
Esterification

Cell culture

Digitalis lanata
Mucuna pruriens
Mucuna pruriens
Linum flavum
Rauvolfia serpentina
Papaver somniferum
Nicotiana tabacum
Coleus blumei

Precursor

/3-Methyldigitoxin
L-Tyrosine
Monophenols
Podophyllotoxin (PT)
Hydroquinone
Codeinone
Nicotine
Dihydroxyphenyl lactate

Product

^-Methyldigitoxin
L-DOPA
Catechols
PT-yS-glucoside
Arbutin
Codeine
Nornicotine
Rosmarinic acid

System

IC
IC
EP
CS
CS
IC
CS
EP

Ref.

75
76
77
70
78
68
79
80



Immobilization may have advantageous physiological
effects with respect to the production of secondary metabo-
lites. The cells become resistant to shear damage in
bioreactors by immobilization, the immobilized cells can
be used over a prolonged period, high concentrations of
biomass are possible, principally giving high bioconver-
sions of substrate, and the method facilitates recovery of
the cell mass and products. Product release may occur,
which simplifies product isolation, and reuse of biocata-
lysts is possible (97,98). De novo synthesis by immobilized
cells, meaning the formation of secondary metabolites by
the cells when no precursor is added and only medium
components are consumed, sometimes occurs.

Any immobilization method selected for plant cells
should be harmless to the cells, easy to carry out under
aseptic conditions, capable of operating for long periods,
and particularly for large-scale applications, low in cost
(99). General methods for immobilization of plant cells
are entrapment in polymeric matrices and immobilization
in insoluble supports like nylon mesh, polyurethane
foam, hollow fibers, and cross-linking onto glutaraldehyde
preactivated particles (100,101). Gel entrapment is the
most popular method, since it is a simple and reproducible
technique, which can be performed under cell-friendly
conditions. It has been observed that immobilized plant
cells may have higher production rates as compared with
the freely suspended cells under the same bioconversion
conditions (102).

Entrapment of cells may result in a kind of microen-
vironment, resembling that of the organized tissue in
the intact plant. In addition, many polymers used in
immobilization procedures contain charged groups that
may lead to the concentration of certain ions within the
microenvironment of the cells and create favorable nutri-
tional gradients. Another explanation may be found in the
growth phase of plant cells. Most freely suspended cells
form their secondary metabolites in the stationary phase
when their growth in terms of biomass stops. Entrapment
of plant cells is one of the means to create nongrowth condi-
tions under which the production of secondary metabolites
may be improved (103). Other authors stressed the impor-
tance of physical contact, which can establish intercellular
communication. This should enhance the biosynthetic
capacity of plant cells; large aggregates or callus cultures
might therefore have similar capacities to immobilized
cells (104).

Some examples of one-step bioconversions by immo-
bilized plant cells are shown in Table 4. For example,
alginate-entrapped cells of Digitalis lanata can hydrox-
ylate the cardiac glycoside B-methyldigitoxin into B-
methyldigitoxin at a rate of 9 mg/L/day for a long period
of60days(75).

As already mentioned, bioconversions by plant enzymes
can be of help in organic chemistry. A nice example is the
ortho-hydroxylation of several mono-, bi-, and tricyclic
monophenols, including a series of chemically prepared
aminotetralins, which are dopaminergic compounds,
into catechols by calcium alginate-entrapped cells of
M. pruriens (69,77).

Empirical attempts have been made to entrap cells in
order to enhance the biosynthetic capacity or to induce

product release, permeation of cells has been a popular
method (105,106). However, successful results were rather
scarce because of the toxic effects of many permeabilizing
agents on cells, where the viability and enzyme activities
are often negatively influenced.

It can be concluded that immobilized plant cells can
perform interesting bioconversions, even at relatively high
rates for long periods. The effect of immobilization on
cell behavior is not a general one: It is unpredictable
whether release will occur; the bioconversion capacity
is not generally improved in comparison with the
freely suspended cells (107) or the regiospecificity of
the bioconversion may even be changed (108). The
bioconversion capacity may be matrix dependent, as
has been shown for the immobilization of cells of
P. somniferum and M. pruriens (109,110).

Since limitations in the transport of substrates,
products, and/or other essential components are likely
to occur in immobilized cell systems, kinetic studies
are of importance (109,111). Determination of kinetic
parameters such as diffusional coefficients of substrate(s)
and product(s), apparent affinity constants, and apparent
maximal bioconversion rates can quantify the suboptimal
functioning of a system. Based on these parameters, the
bioconversion conditions can be optimized.

The employment of more or less purified, isolated
plant enzymes is an attractive approach if one wants
to produce an individual compound by bioconversion.
The bioconversion possibilities are extended, because
precursors that cannot enter living cells or are metabolized
by cells can be tested. When enzyme preparations are
chosen for bioconversion purposes, some criteria have
to be met. It is necessary that sufficient amounts of
enzyme can be isolated easily from cell cultures and that
their properties remain unchanged. The next step is the
characterization of the enzyme involved; on the basis of
knowledge of substrate specificity, temperature and pH
optimum, and the cofactors (enzymes) required in the
reaction, bioconversions can be carried out under optimal
conditions. Furthermore, prolonged stability of activity
during the bioconversion process as well as reusability are
preferable. Isolated enzymes can be applied in solution, in
an adsorbed or entrapped state (112,113).

The small number of isolated plant enzymes that have
been described in the literature usually catalyze one-step
reactions. Some examples are summarized in Table 4. The
enzyme strictosidine synthase can convert the precursors
tryptamine and secologanine into strictosidine, a key
biosynthetic precursor in the biosynthesis ofCatharanthus
alkaloids, which are antitumor compounds, at the very
high rate of 666 ^ikat/kg protein (114), where 1 nkat =
1 jimol/s of product formed. Using a phenoloxidase
isolated from cell cultures of M. pruriens, a new
pharmaceutical, the dopaminergic agent 7,8-dihydroxy
N-di-72-propyl 2-aminotetralin, could be produced by
regiospecific hydroxylation of its synthetically prepared
7-hydroxy precursor at a rate of 95 jikat/kg protein
(77). This is a good example of how a plant enzyme
can play a role in pharmaceutical chemistry. A crude
enzyme preparation obtained from a Catharanthus
roseus cell culture could bioconvert a complex synthetic



substrate, a dibenzylbutanolide (115). By peroxidase-
catalyzed cyclization a podophyllotoxin analogue was
produced. This type of ring closure is very difficult
to perform chemically in a stereospecifically controlled
way, and therefore this bioconversion may be of help
for the pharmacochemist in synthesis of novel, cytotoxic
lignans. Recently, an UDP-glucosyltransferase fraction
isolated from cultured cells of Eucalyptus perriniana was
applied in an enzyme membrane reactor equipped with
an ultrafiltration membrane (116). The enzyme catalyzed
the regioselective glucosylation of salicyl alcohol to salicin,
various polyphenols, and flavonoids.

As is demonstrated for these in vitro bioconversions,
although small in number, enzyme preparations can serve
as biocatalytic systems in order to produce valuable
compounds of high purity. The applicability depends
on the balance between the activity losses introduced
by the enzyme isolation (the O-glucosyltransferases are
problematic due to instability), the purification procedure,
and the higher product yield obtained by the resulting
preparation compared with the (entrapped) cell system.

From these examples, it can be concluded that, except
for the bioconversion carried out by the phenoloxidase, syn-
thetic substrates may have low affinity for plant enzymes,
and low product yields are to be expected. At present, plant
enzymes cannot play a prominent role as useful biocata-
lysts in pharmacy and organic chemistry. From a phar-
maceutical point of view, it is still worthwhile considering
and further exploring the use of enzyme preparations as a
means of making modified synthetic (novel) compounds to
be screened for pharmacological activities, since often only
small amounts of compound are needed for preliminary
testing. To have a real chance of synthesizing a number
of compounds, enzymes need to have a broad specificity;
these can be found in the large group of hydroxylating
enzymes, but the very interesting glycosyltransferases can
be regarded as rather specific but difficult to isolate.

GENETIC APPROACHES

In none of the strategies discussed so far, to improve
product yields are the effects on the molecular level in the
cell understood. During the past decade genetic strategies
have been increasingly applied to achieve a controlled
accumulation of secondary metabolites in plant cell
cultures. For most secondary products the biosynthesis is
rather complex, and the product yields are low. This can be
caused by rate-limiting enzymatic steps in a biosynthetic
pathway, precursor limitation, or a combination of both.
Precursor limitations can be traced by bioconversion
experiments; feeding of a limited precursor should give
a higher secondary product yield. For example, by adding
the terpenoid indole alkaloid precursor loganin to a low
accumulating cell line of Tabernaemontana divaricata,
a 100-fold increase in alkaloid levels was measured,
but no enhanced enzyme activities were detected (117).
Rate-limiting enzymatic steps and/or side branches are
present in most biosynthetic pathways, and for their
identification a pathway has to be investigated step by
step. Theoretically, when a biosynthetic pathway has been

completely elucidated, secondary product accumulation
can be increased by overexpression of genes encoding
the limiting enzymes and/or by blocking undesired side
branches. Another possibility is to use the plant enzymes
for bioconversion purposes. The transfer of genes encoding
interesting plant enzymes into suitable host cells like
yeast or bacteria may yield biocatalysts of superior
quality for the production of secondary products or related
compounds. In the following examples the problems and
possibilities of genetic strategies will be illustrated by
recent investigations.

The enzymes involved in the complex biosynthesis of
the Rauvolfia alkaloids, especially the antiarrhythmic
ajmaline, have been extensively investigated (15). The
enzymology of the biosynthesis was studied by precursor
feeding to cell suspensions of R. serpentina. At least
eleven enzymes with a high substrate specificity are
involved. In addition to the main metabolic pathway
leading to ajmaline, several side products and enzymes
of side branches were detected, and further research is
still in progress. The final goal is to block a major side
branch that leads to the formation of raucaffricine to
increase the ajmaline synthesis. This is basically possible
by application of the antisense technique. An undesired
side branch of a biosynthetic pathway may be blocked by
introducing antisense genes in plant cells that switch off
genes encoding the first enzymatic step of that branch.
A nice example is the antisense repression of chalcone
synthase, the key enzyme of flavonoid biosynthesis (118).

There have been many investigations on the improve-
ment of paclitaxel (Taxol) production by plant cell cultures.
Paclitaxel is a anticancer agent occurring in Taxus species
and has recently been introduced in chemotherapy. The
early enzymes in the paclitaxel biosynthesis have been
identified (119-121). The initial conversion of geranylger-
anyldiphosphate, the common precursor of diterpenoids,
into 2-taxa-4(5), 11 (12)-diene, is catalyzed by taxadiene
synthase. This diene product is hydroxylated to taxa-
4(20), 11 (12)-diene-5a-ol by taxadiene-5-hydroxylase, a
cytochrome P450-dependent enzyme. It is supposed that
further oxygenation steps are also catalyzed by enzymes
belonging to this class. Because the two initial steps are
rather slow, the genetic strategy is to engineer cells that
overproduce these two enzymes.

Elicitation as a method to increase secondary product
accumulation has already been discussed. When plant cells
indeed respond to an elicitor by increased biosynthetic
enzyme activities, it is possible to determine the key
enzymes or rate-limiting steps. After fungal elicitation
of cell cultures of Ruta graveolens it was shown that
chorismate mutase is not a key enzyme in the induction
of furanocoumarin synthesis, but anthranilate synthase
does play a key role in the regulation of acridone epoxide
production (122).

Unfortunately, the genetic strategy of overexpression of
genes encoding key enzymes will not automatically result
in an increased secondary product formation. This can be
illustrated by the enzyme tryptophan decarboxylase, a key
enzyme in the biosynthesis of terpenoid indole alkaloids in
C. roseus, which converts tryptophan into tryptamine. The
enzyme is present at low levels in plant cell cultures and



may thus be a rate-limiting step. By transformation and
overexpression the tryptophan decarboxylase levels were
increased together with an increase in tryptamine, but the
alkaloid accumulation remained unchanged. Therefore,
this enzyme should be considered as rate controlling
for tryptamine formation but not for the final secondary
products.

Plant cells often synthesize low quantities of the desired
enzyme, resulting in low bioconversion rates. A solution
to this problem may be found in heterologous expression.
This implies the transfer of plant genes, which encode the
enzymes into a bacterial or fungal cells (yeasts) and, more
recently, in insect cells. The idea is to bring the gene to
overexpression in a rapidly growing host cell resulting in
a high production of the desired enzyme. The expression
of genes encoding plant enzymes in a nonplant host cell is
called heterologous expression: A gene is transferred from
one cell species, a plant cell, to another cell species, the
host cell. Recombinant DNA technology is applied for this
purpose.

A number of genes encoding enzymes with a key
regulatory role in biosynthetic pathways have now been
individually cloned and characterized. These include
genes encoding phenylalanine ammonia lyase (123,124),
strictosidine synthase (125,126), berberine bridge enzyme
(126,127), the hyoscyamine 6j8-hydroxylase enzyme (52),
and two tyrosine/DOPA decarboxylases (128).

In recombinant DNA technology vectors are used for
the transfer of genetic material, and a vector or plasmid
consists of circular bacterial DNA. Nowadays, different
kinds of vectors are commercially available. The gene
to be cloned is inserted into a chosen vector by the
action of ligating enzymes, together with a marker gene
(inducing resistance for a certain antibiotic) and promotors
(a promotor is a DNA fragment responsible for the
transcription of the gene, the result is expression; the
gene switches on). This construct is introduced into the
host cell, often a bacterium, under special conditions.
In this way the vector uptake by the bacterium can be
controlled; bacteria containing the vector will grow on
medium supplemented with the antibiotic for which they
now have acquired resistance. The DNA has to be stable
inherited, and preferably many copies of the vector should
be made in the host bacterium. The bacterium Escherichia

coli is most frequently used, and several strains of
this bacterium species for this purpose are available.
E. coli grows rapidly, is easily cultivated, and makes
many copies of an introduced vector. Each copy contains
the expressed plant gene and will produce the desired
enzyme. As a consequence the enzyme will be produced
in high amounts and is often released into the medium.
Unfortunately, in a number of cases inactive enzyme will
be produced, because this bacterium is not always able to
glycosylate foreign proteins (in many cases glycosylation
of protein is a prerequisite for activity). Sometimes, when
overproduction of enzyme (protein) occurs, inclusion bodies
are formed and the enzyme will also be inactive due to
incorrect folding.

Yeasts are inexpensive microorganisms that are easy
to cultivate at high densities on a large scale. Mostly Sac-
charomyces cerevisiae is used. For the expression of plant
genes in yeasts different vectors have to be used. In con-
trast to bacteria, yeasts are able to glycosylate enzymes
and can excrete the enzyme in the active form. For the
expression in insect cells the gene to be cloned is inserted
into in a special vector followed by recombination with
viral DNA, in this case a baculovirus. The insect cell cul-
ture is infected with this recombinant virus, and this will
lead to a rapid intracellular multiplication of the virus. The
plant gene is strongly expressed, because the baculovirus
has a powerful promotor; high amounts of enzyme will be
produced. Cells of Spodoptera frugiperda (fall army worm)
have proven to be extremely suitable for this goal. Dis-
advantages are the sensitivity of the cells to temperature
changes, osmotic stress, and unwanted infections.

A number of plant enzymes produced by heterolo-
gous expression are listed in Table 5 (129,130). Two
tyrosine/DOPA decarboxylases from Papaver somniferum
were produced by genetically engineered E. coli cells
(128). These enzymes act in the early stage of the ben-
zylisochinolin alkaloid biosynthesis (morphine-like alka-
loids). The enzymes were isolated from the medium, and
both had decarboxylating activity, particularly towards
L-DOPA. Strictosidine synthase stereospecifically conden-
sates tryptamine and secologanine into strictosidine, the
central intermediate of the indole alkaloid biosynthesis.
Berberine bridge enzyme is able to form a methylene
bridge in (S)-reticuline, an intermediate in the same

Table 5. Selected Examples of Heterologously Expressed Plant Enzymes; Details are Discussed in the
Text

Plant species

Rauvolfia serpentina

Eschscholzia californica

Papaver somniferum
Populus trichocarpa x deltoides
Rhodosporidium toruloides

Hyoscyamus niger
Catharanthus roseus

Forsythia intermedia

Enzyme

Strictosidine synthase

Berberine bridge enzyme

Tyrosine/DOPA decarboxylases
Phenylalanine ammonia lyase
Phenylalanine ammonia lyase

Hyoscyamine 6yS-hydroxylase
Cinnamate 4-hydroxylase

Pinoresinol reductase

Host cell

E. coli
S. frugiperda
S. frugiperda
S. cerevisiae
E. coli
S. frugiperda
S. cerevisiae
E. coli
E. coli
E. coli

E. coli

Remarks

Enzyme production
Highly active enzyme
Highly active enzyme
Active enzyme
Active enzymes
Active enzyme
Enzyme production
Enzyme production
Active enzyme
Active enzyme, fusion

with reductase
Active enzyme

Ref.

125
126
126
127
128
124
123
123
52

129

130



biosynthesis route. Genes encoding strictosidine syn-
thase from Rauvolfia serpentina and berberine bridge
enzyme from Eschscholzia californica were expressed
in S. frugiperda insect cells (126). Both enzymes were
excreted into the medium, and 4 mg per liter of each
highly active enzyme could be isolated. In an earlier
stage, cDNA encoding strictosidine synthase was success-
fully expressed in E. coli (125). The production of this
enzyme was proven by immunodetection (using antibod-
ies). The berberine bridge enzyme was also produced
in S. cerevisiae (127); the enzyme was released into the
medium in an active form. Phenylalanine ammonia lyase
(PAL) is a key enzyme in the phenylpropanoid route, lead-
ing to the formation of cytostatic lignans, flavonoids, and
coumarins. The enzyme deaminates phenylalanine into
cinnamic acid. The PAL gene from Populus trichocarpa x
deltoides was expressed in S. frugiperda insect cells (124)
and the PAL gene from Rhodosporidium toruloides in
S. cerevisiae and E. coli (123). The insect cells produced
active PAL. Hyoscyamine 6/*-hydroxylase is a key enzyme
in the biosynthesis of scopolamine. Hashimoto et al. suc-
ceeded in the successful cloning of the gene encoding
this enzyme from Hyoscyamus niger in E. coli (52). The
enzyme could not be isolated without significant activity
losses. Precursor feeding to the transgenic bacterium cul-
ture showed hydroxylating as well as epoxylating activities
to be present. The culture was able to convert hyoscyamine
into scopolamine at a moderate bioconversion rate of
5.5 mg/L/day.

The heterologous expression of plant genes has made
considerable progress during recent years. A number of
plant genes was successfully cloned in the bacterium
E. coli, in the yeast S. cerevisiae, and in cells of the insect
S. frugiperda. Recombinant DNA technology has not yet
reached the stage at which large numbers of foreign genes
can be transferred to and coordinately expressed in any
host cell (or organism, e.g., a plant). This means that
the problems regarding the expression of more complex
pathways under in vitro circumstances are not likely
to be solved in the near future. On the other hand, it
should be emphasized that our general knowledge of plant
biosynthetic pathways and its regulation is still poor. Only
a few secondary product pathways have received in-depth
attention during the past decade, for example, the tropane
alkaloid route (scopolamine), the indole alkaloid route
(strictosidine, vinblastine, vincristine), and the paclitaxel
route. It can be concluded that the commercial application
of genetically engineered cells for one-step bioconversions
is not possible as yet, nor is the formation of plant cells with
a stable, increased secondary product accumulation based
on the overexpression of parts of a biosynthetic route.

CONCLUSIONS

The use of plant cell cultures for the accumulation
of secondary products has made considerable progress
for the past decades. To optimize the biosynthesis of
secondary products several approaches have been used.
Manipulation of culture conditions including elicitation,
cell selection, induction of differentiation, and precursor

feeding have led to improvement of secondary product
accumulation in a number of cases, but in an unpredictable
way and mostly species dependent. Despite the increased
use of genetic tools, a controlled accumulation of secondary
products has not been achieved. Briefly, the productivity
of plant cell cultures is the main problem. Generally
the productivity of plant cell cultures lie in the range
of 10-100 mg/L/day (29). For this reason only a very
limited number of secondary products can now be produced
commercially by plant cells on a larger scale in bioreactors.
These include shikonin from Lithospermum erythrorhizon,
berberine from Coptis japonica, and ginsenosides from
Panax ginseng.

At present, a number of interesting secondary products
are receiving much attention with respect to their commer-
cialization. These compounds are of structural complexity
and so are their biosynthetic pathways; the chemical struc-
tures of the cytostatics paclitaxel and camptothecine are
shown in Figure 2. The productivity of the plant cell cul-
tures involved could be improved significantly by using one
or a combination of the discussed approaches. The produc-
tion of paclitaxel by cell cultures of Taxus species, for
example, has been increased to 153 mg/L by using a wide
variety of enhancement strategies, and the procedure has
been patented (131). The production of the cytotoxic lig-
nans podophyllotoxin and 5-methoxypodophyllotoxin was
greatly improved by precursor feeding. By bioconversion
of the late biosynthetic precursor deoxypodophyllotoxin
cell cultures of Podophyllum hexandrum and Linum
flavum produced 192 mg/L podophyllotoxin and 249 mg/L
5-methoxypodophyllotoxin, respectively (61). By using dif-
ferentiated hairy root cultures of Duboisia leichthardtii,
a relatively high scopolamine production of 80 mg/L was
reached (132).

Large-scale cultivation of plant cells, especially of cell
suspension cultures, does not give rise to large difficulties
anymore. Process modeling has been successfully used as
a tool for the design, analysis, and optimization of plant
cell suspension cultures (133). The operating strategies,
such as batch or two-stage systems, depend on the
kinetics of secondary product synthesis. The induction
of product release, of advantage for product isolation, and
the use of two-phase systems may facilitate continuous
processing (134).

The main problem to be solved remains the productivity
of plant cell cultures. A solution may be found in the
development of genetically stable, high-producing cell lines
(135) in combination with optimal culture conditions. This
goal can only be achieved when biosynthetic pathways of
important secondary products are extensively analyzed
with the aim to identify rate-limiting steps and key
enzymes. By genetic engineering plant cells with a stable,
increased secondary product accumulation can then be
obtained.

In the first decennium of the twenty-first century it
should become possible to reach the goal of genetically
engineered synthesis of secondary products. As soon as the
production of large quantities of a secondary product by
genetically engineered plant cells, for example, paclitaxel
is achieved, one can speak of a breakthrough in plant (cell)
biotechnology.
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INTRODUCTION

In microbial systems screening and selection have been
used successfully to increase the yields of antibiotics
considerably, and these combined with mutation have
seen penicillin yields increase over a thousand fold in
30 years. The development of screening and selection
techniques in plant cell cultures has been carried out not
only in order to increase yields of secondary metabolites,
but also to select for resistance to pests and herbicides,
tolerances to drought, salt, and cold, and as part of the
genetic manipulation of plants involving the selection of
transformed cells.

Screening and selection are not the same techniques.
Screening is the analysis of a large number of cells, shoots,
or plants in order to find the best cell line in a large
population. Selection, as the name implies, involves some
form of selection by the manipulation of conditions so that
a negative or positive effect is applied to a population, thus
selecting those with the desired properties.

In the case of microorganisms some form of mutation
is often carried out before either screening or selection
in order to increase the number of mutations, as the
natural mutation rate can be very low. Mutation has
been used in plant cell and tissue cultures, but in most
cases the variation induced by the process of culturing
is sufficient to give a high percentage of variants. The
variation is known as somaclonal variation and can be
as high as 20% compared with the natural mutation rate
of 1 x 106. The disadvantage of somaclonal variation is
that it can be unpredictable. The more dedifferentiated
the plant culture has become, the higher the potential
somaclonal variation, so that the highest levels are found
with protoplasts, followed by cell suspensions, callus,
organogenic cultures, and variation is at a minimum in
meristem cultures. The high degree of variation should
be avoided in micropropagation, whereas in screening
and selection it is welcome. Another restriction with
screening and selection using plant cultures is that this
can only be carried out with traits that are expressed in
the dedifferentiated cells, rather than just in the whole
plant. Many traits are only expressed in the differentiated
plant so that many changes like morphological variations
cannot be selected in tissue culture. In addition, some of
the traits selected or screened in the undifferentiated
state may not be expressed in the whole plant, and
some selected traits may be the result of the isolation
of altered physiological states rather than permanent
heritable changes.

SCREENING

Screening involves the analysis of a large population of
cells or isolates. In order to be able to find cultures
with the desired characteristic sucli as high yields of
secondary products, a number of conditions need to be
satisfied. The main condition is for sufficient variation in
the population to find the desired cells. Mutation can be
applied but, as has been explained, somaclonal variation is
often sufficient without the need for mutation. Somaclonal
variation can be affected by a number of factors but
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INTRODUCTION

In microbial systems screening and selection have been
used successfully to increase the yields of antibiotics
considerably, and these combined with mutation have
seen penicillin yields increase over a thousand fold in
30 years. The development of screening and selection
techniques in plant cell cultures has been carried out not
only in order to increase yields of secondary metabolites,
but also to select for resistance to pests and herbicides,
tolerances to drought, salt, and cold, and as part of the
genetic manipulation of plants involving the selection of
transformed cells.

Screening and selection are not the same techniques.
Screening is the analysis of a large number of cells, shoots,
or plants in order to find the best cell line in a large
population. Selection, as the name implies, involves some
form of selection by the manipulation of conditions so that
a negative or positive effect is applied to a population, thus
selecting those with the desired properties.

In the case of microorganisms some form of mutation
is often carried out before either screening or selection
in order to increase the number of mutations, as the
natural mutation rate can be very low. Mutation has
been used in plant cell and tissue cultures, but in most
cases the variation induced by the process of culturing
is sufficient to give a high percentage of variants. The
variation is known as somaclonal variation and can be
as high as 20% compared with the natural mutation rate
of 1 x 106. The disadvantage of somaclonal variation is
that it can be unpredictable. The more dedifferentiated
the plant culture has become, the higher the potential
somaclonal variation, so that the highest levels are found
with protoplasts, followed by cell suspensions, callus,
organogenic cultures, and variation is at a minimum in
meristem cultures. The high degree of variation should
be avoided in micropropagation, whereas in screening
and selection it is welcome. Another restriction with
screening and selection using plant cultures is that this
can only be carried out with traits that are expressed in
the dedifferentiated cells, rather than just in the whole
plant. Many traits are only expressed in the differentiated
plant so that many changes like morphological variations
cannot be selected in tissue culture. In addition, some of
the traits selected or screened in the undifferentiated
state may not be expressed in the whole plant, and
some selected traits may be the result of the isolation
of altered physiological states rather than permanent
heritable changes.

SCREENING

Screening involves the analysis of a large population of
cells or isolates. In order to be able to find cultures
with the desired characteristic sucli as high yields of
secondary products, a number of conditions need to be
satisfied. The main condition is for sufficient variation in
the population to find the desired cells. Mutation can be
applied but, as has been explained, somaclonal variation is
often sufficient without the need for mutation. Somaclonal
variation can be affected by a number of factors but
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is highest in the most undifferentiated cultures such a
protoplasts (1). It has been suggested that not only plant
cultures but whole plants could be screened for high yield
and the highest yielding plants used as a source of explants
for the development of cell cultures (2). Subsequently
the resulting cultures could also be screened. Figure 1
shows an outline of how such a process has been carried
out to find cultures of Catharanthus roseus producing
high yields of ajmalicine. The final cultures yielded both
unstable and stable high yielding lines of C. roseus (3).
The unstable high-yielding lines may have been due to
epigenetic somaclonal variations. This approach can be
extended to screening not only the plants but screening
cell lines derived from:

• Different parts of one plant
• Different plants
• Different cultivars
• Different plant species

However, it must be appreciated that the source of the
explant has only a limited effect on the yield of secondary
products in many cases.

The screening with plant cultures can be on two levels,
at the level of the individual cell as in most microbial
systems or at the colony (callus) or aggregate level.
The screening of individual cells would avoid screening
mixtures of cells, and as plant cells are regarded as
totipotent, whole plants can be regenerated from single
cells. However, individual plant cells do not grow well in
isolation, as they require the presence of a critical number
of other cells for growth. In some cases the medium that
plant cells have been growing in, known as conditioned
medium, can replace the presence of a mass of cell enabling
individual cells to grow. The exact nature of conditioned
medium is unclear. In plant cell suspensions individual
cells do not occur often, as plant cell suspensions are
normally made up of aggregates of various sizes that
can contain up to 1,000 cells. Therefore, if single cells
are required for screening, the cell aggregates have to be
disrupted and single cells isolated. Physical methods have
been used to disrupt the cell aggregates. Disruption of the
cell aggregates by blending and the use of a micropipette
to collect individual cells have been used to isolate single
cells. A growth system pulsed with air has been used to
disrupt aggregates of a culture of GIycine max (4). One of
the most common methods of single-cell or small-aggregate
isolation is to use filters of various sizes to separate single
cells from aggregates after disruption. Filters of 75 um
in mesh size have been used to separate individual cells
from a mixture of aggregates and cells. Plant cells can
be from 20 to 100 urn in length and 10-30 jum in width
and are often irregular in shape, ranging from spherical
to rodlike. Therefore, it can be difficult to filter in the
preparation of individual cells. There has been one report
of the use of immobilized plant cells for the production of
single cells where a culture of C. roseus was immobilized
in alginate beads and encouraged to grow. Eventually the
beads became full of cells and single cells began to be
released from the surface of the bead. The single cells
remained viable, as the mass of immobilized cells had
conditioned the medium.

Chemical methods have been used to produce single
cells such as the addition of colichine to soybean
culture (5), but perhaps the best method for the production
of single cells is the formation of protoplasts. Protoplasts
can be produced from plant material such as leaf tissue
or tissue cultures such as callus and cell suspensions by
the application of cell-wall-degrading enzymes. Provided
the correct osmotic pressure is maintained in the medium,
the protoplasts will survive and can be manipulated so
that they regenerate their cell walls and divide to form
minicalluses. The calluses formed can be regenerated into
plants. However, not all plants or plant material will
protoplast easily, and the growth and regeneration from
protoplasts is far from easy.

Alkaloid(MG/L)
Figure 1. An outline of a process for the selection of
high-ajmalicine-yielding culture of Catharanthus roseus starting
from whole plants. Source: Adapted from Ref. 2.
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Screening aggregates or callus material is considerably
easier than single cells, but the aggregate may contain
a mixture of cells. Regeneration from such a mixture is
problematic, as the cells that grow may not be those that
should have been selected. Mixed populations may require
more than one cycle of screening.

ANALYSIS

The screening of cells or colonies for increased secondary
product accumulation requires some form of analysis
to detect the compound or measure the levels of the
compound of interest. The methods used for analysis
need to be rapid and cheap if large numbers of isolates
are to screened. The methods also need to be accurate
and sensitive, as they may be required to detect the
compounds at very low levels if individual cells are to
be analyzed. Ideally the method should be nondestructive,
so that when analyzing single cells the isolates are not
lost. The methods of analysis can be divided into two
types, direct and indirect.

Direct

The simplest direct method of analysis is visual exami-
nation for colored secondary products such anthrocyanins
(Fig. 2). The simplicity of the method is probably the rea-
son that, of those plant cell culture selected for high yields,
colored products dominate. Products that fluoresce can be
detected by the use of microscopes with the ability to
follow fluorescence. In one case a secondary product, ros-
marinic acid, was detected in cultures ofAnchusa offinalis
by using microspectrophotometry (6). The selection of cells
that contain secondary product that exhibits fluorescence
can also be followed by flow cytometry (7) and in some
cases the method used to separate high-yielding lines (8).
Some examples of direct screening using visual methods
are shown in Table 1 (9-14).

Indirect

Indirect methods can be simple, such as a small extraction
or squash technique that can be linked to a chemical
reaction such as color change. Tobacco calluses were
screened for nicotine content by squeezing a portion of
the callus onto filter paper and spraying the paper with
Dragendorffs reagent, which will stain for nicotine (15).
Other indirect techniques are more elaborate and include

Figure 2. The selection of pigmented callus. Source: Ref. 10.

radioimmune assay (RIA) (2,16), which has been used
for indole alkaloids, enzyme-linked immunosorbent assay
(ELISA) (17,18), HPLC (19), and flow cytometry (13). The
biological activity of the extracted compounds can also be
tested if sufficiently active (20), and an example is shown
in Figure 3, where berberine accumulation was detected
by it activity on Bacillus cereus.

In general the indirect methods can only be used
for colony screening, as they are destructive, but direct
methods can be used for both types of culture. Examples
of screening for high-producing lines are shown in
Table 2.

METHODS OF CULTURING SINGLE CELLS

The ability to grow individual plant cells would allow
both screening and selection to be used at the cell level.
Some of the earliest techniques for the growth of single
cells involved the separation of the single cells form other
plant cells by a filter or membrane. Examples of this
technique are shown in Figure 4. The first was perhaps
the raft technique, where a callus was used to provide
the conditioning that individual plant cells require for
growth, and this was separated from the cells by filter

Table 1. Examples of Screening by Direct Methods

Compound

Anthocyanin

Shikonin

Ubiquinone

Berberine
jS-Carbolines
Serpentine

Plant and culture type

Daucus carota, cell aggregates
Euphorbia millii, callus
Lithospermum erythrorizon
cell aggregates and suspension
Nicotiana tabacum, cell aggregates

Coptis japonica, cell aggregates
Peganum harmala, cell aggregates
Catharanthus roseus, cell aggregates

Screen method

visible
visible
visible

visible
HPLC
visible
fluor.
fluor.

Ref.

9
10
11

12

13
14
3

Selection
followed
by division

These segments
used for
analysis

Division of
calluses

The Callus
with the most
pigment divided
and plated out

Culture of
callus fragments

Division

Original
callus



Figure 3. The isolation of cell line of Thalictrium producing high
levels of berberine by its biological activity. Source: Ref. 20.

paper and the whole thing incubated in a sealed Petri
dish to avoid drying out. This was improved by growing or
spreading a thick layer of cells on agar-solidified medium,
known as the feeder layer and using a membrane filter
to separate the single cells from this layer. A modification
of this technique was to mix the feeder cells with molten
agar and pour as a single layer. The single cells are
grown on a disk that is sufficiently rigid to be able
to be transferred from one Petri dish to another. The
disk is separated from the agar/cell mix by a membrane
filter. The feeder layer cells can come from the same
species of plant as the single cells, or in some cases
a different plant culture can be used. A liquid version
of the feeder layer technique can be used if the cell
and membrane are held above the liquid by a stainless
steel bridge. A supply of medium is provided by placing
the membrane on porous material such as polyurethane
foam.

Other methods of growing single cells are to provide
the cells with conditioned medium. Conditioned medium

Figure 4. Methods for the cultivation of single plant cells.

can be prepared by removing the cells after 1-2 weeks
of growth, replacing some of the depleted medium
components such as phosphate and nitrates and using
this either in solidified form or as liquid. Single cells
can be grown in microdroplets. Microdroplets rely on
the single cell's being able to condition such a small
volume. Microdroplets can be suspended on the bottom
of a microscope slide and the whole slide incubated in a
Petri dish to avoid drying out.

SELECTION

Selection is the application of some form of pressure, which
can be either positive where all the cells die other than
those with the desired characteristics or negative where
the required cells fail to grow. Most positive selections are
for resistance to a variety of agents as follows:

Table 2. The Increase in Secondary Product Produced by Screening

aPercentage of dry weight.
6 Repeated screening.

Product

Berberine

Anthocyanin

Nicotine

Ubiquinone

Shikonin

Serpentine

Plant species
and culture

Coptis japonica
plated clones
Euphorbia millii
callus
Nicotiana tabacum
plated clones
Nicotiana tabacum
plated clones
Lithospermum
erythrorhizon
callus
Catharanthus roseus
callus

Initial
yield %a

5

1

0.7

0.05

1.7

0.1

Screened
yield %a

8.26

7b

2.56

0.56

15*

0.5-1

Method
used

visual

visual

squash
and spray
visual
and HPLC
visual

fluor. and RIA

Agar + cells
Filter paper

Transfer disk

Liquid culture

Stainless steel
bridge

Membrane
Polyurethane
foam

Agar

Feeder
layer

Membrane
Filter paper

Callus

Bacterial
layer

Zone of inhibition

Berberine

Agar layer
in dish

Agar
block

Plant cell colony



• Environmental
Salt tolerance
Heavy metal tolerance
Cold tolerance
Drought tolerance

• Disease resistance
• Herbicide resistance
• Amino acid overproduction
• Antibiotic resistance

Examples of the types of cells selected and the techniques
involved can be found in a number of articles (21-26).

Positive selection for the overproduction of secondary
products is more difficult, but there are a few examples.

One example of positive selection was to supply pimelic
acid to cultures of Lavandula vera (27). Pimelic acid
is toxic so that the cell will die unless pimelic acid
is converted to another less toxic compound, and in
this case pimelic acid is a precursor of biotin. In this
way high-biotin-accumulating cultures were selected. In
a similar way resistance to 5-methyltryptophan (5-MT)
was used to select for C. roseus cells, which overproduce
tryptophan, thus diluting the toxic effects. Tryptophan
is a precursor of the indole alkaloids (28) so that cells
that overproduce tryptophan should produce more indole
alkaloids. Similarly resistance to 4-methyl tryptophan
was also used to increase indole alkaloid accumulation
in C. roseus. Resistance to para-fluorophenylalanine, an
analogue of 1-phenylalanine, was used to increase the
accumulation of phenols in Nicotiana tabacum (29). These
methods had only a limited success with a few lines. This is
probably a refection of the complex nature of the pathways
involved, where the lack of precursors is only one factor in
the control a secondary product accumulation.

MUTATION

The degree of genetic variability can be increased in pop-
ulations of plants by exposing suspension cells, callus, or
even plants before culturing to physical or chemical muta-
genesis. Ultraviolet light and x-rays have been used to
mutate cell suspensions (30). The chemical mutagens are
more predictable, and the most commonly used are ethyl
or methyl methanesulfonate (EMS and MMS), alkylating
agents, and base analogues such as 5-bromodeoxyuridine
(BudR) and 5-bromouracil (BU). The alkylating agents are
rc-methyl-N'-N-nitrosquanidine (MNNG), EMS, N-ethyl-
N-nitrosurea (ENU) and MMS. Some of the first mutations
to be isolated were auxotrophic cell lines (31), aminoacid
overproduction (32), and BudR resistance (33).
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INTRODUCTION

A unique feature of plant cells is their totipotency. Each
cell carries the genetic information that, theoretically,
enables that cell to develop into one or more intact,
fertile plants under the correct culture conditions. The
competence of cells to realize their totipotency is governed
by several factors, such as the plant genotype, the
ontogenetic state of the source tissues, and the culture
conditions. The latter include the chemical composition of
the culture medium and physical parameters, particularly
the photoperiod, quality, and intensity of illumination and
the temperature.

While the totipotency of plant cells was hypothesized
as long ago as the early 1900s by the plant physiologist
Gottlieb Haberlandt, approximately fifty years elapsed
before this was confirmed. Likewise, the totipotency of
isolated protoplasts was not demonstrated until the early
1970s, when plants were regenerated from leaf protoplasts
of tobacco (1). Currently, the isolation of protoplasts from
cells of many species is now routine, followed by their
culture to produce tissues from which intact fertile plants
can be regenerated.

WHAT ARE PLANT PROTOPLASTS?

Cells of primary plant tissues are surrounded by a
cellulosic wall enclosing the living contents. A pectin-rich
matrix, the middle lamella, joins the walls of adjacent cells.
The living contents of each cell are bounded by the plasma
membrane, and collectively, the plasma membrane and
the living contents constitute the protoplast. Normally,
the plasma membrane and the enveloping wall are
in intimate contact, since the plasma membrane is
involved in wall synthesis. However, under conditions
of osmotic stress, the plasma membrane may contract
away from the surrounding wall. Experimental removal
of the cellulosic walls enveloping recently plasmolyzed
protoplasts releases the latter as a population of single,
free-floating, osmotically fragile "naked" cells in which the
plasma membrane is the only barrier between the living
interior of the cell and the surrounding environment.
Large populations, often consisting of many millions of
isolated protoplasts, provide the starting material for plant
genetic manipulation techniques, particularly somatic
hybridization involving protoplast fusion, exploitation
of somaclonal (protoclonal variation), and aspects of
transformation. Protoplasts are also unique material for
physiological investigations and the isolation of organelles.

ISOLATION OF PLANT PROTOPLASTS

Mechanical and Enzymatic Isolation Procedures

Protoplasts can be isolated both mechanically and
enzymatically from source tissues, the latter procedure
being the most convenient and reliable method. The
mechanical isolation of plant protoplasts dates back to
the 1880s, when Klercker demonstrated that protoplasts
were released from the cut ends of plasmolyzed cells
following slicing of tissues in a hypertonic solution. The
demonstration that the walls of bacteria and fungi could
be degraded to release protoplasts and the realization that
protoplasts are released by natural enzyme digestion of
cell walls during fruit ripening, as in the case of tomato
fruit locule tissue, prompted concerted efforts during the
early 1960s to isolate protoplasts from root tips of tomato
seedlings using cellulase from the fungus Myrothecium
verrucaria (2). These experiments were followed by the
exploitation of commercially produced cellulases, hemi-
cellulases, and pectinases, once these became available,
to isolate protoplasts from a range of source tissues.
Pectinases digest the middle lamella, resulting in cell
separation, while cellulases and hemi-cellulases remove



the cellulosic wall components. Currently, a range of wall-
degrading enzymes can be purchased, many of which are
mixtures of several enzymes, although one component
generally predominates. Additionally, such enzymes used
for protoplast isolation often contain proteins and low-
molecular-weight impurities. The passage of enzymes
prior to use through Sephadex G-25 or G-75 resins
or Biogel P-6 columns reduces contaminants and often
improves enzyme activity with concomitant increase in
protoplast yield and viability.

Cell wall composition influences the enzyme mixture
required, particularly in relation to tissues of dicotyle-
dons and monocotyledons (3). Consequently, the enzyme
concentrations and the conditions for protoplast isolation
from any particular plant must be determined empiri-
cally. However, there is an extensive literature on this
subject, as many protocols have been reported for a range
of genera and species. Typical enzyme mixtures for the iso-
lation of protoplasts from leaves, petals, cell suspensions,
and seedling tissues have been summarized recently (4,5),
together with protocols for protoplast isolation from model
dicotyledons and monocotyledons.

The time of enzyme digestion, usually at 25-28 0C, may
be of short duration (usually up to 6 h) or, for convenience,
overnight (12—20 h). The time of incubation determines
the enzyme composition and combination. Removal of the
lower epidemis of leaves with fine forceps, or dissection
of leaves into thin strips coupled with vacuum infiltra-
tion of the enzyme solution, facilitate wall digestion and
maximize protoplast release. It is well established that
protoplasts undergo stress during tissue digestion, often
accompanied by ethylene synthesis and the production
of polyphenols, phytoalexins, and superoxide radicals.
Changes in plasma membrane lipids and proteins also-
occur; some of the proteins synthesized during protoplast
isolation may be similar to pathogenesis-related proteins.
Indeed, several of these responses mimic those displayed
by injured or pathogen-attacked cells (5). The precondi-
tioning of donor plants or explants by exposure to low light
intensity, dark or reduced photoperiods, or the preculture
on suitable media of donor explants, sometimes associated
with cold/dark pretreatments, may increase protoplast
yield and viability. Preplasmolysis of source tissue in a
suitable salts solution (6) containing the same osmoticum
as the enzyme mixture [e.g., 13% (w/v) mannitol] assists
in maintaining protoplast viability. This procedure also
seals plasmodesmata between adjacent cells and reduces
the enzyme uptake by endocytosis, which occurs when
cells are immersed directly in the enzyme mixture. Gen-
erally, sugar alcohols such as mannitol or sorbitol are
used as osmotica in the enzyme mixtures, rather than
carbohydrates such as sucrose and glucose, since the
latter are taken up and metabolized during enzyme incu-
bation, resulting in starch accumulation and protoplast
instability.

Enzymatically released protoplasts are normally con-
taminated by undigested cells and cellular debris. Pas-
sage of the enzyme-protoplast mixture through nylon
or metal sieves of suitable pore size removes the larger
contaminants. Subsequently, gentle centrifugation (e.g.,
100 x g; 10 min) through a solution containing the same

concentration of osmoticum as the enzyme mixture will
pellet the protoplasts, leaving the finer debris in suspen-
sion. A flotation step may be beneficial; gently mixing the
protoplasts with 21% (w/v) sucrose in a simple salts solu-
tion (6), or with a solution of Percoll or Ficoll, followed by
centrifugation, causes leaf mesophyll protoplasts to band
at the top of the sucrose solution from which they can be
removed with a Pasteur pipette. The presence of Ca2+ ions
in the washing solution is usually beneficial for plasma
membrane stability.

Source Material for Protoplast Isolation

The nature of the source tissues are important for the
routine and reliable isolation of viable protoplasts. Leaves
of glasshouse-grown plants may be a suitable source of
protoplasts, as in the case oiPassiflora (7), although plant
age is important and seasonal variation in light intensity,
temperature, and humidity may necessitate the growth
of plants in controlled-environment cabinets. Variation in
the physical and chemical parameters experienced by the
source material can be eliminated by the use of cultured
shoots and in vitro grown seedlings, although ethylene
accumulation in vitro may have a detrimental effect on
protoplast yield and viability (8). The advantage of in vitro
grown seedlings is that protoplasts can be isolated from
radicles, hypocotyls, and cotyledons within a few days of
seed germination. Protoplasts can be released from these
organs of both light- and dark-grown seedlings. The via-
bility and mitotic division frequency of protoplasts during
subsequent culture may be influenced by the source tis-
sue and plant variety. Interestingly, even root hairs will
release totipotent protoplasts (9). Protoplasts from root
tips are cytoplasmically dense; those from more differen-
tiated regions are generally vacuolate. Protoplasts with
a haploid genome can be isolated from pollen tetrads
and, with more difficulty, from mature pollen (10). Cell
suspensions are a useful source of large populations of
protoplasts, although embryogenic suspensions must be
employed, as in the case of cereals, if the released proto-
plasts are required to express their totipotency.

Isolated protoplasts should be assessed for their
viability and for the removal of their cell walls immediately
following isolation and prior to experimentation. A
spherical shape and the absence of birefringence generally
indicate complete cell wall digestion. Any wall material
that may remain can be visualized following staining
with Calcofluor White (11) or the fluorescent brightener,
Tinopal (12). Wall material stained with Tinopal fluoresces
yellow; that stained with Calcofluor White has a blue
fluorescence under UV illumination. Fluorescein diacetate
(FDA) is used to monitor protoplast viability. FDA
molecules pass across the protoplast plasma membrane.
Cleavage of the molecule by esterases within the cytoplasm
of living cells releases fluorescein, which is unable to pass
out through the plasma membrane and which fluoresces
yellow-green under UV illumination. The number of
protoplasts released is normally estimated by suspending
the protoplasts in a known volume of osmoticum,
removing an aliquot, and counting the protoplasts using a
haemocytometer.



CULTURE OF ISOLATED PLANT PROTOPLASTS

Nutritional Requirements of Protoplasts and Culture Media

Over the years, more effort has been invested in attempts
to develop protoplast-to-plant systems than in any
other protoplast-based technology. Isolated protoplasts
and cultured cells, especially cells in suspension, often
have similar nutrient requirements, except that during
the early stages of culture, protoplasts require osmotic
protection until they have regenerated a new primary wall
of sufficient strength to counteract the turgor pressure
exerted by the protoplast itself. Protoplasts normally
commence cell wall regeneration within minutes of being
introduced into culture. Gradual reduction of the osmotic
pressure, by dilution of the culture medium with medium
of similar composition, but with a reduced concentration of
osmotic stabilizer, is essential to sustain mitotic division
and daughter cell formation, leading to tissue production.
If the osmotic pressure is not reduced progressively,
protoplast-derived cells undergo secondary plasmolysis,
often with associated necrosis. Conversely, rapid reduction
of the osmotic pressure results in the extrusion of
cytoplasm through weak regions of the developing cell
wall, often accompanied by cell lysis.

An infinite range of media are available for culturing
isolated protoplasts. Such media are often based on the
well-tested MS (13) and B5 (14) formulations, with the
undefined but more nutrient-rich KM-type media (15)
being beneficial for culturing protoplasts at low densities.
Media are often modified from the original formulations to
suit the requirements of protoplasts from specific species.
Alteration of key media components may be essential, as in
the case of ammonium ions, which are detrimental to some
protoplasts, particularly those of woody species. Sucrose
is the most common carbon source, although glucose may
act as both a carbon source and osmotic stabilizer. Sugar
alcohols, particularly mannitol, are normally employed
as nonmetabolizable osmotica. Maltose as a carbon source
may be beneficial in stimulating shoot regeneration during
the latter stages of culture of protoplast-derived cells, as
in the case of cereals (16).

Most protoplasts require one or more auxins or
cytokinins as growth regulators in the culture medium,
to sustain mitotic division. Again, an extensive range of
growth regulators combinations and concentrations have
been reported in the literature. A possible exception
involves protoplasts isolated from crown gall tissues,
although even these may require growth regulators
at the begining of their culture period. The different
growth requirements of freshly isolated protoplasts and
protoplast-derived cells may necessitate changes in growth
regulators as culture proceeds.

Experimental Systems for Protoplast Culture

Several procedures have been reported for culturing
isolated protoplasts. Culture in thin layers of liquid
medium in suitable containers (e.g., Petri dishes) is a
simple technique, which is easily modified for culture of
protoplasts in droplets (each usually less than 150 JiL in
size) hanging from the lids of Petri dishes (hanging drop
culture). Culturing protoplasts in a shallow layer of liquid

over the same medium semisolidified with a gelling agent,
such as agar or agarose, may be beneficial in some cases.
The inclusion of a filter paper at the interface between
the liquid and semisolid phases may stimulate cell colony
formation from isolated protoplasts, as in Medicago (17).

It is noteworthy that even freshly isolated protoplasts
will withstand the rigors of embedding in semisolid
culture medium, the protoplasts being mixed with the
molten medium and plated at about 400C immediately
prior to gelling of the medium. A range of gelling
agents is available, with the more purified agaroses often
enhancing protoplast plating efficiencies (calculated as
the percentage of the protoplasts orginally plated that
develop into cell colonies), probably by affording support
and preventing loss from the surface of the plasma
membrane of newly synthesized wall components. The
medium containing the protoplasts may be dispensed as
layers or droplets (usually up to 250 [iL in size) in Petri
dishes. Cutting of the semisolid layers of medium into
sections and bathing the sections or droplets in liquid
medium of the same composition generally stimulates the
growth of embedded protoplasts. The osmotic pressure of
the semisolid phase containing the embedded protoplats
can be reduced by changing the bathing medium. Cell
colonies that develop from embedded protoplasts often
become free-floating in the medium as culture proceeds.

Alginate is a useful alternative to agar or agarose
as a gelling agent, particularly with protoplasts that
are heat sensitive, since the alginate is gelled into thin
layers by pouring the warm alginate-containing medium
in which the protoplasts are suspended over an agar
layer containing Ca2+ ions, or by gently dropping the
molten medium into a solution containing Ca2+ ions.
Subsequently, the release of protoplast-derived colonies
is readily effected by depolymerizing the alginate by
exposure to sodium citrate to remove the Ca2+ ions.
Studies with flax protoplasts have compared the influence
of agarose and calcium alginate matrices on protoplast
viability and mitotic activity (18).

Plating Density and the Use of Nurse Cells

The density at which protoplasts are plated in the medium
(the plating density) is crucial in sustaining mitotic divi-
sion and cell colony formation. Generally, the optimum
plating density is 5 x 102-1.0 x 106 ml"1. When the pro-
toplast density is too high, the protoplasts initially enter
division, but this soon ceases because of rapid depletion of
nutrients from the medium. Protoplasts also fail to grow if
they are plated below a minumum inoculum density. It is
know that dividing cells stimulate division of neighboring
cells, probably as a result of the release of growth factors,
particularly amirio acids into the surrounding medium.
Presumably, this is less effective below the minimum cell
density. Medium previously "conditioned" by the presence
of actively dividing cells in that medium for a limited
period of time has been used to stimulate the growth
of freshly isolated protoplasts. Similarly, "nurse" cells or
tissues are often employed to promote division in cul-
tured protoplasts. In this respect, it is not essential for
the nurse cells to be from the same species as the iso-
lated protoplasts. For example, the growth of protoplasts



isolated from embryogenic cell suspensions of Japonica
and Indica rice varieties was stimulated by fast-growing
nurse cells of the wild rice Oryza ridleyi and by cells of
Italian ryegrass (Lolium multiflorum), used either alone or
in combination (16). When using this procedure, the nurse
cells are harvested from suspension cultures and spread
in semisolidified medium in Petri dishes several hours
prior to protoplast isolation. Subsequently, the isolated
protoplasts can be cultured in a liquid layer, embedded
in semisolidified medium, or spread in a liquid layer on a
cellulose nitrate membrane overlaying the semisolid layer
of nurse cells (16).

INNOVATIVE APPROACHES TO PROTOPLAST CULTURE

In the development of any protoplast-to-plant system,
the prime objective is to maximize plant regeneration,
particularly when experiments are designed to generate
unique plants, as in the case of genetic manipulation
through somatic hybridization and transformation.

Significant advances have been made in protoplast
and cell culture technology during the past two decades,
particularly in terms of refining media and optimizing
the physical parameters for protoplasts of a range of
dicotyledons and monocotyledons. While the overall aim
has been to keep the medium composition simple with
respect to inorganic salts, vitamins, carbohydrates, and
growth regulators, complex nutrient media, sometimes
supplemented with coconut milk of undefined composition,
have been essential to stimulate protoplast division in
some plant species, particularly at low cell densities.
Although useful guidelines can be obtained from the
literature, a universal formulation does not exist with
respect to media composition and associated physical
parameters. However, several innovative approaches have
been evaluated recently, that address both chemical and
physical parameters, often in combination. Some of these
approaches have been developed earlier to maximize the
growth of animal cells in culture.

Chemical Supplements for Protoplast Culture Media:
Surfactants and Antibiotics

The nonionic surfactant Pluronic® F-68 (poloxamer
188), a long-chain block polymer (mol. wt. 8350) of
polyoxyethylene and polyoxypropylene, is often added
to cultured animal cells to reduce membrane damage
during culture under forced aeration. In plant protoplast
systems, Pluronic® F-68 increased the plating efficiency
of protoplasts of Solanum dulcamara when added to
the culture medium at 0.01, 0.1, and 1.0% (w/v), with
maximum protoplast plating efficiency at 0.1% (w/v).
The precise mode of action of surfactants, such as
Pluronic® F-68, is still not clear, although they may
increase the permeability of plasma membranes to growth
regulators from the culture medium (19). In the future,
a range of surfactants are worthy of assessment as
medium supplements, although the optimum growth
conditions at which they exert their physiological effect
may be influenced by their hydrophilic—lipophilic balance,
(HLB) numbers, which are indicators of their membrane-
permeabilizing properties.

Certain antibiotics also stimulate protoplast division.
For example, the cephalosporin antibiotic cefotaxime
stimulated mitotic division and cell colony formation from
protoplasts isolated from seedling leaves of the woody
plant, passionfruit (7), when added to the culture medium
at 250 jig ml"1. Cefotaxime may be metabolized to a growth
regulator-like compound(s) (20), although again the way
in which it exerts its effect on cultured plant cells is
unclear.

Manipulation of Respiratory Gases

An adequate and sustainable gaseous exchange is
essential to maximize protoplast development. Gasing
of culture vessels with oxygen soon after plating of the
protoplasts has been demonstrated to increase the plating
efficiency of protoplasts of jute and rice (21), the oxygen
concentration in the culture dishes gradually reverting
to the normal atmospheric concentration after the first
few days of growth. Similarly, perfluorocarbon (PFC)
liquids have been evaluated in higher plant protoplast
systems, following their use in animal cells (22). Such
inert, linear, cyclic, or polycyclic organic compounds are
capable of dissolving large volumes of respiratory gases.
For example, perfluorodecalin (Ci0Fi8; Flutec® PP6; BNFL
Fluorochemicals, Preston, UK) dissolves approximately
40% by volume of oxygen when gassed with 100%
oxygen at 10 mbar pressure for 15 min and more than
200 vol % of carbon dioxide. PFC liquids, typically being
about twice as dense as water, form a layer beneath
aqueous media, permitting the culture of protoplasts
at the interface between the lower PFC layer and the
overlying liquid medium. Oxygen-gassed perfluorodecalin
significantly stimulated mitotic division in protoplasts
of Petunia hybrida when used in this way. Several
other PFCs, such as perfluoro-octyl bromide (CgFi7Br;
perflubron), are also worthy of investigation in protoplast
culture systems. There is also evidence that surfactants
and PFCs act synergistically, with 0.1% (w/v) Pluronic®
F-68 supplementation of the culture medium overlying
oxygenated PFC, further increasing the plating efficiency
of P. hybrida suspension cell protoplasts (23).

Studies with animals and isolated perfused organs (24)
have stimulated experimentation involving supplementa-
tion of protoplast culture media with commercial bovine
haemoglobin solution (Erythrogen™; Biorelease Corpora-
tion, Salem, MA). In recent experiments, the mean initial
protoplast plating efficiency with 1:50 (v:v) Erythrogen™
was significantly greater than with controls lacking
haemoglobin (25). Again, Pluronic® F-68 at 0.01% (w/v)
exerted a synergistic effect when added to the culture
medium containing Erythrogen™.

Physical Procedures to Stimulate Protoplast Growth
in Culture

Physical parameters have been investigated to stimulate
protoplast development in culture. Mention has already
been made of the culture of protoplasts in microliter
volumes of liquid medium on the surface of cellulose
nitrate filters (0.2 jxm pore size) overlaying semisolidified
culture medium, often in conjunction with nurse cells



in the underlying semisolidified layer. Another simple
experimental system, which probably acts by increasing
aeration, involves the insertion of glass rods (each 6.0 mm
in diameter and 8.0 mm in length) into a layer of
agarose-solidified culture medium in Petri dishes. Isolated
protoplasts are plated in a layer of liquid medium over the
semisolid phase. This system stimulated mitotic division
and cell colony formation from leaf protoplasts of cassava
(Manihot esculenta), the protoplasts aggregating in the
menisci formed around the glass rods and at the sides of
the dishes (26).

The division of protoplasts in culture is stimulated
by electrical currents (27). For example, prolonged,
low-voltage currents induced division in protoplasts
of Trifolium (28) and stimulated the development of
protoplasts directly into somatic embryos in Medicago
species (29). However, it is high-voltage (about 1250 V),
short-duration (10-15 jisec) electrical pulses that have
had the most dramatic effect in stimulating division
of protoplasts of several genera, including those of
Prunus, Pyrus, Solarium and GIycine, to enter division
earlier than untreated protoplasts. High-voltage pulses
were correlated with increased DNA synthesis in the
protoplasts. Cell colony formation and shoot regeneration
were also promoted, with shoots from electropulsed
protoplasts of Prunus and Solanum developing more
vigorous and more extensive root systems than shoots
from tissues derived from untreated protoplasts. There
is evidence that these effects of electrostimulation of
protoplasts are long term, since they can be recognized
after many cell generations. Clearly, considerable scope
still exists for assessing the application of both chemical
and physical parameters to those protoplast systems that
are still recalcitrant in culture.

PROTOPLAST-TO-PLANT SYSTEMS

As already emphasized, the crucial stages occur during
early culture in the development of protoplast-to-plant
systems. Consequently, most attention has focused on
these stages of culture. As in the case of explant-derived
tissues, the induction of morphogenesis in protoplast-
derived tissues depends upon the balance of growth
regulators in the culture medium. Thus procedures
already established for plant regeneration, through shoot
regeneration and/or somatic embryogenesis, from explant-
derived tissues can usually be applied to protoplast-
derived tissues. In a limited number of genera, protoplasts
may develop directly into somatic embryos through polar
growth of the protoplast-derived cells, as in Medicago
species (30), Brassica juncea (31), and Citrus species (32).
Overall, the literature relating to plant regeneration
from protoplasts is now extensive; some of the most
significant publications relating to cereals, grasses,
vegetables, tuber and root crops, legumes, woody plants,
and ornamentals have been reviewed (5). Similarly, the
general progress in relation to plant regeneration from
protoplasts of woody species has been summarized (33,34).
Details of the procedures for culture and plant recovery
from protoplasts isolated from specific plants, including
asparagus, barley, coffee, cotton, grasses, onion, peanut,

peppermint, sunflower, ornamentals, and trees, have
also been collected into review volumes (35,36). While
considerable progress has been made in regenerating
plants from protoplast-derived tissues of a range of
genera and species, several still remain recalcitrant in
culture and protoplast-to-plant systems have yet to be
established. In this respect, application of some of the more
innovative culture approaches, including supplementation
of the shoot regeneration medium with surfactants, PFCs,
and electrostimulation, as already summarized for the
early stages of protoplast culture, may be beneficial in
maximizing plant regeneration from protoplast-derived
tissues.

EXPLOITATION OF PROTOPLAST-TO-PLANT SYSTEMS:
SOMATIC AND GAMETOSOMATIC HYBRIDIZATION

The ability to regenerate plants routinely from protoplast-
derived cells and tissues is fundamental to genetic
manipulation involving somatic hybridization and, to
a lesser extent, transformation. As reviewed in detail
elsewhere in this volume, the fusion of protoplasts
isolated from different plant genera, species, and varieties
presents few difficulties. Isolated protoplasts can be
fused chemically, electrically, or by a combination of
these procedures to generate heterokaryons from which
somatic hybrid cells, tissues, and eventually, hybrid
plants can be regenerated. The novelty of somatic
hybridization is that it circumvents complex pre- and
postzygotic sexual hybridization incompatibility barriers,
enabling the nuclear genomes of parental protoplasts to
be combined, initially in a mixed cytoplasm. The hybrid
cells that result may produce plants with balanced or
asymmetric nuclear genomes. Superimposed on the events
at the nuclear level are complex interactions involving
cytoplasmic organelles within the mixed cytoplasm. Such
interactions may result in chloroplast segregation, or
more rarely, the retention of a mixed plastid population.
Occasionally, recombination of chloroplast DNAs occurs.
Mitochondrial DNAs frequently undergo recombination
in hybrid cells. The elimination of a nuclear genome of
one protoplast parent may result in the production of
cytoplasmic hybrids (cybrids). Indeed, effort is often made
experimentally to generate asymmetric nuclear hybrids in
order to introgress specific traits from a donor plant into a
recipient genus or species, without dramatically affecting
major characteristics, such as stature and fertility, of
the recipient parent. Normally, this is achieved by
the "donor-recipient" procedure, involving irradiation of
donor protoplasts to fragment their nuclear DNA prior to
fusion (37). Similarly, the generation of cybrids to transfer
organelle-encoded traits, such as mitochondrially encoded
cytoplasmic male sterility (CMS) or chloroplast DNA-
encoded herbicide (e.g., atrazine) resistance, generally
necessitates elimination of the nuclear genome of the donor
by irradiation treatment of protoplasts prior to fusion.

Fusion is not restricted to diploid protoplasts; the
latter can be fused with protoplasts isolated from cells
of haploid plants, or with protoplasts isolated from
pollen at the tetrad or mature stages. Fusion of diploid
with haploid protoplasts generates fertile triploid plants



through gametosomatic hybridization (38). Collectively,
somatic and gametosomatic hybridization provide the
opportunities to create novel nuclear and cytoplasmic
combinations, increasing the genetic diversity available
to plant breeders. Thus, somatic hybridization must not
be utilized as a technique in isolation from conventional
sexual hybridization. The incorporation of somatic hybrid
plants into conventional breeding programs is generally
essential in order to restore characteristics typical, for
example, of one of the parents, especially if the latter
is a cultivated crop. An excellent example is provided
in the somatic hybridization of Lycopersicon esculentum
with the wild tomato L. peruvianum, the small green fruit
characteristic of the wild parent and of the somatic hybrid
attaining the color and size of the fruit of the cultivated
tomato by back cross-generation three (39).

TRANSFORMATION BY DNA UPTAKE INTO ISOLATED
PROTOPLASTS

The fluid mosaic nature of the plasma membrane permits
the nondestructive induction of transient pores in the
membrane through which macromolecules, such as DNA,
can be introduced by chemical and/or physical procedures.
Since the earlier literature relating to the transformation
of isolated protoplasts by DNA uptake has been collated
in extensive reviews (5,40), only the relevant features of
this process are summarized here.

Transformation of Protoplasts by Isolated DNA

Reports during the 1970s that cultured animal cells were
capable of taking up and expressing cloned genes or
isolated genomic DNA provided the impetus for assessing
the feasibility of adopting this approach for isolated
plant protoplasts. Such studies with protoplasts were
also stimulated by major advances in knowledge of
the molecular biology of crown gall disease of higher
plants, particularly the fact that tumorigenesis was
associated with transfer of part of the large tumor-
inducing (Ti) plasmid, the T-DNA, from the Gram-negative
soil bacterium Agrobacterium tumefaciens into the plant
genome. Thus, by isolating Ti plasmid, it was feasible to
mimic the DNA transformation experiments performed
with animal cells. Interaction of supercoiled Ti plasmid
from an octopine strain of A. tumefaciens with protoplasts
from cell suspensions of Petunia hybrida in the presence of
the membrane-active compound poly-L-ornithine resulted
in protoplast-derived colonies that expressed crown gall
characteristics, particularly the ability to grow on medium
lacking growth regulators and the synthesis of octopine,
both traits being encoded by bacterial genes on the T-DNA
of the Ti plasmid. Other studies confirmed polyethylene
glycol (PEG)-induced transformation of tobacco leaf
protoplasts, with the regeneration of fertile, transgenic
plants. An interesting and significant observation in
such studies was that the T-DNA border sequences,
normally involved in the integration of T-DNA into
the plant genome during cell transformation by intact
Agrobacteria (41), were not recognized during DNA uptake
and integration into isolated protoplasts. The T-DNA was
often truncated and fragmented following its introduction

into the genome of recipient protoplasts. However, such
experiments provided "proof of concept" that isolated DNA
could transform freshly isolated protoplasts.

The most significant advance in protoplast transforma-
tion technology followed the demonstration that T-DNA
borders were not essential for DNA integration into the
plant genome. Moreover, the ready availability of chi-
maeric genes on small cloning vectors, which could be
amplified in Escherichia coli, giving milligram quantities
of isolated plasmid, circumvented problems associated
with attempts to isolate the single copy Ti plasmid in
similar amounts from Agrobacterium. Consequently, the
natural progression in this technology was to clone genes
on small plasmids in E. coli, to isolate the plasmids, and to
use this DNA in protoplast transformation experiments.
Both supercoiled (intact) plasmids and those linearized
by restriction enzyme digestion were employed in such
experiments.

Induction of DNA Uptake into Protoplasts

Several agents have been evaluated to induce DNA uptake
into protoplasts. These include salt solutions with calcium
ions at high pH, treatment of protoplast-plasmid mix-
tures with polyvinyl alcohol (PVA), and more extensively,
exposure to PEG as employed in protoplast fusion. Other
approaches have involved the formation of calcium phos-
phate-DNA precipitates combined with PVA treatment at
high pH. Electroporation, involving short-duration, high-
voltage electrical pulses, is employed routinely to induce
DNA uptake, often in combination with PEG treatment.
DNA has been microinjected into protoplasts, but this
approach is labor intensive and normally demands the use
of a costly, high-quality inverted microscope with micro-
manipulators. Cationic agents such as polybrene or lipo-
fectin, as used for the transformation of animal cells, have
also been exploited for plant protoplasts, together with
encapsulation of DNA into cationic liposomes, followed
by liposome fusion/uptake with protoplasts. Liposomes
may see more widespread use in plant transformation
in the future, following the demonstration that a yeast
artificial chromosome (YAC) vector carrying the nptll and
uidA genes, encoding neomycin phosphotransferase and
/J-glucuronidase, respectively, have been used to trans-
form tobacco leaf protoplasts following treatment with
PEG (42). YACs have already been introduced into several
mammalian systems including cultured cells of mouse,
monkey, and hamster. The advantage of YACs, in terms
of transformation, is that they can carry stretches of DNA
that are 10-50 times larger than the pieces of DNA carried
by conventional vectors.

PEG treatment and electroporation remain the most
successful and exploited procedures, although even
with these approaches the frequency of transformation
is still low and, at maximum only about 1 in 104

protoplasts give stably transformed tissues. Consequently,
as emphasised earlier, reproducible protoplast culture
combined with the expression of efficient selectable
marker genes are essential to recover transformed
protoplast-derived cells and tissues. Examples of the
commonly used genes for selection include the nptll gene
conferring resistance on plant cells to the antibiotics



kanamycin sulfate, paromomycin, and Geneticin (G418),
the hygromycin phosphotransferase (hpt; hph) gene giving
resistance to hygromycin, and the phosphinothricin
acetyltransferase (bar) gene resulting in resistance to
the herbicide bialaphos, containing the active ingredient
phosphinothricin.

An important observation in protoplast transformation
technology was that it was possible to co-transform
protoplasts simultaneously with more than one gene, the
genes being carried either on the same or on separate
vectors. In the latter case, the plasmids are mixed prior
to the DNA uptake treatment. The relevance of this
approach is that it eliminates many of the time-consuming
molecular steps necessary to introduce more than one
gene of interest into the same plasmid. Usually, 20-50%
of protoplast-derived cells express both genes following
CO-transformation.

Factors Influencing Protoplast Transformation

Several parameters have been identified that influence the
transformation of protoplasts by isolated DNA. The stage
in the cell cycle of the recipient protoplasts is important,
transformation being higher when protoplasts are in the S
or M phases. Thus, it is beneficial to attempt to synchronize
cells of the same tissue prior to protoplast isolation. Heat
shock treatment and irradiation of recipient protoplasts
prior to DNA uptake also stimulate transformation,
irradiation probably increasing the recombination of
genomic DNA with incoming DNA, or initiating repair
mechanisms that favor DNA integration. Both single- and
double-stranded DNA can effect transformation. Some
workers have claimed 3-10-fold higher transformation
rates using single-stranded DNA, although the latter
may become double stranded following uptake and prior
to integration into the nuclear genome of recipient
protoplasts. The plant genotype itself probably also
influences transformation. Carrier DNA, in the form of
sheared salmon sperm or calf thymus DNA, is sometimes
mixed in excess with the plasmid before uptake, with the
aim of providing a substrate for nuclease activity and,
hence, protecting the DNA of interest during the uptake
process. However, it is recognized that unwanted carrier
DNA sequences may also be integrated, in addition to the
DNA of interest, into the genome of recipient protoplasts
during transformation.

As in the early experiments involving the transforma-
tion of protoplasts by isolated Ti plasmid, the integration
into the host genome of genes carried on small cloning
vectors is probably random, although, in rare cases,
homologous recombination has been demonstrated. More
complex integration patterns have been observed with lin-
ear than with supercoiled plasmids; concatermerization
and truncation of introduced DNA is common.

Application of DNA Uptake into Protoplasts: Stable and
Transient Gene Expression Studies

Undoubtedly, the most important application of the uptake
of DNA into isolated protoplasts has been in the transfor-
mation of those plants that are not readily amenable
to transformation by other methods of DNA delivery,

particularly Agrobacterium-mediated gene transfer. Pri-
marily, studies have been directed to the transformation
of cereals and grasses, particularly the major cereals
such as rice (43), once protoplast-to-plant systems became
available for these target crops. However, it seems likely
following the recent success in the transformation of cere-
als such as rice (44), maize (45), and wheat (46) with A.
tumefaciens, that DNA uptake into isolated protoplasts
will assume less relevance in the context of cereal trans-
formation. However, this may not be the case in certain
crop plants, where the uptake of DNA into isolated proto-
plasts will continue to provide an approach for generating
transgenic plants. An excellent example is provided by
sugarbeet, in which DNA uptake into guard cell proto-
plasts currently provides a reproducible transformation
system for this important root crop (47).

Although the generation of stably transformed tissues
and plants has, and will remain, the main objective of
most research programs, optimization of DNA uptake
conditions and the rapid monitoring of gene expression are
important in the development of constructs prior to their
use in longer-term transformation experiments. Isolated
protoplasts provide systems for evaluating gene expression
within hours of DNA uptake (transient expression). In
early transient expression studies, the chloramphenicol
acetyltransferase (cat) gene was employed extensively in
such investigations, but since monitoring of the expression
of this gene involves the use of radioactive substrates,
the cat gene has been superseded by the use of the
gus gene (48). The latter can be assayed rapidly by
histochemical or fluorometric procedures. Thus, isolated
protoplasts will still have an important role in the
evaluation of gene constructs, particularly in assessing the
activity of gene regulatory elements, such as promoters
and intron or intron/exon sequences. Moreover, since
tissue specificity is often retained at the protoplast level,
this permits gene constructs to be assessed in both
homologous and heterologous cell systems.

In addition to the introduction of foreign DNA into
the nuclear genome of recipient protoplasts, the targeting
of genes to organelles has also been demonstrated by
the simple process of PEG-mediated DNA uptake into
isolated protoplasts. This approach was first demonstrated
in tobacco, plant clones with transformed plastid genomes
being selected by their spectinomycin resistance encoded
by a mutant 16S ribosomal RNA gene carried on the
plasmid used for transformation. A novel restriction site
flanking the spectinomycin resistance mutation was used
to confirm the incorporation of the antibiotic resistance
marker into the plastid DNA (49). It is likely that plastome
engineering will assume considerable importance in the
future as the procedure is applied to major crop plants.

SOMACLONAL VARIATION: A SIMPLE FORM OF
GENETIC ENGINEERING?

Since 1981, when a landmark paper was published in
which the term somaclonal variation was adopted to
describe variation in plants regenerated from cultured
cells (50), it is now established that such variation
may affect a range of traits, including those for plant



morphology and vigor, flower color, yield, nutritional
value, the production of secondary products, tolerance to
environmental conditions, and resistance to pathogens.
The variation may be transient and therefore not
heritable sexually, but retained if plants are propagated
vegetatively (epigenetic variation). Additionally, variation
may be stable or unstable, but heritable. Clearly,
stable, heritable variation is of most relevance to crop
improvement, since it has potential in extending the
genetic divesity available to breeders, particularly in
plants in which this phenomenon has been studied
extensively, including potato, rice, wheat, barley, pea,
celery, oilseed rape, and sugarcane (51).

The precise genetic basis for somaclonal variation is
still not understood, but several possible mechanisms
have been proposed. It may relate to alteration in ploidy
(although somaclonal variation is rarely associated with a
readily visible cytological change in chromosome number),
chromosome breakage with daughter cells failing to
receive their full complement during mitotic division, or
chromosomal aberrations related to mitotic recombination
or the production of unusual genetic material resulting
from deficiencies in the nucleotide pool available from
the culture medium. Variation may also arise through
insertion of active transposable elements into the plant
DNA, or the activation of elements in the genomic DNA,
which, normally, are silent. DNA methylation may also
play a role in the expression of somaclonal variation.
Other DNA aberrations that may occur at a higher rate
when cells are in culture include changes in DNA bases,
gene copy number, gene rearrangements, and variation in
the DNA structure of mitochondria and chloroplasts (52).

There appears to be a relationship between the time
during which cells are in culture and the extent of
somaclonal variation. DNA changes may increase with
time, and different changes may act synergistically.
Subsequently, the culture medium may favor the growth of
variant cells. The combination and concentration of growth
regulators may affect DNA structure and expression,
while imbalances in the nucleotide pool in the medium
may affect DNA base structure. In general, the longer
cells are in culture, particularly at the callus stage,
the greater the variation that is to be expected. This
applies to both explant-derived tissues and to protoplast-
derived cells. Consequently, unless a conscious effort is
made to induce and to identify somaclonal variation,
the culture period from the isolation of source explant
or protoplast population to plant regeneration should be
kept to a minimum. In contrast, where genetic variation
is required, somaclonal variation has several important
attributes. For example, unlike transformation, it requires
no knowledge of the genetic basis of the trait(s) and does
not necessitate gene isolation and cloning. It negates
the use of mutagenic agents, specialized apparatus, or
containment procedures and is inexpensive. Exposure of
somaclonal variation has the potential to increase genetic
diversity, and it bypasses the sexual cycle. It may be
considered as a simple, or probably the most simple,
form of genetic manipulation and, as such, is a useful
adjunct to conventional plant breeding alongside somatic
hybridization and transformation.

MISCELLANEOUS STUDIES WITH PLANT PROTOPLASTS

Undoubtedly, while the main use of isolated protoplasts
has been in plant genetic manipulation, large populations
of single naked cells have provided ideal experimental
material for physiological, ultrastructural, and genetical
studies for nearly four decades. The fact that isolated
protoplasts develop, in culture, into colonies of single
cell origin has been exploited to isolate clonal lines of
cells and plants, such as those for increased secondary
product synthesis. Similarly, exposure of large populations
of isolated protoplasts to mutagenic agents or irradiation
permits the induction and selection during subsequent
culture of mutant cells and plants (53). Protoplasts
take up macromolecules other than DNA. This has
been exploited primarily in studies of endocytosis at the
plasma membrane, using compounds such as ferritin
as molecular markers, which can be visualized by
electron microscopy. Similarly, protoplasts have featured
as experimental systems to study virus uptake and
replication in plant cells (54). The osmotic fragility of
isolated protoplasts permits their controlled lysis for
the isolation of cellular fractions, including membranes,
intact vacuoles, chloroplasts, mitochondria, and nuclei.
In physiological studies, isolated vacuoles have been
used to study the accumulation of compounds, such
as sugars. Recently, protoplasts from barley aleurone
cells have been shown to contain two distinct types of
vacuole, namely, protein storage vacuoles and a lysosome-
like organelle, designated the secondary vacuole (55).
Protoplasts have provided ideal systems for studies
of ion transport through the plasma membrane and
regulation of the osmotic balance of cells, enabling patch-
clamp studies to be performed (56), comparable to those
with animal cells. Light-induced proton pumping has
been investigated in guard cell protoplasts (57). Other
notable investigations include studies of cell fusion and
metabolism in microgravity (58), the detection of elicitor
binding sites, and the binding of fungal phytotoxins
to the plasma membrane (59), together with auxin
accumulation and metabolism (60). Protoplasts have
also provided unique material for studying the early
stages of cell wall synthesis. Interestingly, some of the
early studies of the role of the plasma membrane and
cellular organelles in this process, as revealed by thin
sectioning and freeze fracture for transmission electron
microscopy, remain classic ultrastructural studies in the
literature (61). More recently, some ultrastructural studies
have focused attention upon the role of microtubules
during cell development from isolated protoplasts (62).
Protoplasts from fern prothalli have also been used
to study the influence of gravity and light in the
development of cell polarity (63). Generally, there have
been relatively few investigations with protoplasts of
lower plants, although those of mosses have been
exploited in genetical studies, including investigations of
the fate of mutant macrochloroplasts following somatic
hybridization (64).

Currently, there is interest in exploiting simple, plant-
based systems for toxicological assays, including the
screening of Pharmaceuticals, food additives, cosmetics,



and agrochemicals, as well as radiation-related interac-
tions. Isolated protoplasts, especially if totipotent, are
useful for assessing both short-term and, more important,
long-term effects of such agents on cells (65). The effects
of chemical and environmental factors on plant cells may
be apparent only after several seed generations. Conse-
quently, rapid cycling Arabidopsis thaliana and Brassica
napus, are particularly useful systems for generating sev-
eral seed generations in a relatively short period (e.g.,
twelve months). Similar studies of the long-term effects
of chemical and environmental factors are not possible
with animal cells, since the latter do not express the
unique feature of totipotency characteristic of cultured
plant cells.

CONCLUDING REMARKS

The ever-increasing literature reflects the continuing
interest in protoplasts as experimental single-cell systems
for studying many aspects of plant physiology and devel-
opment, together with genetic manipulation involving the
simple exposure of genetic variation, to more complex cell
fusion and molecular technologies. Coupled with these
developments has been the progressive introduction of
sophisticated molecular assays to assess gene transfer
and expression in plants arising from the genetic manip-
ulation of isolated protoplasts. Fundamental to many of
the investigations involving the use of isolated protoplasts
is the need to improve the culture of protoplasts of many
species and to develop protoplast-to-plant procedures for
those species that, to date, remain recalcitrant in cul-
ture. Several of the recent culture approaches applied to
isolated protoplasts were, in fact, developed for the cul-
ture of animal cells. Similarly, procedures such as the
uptake of isolated DNA were developed and evaluated in
animal cells before being assessed in plant protoplasts.
Such observations provide the clear message that plant
and animal cells have certain similarities, emphasizing
the fact that plant biologists should be aware of, and
should exploit, advances reported in the animal cell liter-
ature.
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To the R&D scientist or engineer the discovery of a
potentially therapeutic protein and the development of a
production method appear to be the major challenges in
bringing a new biotechnology product to market. However,
the subsequent task of gaining regulatory approval to
market the product can be equally challenging and
also require a great deal of technical input. These two
areas are intimately linked. Satisfying the quality and
regulatory requirements essentially involves proving that
the scientific work is valid and comprehensive and can,
in fact, produce a product that is safe and effective. This
article is intended to provide the development scientist or
engineer with the general concepts and with sources for
further information concerning the quality and regulatory
requirements for licensing a new product. Although the
final judgments and interpretations should come from
the organization's quality and regulatory professionals,
understanding the general requirements and the approach
can be a great help to the technical staff in streamlining
product development. Following a typical project sequence,
the activities and data required at various stages of
development will be described. The focus will be mainly
on the regulatory process in the United States for
therapeutic biological products for human use. However,
many other countries have similar requirements and
procedures.
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To the R&D scientist or engineer the discovery of a
potentially therapeutic protein and the development of a
production method appear to be the major challenges in
bringing a new biotechnology product to market. However,
the subsequent task of gaining regulatory approval to
market the product can be equally challenging and
also require a great deal of technical input. These two
areas are intimately linked. Satisfying the quality and
regulatory requirements essentially involves proving that
the scientific work is valid and comprehensive and can,
in fact, produce a product that is safe and effective. This
article is intended to provide the development scientist or
engineer with the general concepts and with sources for
further information concerning the quality and regulatory
requirements for licensing a new product. Although the
final judgments and interpretations should come from
the organization's quality and regulatory professionals,
understanding the general requirements and the approach
can be a great help to the technical staff in streamlining
product development. Following a typical project sequence,
the activities and data required at various stages of
development will be described. The focus will be mainly
on the regulatory process in the United States for
therapeutic biological products for human use. However,
many other countries have similar requirements and
procedures.

THE REGULATORY PROCESS

In the United States biological products are regulated
by the Center for Biologies Evaluation and Review
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(CBER), and other drugs are regulated by the Center
for Drug Evaluation and Review (CDER), both divisions
of the Food and Drug Administration (FDA). The FDA
regulations for drugs and biologies are listed in Parts 1
to 680 of Title 21 of the Code of Federal Regulations (1),
and specific regulations for biological products are given
in SubchapterF (Parts 600 to 680). Today the terms
"biologic" and "biological" are used interchangeably. The
drug regulations generally also apply to biologies unless
superseded by regulations in Subchapter F (2). The
regulations are the working interpretation of the laws
that govern the FDA, mainly; (1) the Federal Food Drug
and Cosmetic Act for FDA in general and (2) the Public
Health Service Act for biologies. The regulations have
the force of law and must be followed. In addition, the
FDA publishes various guidance documents including
Guidelines and Points to Consider to assist organizations
in understanding the FDA's views on various topics and
in complying with the regulations.

Guidelines are legal documents in which the FDA
describes one or more ways of meeting requirements. A
company may choose to follow the guidance explicitly with
the assurance that the procedure will be acceptable to
the FDA (3). Alternatively, the company may propose a
scientifically justifiable alternate method and negotiate
its acceptance with the FDA. Many of the guidance
documents will be found in draft form, open to comment
by interested parties. However, although not yet finalized,
such draft guidelines are still instructive as to the FDA's
approach to the specific topic. Points to Consider are for
information only and describe the FDA's current thinking
and suggested approaches on various subjects. Points to
Consider are often used in areas of rapidly developing
technology such as recombinant protein production. In
addition, the International Conference on Harmonisation
(ICH) has been working toward unifying regulations
among the United States the European Community, and
Japan. The ICH has published a number of guidelines
which are in various stages of development and many of
which have been accepted by the member states. All of
these documents are easily obtained from a number of
sources including the FDA's Internet web site (4).

As informative as the FDA and ICH guidances are,
they cannot cover all potential situations. Therefore, the
FDA has always emphasized its willingness to meet
with manufacturers to consider projects on a case-by-
case basis. For unconventional products with potentially
unique regulatory aspects, it can be beneficial to introduce
the FDA to the new product early in the development
project. The FDA has recently published a guidance
document describing new policies that limit formal FDA
meetings (5). However, informal phone conversations,
teleconferences, and other meetings can often be arranged.

The groups overseeing drugs and biologies developed
distinct regulations because the agencies were established
by separate federal laws. A major difference between the
two is that biological products have been licensed on the
basis of both their specific production process and their
final product characteristics. Drug products on the other
hand are licensed mainly on their final product character-
istics. The reason for this is historical. Traditionally, most

biologies were complex mixtures produced from natural
sources. Because these complex mixtures, such as human
plasma fractions or vaccines from animal sera, could not
be analyzed completely enough to give a precise descrip-
tion of their purity and composition, the manufacturing
process was seen as equally important in producing a con-
sistent product. The theory is that even though a product
cannot be characterized completely, if the process is well-
defined and run consistently, a consistent product, will
be produced each time. A license for a biological product
specifies both the precise process used to manufacture
the product, as well as the final characteristics that the
product must meet to be released for sale.

This view of biologies is changing due to improvements
in process technology that can now produce products with
extremely high purities and to advances in analytical
technology that can more exactly define the product
composition. As a first step, the FDA defined a new class
of products known as Well-Characterized Biologies. These
are high-purity products that can be well characterized
analytically and are therefore less dependent on the
process to define the final product. More recently the
FDA has dropped the term "well-characterized" in favor
of listing the specific product classes. The currently
specified product classes include therapeutic DNA plasmid
products, therapeutic synthetic peptide products with less
than forty amino acids, monoclonal antibody products for
in vivo use, and therapeutic recombinant DNA-derived
products (6,7). Other distinctions between drugs and
biologies are also disappearing (8). Biologies that were
generally derived in the past from natural sources are now
often made synthetically by recombinant DNA methods or
other technology. Many novel new products cannot be
clearly characterized as drugs or biologies, and some are
combinations of both.

In response to these and other factors, the FDA is
currently working toward unifying the regulation of drugs
and biologies. They have issued inter-Center agreements
to manage the licensing process for various types of
products and provide for representation on the review
team by staffs from more than one center. Inspections
of biological production facilities are now conducted by
Team Biologies which includes both CBER scientists
and FDA field personnel. CBER is also changing its
format for license applications. Until recently, licensure
of any biological product required both a Product License
Application (PLA) which mainly described the product
and process and the clinical evidence for the safety and
efficacy of the product, and an Establishment License
Application (ELA) which described in great detail the
methods and controls for manufacturing the product.
Now CBER has established a unified Biological License
Application (BLA) that is required for the specified
(formerly "well-characterized") product classes listed
before (6). Transition of all other biological products
to the BLA format is currently in progress. The BLA
contains some establishment information, but now the
focus is on using the preapproval inspection to review
manufacturing procedures and regulatory compliance. In
this article, "BLA" will be used to refer to either type of
application.



Concurrent with the changing FDA is the increasing
emphasis on quality concepts and Total Quality Manage-
ment in many organizations. Today, the in-house quality
unit often has stricter requirements than the FDA, and
satisfying those often ensures the satisfaction of most
outside regulatory bodies. This article will describe spe-
cific regulatory requirements, as well as other information
that is not required, but is highly recommended for use
in establishing and maintaining the quality of the product
and its manufacture. Such additional information can help
in identifying and correcting potential problems and can
be invaluable in providing timely responses to the FDA
when problems arise.

Probably the most important regulations are the cur-
rent Good Manufacturing Practices (cGMPs) listed in
21 CFR Parts 210 and 211. The cGMPs are generic to
cover most aspects of pharmaceutical manufacturing, but
they list essentially everything necessary to ensure pro-
duction of quality products. The basic principles of the
cGMPs are simple: control and documentation. They estab-
lish a control system comprised of product specifications,
product characterization during development, process val-
idation, raw material testing, in-process testing, stability
testing, and other items, all defined by detailed docu-
mentation (9). The product and its entire manufacturing
process are defined and controlled by one set of docu-
mentation. Another set of documentation is then used
to record the complete details of the operation to deter-
mine whether the controls operated as planned. When
basic quality/regulatory questions arise during a devel-
opment project, the cGMPs are the first place to look
for an answer or, at least, a governing approach. The
specific implementation of the cGMPs is left up to the
pharmaceutical manufacturer to adapt to his particular
situation. The FDA has issued a guideline describing
its recommended implementation of the cGMPs for man-
ufacturing active pharmaceutical ingredients including
biologies (10).

THE DEVELOPMENT PROCESS

Although most organizations have their own systems
for new product development, a project usually proceeds
through stages analogous to those shown in Table 1. The
names of the stages may vary, but the tasks included in
each stage are fairly consistent because they are defined
by practical technological and regulatory constraints.
Traditionally, a project would proceed through the stages
sequentially, but recently strategies have been developed
for shortening development times by proceeding with
several stages concurrently (11,12). In any case, there is
usually significant overlap among the various stages. The
remainder of this article is arranged according to these
stages and will describe the development activities and
the quality and regulatory tasks involved in each.

INVENTION OR DISCOVERY

This initial stage of the project involves identifying
or synthesizing the active ingredient along with basic
laboratory methods for its production, purification, and

characterization. For biologies purified from natural
sources, the focus quickly moves to purification and
characterization. For synthetic products, however, a large
amount of time is usually spent selecting and fine-
tuning gene constructs and expression systems. Although
this work per se is not a regulated activity, the
information gathered during this part of the project will be
extremely useful in supporting future licensing activities.
The FDA recommends that information regarding the
characterization of the expression construct be collected
during the development and validation of the cell
expression clone (13). Accurate work carefully documented
at this stage may save costly later replication of studies
needed to support FDA submissions. A good example of
this is a monoclonal antibody (MAb) that was being used
by my organization to purify a specific clotting factor from
plasma. The MAb had excellent properties for use in a
large-scale process but had been obtained from one of our
basic research labs which had no intention of using it
in a new product. Because very limited information was
available on the cloning and characterization, essentially
our lab had to "rediscover" the MAb to obtain and
document the necessary information. Learning from
this, our current projects aimed at producing plasma
proteins in the milk of transgenic animals include
good characterization and documentation of constructs,
transfection procedures, and breeding methods from the
beginning.

For synthetic products made in cells or transgenic
animals, it is not too early to begin studies toward

Table 1. Typical Stages in Product Development

Stage

Invention or discovery

Product
design/Process
development

Preclinical studies

IND/Clinical studies

CMC studies

License application
and review

Licensure
Routine production

Description

Identification of the protein or other
compound that will comprise the
active ingredient of the new product

Development of a process for
manufacturing the active ingredient
and placing it in an appropriate
format for use by the consumer

Studies in support of an IND
application to characterize the
product and provide confidence that
it will be safe for use in humans

Assembling and submitting an IND
application for permission to
perform studies in humans; the
subsequent studies demonstrate
that the product is safe and effective
in its indicated use

Studies to implement and demonstrate
full cGMP compliance in the
manufacture of the product

Compilation and submission of the
BLA and response to subsequent
FDA issues and questions

Approval to market the product
Ongoing cGMP compliance activities

ensure that the product and process
continue to meet their licensed
attributes



validation of the synthetic process. Early awareness of
the regulatory considerations can help greatly in making
the best choice among and collecting the necessary data
on gene constructs, cell lines or animals, and production
methods. A number of guidelines have been published
covering these areas. They include ICH guidelines on
expression constructs (14) and cell substrates (15), as well
as several FDA Points to Consider documents (16-19).
In addition, another ICH guideline covers viral safety
concerns for products made in cell lines (20), and two
FDA guidelines cover considerations for the production
process (10,21). Because all of these documents involve
production of proteins in cells, much of the guidance
overlaps, but it is instructive to consult all of them.
Guidance documents are periodically updated, but at
varying times, so although the most recent guidance
may not specifically cover the product of interest, the
guidance is usually generically valid for most cell-produced
products. Note that the guidance on monoclonal antibodies
also applies to non-MAb-based products that use MAbs
for immunoaffinity purification or other process steps.
Table 2 lists the general types of information requested for
products produced in cells. Similar concepts are involved
for proteins produced in transgenic animals, in addition to
other aspects unique to that production system (18).

Development Reports

Although not required, development reports are becoming
an expectation of the FDA (22,23). Development Reports
should be written at the completion of each develop-
ment study to document the results. Centralizing this
information in a common format can be very beneficial
in supporting both regulatory and product development
activities. Although similar information has traditionally
been kept in laboratory notebooks, locating and inter-
preting it often becomes difficult as a project evolves,
especially because the people involved often change. Just
the act of analyzing and summarizing the findings can
often help identify inconsistencies and discrepancies that
may be more easily addressed at the time the studies are
done, rather than years later when trying to assemble
an application. Development reports also often become the
foundation for later validation protocols and can be invalu-
able in addressing FDA questions during BLA review and
prelicensure inspections (10,22,24,25).

Good Laboratory Practices

Comparable to the cGMPs for manufacturing, the FDA
has also developed a set of Good Laboratory Practice (GLP)
regulations for nonclinical laboratory studies intended to
support products regulated by the FDA (26). Compliance
with GLPs is intended to ensure the quality and integrity
of the data generated. In general, the GLPs describe
procedures, documentation, and reporting requirements.
As with the cGMPs, the primary focus of the GLPs is
documentation and control to produce accurate, consistent
results. Sound documentation cannot be emphasized too
strongly; it is the key to acceptance of any data by the FDA.
In the regulator's view, if something is not documented, it
has not been done.

Table 2. Recommendations for Characterization of Con-
structs, Cell Lines, and Production Methods for Cell-Based
Processing

Topic

Clones/Constructs
Detailed method used to prepare the

construct, its source, nucleotide sequence,
and other characterization

Detailed method used to prepare the
expression vector, its components and
their sources, and other characterization

Detailed description of cloning process

Cells/Cell Banks
Complete characterization of cell line

including source, relevent phenotype,
genotype, and cultivation history

For MAbs, a complete description of the
methods used to develop the hybridoma
or other MAb-producing cells

Expression construct method of
transfection, amplification, copy number,
etc.

Genetic stability of host cell and expression
vector and description of markers used to
ensure stability

Method of constructing of master cell bank
(MCB), including cell cloning history and
verification of fidelity of coding sequence

Characterization of MCB for adventitious
agents

Steps taken to prevent or control
contamination by adventitious agents
including prions

Production, characterization, storage, and
use of working cell bank (WCB)

Analysis of "end of production" cells; limit
for in vitro cell age

Expressed Active Substance
Extensive characterization

Production Method
Methods of quality control for production

runs including routine monitoring for
adventitious agents and nucleic acid

Analysis of cells for relevant phenotypic or
genotypic markers and for contamination
by adventitious agents at the end of each
run

Procedures and materials used for cell
growth and expression

Methods to prevent cross-contamination
with other cell lines

Detailed description of cell growth stages
Freedom of media components from

contamination by adventitious agents
Consistency of yield
Method of harvesting, product isolation,

and product storage/stability
Method for inactivating cells at end of run
Validation studies for process, sterilization,

cell inactivation, etc.
Description of reference standards
Validation of elimination of adventitious

agents and nucleic acids by downstream
processing method

Reference

13,14,16,21

14,16,21

14,21

13-17,19,21

15,19,21

13-15

13,15,16,21

13-17,19,21

13,15,17,19-21

15,19-21

13,15,17,19,21

13-15

13,16,19,21

17,20

13,20

16

15,21

21
17,20

16
16,21

21
21

21
17,19,20



PRODUCT DESIGN/PROCESS DEVELOPMENT

This is the phase during which the final product and
its manufacturing process are actually created. It is one
of the most extensive phases and lays the groundwork
for everything that is to come. This phase bridges
the gap between experimental work on the lab bench
and consistent, controlled production of the product in
clinically useful quantities. It is important that the work
be done carefully and accurately and be well documented,
preferably in Development Reports as described before. A
list of the major activities that usually occur in this phase
is shown in Table 3.

Project Team Organization and Planning

Based on a promising outcome from the discovery phase,
this is usually the stage at which an organization decides
to start seriously pursuing development of a commercial
product. Generally, a multidisciplinary project team is
formed, and a project management system is employed
to move the project forward in an organized manner.
At this point the work leaves the purely technical
realm to be governed by requirements from Marketing,
Quality Assurance, Clinical Affairs, Regulatory Affairs,
Manufacturing, and many other departments, all of which
should be represented on the project team. However, the
technical aspects usually continue to dominate to support
the needs of these other groups. Good, detailed planning
at this stage can be very beneficial in keeping a large team
with diverse interests on track toward the project goals. It
also provides management with information to determine
resource requirements, as well as future operational and
business requirements associated with the availability of
the new product. Decision points or milestones are often
set up at which progress to date is evaluated to determine
whether to move the project forward to the next phase. My
organization has learned the importance of good planning
the hard way. Early development projects were done using
a "seat-of-the-pants" approach, making up the plan as
we went along. This very often resulted in overlooking
important issues until the last minute and then wasting
time waiting for those items to be completed. We are
currently developing a generic development plan that can
be adapted to any project. The generic plan lists all of
the technical, regulatory, marketing, and business tasks
that need to be considered for any product and gives their

Table 3. Product Design/Process
Development Activities

Project team organization and planning
Product design

Formulation studies
Container/Closure/Delivery system
Stability studies

Product specification development
Assay development
Process development

Documentation
Viral issues

relative timing. Even using early versions as a simple
check list has been extremely helpful.

Companies have evolved a large number of project
management systems, but the usual goal is to bring a
product to market in the shortest time possible. Whatever
the system, two items are very important in keeping a
project focused, a project objective and a product defini-
tion. These are generally developed by the project team
and approved by company management. In later stages of
the project when things tend to get complex, reference to
these statements is often invaluable in keeping the project
on track. The project objective is the overall goal of the
project team. It is usually a simple statement such as, "To
bring Product X to market by the first quarter of Year Y
for the treatment of Disease Z." As simple as it seems, it
is important to have such a statement to make sure that
all of the team members understand and share the same
common goal. The product definition is equally important.
An initial definition might be something like, "Product X is
a sterile liquid concentrate for intravenous administration
that is supplied in glass vials of 1,000 activity units which
can be stored for two years at room temperature." Both
the objective and definition may be revised as the project
proceeds. It might be determined, for instance, that a liq-
uid formulation is not possible or that the market actually
prefers that the product be supplied in plastic bags.

Product Design

This is the process of placing the active ingredient
in a form that satisfies the product definition. It may
include determining the required product purity, finding
a formulation both to stabilize the active ingredient and
to provide the necessary clinical utility, developing the
proper delivery mechanism whether it is syringe injection
or a more complex aerosol or controlled release method,
and developing the packaging.

Formulation Studies. The goals of the formulation
studies are (i) to find a method to stabilize the active
ingredient to give it an acceptable shelf life and
(2) depending on the particular product, to introduce
additional components to modify the performance of the
product. Such components could be, for instance, adjuvants
to increase the effectiveness of vaccines or permeation
enhancers to increase the absorption of a product through
the skin. Various excipients such as salts, amino acids, pH
buffers, other small molecules, polymers, or proteins are
selected which can be mixed with the active ingredient to
help preserve its activity or give the mixture other desired
properties. These excipients must also be compatible with
the intended clinical use of the product. For instance,
they cannot be toxic, should not cause discomfort during
product administration, and should not introduce any
undesirable side effects of their own. On the practical
side, they should be cost-effective and easily available in
purified form from qualifiable vendors.

The form of the product, for instance, whether it
is a liquid or a lyophilized cake, goes hand in hand
with the formulation. A formulation that is good for
a liquid product might be a disaster for freeze-drying.
Although lyophilization methods are also part of process



development activities, the initial method is usually
developed during formulation studies because different
formulations require different cycles. Stability studies
which will be discussed in more detail later, also play
a major role here and are one of the primary tools used to
determine the viability of a given formulation.

The formulation studies generate data that is important
in supporting the license application. This starts with the
formula or list of ingredients in the final product. Although
this sounds simple, it actually leads to an extensive range
of activities to comply with cGMP requirements. The
required grade of each excipient, for instance, USP, ACS,
or a manufacturer's "Analytical Reagent" grade, must be
specified and justified. For United States Pharmacopoeia
(USP) or National Formulary (NF) grade reagents, this is
usually simple because such reagents are already qualified
generically for pharmaceutical use. For other grades of
reagents, analysis of the purity, impurities, stability,
physical form, and other salient characteristics and their
consistency from lot to lot are needed. Vendors must be
identified, audited, and qualified. Many companies prefer
to qualify more than one vendor to have a backup supplier
in case of availability problems.

Regulatory authorities also want to know the purpose
and necessity for each excipient. For instance, sodium
chloride may be added to give correct ionic strength, citrate
or phosphate may be added as a pH buffer, and PEG or
albumin may be added to enhance the stability of the
active ingredient. Although some of this may seem trivial,
there can be hidden dangers. For instance, sucrose that
was added as a stabilizer to the formulation of several
immunoglobulin products has been implicated in kidney
damage in some patients (27). Other biological products
such as albumin or protease inhibitors that might be added
to a formulation may receive even more scrutiny. Human
albumin is a common stabilizer, but it can bring with it
other contaminating proteins including active enzymes,
and it also can introduce human viruses.

Container/Closure/Delivery System. Selecting the con-
tainer and closure, as well as any associated delivery
system, is also an important aspect of product design from
both a marketing and a product quality perspective. The
product container is what the consumer actually sees as
the physical manifestation of the product. The container's
appearance, storage convenience, and ease of use can be
extremely important in differentiating a product from its
competitors. Important practical considerations for man-
ufacturing include the suitability of the container for
cleaning, sterilizing, filling, sealing, final product inspec-
tion, packaging, and storage. Many of these operations
utilize automated equipment, several may be performed
in aseptic or sterile environments, and all must be per-
formed under cGMP. The container/closure system also
plays a role in formulation development in its potential
effects on product stability, as well as its possible role as
part of a delivery system.

From a quality/regulatory perspective, the product
container is the main defense against contamination of
the product in the field. The product developer must
show that the chosen container/closure system adequately

protects the product against contamination, loss of sterility
for sterile products, degradation due to moisture, oxygen,
light, and other factors, and any other outside influences. It
also must be shown that the container/closure system does
not interact detrimentally with the product. For instance,
a current issue is leaching of aluminum from glass vials
into liquid products (28). Container/closure requirements
and qualification methods are given in the United States
Pharmacopeia (29) and in an FDA guideline (30). In
addition to these generic methods, specific product contact
qualification is recommended. This is usually a short-term
extractables study using the actual product but can also
require a stability study depending on the issues being
investigated. Additional parameters must be considered
for multiple-use containers such as vials from which
more than one dose may be drawn. Not only must such
containers use a stopper that can be pierced more than
once without losing the integrity of its seal, but the product
may also include a preservative that must be stable and
effective over multiple uses.

Stability Studies. Stability studies are one of the most
valuable parts of a product development effort. Although
R&D often sees stability testing as a nuisance that
requires too many valuable vials of product, the results
from a well-conducted stability study often give the earliest
indication of problems with the product, assays, lot-to-lot
variation, the container/closure system, or numerous other
factors. In addition, continually accumulating stability
data starting early in the project can provide a baseline
for evaluating the effects of later process changes, as well
as for presenting a good case for stability of the product
in an IND or BLA application. In our experience with
plasma products, stability studies and pharmacokinetic
studies in animals have sometimes revealed subtle product
changes due to process modifications that were not seen
with other characterization methods. Because stability
data inherently take time to collect, planning ahead
is important, Organizations with limited development
experience often scramble to assemble huge amounts of
data from elaborate, complex studies only to realize at the
last minute that they need to wait a few more months to
obtain enough stability data for their IND. Although the
FDA is often very reasonable in accommodating companies
in this situation, they understand the importance and a
priori unpredictability of stability testing and will usually
allow only limited extrapolation from limited data (31).

Stability testing is a complex technology, but numer-
ous guidelines have been issued to help simplify the task
for the product developer. Stability testing is being har-
monized under ICH which has issued several guidelines
(32-35). In addition, an FDA guideline incorporates much
of the ICH guidance in summarizing FDA expectations
(31). An older FDA guideline also gives an excellent
description of the principles and statistical considerations
behind stability testing (36). The number of guidelines is
an indication of the complexity and importance of stability
testing.

Stability information is required on both the final prod-
uct, as well as on process intermediates, if they are held for
any appreciable time. It is also required for raw materials,



process reagents and excipients, assay reagents, and assay
standards, some of which may be available from vendors.
For the final product, the relevant parameter is the sta-
bility of the complete final package, that is, the active
ingredient in its chosen formulation and container/closure
system. The stability of the finished product can be quite
different than that of the active ingredient by itself. At
the final stage of development, the complete product pack-
age, including the box or other outer wrapping, should be
tested under the proposed storage conditions. My organi-
zation once discovered, for instance, that the humidity and
condensation associated with refrigerated storage caused
the product carton to soften to the extent that it no longer
protected the product from damage during shipping. This
is a good illustration of the reason that such attention to
details is important. The miracle drug that will cure the
world of all its ills is useless if the consumer cannot obtain
it in an intact, usable condition.

The two major aspects of a stability study are storage
and testing. Real-time studies store the product at its
intended storage temperature, whereas accelerated and
stress studies use higher temperatures to obtain data in a
shorter period of time. Control samples may also be stored
at lower temperatures at which it is assumed that product
characteristics do not change. Depending on the product
and its packaging, certain other environmental conditions
such as exposure to light and humidity should also be
explored (32,33). The product should be placed in the sta-
bility study as soon as possible after manufacture. Product
storage should be continued for a period longer than that
requested for product dating to give more credibility to the
results at the time that corresponds to the desired prod-
uct dating. For instance, a study designed to demonstrate
stability for 24 months is usually carried out for at least
30 months. The crucial 24-month point is then bracketed
by results at 18 and 30 months which can help to validate
the results at the 24-month point. Some companies carry
out studies for even longer periods in case they might want
to extend the dating of the product at a later time.

The accuracy and predictivness of accelerated and
stress studies can vary significantly from product to
product. Theoretically, accelerated studies view prod-
uct degradation as a chemical reaction that obeys the
time-temperature relationship of the Arrhenius equation.
Thus, results from higher temperature storage can be
used to predict longer time results at lower temperatures.
Stress testing is performed at even higher temperatures,
often to provide data on degradation products and mech-
anisms. The FDA requires information on degradation
mechanisms and the activity and toxicity of the degra-
dation products. However, especially with biological prod-
ucts, additional degradation mechanisms which might be
insignificant at lower temperatures can become important
at higher temperatures, thus interfering with the pre-
dictability of the accelerated studies. However, for many
products, an accelerated storage temperature can be found
and enough experience can be obtained to demonstrate
predictability and thus provide a valuable tool for pro-
viding more rapid results. Accelerated and stress testing
can also provide information on the effects of short-term
temperature excursions that might occur during shipping

or as a result of equipment malfunctions. Although reg-
ulatory agencies rely mainly on real-time data, they will
sometimes accept accelerated data on an interim basis if
good correlation can be shown with real-time results.

Normally, samples of the stored product are withdrawn
at regular, prespecified intervals and tested to determine
the effect on various product characteristics. Lyophilized
products are also usually tested at the beginning and end of
the study for their short-term stability after reconstitution.
Containers of the product are generally used whole, not
sampled and returned to storage. All containers of product
from the same lot are assumed to be identical, as they
should be from a cGMP operation. Stability studies often
give an early indication of problems with intralot, as well
as lot-to-lot variation.

There is no specific list of product attributes that should
be tested in a stability study. The guidelines recommend
only that the study should examine those features
susceptible to change that are likely to affect quality,
safety, and/or efficacy (31). It is up to the manufacturer
to propose a program that provides assurance that any
significant changes are detected. For biological products,
potency, purity, identity, appearance, moisture content for
dried products, and solution characteristics such as pH for
both liquid and reconstituted products are usually tested.
As defined by the FDA, the analysis of purity includes
examination of degradation products. As mentioned
before, data on extractables from the container/closure
system and evaluation of delivery system performance,
for instance, for controlled release formulations, may
also be subjects of stability testing. General safety
and pyrogenicity are also generally included. A good
place to begin choosing attributes is with the product
specifications, as well as with other attributes that
were included in the product characterization study.
Confirmation of continuing sterility is also required.
However, sterility testing is controversial because of the
large number of samples that need to be tested for a
statistically meaningful evaluation. In response to this
the FDA allows substituting of container/closure integrity
testing in lieu of sterility testing (37). At the end of the
study companies often test the complete list of attributes
listed in the product specifications.

Stability studies generally continue throughout the
development project and on into regular commercial pro-
duction. They start with samples from formulation studies
and process development runs. That is followed by lots
used in preclinical and clinical studies, conformance lots,
and the first three production lots. Finally, companies are
required by the cGMPs (38) to have an ongoing program
to assess stability of at least one lot per year from regular
production. Stability data must be submitted in support of
both the IND and the BLA. For submission, real-time test-
ing should cover at least twelve months on three batches,
at least two of which should be manufactured at pilot
scale or larger (31). Data are required on all product sizes,
potencies, and packaging configurations that will be used
in the clinical studies or that will be marketed under a
BLA. Bracketing and matrixing methods that can mini-
mize the number of lots needed to provide such data in
some cases are described in the guidelines (31).



Product Specifications

Product specifications set requirements for the identity,
strength, purity, and quality of a product by listing tests
and acceptable ranges for various product attributes.
Indirectly, they can also provide information about the
process by showing whether it can consistently produce
a product that meets the criteria. The specifications
comprise a major part of the control strategy that
ensures product quality and consistency. Satisfaction of
the product specifications is one of the major criteria for
release of lots (39). The product specifications may also list
other important product information such as the definition
of a lot, the definition of the date of manufacture, the expiry
dating, and other special requirements. In the United
States, only one set of acceptance limits is generally used
to cover the product over its entire shelf life. However, in
Europe and some other countries, two sets are used, one
to be met for release of the product and the second to be
met at the end of the product's shelf life. An ICH guideline
(9) and other articles (40,41) give good recommendations
for developing specifications.

The attributes included in the product specifications
should be chosen carefully to adequately confirm the qual-
ity of the product. The specifications are not intended to
be a full product characterization, only a check on prod-
uct quality (9). The specifications and the other controls
required by the cGMPs ensure that the commercially dis-
tributed product is comparable to the product that was
shown to be safe and efficacious in the clinical studies.
General requirements for biologies include potency, gen-
eral safety, sterility, purity, and identity (42). The speci-
fications should also include testing for all added excipi-
ents and process reagents and for any contaminants that
must be removed during processing. This includes, for
instance, any unwanted enzymatic activity that might be
present in the starting materials or is generated during
the process. Measurement of total protein is required (9),
as is measurement of residual moisture for dried prod-
ucts (43). Solution characteristics such as pH, osmolal-
ity, and appearance are usually included. Pyrogenicity
must be tested by infusion into rabbits or, if justifiable,
by LAL testing (43). Demonstration of sterility requires
testing twenty containers or 10% of the lot, whichever is
smaller (44). Although that is not enough units in itself to
statistically ensure sterility of the lot, this testing is only a
final check on the validated processes that, operated under
cGMP, provide the real assurance of product sterility. For
products made in cells, testing for viruses and viral mark-
ers may also be required (19,20). The FDA also requires
a final package identity test to verify that the labeling
correctly indicates the content of the package (45). This
involves selecting one or more tests that can definitively
discern the product in question from any other product or
material produced or used by the manufacturer.

Purity testing for synthetic products includes
information about the structural heterogeneity of the
active ingredients which is often inherent in the
biosynthetic pathways used to produce them (9,31). For
instance, post-translationally modified proteins may exist
in various isoforms and glycoforms. Heterogeneity can also
be created by reaction, rearrangement, and degradation

during processing and storage. If the pattern of this
heterogeneity is shown to be constant and comparable
to that of the lots used in the clinical studies, that pattern
can be used to define the acceptance criteria for that
attribute (9). However, if the pattern is not constant or
cannot be made constant by process modifications, an
evaluation of the activity, efficacy, and safety of the various
isoforms may be required (9). Purity also includes testing
for potential contaminants such as inducers, antibiotics,
media components, bacterial proteases, and nucleic acids
derived from cell culture. A list of attributes for a typical
biological product specification is shown in Table 4.

It is important to establish product specifications early
in the development process even though they are expected

Table 4. Typical Biological Product Specification
Attributes

Potency (biological activity) of active ingredient
Mass of active ingredient0

Isoform/Glycoform pattern
Degradation products

Mass of total protein in product
Specific activity

Potency/(Mass of total protein)
Potency/(Mass of active ingredient0)

HPLC, SDS-PAGE, and/or other product characterization
Fill volume
Residual moisture of dried products
Appearance
Solubility of dried products
PH
Osmolality or conductivity
Mass of all formulation excipients
Mass of all potential process contaminants

Process reagents intended to be removed
MAbs if used
Contaminants from cell culture
Inactive products
Media components
Other cell products
Nucleic acids

Protein identity
General safety
Pyrogenicity
Sterility

Bioburden of presterile bulk
Sterile bulk prior to filling
Final container

Viral testing if required
Final package label identity
Additional Information Often Included:
Expiration dating

Definition of date of manufacture
Storage conditions

Definition of a lot
Number of retention samples
Specific gravity
Additional requirements for starting material

Viral testing
Lot size — amount of starting material

Revision history
References

""Active ingredient" here refers to the total amount of the protein
of interest whether or not it retains its biological activity.



to change as the project proceeds. Other than those
required, the choice of the important attributes and
acceptable ranges should be based on sound scientific
and medical judgment coupled with experience from lab-
and pilot-scale runs, product characterization studies,
product testing, and stability studies. Acceptable ranges
generally start out wide and are narrowed later as more
experience with the product is obtained. Some attributes
may be found unnecessary whereas others may need to
be added. The FDA expects such changes and has spelled
out its expectations for specifications at the various IND
stages (46,47).

Regulatory agencies often request that acceptance
criteria be given as two-sided ranges rather than as one-
sided limits. This is not mentioned in the guideline (9) but
is based more on quality management principles. Although
one-sided limits such as "not more than 0.02 unit/mL of
contaminant X" may seem adequate for the quality and
safety of the product, they tell nothing about consistency
of the process. Lot-to lot uniformity of residual levels of
contaminants removed by the process, reagents used in
the process, or by-products created during the process can
give a good indication of process consistency. For instance,
if one lot contains 0.01 unit/mL of contaminant X and
the next lot contains 0.001 unit/mL, both would pass the
specification, but the possible inconsistency of the process
would be hidden. Of course, this has to be balanced against
the sensitivity of the assay which might have a limit of
detection of 0.01 unit/mL and thus would not be able to
quantify the difference between the two lots.

Assay Development

All of product development involves measuring significant
attributes of a product and process and then evaluating
the results in light of scientific, medical, and regula-
tory requirements. Without accurate, precise assays for
these measurements, the subsequent evaluations are
problematic. Early development of reliable assays, espe-
cially for the active ingredient and its biological activity,
are crucial to the timely success of a project. A large num-
ber of additional assays are usually needed in the product
development process, some of which will be used only a
few times and some of which will be used every time the
product is manufactured. Table 5 lists many of the types
of assays that are usually needed. What are not included
are assays used in animal toxicological studies and viral
validation studies because many of these studies are done
by outside contractors or in-house service labs which have
developed their own assays.

Assay methods must be documented and validated,
instruments must be calibrated, specifications and
stability data must be developed for assay reagents, and
standards and controls must be produced and maintained
(26,48-50). An assay can be thought of as a miniature pro-
cess that, like the operations it supports, should be carried
out under cGMP and GLP. All of the assays need to be val-
idated for all of various milieus that will contain the test
material because the milieu or matrix can often influence
the outcome of an assay. For instance, the concentration of
the active ingredient may have to be determined in a cell
culture supernatant, in various in-process samples each at

Table 5. Typical Assays Used for Product
Development

Biological activity of active ingredient
Mass of active ingredient
Other assays unique to the biological function, of

the active substance
Total protein
Assays for process contaminants
Assays for process reagents
Assays for formulation excipients
PH
Osmolality
Conductivity
Residual moisture
Solubility
Appearance
Protein identity
Viral assays if required
Bioburden
Pyrogenicity
General safety
Sterility
Final package label identity
Assays for process components

Raw materials
Media, reagents
Chromatographic media
Filters/Filter aids
Process water quality
Process utilities
Process intermediate storage containers
Container/Closure

Filter integrity
Environmental monitoring
Assays for measuring clinical study parameters

different strengths in different buffers, in the final product,
in clinical patient samples, and in samples from various
preclinical studies. All of these should be validated. This
is a major undertaking that companies have approached
in various ways. There is currently much instructional
and guidance information on assay validation by the FDA,
ICH, and USP (52-55).

Process Development. When the active molecule was
first identified in the laboratory, a process was used
to produce and purify it. However, that laboratory
process is usually not directly applicable to large-scale
manufacture. The process development phase involves
devising a production process that can be run on a large
scale in a cost-effective, well-controlled manner to produce
a consistent product. Broadly defined, the "process" spans
everything from the raw materials coming in the door
to the final product being delivered to the distributor
or customer. This section will focus on what could be
considered the core manufacturing process from the input
of the starting materials into a manufacturing process to
the packaging of the final product. The other aspects of
the broader process will be covered below in the CMC
section. These other aspects are somewhat generic and
may already have well-established procedures in many
companies.



Processes for producing biological products generally
involve either isolation and purification from a natural
source such as human plasma, or synthesis of an active
ingredient, for instance, from cell culture or in transgenic
animals, followed by isolation and purification. The
basic manufacturing method is generally devised in the
laboratory and then scaled up through one or more stages
to a pilot plant scale suitable for producing preclinical and
clinical material and finally to a full manufacturing scale.
In addition to the practical considerations of efficiency,
yield, safety, and ease of use, the process developer
must consider the quality and regulatory aspects of the
process (56). For cell-produced products, the process also
has to be able to remove contaminants derived from
cell culture such as cellular proteases and exogenous
DNA (57). The process must be validatable, that is, well-
controlled and able to produce a consistent product (58).
Quality should be built in to a process; it is impossible to
validate a poorly designed process (59). Steps should be
chosen that are robust and easily controlled.

Building on the process work done during the
Invention/Discovery phase, once a manufacturing-style
process is defined, it must be characterized to identify
important operating parameters. Then controls and limits
must be established for those parameters. Thoughtful
well-planned performance of these studies backed by
good documentation of procedures and results can save
a great deal of time later in the project. Because process
development involves determining the optimum ranges
for parameters such as pH, temperature, flow rates,
and reagent concentrations, that work can significantly
support later validation activities. A major part of
validation is demonstrating that variations in process
parameters within acceptable ranges still produce an
acceptable product. Companies often define several types
of operating ranges nested one inside the other (60).
The maximum validated ranges will usually become the
licensed limits whereas a narrower normal operating
range may be specified in the run sheets. Other in-house
alert or control ranges may be located between the licensed
and normal ranges.

A list of desirable process characteristics is shown in
Table 6. Modifying the process to optimize all of these
items is an ongoing project that often continues until the
final phase of clinical studies. Thus the product made,
for instance, for early preclinical studies may be produced
by a somewhat different process than that used later in
the Phase 1 clinical study. One of the real challenges in
product development is balancing the desire to move the

Table 6. Desirable Process Characteristics

High yield Cleanability/Reliability of
equipment

High recovery Personnel and product safety
High purity Ease of use
Retention of biological Sterile, pyrogen-free product

activity
Cost-effective Robust
Well-controlled No patent infringement

issues

project along as quickly as possible while minimizing the
need to repeat studies due to product or process changes.
Because all of the studies from early development through
BLA submission build on each other to demonstrate the
safety and efficacy of the product, it is important to be able
to show that the later product is comparable to that used in
the earlier studies. As the process evolves, this connectivity
is facilitated by a good documented change-control process
in which process modifications are recorded, justified, and
approved (61). Although minor changes may be justified
by scientific reasoning and simple testing, more extensive
changes could require additional studies. If the product
from a modified process cannot be shown to be comparable
to that from the earlier process, some studies, including
possibly even clinicals, may have to be repeated with the
new version of the product. However, the FDA does expect
changes during a project and has published a guideline for
demonstrating comparability of products (62).

Documentation. As soon as the process has been
devised, even on a bench scale, documentation should
be developed to describe and control its use (63). This
includes Manufacturing Records (run sheets), Standard
Operating Procedures (SOPs), and specifications for
raw materials, reagents, chromatographic media, filters,
process equipment, packaging componentry, and other
materials used in the process. Such documentation will be
essential for future operation under cGMP, but developing
it early has the added benefits of (1) maintaining a good
record of process modifications through the company's
change-control system and (2) minimizing mistakes and
deviations in producing product for development studies.

Viral Issues. One of the main arguments for increased
safety of recombinant-DNA derived products is that they
are free from contamination with the pathological human
viruses that often are present in natural sources such as
human plasma. However, this is probably an oversimpli-
fication (20,64). Recombinant products, whether made in
cells or transgenic animals, are still subject to contamina-
tion by viruses and other adventitious agents, including
transmissible spongiform encephalopathy (TSE) agents.
Many of these agents are unknown as are their effects on
humans, especially when administered intravenously to
patients with serious medical conditions. Therefore, viral
contamination issues are important for all therapeutic
biological products. Minimization of viral contamination
of the active ingredient and provision of viral inactivation
and/or removal steps in the purification process should be a
major focus of the process development efforts (15-20). It
is highly recommended that purification processes incorpo-
rate at least two robust viral inactivation/removal methods
that target all viruses and operate by different mecha-
nisms (19). These methods must be carefully validated as
will be described in the following preclinical section.

PRECLINICAL STUDIES

To obtain permission to test a new product in human
subjects, companies submit an Investigational New Drug
(IND) application to FDA. An important part of the



IND application is a series of studies conducted to
demonstrate a high degree of probability that the
product will be safe for human use. According to the
ICH guidelines (65), the primary goals of preclinical
evaluation are (2) to identify an initial safe dose, (2) to
identify potential target organs for toxicity, and (3) to
identify safety parameters for clinical monitoring. Both
in vitro and in vivo studies are generally conducted,
including extensive product characterization. Processes
utilizing cell lines or transgenic animals must also include
extensive characterization of the constructs, cell lines, or
animals employed, as described previously. The studies
to be performed are selected on the basis of good
scientific rationale in evaluating potential undesirable
effects of the product and considering its intended usage.
Several guidelines give a good general approach to
selecting appropriate studies (16,21,65,66). The studies
are expected to be performed under GLP although it
is recognized that some studies needed for evaluating
biologies may not be able to comply fully. To help ensure
that the product used in the preclinical studies accurately
reflects that being developed, some companies also have
an internal policy that the test lots must be made under
cGMP. Toxicity studies must be carefully designed to
involve biologically relevant species and pathways in both
short- and long-term evaluation. Many human biological
products are immunogenic in animals, an important
limitation that must be considered in designing the study.
Pharmacokinetic studies in animals can also provide
valuable information, although again, species variations
have to be considered carefully. A good pharmacokinetic
model can be a useful tool in evaluating the effects
of process changes on products because recovery and
clearance can be markedly affected, for instance, by minor
changes in post-translational modifications or protein
structure. All studies must be supported by testing to
demonstrate the stability of the product over the time
span of the studies.

Viral Validation

Validation of the viral safety of a new product is
essential to support both IND and BLA submissions. This
includes testing production cell lines and animals for the
presence of various adventitious agents plus validation
of process steps that are intended for viral inactivation
or removal. ICH guidelines (20) and Points to Consider
documents (17,21) give recommendations for such testing
and validation. The European guidance document on viral
validation studies (67) is also highly recommended for
its description of the current state of the art in viral
safety validation. Additional information is available in
the literature (64,68). Complete viral validation studies,
including a number of viruses and process robustness
studies, are required for submission with the BLA. More
abbreviated studies are often performed to support the
IND. However, because the FDA's primary concern is
the safety of the patients, these studies must be well
thought out and well justified. For instance, abbreviated
studies may include fewer viruses studied under typical
rather than extreme process conditions. However, this
limited data must be backed up by adequate scientific

justification that the process will eliminate any potential
infectivity from the product. Previous experience with the
chosen viral elimination methods under similar process
conditions for other products can also help to justify the
probable viral safety of an investigational product. It is
recommended that the manufacturer consult the FDA to
determine the extent of studies needed to support the IND.

In addition to viruses, manufacturers and regula-
tors are becoming concerned with transmissible spongi-
form encephalopathy (TSE) agents such as BSE which
causes mad cow disease or the agent that causes
Creutzfeldt-Jacob disease (CJD) in humans. Techniques
have been developed for assessing the risk, for instance, of
BSE contamination in products made with bovine-source
components (69,70). Lack of basic knowledge about the
infectious agent and its mechanism of action coupled
with the absence of simple assays for infectivity make
TSE clearance studies extremely difficult. However, sev-
eral organizations have attempted studies with reasonable
success (71-73).

IND/CLINICAL STUDIES

The requirements for an Investigational New Drug appli-
cation are given in 21 CFR Part 312 and in additional
guidance documents (46,47). Clinical studies are gener-
ally divided into phases. Phase 1 studies are designed to
determine the pharmacological actions of the product, as
well as any adverse effects, and if possible, to provide
preliminary evidence of effectiveness. Sometimes pharma-
cokinetic data is obtained to help design the subsequent
Phase 2 studies. Depending on the nature of the product
and the clinical indication, Phase 1 studies may be per-
formed in healthy volunteers. Phase 2 studies begin to
evaluate the clinical efficacy of the drug, including dose
determination, as well as continuing to evaluate adverse
effects. Phase 3 studies are the full-blown evaluation of
safety and efficacy which will be used to support licensure
of the product. Phase 1 and 2 studies lay the foundation
for developing good Phase 3 studies. Phase 4 studies may
be conducted after product licensure at FDA's request, for
instance, to better define the longer term safety of a prod-
uct. The FDA's primary objectives in approving an IND
are to ensure the safety and rights of the study's subjects,
plus for Phase 3 studies, to ensure that the data collected
will be those needed to justify licensure. An IND may be
submitted for one or several phases at a time.

An IND application includes a clinical plan, as well
as product and process information. The clinical plan
includes a protocol for the proposed study, an investigator's
brochure giving details of the product including the
results of preclinical safety studies, and examples of
case report and informed consent forms. It also includes
information about the clinical investigators and approvals
of the study from their Institutional Review Boards
(IRBs). A Chemistry, Manufacturing, and Controls (CMC)
section describes the manufacturing process that will
be used, including packaging and labeling procedures.
The remainder of the IND describes the preclinical
safety studies and other important information about the
product. Companies are encouraged to arrange a pre-IND



meeting with the FDA to discuss their clinical plans and
any available preclinical data. Meetings with the FDA
are also often held at the end of Phase 2 to help ensure
the adequacy of the proposed Phase 3 pivotal study in
the light of the data from the first two phases. Upon
submission of the IND, the FDA has 30 days to review
it and voice any objections. If the company has not had
a response in 30 days, it may go ahead with the study.
However, even after that implicit approval, it is wise to
communicate with the FDA to see if it has any questions
or concerns. For instance, although the FDA may have
no serious safety objections that would cause it to place a
"clinical hold" on the study, it could have concerns about
whether the proposed study will provide adequate data
to support licensure of the product. It is important for
the manufacturer to be aware of such concerns before
investing time and money in a study.

For the development scientist and engineer, the clinical
study phase mainly involves supplying product to support
the clinical studies, plus troubleshooting and resolving
product issues identified during the studies. Because
clinical research depends on the preclinical safety data, it
is important that the clinical material be as comparable as
possible to that used in the preclinical studies. In addition,
all product for use in humans must be produced under
cGMP. This includes manufacturing in a qualified facility
using qualified production and analytical equipment
with validated processes. However, FDA understands
that product specifications, production methods, assay
methods, and other aspects may change as the product
moves through the various stages of clinical study.
The FDA (74) and others (75) have published guidelines
and strategies for coping with such changes while still
maintaining the required cGMP controls.

CMC (CHEMISTRY, MANUFACTURING, AND CONTROLS)
STUDIES

The CMC phase of the project usually overlaps one or
more of the previous sections. It is a catch-all involving
activities to assure complete compliance with cGMP and
to develop information for the CMC section of the BLA and
the subsequent preapproval inspection. Many of the CMC
activities involve ancillary processes that support the basic
manufacturing process, such as qualification of process
ingredients and equipment, validation of product finishing
operations, and validation of equipment cleaning. Because
a clinical product must be manufactured under cGMP,
a number of CMC activities must be completed before
clinical production. Many of the activities in this phase
fall into the categories of qualification and validation.
The CMC studies also involve producing a series of
conformance lots at full production scale to demonstrate
the viability of the process.

Facility/Equipment Issues

One of the major decisions in these projects is the choice of
facilities for producing the clinical material and for regular
commercial production. Clinical production is often done
in a pilot plant if it can be operated under cGMP conditions
and if it has the facilities needed for any specialized

processing such as for isolating the product after it has
been treated for viral inactivation. The FDA recognizes
that a company may be reluctant to invest in a commercial-
scale production facility without knowing whether the new
product will ultimately be approved and what its potential
market will be. Therefore, it has developed guidelines that
permit a company to license a product for commercial
production in a pilot facility providing that facility can
be operated in full compliance with cGMPs, as well as
all other laws and regulations (76). The guideline also
describes procedures for changing the site and scale of
manufacture at a later time.

Facility and equipment requirements are given in
the cGMPs (50), in a guideline on plasma-derived prod-
ucts (66), and in the literature (40,77,78). The require-
ments include suitable size and construction, flows of
people, product, and materials designed to prevent product
contamination, cleanability of the equipment and facility,
and proper lighting and environmental controls. Confor-
mance with the requirements is ensured by qualification
and validation of the facility (48). For new or remodeled
facilities, it is highly recommended that facility validation
be considered early during the design of the facility (79,80).
Many companies today are constructing facilities to pro-
duce more than one product. Such multiuse facilities are
permitted by FDA but require careful design and valida-
tion to prevent cross-contamination from one product to
the next (79,81,82). Adequate cleaning validation for both
the facility and the process equipment is essential in mul-
tiuse facilities (79,81,82). However, even single-product
facilities require controls and cleanability to prevent cross-
contamination between lots.

Qualification and Validation

Qualification and validation are key activities of this
project phase. Process validation is a cGMP requirement
defined by the FDA as "... establishing documented
evidence which provides a high degree of assurance
that a specific process will consistently produce a
product meeting its pre-defined specifications and quality
characteristics" (83). Qualification is a similar concept
that is usually applied to objects such as equipment
or packaging componentry whereas validation applies to
processes. Qualification is often divided into three phases:
Installation Qualification (IQ) ensures that the equipment
is received as designed and specified and that it is
installed correctly; Operational Qualification (OQ) ensures
that the equipment operates as specified and designed;
and Performance Qualification (PQ) ensures that the
equipment performs the job it was designed to do within
the design specifications. Equipment and instruments
must also be calibrated (49,78,84). Once everything is
qualified and calibrated, process validation demonstrates
that it all works together with the documented process to
produce a consistently acceptable product. Validation is
a constantly changing methodology for which there is a
great deal of published literature (58,85-89).

Validation can seem like an overwhelming proposition
because essentially everything involved in manufacturing
the product must be qualified and validated. It spans
the operation from receipt of raw materials through



processing, facilities, utilities, cleaning procedures,
sterility assurance, and finishing activities to the final
shipping of the product to distributors or customers.
Automated systems such as process control systems and
facility environmental control systems have specialized
validation requirements (90), as do cell culture (40) and
chromatographic processes (91). It is highly recommended
that organizations develop a Validation Master Plan to
help plan and keep track of all of the validation activities
(88). Although it is not a requirement, FDA inspectors
often request the Validation Master Plan as a first step in
reviewing the company's validation activities.

One of the major aspects of process validation is
demonstrating that the process performs adequately at
the extremes of the acceptable ranges of significant
process parameters (92). This establishes the validity
of the chosen ranges and demonstrates the robustness
of the process (93). As described before in the process
development section, information gained from early
studies on acceptable ranges can be very beneficial
in designing and simplifying such studies. Design of
Experiments (DOE) methods can be very useful in
validation studies (94). Several advantages include the
ability to gain more information from fewer runs, the
ability to screen parameters to identify those that have the
greatest impact on product performance, and the ability
to identify interactions between parameters. This last is
important because process parameters often interact with
each other and such interactions cannot be observed in
traditional studies that vary one parameter at a time.

Product for clinical studies must also be made using a
validated process, and the guidelines (74,83) provide sug-
gestions for dealing with the limitations inherent at that
early stage. The final, full process validation is generally
not undertaken until the process is no longer expected to
change. The final process is often validated in conjunction
with conformance lot production or with Phase 3 clinical
lot production. Process validation is actually an ongoing
activity over the life span of the product. Even after licen-
sure, validations should be checked periodically or after
process modifications. A popular concept is the "life-cycle"
approach to process validation (95).

Other Requirements

The ultimate goal of the CMC phase is to establish,
document, and maintain a system for producing the
new product that is in full compliance with the cGMPs.
The cGMP regulations for finished Pharmaceuticals
given in 21 CFR Part 211 provide an excellent checklist
of the necessary items. In addition, the guidelines
on CMC information for recombinant and monoclonal
antibody products (21), plasma-derived products (66) and
on manufacturing active pharmaceutical ingredients (10)
are excellent references.

Conformance Lots

Conformance lot production is usually one of the last
steps in product development before BLA submission.
The conformance lots (also termed submission lots or
biobatches) are produced at full scale by the exact process

and in the same facility that will be used for commercial
production. Documentation and samples of these lots must
be submitted to the FDA in support of the BLA (96-98).
The lots are also generally placed in a stability study and
may be sold if the product license is approved before the
expiration of the lots. These lots are also often used as part
of the final process validation which usually requires that
three consecutive successful lots be produced as evidence
that a quality product can be consistently produced.

LICENSE APPLICATION AND REVIEW

Once all of the development activities and all of the clinical
studies have been completed, the next step is to assemble
the resulting information into a license application. As
mentioned before, this will be either a BLA or a PLA/ELA.
Although in the past CBER would often accept PLAs and
ELAs at different times, now they must be submitted
simultaneously (97). The FDA has also implemented a
system now for electronic filing of applications which is
described in several guidelines (99-102). Companies are
encouraged to arrange a pre-BLA meeting with the FDA
to acquaint it with the information to be submitted and to
receive feedback on any potential issues.

Receipt of the application and the required user fee by
the FDA starts a review clock and a definite sequence of
events. The review clock is a provision of the Food and Drug
Administration Modernization Act of 1997, supported by
the Prescription Drug User Fee Act of 1992. The fairly
substantial user fees are intended to provide additional
FDA resources to expedite the review of applications. The
review period goals vary by year and are described in a
guideline (103). In general, the FDA now targets about
twelve months or less from the receipt of an application
to completion of its review. Procedures also exist for
accelerated approvals of products for serious or life-
threatening illnesses (104). The first communication from
the FDA is usually a reference number for the filing. This
indicates only that the FDA has received the application.
Next, within six weeks to two months CBER will decide
whether to "file" the application, that is, administratively,
whether the application contains all of the required
documentation. At that point, the company will receive
a letter stating whether the application is "fileable." Then
the wait begins while the FDA takes about six months
from the date of submission to review the application.

Within a few months after the application is filed,
the FDA will perform a preapproval inspection of the
production facility and possibly also other facilities such
as R&D labs, QC labs, and pilot plants. The FDA may
also inspect any contract manufacturers involved in any
part of the product's production. The main purpose for this
inspection is to determine whether the product has been
and will be manufactured under full cGMP compliance
and in conformance with commitments made in the BLA.
During the inspection, the company should have available
all qualification and validation information, all pertinent
documentation, and any other information collected
during product development and testing (105,106). The
FDA may be especially interested in documentation for
clinical trial batches and for changes made during the



development process from lab to clinical to full-scale
manufacturing (23). Many companies perform their own
internal cGMP audit to prepare for the FDA inspection.

After about six months, the company may receive
an "approvable" letter or a "not approvable" letter.
An initial "approvable" letter is rare as is a "not
approvable ever" letter (107). Normally a company will
receive a "not approvable" letter listing deficiencies in and
questions about various aspects of the application (107).
Questions in a "not approvable" letter may also result
from the preapproval inspection findings. At that point,
the review clock stops while the company assembles a
response. This is the point where good documentation
of development data, validation information, and other
activities really pays off. If the company has carried
out a complete, comprehensive development project, the
information requested by the FDA is often contained in
that documentation and can be readily assembled into
a response. In other cases, additional studies may be
needed, sometimes even clinical studies. That can cost the
company significant amounts of time and money. In one of
our first development projects, PLA questions required
us to perform several new studies which delayed our
response for more than a year. More recently, because
of good planning and documentation, responses can often
be generated in a matter of days.

Once the FDA is satisfied that all of the necessary
data has been submitted, an advisory review panel will
be convened to review the application and provide its
recommendations concerning licensure of the product (28).
Finally, when all requirements have been satisfied, the
company will usually receive an "approvable" letter. This
is not the actual license approval but rather a statement
that the product is approvable pending completion of
certain tasks such as final labeling approval and review of
the company's proposed promotional literature. Product
labeling is usually left until last because it depends
on information from many parts of the application,
some of which may not be finalized until all questions
have been resolved. Labeling refers to the container
and carton labels (108) and also to the Package Insert
which contains a great deal of information about the
composition, indications, dosage, and precautions for use
of the product (109). The final approval letter will include
the Summary Basis of Approval which briefly describes
clinical and compositional information on which license
approval was based. The Summary Basis of Approval is
the only information available to the public; the remainder
of the license file is kept confidential to protect the
manufacturer's proprietary information (110).

ROUTINE PRODUCTION

Once license approval has been granted, the company may
routinely manufacture and release the product for sale.
However, the company is obligated to maintain compli-
ance with cGMPs and any additional provisions of the
product license. The company must report to the FDA
any errors associated with manufacture and release of the
product (111), as well as adverse reactions reported to it
by users of the product (112). Any changes in the product

or its manufacturing process must also be reported in
either an annual report, a 30-day notification, or a preap-
proval supplement depending on the type of modifications
(113,114). Many biological products are also subject to
individual release of each lot by CBER (115). However, the
specified product classes listed earlier are exempt from
that requirement (7). Finally, the FDA will perform peri-
odic, generally yearly, inspections of the manufacturing
facility to examine cGMP compliance (116).

CONCLUSION

The road to a new product is long and complex, both
from a technical and a quality/regulatory view point.
Engineers or scientists navigating that path have to con-
tend with both the laws of nature in which they are
well trained and also the laws and regulations of the
FDA about which they are often quite naive. The regu-
lations exist to ensure that the public has access to safe,
effective medicines. This article has been written as an
overview of the regulatory process and its requirements
to assist technical professionals in devising the safest,
most effective biological products. The most important
points are (1) considering regulatory requirements early
in the development project, (2) maintaining good docu-
mentation throughout the project, (3) careful planning to
reduce project delays, and (4) taking advantage of the
extensive written and verbal guidance available from the
FDA. Following these recommendations should help tech-
nical professionals interact more productively with the
company's quality and regulatory staff to find the quickest
and easiest way to bring new products to market.
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INTRODUCTION

It is now apparent that physiological signals and mild
cytotoxic insults do not directly kill their target cell, but
rather they invite the cell to kill itself. This phenomenon
of cell suicide is referred to as programmed cell death
(PCD) or apoptosis. The biological significance of apoptosis
has only been realized in the past decade, during which
time many novel genes have been identified and many
previously known proteins have been ascribed additional
functions as apoptotic mediators. Moreover, researchers
have demonstrated an ability to modulate the cellular
response to death-inducing stimuli by equipping the
cell with additional antiapoptotic genes, or by including

specific survival factors in the culture environment.
This advance has recently captured the attention of
biotechnologists. The productivity of cell lines employed as
"factories" for protein production is often limited by loss of
viability in large-scale cultures. The recently established
fact that cell death in such cultures is predominantly
apoptotic suggests that the viability of such cultures may
be amenable to manipulation with apoptotic mediators.
In this article we introduce apoptosis to less familiar
readers by giving a brief historical summary of its rise to
prominence and subsequently detailing advances to date
with respect to the morphological, biochemical, genetic,
and environmental aspects of apoptosis regulation. We
also surmise the evidence for apoptosis in large-scale
cultures and the strategies biotechnologists are now
employing in their attempts to generate more robust
and productive "designer" cell lines for the bioprocessing
industries.

A BRIEF HISTORY OF PCD/APOPTOSIS

The physiological induction of cell death was first rec-
ognized by embryologists in the nineteenth century who
observed definitive cellular destruction during develop-
mental limb formation and sexual differentiation. This
physiological cell death was further described in subse-
quent studies on insect and amphibian metamorphosis as
well as the formation of wood in plants. The term pro-
grammed cell death did not appear until 1964 and was
used to describe cellular destruction following a predeter-
mined sequence of events during development (1). In 1972,
in what is now regarded as a landmark paper, Kerr and col-
legues described a morphologically distinct form of PCD,
which they termed apoptosis (2). They noted in particu-
lar that most physiological cell deaths share a common
set of morphological features, with the obvious implica-
tion that they also share a common mechanism. Despite
the assumption that a predictable developmental event
implies genetic regulation and previous reports of protein
synthesis requirements, evidence for the genetic regula-
tion of cell death was not revealed until the 1980s following
studies on developmental mutants of Caerorhabditis ele-
gans by Ellis and Horvitz (3). These studies identified two
genes, CED-3 and CED-4, which were required for nor-
mal developmental cell death, and a third, CED-9, which
appeared to act as a negative regulator of cell death. The
discovery of mammalian homologues of these genes initi-
ated an intense search for other regulators of cell death,
which were often found to have been previously described
as oncogenes. This, coupled with reports of deregulated
apoptosis in malignant disease and also in several forms
of neurodegeneration (4), has propelled the study of apop-
totic cell death to the forefront of modern-day biomedical
research.

At this point it may be useful to comment on a
matter of terminology. While programmed cell death was
initially used to describe developmental cell death, it
is now commonly used by many pioneers in the field
to describe cell death which is directed by an internal
program regardless of the initiating stimulus. Apoptosis
is a descriptive term for cell death, which is characterized

Previous Page



by certain morphological and biochemical features (to
be discussed in the following). While the majority of
PCDs reported thus far resemble apoptosis (particularly
in mammalian cells), there are incidences that do not,
particularly in invertebrates. In addition, PCD in plants
exhibits unique features primarily due to the constitution
of the plant cell wall. It remains to be established whether
these differences in morphology represent different types
of cell death or are merely different manifestations of a
similar internal program.

Several hypotheses exist for the evolution and conser-
vation of programmed cell death (5). Included in these is
the function of PCD as an important defense mechanism
against viral infection, a view supported by the hypersen-
sitivity response of plants to bacterial infection and the
observation that many successful viruses carry antiapop-
totic genes. The importance of development ally regulated
cell death also suggests the evolution of apoptosis for
developmental and morphogenetic purposes. An extension
of this view is the regulation of tissue homeostasis and
cell turnover by apoptosis, which will be discussed in the
following.

It had been assumed that regulated cell suicide would
be confined to multicellular organisms, since unicellu-
lar organisms with the ability to undergo PCD might be
negatively selected through evolution. However, recent
evidence suggests that PCD with characteristics similar
to apoptosis also exists in single-celled eukaryotes (6) and
that some bacteria may also undergo a primitive form of
PCD (7). The advantages of unicellular PCD are unclear,
but it has been proposed that (in addition to an antiviral
defense) it may contribute to the selection of the fittest

cell in a colony as well as the establishment of a stable
host-parasite ratio. These findings imply that the ori-
gin of PCD is much older than once assumed, with some
researchers proposing that the process of cell suicide is as
old as the cell itself.

BJOLOGICAL FEATURES OF APOPTOSIS

Apoptosis, as a biological phenomenon, is readily iden-
tifiable by several characteristic features. These include
chromatin condensation, nuclear fragmentation, cell
shrinkage, membrane blebbing, and the formation of
membrane-bound vesicles termed apoptotic bodies (see
Fig. 1). The regulated manner in which a cell actively
coordinates its own destruction during apoptosis is in stark
contrast to necrosis, the pathological form of cell death.
Necrosis typically occurs under conditions of extreme
cellular injury and involves cell swelling, organelle
disruption, membrane rupture, and subsequent cell lysis
(8). The lysis of a necrotic cell can result in the triggering
of an associated inflammatory response with the potential
to cause further damage to surrounding cells. The ordered
disassembly of a cell into apoptotic bodies that are rapidly
phagocytosed by neighboring cells or resident macrophage
removes any risk of an inflammatory response.

Nuclear Events

Apoptotic cells display dramatic changes in the nucleus,
including nuclear shrinkage, chromatin condensation,
and the formation of crescent-shaped deposits along
the nuclear envelope. A further nuclear-associated event
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nuclear changes

Fragmentation

Figure 1. Apoptosis is morphologically distinct from necrosis. Apoptosis involves cell shrinkage,
nuclear condensation, and fragmentation, followed by membrane blebbing and the formation of
apoptotic bodies. In contrast, necrosis entails cell swelling, organelle disruption, and eventual cell
lysis.
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during apoptosis is the degradation of DNA into
nucleosomal-sized fragments of approximately 180-200
bp in size, which form a ladder-type pattern when
subjected to gel electrophoresis, a feature that is now one
of the biochemical hallmarks of apoptosis (9). However,
it should be noted that apoptotic internucleosomal DNA
fragmentation is not universal, although high-molecular-
weight fragmentation in the absence of low-molecular-
weight fragmentation has been reported in certain cell
types (10). The observation of varying degrees of DNA
fragmentation in different cell types may be a consequence
of the activation of one or more endonucleases that may be
dependent on the inducing stimulus and/or differentiation
status of the cell.

Much research has focused on the identification of
the apoptotic endonuclease(s), which has resulted in the
proposal of several putative enzymes, including DNAse
I and DNAse II as well as other novel endonucleases
(10). These enzymes have been put forward as apoptotic
endonucleases on the basis of their ionic properties
and expression patterns. The most recently described
apoptotic endonuclease is the caspase-activated DNAse
(CAD) (11). It appears that this enzyme is present in
normal cells in association with an inhibitor termed
ICAD. The specific proteolytic cleavage of ICAD during
apoptosis appears to allow the activation of CAD
and subsequent DNA fragmentation. Although CAD
represents the most promising candidate to date for the
apoptotic endonuclease, its existence does not exclude the
possible participation of other enzymes in the degradation
of DNA during apoptosis.

Cytoskeletal and Membrane Lipid Alterations

Cell shrinkage and apoptotic body formation requires sig-
nificant changes in both the cytoskeleton and plasma
membrane. The proteolytic degradation of cytoskeletal
components such as actin, fodrin (12), and Gas2 during
apoptosis appear to facilitate cytoplasmic collapse, mem-
brane blebbing, and apoptotic body formation, processes
that may also involve an elevation and redistribution of
intracellular calcium (13).

Activation and accumulation of tissue-type transg-
lutaminase, which catalyses ^(y-glutamyl) lysine cross-
linkages between protein substrates, may play a role
in the maintenance of plasma membrane integrity in
apoptoticcells (14). Several other alterations in plasma
membrane composition are believed to play a role in
the recognition and eventual phagocytosis of apoptotic
cells. Redistribution of phosphatidylserine from its nor-
mal location on the inner leaf of the plasma membrane
lipid bilayer to the outer leaf is believed to represent
one such signal for apoptotic cell recognition (13). Indeed
the translocation of phosphatidylserine in the plasma
membrane is the basis for several currently available
apoptosis assays. Other signaling molecules that appear
to be involved in apoptotic cell recognition and phago-
cytosis include avPs vitronectin, CD36, CD 14, and the
recently identified ced-5 protein product cloned from C.
elegans, which shares homology to the human DOCK180
protein (15,16).

Cell Shrinkage

Changes in cell volume and granularity appear to be
universal characteristics of apoptosis. The shrinkage of
cells during apoptosis has been proposed to occur as
a result of a net movement of fluid out of the cell.
The exact mechanism by which this fluid movement
occurs is currently unclear, but it has been suggested
to involve the fusion of golgi and endoplasmic recticulum
membranes with the plasma membrane (17). More recent
data implicate a role for the active efflux of sodium and
potassium ions through the Na+, K+-ATPase pump and
the Ca2+-dependent channel (18). This active ion efflux
appears to be necessary for cell shrinkage and subsequent
apoptotic body formation and is preceded by the exposition
of phosphatidylserine on the outer leaf of the plasma
membrane.

GENETIC REGULATION OF APOPTOSIS

bcl-2 Family

bcl-2 was the first oncogene shown to mediate its effects by
an inhibition of apoptosis as opposed to the promotion of
cell proliferation (19). It is the mammalian homologue of
the CED-9 gene in C. elegans and is now but one member
of a growing family of related genes that encode both
positive (Bax, Bak, Bcl-xs, Bad, Bik) and negative (Bcl-2,
BCI-XL, Al) regulators of apoptosis (see Table 1). Members
of the Bcl-2 family are localized at the mitochondrial,
endoplasmic, and nuclear membranes, where they interact
to form hetero- and homodimers. It now appears that the
relative ratio of these pro- and antiapoptotic members is
of greater significance in the regulation of apoptosis than
the expression of any single member in particular (20).

The exact mechanism by which the Bcl-2 family of
proteins regulates apoptosis remains elusive. It has been
suggested that Bcl-2 and the other antiapoptotic members
of the family such as BCI-XL act by sequestering target
proteins to the nuclear, mitochondrial, and endoplasmic
membranes, thereby inactivating them or allowing them
to interact with other membrane-associated proteins. This
hypothesis proposes that the formation of heterodimers
with the proapoptotic members of the Bcl-2 family, such
as Bax, prevents the docking/adaptor function of Bcl-2 or
BCI-XL, thus thwarting their antiapoptotic effects (21).

Recent structural studies carried out on BCI-XL suggest
homology with the pore-forming domain of the diphtheria

Table 1. Genetic Regulators of Apoptosis

Positive regulators

Bax
BcI-X8

Bad
Bak
Bik
Caspases

Fas/FasL

Negative regulators

Bcl-2
BCI-XL
Al
McI-I
BHRF-I
OmA
p35
IAP
soluble survival factors



toxin (22). Reports on the ability of Bcl-2 to affect calcium
fluxes across the mitochondrial, endoplasmic, and nuclear
membranes implies that Bcl-2 proteins might also serve
a membrane transport function (23). In vitro studies
demonstrate that Bcl-2 and BCI-XL can form discrete ion
channels, further supporting the notion that membrane
transport may play a role in the modus operandi of this
family of proteins (24). The ability of the proapoptotic
Bax homologue to heterodimerize with Bcl-2 and BcI-
XL raises the possibility that Bax may prevent Bcl-2 or
BCI-XL from forming ion channels that may be central
to their antiapoptotic function. It is also possible that
heterodimeric channels may have different ion specificities
and thereby different effects on cell viability.

Caspases (ICE-like Proteases)

A large body of evidence now supports a role for a
family of aspartate specific cysteine proteases (caspases)
in the effector phase of apoptosis (25). The initial link
between apoptosis and the caspases followed the cloning
and characterization of the CED-3 death-promoting gene
from C. elegans, which revealed significant homology to the
mammalian interleukin-lj6-converting enzyme (ICE) (26).
Since then at least fourteen caspases have been identified,
all of which are cysteine proteases requiring aspartate
residues at the cleavage site.

Evidence for the role of caspases in apoptosis comes
primarily from the ability of selective inhibitors to prevent
apoptosis. Viral inhibitors of apoptosis such as CrmA
and p35 have been demonstrated to interact directly
with several caspases and are effective in protecting
against apoptosis induced by many stimuli, including
Fas/Apo-1, and serum and growth factor deprivation (27).
Indeed it is worth noting that there are no documented
cases of apoptosis that are p35 resistant. Artificial
inhibitors of the caspases, designed on the basis of
caspase cleavage sites, have also proven to be effective
blockers of apoptosis and have been used to define
the sequence of caspase activation in several models
of apoptotic cell death. However, conflicting evidence is
now emerging that suggests that while caspase inhibitors
may prevent certain features of apoptosis, cells that
have sustained a cytotoxic insult and have been treated
with caspase inhibitors are nonetheless destined to die,
albeit by a mechanism not readily identifiable as classical
apoptosis (28).

Caspase-dependent cleavage of poly-adenyl-ribose poly-
merase (PARP) is now recognized as one of the hallmarks
of apoptotic cell death (29). Other substrates of caspase
activity include the nuclear proteins Ul, small ribonucleo-
protein, DNA-dependent protein kinase, sterol regulatory
element binding proteins 1 and 2, and the nuclear lamins
A, C, and Bl. Cleavage of the cytoskeletal components
actin, fodrin, and Gas2 by caspases are likely to facilitate
cytosolic collapse and membrane blebbing. Cytoplasmic
caspase substrates include protein kinase C <5, D4-GDI,
and PITSLRE kinases. Other substrates include the
retinoblastoma gene product product and ICAD, a recently
described inhibitor of a caspase-activated DNAse (11). In
addition to these substrates, several caspases appear to
have autocatalyic activity as well as activity on other

caspases, thus enabling the amplification of proteolytic
activity during apoptosis.

Fas/Apo-1(CD95)

The Fas/Apo-1(CD95) receptor is a member of the TNF
superfamily and represents a type 1 transmembrane
protein. The primary function of the Fas receptor
appears to be the induction of apoptosis following cross-
linking by its ligand or agonistic antibody binding, lpr
(reduced fas expression), lpr08 (mutated Fas receptor),
and gld (mutated Fas ligand) mice phenotypically exhibit
lymphadenopathy and splenomegaly and generate large
quantities of autoreactive antibodies (30). These mutants,
and a recently identified human homologue of the lpr
condition, strongly imply a role for Fas signaling in the
deletion of peripheral autoreactive lymphocytes. More
recent evidence also suggests a role for Fas signaling
in the maintenance of the immunoprivilege status in the
eye and testis (31), as well as the induction of apoptosis
induced by chemotherapeutic drugs (32).

The Fas receptor signaling pathway now represents
the archetype for a growing number of related death
receptors. Cross-linking of the Fas receptor recruits FADD
to the receptor complex through a specific amino acid
sequence termed the death domain (33). Binding of FADD
allows the subsequent recruitment of caspase 8 to form
the death-inducing signal complex (DISC) (34). Caspase
8 becomes proteolytically active on DISC formation, an
event negatively regulated by FLIP proteins (35), and
is subsequently released and thereby free to initiate a
cascade of proteolytic events, including the activation of
other caspases.

The activation of phosphatidylcholine specific phospho-
lipase C and the production of ceramides by an acidic
sphingomyelinase are associated events of Fas signal-
ing (36). However, reduced levels of acidic sphingomyeli-
nase in humans and the deletion of the sphingomyelinase
gene in mice does not result in an lpr IgId phenotype.
Subsequently the exact role of ceramide signaling in Fas-
mediated cell death remains unclear.

p53

p53 protein is a transcription factor whose activation may
be induced under certain cellular conditions, including
various types of DNA damage, hypoxia, and depletion
of ribonucleoside triphosphate pools (37). p53 has been
shown directly to transcribe at least six known genes,
including the proapoptotic bax and a regulator of IGF
signalling, IGF-BP3 (38). Circumstantial evidence also
exists for the upregulation of Fas receptor by p53. The
cellular response to p53 activation depends on the level
of the inducing signal. Following a mild cytotoxic insult
p53 will mediate cell cycle arrest. It is believed that
p53-mediated cell cycle arrest presents the cell with an
opportunity to repair DNA damage (39). However, if the
damage is extensive, apoptosis follows cell cycle arrest.

The exact mechanism by which p53 induces apoptosis
remains unclear. While the upregulation of genes such as
bax and fas would be expected to facilitate apoptosis, p53-
mediated apoptosis has been demonstrated in the absence



of transcriptional activity (40). Furthermore, the separa-
tion of p53's apoptotic function from its transcriptionally
dependent cell cycle activity suggests separate regulatory
mechanisms. The possibility, therefore, exists that p53
may mediate apoptosis by direct interaction with proteins
such as c-Abl, whose overexpression has been reported to
induce cell cycle arrest in a p53-dependent manner (41).

Experimental evidence from p53 null mice indicates
that p53 is not required for developmental cell death (42),
suggesting that p53's main role may be in the detection
of DNA damage and the mediation of the appropriate
response.

Mitochondria

It is now becoming apparent that the mitochondria play
a central role in the execution of the apoptotic program.
Reports on the use of cell-free systems to study apoptosis
have described the requirement of a mitochondrial fraction
in order for caspase activation and DNA fragmentation
to occur (43). Subsequent fractionation and purification
of the mitochondrial fraction has revealed cytochrome-
c as necessary for caspase activation (44). Indeed the
release of cytochrome-c from the mitochondria has been
reported to occur during apoptosis, while microinjection
of cytochrome-c into the cytosol appears to be sufficient
to induce apoptosis (45). A second protein necessary
for the activation of the caspases downstream of the
mitochondria is Apaf-1, the mammalian homologue of the
C. elegans death gene CED-4 (46). Interaction between
ced-4, cytochrome-c, and ced-9 (the nematode homologue
of Bcl-2) has also recently been demonstrated, offering a
possible mechanism for caspase activation by cytochrome-
c (47) (see Fig. 2).

The release of cytochrome-c seems to occur prior to
any other changes in the mitochondria, such as loss of
transmembrane potential (A^m)- Alterations in A^m have
been reported during apoptosis induced by a diverse range
of stimuli (48). It is believed that this loss of A^m occurs
via the permeability transition (PT) pore, which allows
the movement of solutes 1.5 kD and smaller out of the
mitochondria. Inhibitors of PT, which include Bcl-2 and
BCI-XL, have also been demonstrated as efficient inhibitors
of apoptosis. The interaction between cytochrome-c, ced-
9, and ced-4, as well as the ability of Bcl-2 and BCI-XL
to inhibit cytochrome-c release and PT, has led to the
proposition that the mitochondria represent the site of
regulatory action for the Bcl-2 family. This view is
supported by the observation that Bax is capable of
inducing cytochrome-c release and loss of Ai/rm (49). The
exact mechanisms by which the Bcl-2 family control
cytochrome-c release and PT, however, remain to be
elucidated.

SURVIVAL FACTORS

Several studies have established that many soluble factors
previously referred to as growth factors are capable of
maintaining viability in the absence of proliferation. Such
factors are now referred to as survival factors. Survival
factors play a major role in the homeostatic maintenance

Figure 2. Schematic representation of the role of mitochondria in
apoptosis. Cellular insult causes the release of cytochrome-c from
the mitochondria facilitated by Bax. The release of cytochrome-c
may be inhibited by the heterodimerization of Bcl-2 with Bax.
Cytosolic cytochrome-c interacts with the mammalian homologue
of CED 4, Apaf-1, allowing subsequent caspase activation.
Proteolytic activity of caspases on specific substrates completes
the apoptotic program.

of cell populations in the adult, and also in the formation
of embryonic structures during development.

Survival factors (e.g., insulin-like growth factors and
platelet-derived growth factor) have been shown to prevent
apoptosis induced by activation of the myc proto-oncogene
(50). In the absence of a survival signal, activation of
myc results in concomitant proliferation and apoptosis
and thus no net gain in population size. This mechanism,
whereby proliferation is inherently linked to apoptosis,
results in the restriction of population size according to
the availability of survival factors.

These and other studies support the view initially
proposed by Raff in 1992 that all cells (with the exception
perhaps of the zygote) express a default program for
cell death and will undergo apoptosis unless they are
rescued by the presence of survival factors (51). Thus
specific cell types would be localized to the tissues
producing their survival factor, and population size
would be limited by its availability. Evidence for this
hypothesis has since been accumulating. For example,
vertebrate neurons are dependent upon neurotrophins
secreted by target cells, ventral prostate epithelial cells
rely upon testosterone secreted by the testes, and the
adrenal cortex depends upon adreno-corticotropic hormone
produced by the pituitary. Endothelial cells rely upon
several survival factors including fibroblast growth factor
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for their viability (50). Subsets of haematopoietic cells
have also been shown to be dependent on specific survival
factors (e.g., IL-3, GM-CSF, erythropoietin) (52). In all
these instances, withdrawal of the relevant survival factor
induces apoptosis.

Survival signals have also been shown to play a major
role in the control of cell numbers during embryonic
development in higher animals. Excess numbers of
sympathetic neurons are formed during the development
of the central nervous system. These cells compete for
survival signals produced by target cells, a process
that automatically balances the number of innervating
neurons to target cells. A similar process appears to
operate in the matching of presynaptic and postsynaptic
neurons during the development of both the peripheral
and central nervous systems. Thus excessive cellular
production and apoptosis appear to be normal features
of both development and homeostasis in multicellular
organisms.

APOPTOSIS IN CELL CULTURE: SMALL TO LARGE SCALE

The emergence of apoptosis as a genetically regulated
homeostatic mechanism has extended the boundaries
of current medical research into both malignant and
degenerative disorders. In addition, it has offered a new
parameter for consideration in the long-term culture of
animal cell lines. A better understanding of the factors
that influence viability in laboratory cultures may assist in
the generation of novel cell lines, particularly from tissues
that are difficult to propagate and are currently studied in
short-term primary cultures. Apoptosis research may also
provide insights into the extension of cell viability in large-
scale cultures and contribute to significant productivity
improvements in bioprocessing industries.

Apoptosis in Small-Scale Cultures

Synthetic media for long-term cell culture have been
optimized to sustain a high proliferative capacity. Heat-
inactivated serum (usually foetal bovine) is an essential
media supplement for growing cells. Cell death was
initially of little regard in preliminary studies for medium
design. Provided cells had an energy source (e.g., glucose)
to sustain their metabolism, building blocks (e.g., amino
acids, nucleic acids) for daughter cells, and serum-derived
growth factors, proliferation could be achieved. It is
now apparent, however, that resistance to apoptosis has
already played a significant role in the development of
long-term cell cultures. Many cell lines have attained
antiapoptotic properties. Indeed most have been derived
from tumor cells, which by their very nature are resistant
to the normal physiological mechanisms that induce
apoptosis in abnormal or excessive cells. Such cells have
frequently gained expression of antiapoptotic genes (e.g.,
Bcl-2 or Bcr-Abl) and/or lost expression of proapoptotic
genes such as p53. In addition, serum is now known
to contain factors distinct from growth factors, which
provide survival signals for cells in culture (see section on
survival factors). Cell lines that are not malignant in origin
often require extra supplementation with specific survival

factors (e.g., IL-3 is an important survival factor for
several nontumorigenic haematopoietic cell lines). Thus
factors (genetic or environmental) that promote viability
and reduce apoptosis are important for the long-term
propagation of cells.

Apoptosis can be induced in cell cultures by a variety
of stimuli, including those that resemble physiological sig-
nals (serum starvation, depletion of survival factors) and
also nonphysiological signals (cytotoxic drugs, ultraviolet
irradiation). In addition, it has been noted that in most
cell cultures background levels (~5%) of apoptosis are
apparent in the absence of inducing stimuli. This perhaps
questions the idea that cell lines are immortal; rather it
should be considered that growing cultures rely upon the
proliferative rate exceeding that of apoptosis.

The artificial nature of cell cultures enables apoptotic
cells to progress to the later stages of cell disintegration.
Under physiological circumstances apoptotic cells are
rapidly recognized and ingested by phagocytic cells,
and thus the latter stages of apoptosis are contained
within the phagocytic cell. In cell cultures apoptosis
proceeds to a late stage referred to as secondary
necrosis. At this stage, the apoptotic cell loses membrane
integrity and can therefore take up certain dyes that
are usually indicative of necrosis (primary necrosis).
Methodology for the detection of cell death has therefore
progressed to include characteristics of apoptosis (e.g.,
chromatin condensation/DNA fragmentation), in addition
to traditional assessments of membrane integrity.

Apoptosis in Large-Scale Cultures

Large-scale animal cell cultures are employed in the
biotechnology and pharmaceutical industries for the
production of biologically active proteins such as cytokines,
vaccines, and antibodies. Such proteins are becoming
increasingly important for therapeutic, diagnostic, and
analytical purposes. Cell lines are most frequently
cultivated in industrial bioreactors in batch mode. The
producing cell line is initially seeded into a nutrient-
rich medium. The culture proceeds through a logarithmic
growth phase to a stationary phase, followed by death
due to nutrient depletion and/or the accumulation of toxic
metabolites. Viable cells in the late logarithmic growth
phase and the subsequent stationary (non-growth-viable)
phase are the major contributors to productivity. Other
types of cultivation procedure being developed include
"fed batch," in which the feeding of essential nutrients
may prolong viability at the stationary phase of a culture,
or "perfusion" cultures, in which depleted medium is
continuously removed and the culture is replenished with
fresh medium. Such cultivation strategies are aimed at
prolonging viability in high-density cultures (53).

In all types of culture the induction of cell death
limits productivity. Even in perfusion cultures when the
population is at a stationary phase for an extended
period, the culture has reached an equilibrium between
proliferation and death (54). Thus dead and fragmented
cells can accumulate in the bioreactor and present
problems in downstream processing, such as fouling of
filtration devices. In addition, the release of cellular
contents from dead cells liberates various proteases and



glycosidases, which can damage the protein product.
Although the factors that contribute to cell death in
large-scale cultures have been known for many years,
it is only recently that investigators have begun to ask
which type of cell death is prevalent. Apoptosis has been
reported to be the predominant method of cell death
at the late exponential and stationary phases of batch
culture (55-57). Depletion of amino acids (58), glucose and
glutamine (57), serum components (56), and mechanical
agitation (59) have all been reported to induce apoptosis
in commercially important cell lines.

Thus cell death in bioreactors is not a purely passive
process as has been previously thought. Cells respond to
adverse culture conditions in a manner resembling their
normal response to physiological signals. Cell death is not
directly caused by serum starvation or presence of a toxin,
but rather by the cell itself in a measured response to the
inducing signal. This knowledge presents a new parameter
for manipulation in the optimization of large-scale culture
conditions.

STRATEGIES FOR MANIPULATION

Strategies for enhancing cell productivity are being exten-
sively studied. Of particular interest is the development
of cell cultures with reduced dependence upon serum.
Serum can be an extremely expensive component of culture
media, and it can often complicate downstream purifica-
tion and recovery of protein product. In addition, the
poorly defined nature and consistency of properties of ani-
mal serum may be an obstacle for regulatory approval
when the protein product is intended for therapeutic use.

Previous efforts to improve viability and productivity
have largely focused on feeding strategies and media
designed to promote proliferation. It has, however, been
established that high proliferation rates facilitated by
excessive levels of glucose or glutamine result in high
levels of cell death due to byproduct (lactate or ammonia)
formation (53). Moreover, it has also been reported that
cells are most productive in the G0/G1 phase of the
cell cycle (60), and that slower growth rates can improve
product yield (61). Complete cell cycle arrest will, however,
eventually lead to apoptosis. Given the fact that cells
are more productive when they are not dividing, it is
reasonable to expect that once a population has achieved
maximum density, productivity could be significantly
improved by conditions that reduce cell death. The
knowledge that apoptosis is initially the predominant
form of cell death in bioreactor cell populations, coupled
with the recent expansion in information regarding control
mechanisms in apoptosis, has provided an opportunity to
manipulate a previously unconsidered parameter.

Genetic Optimization of Cell Lines

Many new genes and large gene families have recently
been discovered which are involved in the regulation
of cell death (see section on genetic regulation and
Table 1). It is now evident that tumor cells have been
availing themselves of antiapoptotic mechanisms to
promote their viability and progression, and also in the

attainment of resistance to chemotherapeutic drugs (52).
Many viruses have also exploited antiapoptotic genes,
including bcl-2 family members and caspase inhibitors, to
prevent apoptosis in their host cells. In effect, biological
manipulators of apoptosis have been around for many
thousands of years. This realization further substantiates
the idea that more "genetically fit" cell lines for industrial
purposes could be generated by manipulating viability
with antiapoptotic genes or surival factors (see Fig. 3).

The first mammalian antiapoptotic gene to be discov-
ered was bcl-2. This gene has already been shown to confer
resistance to apoptosis induced by a variety of stimuli
in small-scale cultures. Several investigators have there-
fore assessed the ability of Bcl-2 constructs to generate
more robust and productive commercially important cell
lines. Burkitts lymphoma cells transfected with Bcl-2 and
subjected to batch culture conditions were found to be
more resistant to the induction of apoptosis following glu-
tamine deprivation, serum depletion, and growth arrest
(56). TB/C3 hybridoma cells expressing exogenous Bcl-2
were also found to have extended viability in conditions
of hypoxia, hyperoxia, glutamine and glucose deprivation,
and serum limitation. Monoclonal antibody production
in batch culture was increased by approximately 40%
compared to control cell cultures (62). In another mouse
hybridoma cell line, expression of high levels of exoge-
nous Bcl-2 raised the maximum viable cell density by 45%

Figure 3. Schematic illustration representing critical stages in
batch culture production and potential strategies for optimization.
High-density productive batch cultures have limited viability
due to the depletion of nutrients and survival factors, and to
toxin accumulation. It may be possible to extend significantly the
productive phase by the addition of further nutrients and specific
survival factors to stationary cultures, and/or the manipulation
of the molecular pathways that mediate apoptosis.
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and delayed the initiation of apoptosis in batch culture
by 2 days. The specific productivity of Bcl-2 transfectants
was more than twice that of control transfected cell lines
(63). COS cells stably expressing Bcl-2 showed markedly
improved survival when cultured in low serum, and their
productivity was also increased twofold (64). A recent
study has suggested that the protection levels afforded
by Bcl-2 are dependent upon the apoptosis-inducing stim-
uli. Transfection of the CRL-1606 hybridoma cell line
with Bcl-2 provided marginal, if any, protection from
nutrient depletion, but significantly reduced apoptosis
induced by serum starvation (65). These authors suggest
that Bcl-2 functionally compensates for the absence of
survival factors. They further suggest that the massive
cell death exhibited by cultures of CRL-1606 during fed-
batch fermentation (66) is likely to be a consequence of
inappropriate cell cycle entry in a survival-factor-limited
environment.

Other studies suggest that exogenous expression of
Bcl-2 may be of little consequence in certain cell lines.
Bcl-2 was found to extend viability of High Five™ but
not Sf-9 insect cell lines (67). In NSO myeloma cells,
expression of Bcl-2 failed to influence serum dependence
or the decline phase characteristics of a batch culture (68).
Further analysis of this cell line revealed high expression
levels of BCI-XL, a functional homologue of Bcl-2. Thus
high endogenous expression of another antiapoptotic BcI-
2 family member may render exogenous expression of
Bcl-2 functionally redundant.

Decreased expression of proapoptotic genes may also
prove to be a useful tool for modifying cell viability, c-jun
is an immediate early gene that plays a critical role in
the commitment of a cell to proliferate, but (analogous
to myc) it can also promote apoptosis (69). F-MeI cells
transfected with an inducable c-jun antisense gene were
found to maintain a constant cell density (after antisense
induction) and a high viability above 80% for 8 days under
serum starvation. In contrast, control cell lines died by
apoptosis within 3 days (70). Productivity was not assessed
in this preliminary study.

Media Formulation

In addition to genetically optimizing cell lines, media
formulations could be tailored to extend cell viability.
This may involve the inclusion of specific survival factors
provided the productivity improvement could justify the
additional expense. Interleukin-6 (IL-6) was found to
extend significantly the viability of Sp2/0 hybridoma
cells in low serum (71). As cytokines are expensive,
it is at present impractical to consider their inclusion
in media formulations. Consequently these investigators
transfected the cDNA for the IL-6 gene into the hybridoma
cell line. The transfected cultures, however, exhibited
growth inhibitory properties compared to control cultures
and a decrease in batch culture yield. It is possible that
this problem could be overcome by using an inducable
promoter (as used for c-jun in the preceding discussion)
and limiting IL-6 expression until after an optimal cell
density has been achieved.

Other less expensive media additives may include
nonessential amino acids (NEAAs), peptide inhibitors

of caspases, or antioxidant molecules. The addition of
NEAAs was found to prolong membrane stability during
the death phase of batch cultures and to increase
antibody productivity (72). Short peptides (~4 amino
acids) that interfere with the catalytic site of caspases
have been shown to protect small-scale cultures from
apoptosis induced by a variety of stimuli (25). Although
such peptides are expensive to purchase at present,
their simplicity suggests that their production could
be achieved relatively inexpensively by biotechnology
companies if so required. Antioxidant molecules such as
zinc and pyrrolidine dithiocarbamate have been shown to
protect small-scale cultures from apoptosis induced by a
variety of stimuli. These compounds exert their effects by
neutralizing reactive oxygen species that are thought to be
important signalling molecules in apoptotic pathways (73).
The effects of anti-oxidants on batch culture apoptosis and
productivity has not been established.

There are undoubtedly many mediators of apoptosis (in
particular, bcl-2 family members and caspase inhibitors)
which remain untested with respect to their potential
modulatory effects on the viability and productivity of
commercially important cell lines.

CONCLUSIONS AND FUTURE PERSPECTIVES

Since the acceptance of apoptosis as a genetically regulated
physiological phenomenon, the level of interest and
information on the subject has expanded exponentially.
Cell death resembling apoptosis has been identified in a
range of organisms, and can be induced by diverse stimuli.
New highly conserved gene families have been identified,
and many genes previously associated with cell cycle or
proliferation (e.g.,p53, mycjun) have now also been shown
to influence apoptosis.

Much recent research has focused on key cytoplasmic
components of apoptotic pathways and the possible links
between them. Significant progress has been made in
identifying important mediators of apoptosis, yet the
biochemical functions of many (e.g., bcl-2 family members)
are poorly understood. In addition, while considerable
effort has been focused on the cytoplasmic execution
pathways, upstream signalling pathways involved in life
and death decision making remain elusive. The current
pace of research suggests that many gaps in present
knowledge will be filled in the very near future. Progress
in apoptosis research will undoubtedly expedite medical
research, particularly into degenerative diseases that
are characterized by excessive cell death, and malignant
diseases that are characterized by insufficient cell death. It
is also anticipated that a better understanding of apoptosis
will deliver significant productivity improvements in the
biotechnology industry.

Cell lines currently in use in industrial bioreactors
have already been partially selected for their antiapoptotic
nature. In particular, if the cell line has been established
from a malignant disease, it will undoubtedly have gained
antiapoptotic lesions during the course of its development.
Recent research, however, suggests that, providing the
same pathway has not already been fully exploited by
a cell line, the expression of additional antiapoptotic



genes (or downregulation of proapoptotic genes) can
significantly extend viability and enhance productivity
in adverse conditions. Genetic optimization of cell lines
may therefore require an initial assessment of important
survival pathways already present.

Optimization of serum-free media also requires a better
knowledge of survival factors and the internal pathways
they activate. While progress has been made in identifying
some important survival factors (e.g., IGF-I), the growth
and survival components of serum are undefined and
must be better elucidated. Given the rapidly expanding
families of cell death mediators, it seems likely that
there are numerous pathways that lead to apoptosis and
possibly many opposing survival pathways that could be
activated. It is likely that the generation of "designer" cell
cultures may require the manipulation of more than one
relevant gene, coupled with a carefully considered media
formulation for a given cell type.

Many cellular-derived proteins are of significant
therapeutic potential, but their expense often restricts
initial availability. The value of such products justifies the
continuous quest for productivity improvements.
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INTRODUCTION

Receptor-mediated endocytosis is the main gate for the
entry of many macromolecules into the cell (1). The
ligand — receptor complexes formed on the cell surface
can be clustered in small areas of the plasma membrane
covered with a protein coat from the inside of the

membrane. The coated areas of the plasma membrane
pouch inward and pinch off vesicles. These endocytic
vesicles fuse with specialized membrane organelles known
as endosomes, which deliver the receptors and their
ligands to various intracellular compartments. Receptors
can recycle back to the cell surface and participate
in several rounds of endocytosis, or are delivered to
lysosomes for degradation. Endocytosis, recycling, and
therefore surface expression of many receptors is not
affected by ligand binding. However, for receptors that
transduce signals across the membrane, such as receptors
for polypeptide growth factors (GFs) or G protein-
coupled receptors, endocytosis and subsequent sorting of
the internalized receptors to the lysosome-degradation
pathway are dramatically accelerated by the ligand. As
a result, the surface and total cellular receptor pool
is substantially reduced, a phenomenon called ligand-
induced "down-regulation" of the receptors.

ENDOCYTOSIS OF GROWTH FACTOR RECEPTORS

The endocytosis of GF receptors that possess intrinsic
tyrosine kinase activity remains to be a classical model
system to study down-regulation. The specificity of down-
regulation for the signaling receptors suggests that GF-
induced endocytosis may play an important role in the
control of the signal transduction process. However,
neither the molecular mechanisms by which ligand
triggers receptor down-regulation nor the biological role
of this phenomenon are fully understood. In this article,
the general pathways of receptor-mediated endocytosis
will be described with the focus on the mechanisms
that are unique for GF receptors. We will build our
discussion around endocytosis of the epidermal growth
factor (EGF) receptor since studies of this receptor have
produced most of the original data on which the current
model of GF receptor endocytosis is based. In light of very
recent findings obtained in studies of the cytokine and G-
coupled receptors, we will discuss some novel mechanisms
of endocytosis of these receptors.

RECEPTOR RECRUITMENT INTO CLATHRIN-COATED PITS

The process of constitutive formation of endocytic vesicles
from the plasma membrane is a part of the recycling
of cellular membranes. However, vesicle budding is
significantly accelerated in specialized regions termed
clathrin-coated pits (reviewed in Ref. 2). These organelles
contain two major structural components: clathrin itself
and adaptor—protein complexes (APs). Clathrin consists
of three copies each of heavy chain (~190 kD) and light
chain (~23-27 kD), forming a three-legged structure
called a triskelion. Clathrin triskelions are the assembly
units of the polygonal lattice. Clathrin assembles into
coats on the eytoplasmic side of the plasma membrane
by interacting with its adaptor complex AP-2. AP-2 is
heterotetramer consisting of two large (~100 kD) a and
/J2, one medium JJL2 (50 kD), and one small o2 subunit
(17 kD). In addition, several other proteins that play a
regulatory role are found in coated pits.



One group of receptors (class I) is clustered in coated
pits and rapidly internalized even when no ligand has
bound. The well-known examples of this type are the
receptors for transferrin, mannose-6-phosphate, and low-
density lipoprotein. Signaling receptors, for example, EGF
receptors, are the class II receptors that are efficiently
concentrated in coated pits and internalized only when
occupied with the specific ligand (3). In the absence of
EGF, EGF receptors are diffusely distributed at the
cell surface (4,5). A small pool of unoccupied receptors
can be detected in coated pits (5,6). The relative size
of this pool appears to be dependent on cell type and
level of receptor expression (4,6,7). Although quantitative
studies of the distribution of EGF receptors in coated and
uncoated regions of the plasma membrane are limited,
several reports clearly demonstrated rapid aggregation
and accumulation of EGF receptors in coated pits upon
EGF binding (4,5,7-9) (Fig. 1).

An individual coated pit can package and internalize
more than one type of receptor (10). Conformational
rearrangements of the clathrin lattice result in deep
invagination of the coated pit and fission of the coated
endocytic vesicle containing cargo proteins. Clathrin
and associated proteins must then return back to the
plasma membrane to reassemble coated pits (Fig. 1).
Several stages of the coated pit cycle require energy
and physiological temperature, and are regulated by
GTP-binding proteins. Importantly, whereas late steps
of internalization appear to be common for all types of
receptors, receptor recruitment into coated pits is the rate-
limiting and ligand-dependent step of the internalization
of GF receptors (9,11).

MOLECULAR MECHANISMS OF INTERNALIZATION

Although endocytosis of some receptors can occur in the
absence of functional coated pits, clathrin-dependent endo-
cytosis is the most efficient and fastest pathway. Coated
pits recruit receptors with high efficiency and selectivity
because they can recognize "endocytic codes" or "inter-
nalization signals," sequence motifs in the cytoplasmic
domains of the receptors (12). There are several such
signals; the motifs based on the tyrosine residue and
a hydrophobic residue in +3 position (Yxx0) are most
well characterized (12). The receptor-recognition protein
in coated pits is the /x2 subunit of AP-2 (13), although
/3-arrestin proteins are also implicated in the recruitment
of the G protein-coupled receptors (see the following).

The EGF receptor (EGFR) interaction with AP-2
has been demonstrated in in vivo and in vitro experi-
ments (14,15). However, it is not formally proven whether
this interaction is important and sufficient for EGF-
induced recruitment of receptors into coated pits. In fact,
the dogma did not survive functional testing in vivo:
EGFRs lacking the high-affinity AP-2 binding site can be
internalized via a clathrin-dependent mechanism (16,17).
Moreover, coimmunoprecipitation with AP-2 has been
reported for the EGF receptor family only (18,19). The
interactions of other GF receptors with AP-2 have not
been shown in any type of experimental assays.

Analysis of EGF endocytosis revealed that, besides
characteristics common for endocytosis of class I and II
receptors (for instance, temperature and ATP depen-
dence), the specific internalization rate of EGF was several
fold higher at low than at high EGF concentrations (20).
Mathematical modeling of these data led to the proposal
that there are two pathways of internalization of EGF
receptors: a rapid saturable pathway used by a limited
number of EGF-activated receptors, and a five to ten times
slower nonsaturable endocytosis that is employed by the
unoccupied or EGF-occupied receptors when the rapid
pathway is saturated (11). It has been postulated that
whereas the saturable pathway involves clathrin-coated
pits, the slow pathway is clathrin-independent (11).

The low capacity of high-affinity EGF-induced receptor
internalization suggested that unique mechanisms may
regulate this pathway. It has been hypothesized that
proteins other than AP-2, expressed in limited amounts
in the cell, control the rapid pathway (9,11,21,22). These
proteins are not yet identified. A study on MDCK cells
demonstrated that the microinjection of src-homology 2
(SH2) domains of GRB2 adapter protein blocks endocytosis
of the EGF receptor (23). However, because removal of
all phosphorylation sites of the EGF receptor, including
GRB2 binding, did not affect EGF endocytosis (24,25), it
is difficult to reconcile this observation with the previous
results of kinetics analysis of receptor mutants (24-27)
(see also the following). An EGF receptor phosphorylation
substrate, epsl5, has been also implicated in EGF receptor
endocytosis (28). However, epsl5 appears to play an
essential role in general endocytic machinery and is not
specific for growth factor internalization (29).

Intensive studies were directed to determine which
regions of the receptor molecule are critical for inter-
nalization. The EGF receptor is a glycoprotein (170 kD)
of which approximately 40 kD is N-linked carbohydrate.
The mature EGF receptor is composed of three major
regions: an extracellular ligand binding domain con-
taining two high-cysteine-content regions, a hydrophobic
transmembrane region, and a cytoplasmic domain. The
cytoplasmic domain consists of a conserved kinase domain
located between two regulatory regions: juxtamembrane
and carboxyl-terminal domains. The carboxyl-terminus
contains at least five tyrosine and several serine residues
that can be phosphorylated, whereas the juxtamembrane
domain has two threonine phosphorylation sites (Fig. 2).
Phosphorylated residues are involved in regulation of
the receptor kinase activity and receptor interaction with
other proteins. Since the intracellular domain of the EGF
receptor is essential for endocytosis, the importance of the
kinase activity and various regions of the carboxyl termi-
nus were examined using receptor mutagenesis (Fig. 2).
Mutational inactivation of the receptor kinase resulted in
significant reduction of the internalization rate (30-34).
Kinase-negative receptors were capable of internalization
with a moderate speed that did not depend on EGF
concentration (nonsaturable pathway), suggesting that
kinase activity controls the specific saturable internal-
ization. Kinase activity is also necessary for the maximum
rapid internalization of the platelet-derived growth fac-
tor (PDGF) (35), macrophage colony-stimulating factor



Figure 1. Pathways of internalization and intracellular sorting of GF receptors. Two pathways
of endocytosis of EGF receptors are indicated: (1) high-affinity saturable pathway via coated pits
(internalization rate constant ke = 0.2-0.4, capacity is typically less than 50,000 receptors), which
is utilized by EGF-activated receptors (EGFR); (2) nonsaturable clathrin-independent pathway
with slow kinetics {ke = 0.02-0.10) used by unoccupied and occupied EGF receptors when the
first pathway is overwhelmed. Clathrin, AP-2, and epsl5 are indicated as components of the
clathrin coat. The coats involved in the second pathway are not known. Both clathrin-dependent
and -independent internalization pathways lead receptors to the early endosomal compartments.
Black arrows show recycling of occupied and unoccupied receptors from endosomes. The relative
width of arrows indicates that the recycling is much slower from intermediate and late endosomes
than from the early compartment. Putative endosomal sorting and coat proteins are indicated
as APs (known or unidentified clathrin-adaptor complexes), SNX-I (sorting nexin-1), COP-X
[coatomer (COP-I)-like proteins].
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Figure 2. Intracellular domain of the EGF receptor. Depicted
are the regions of the EGF receptor that have been implicated in
the regulation of internalization and lysosomal targeting. Major
tyrosine phosphorylation sites are indicated as pY, whereas serine
and threonine phosphorylation is indicated as pS and pT. Two
putative internalization motifs are Y974RAL and GGQFF1000. The
first sequence has been also shown to serve as the major AP-2
binding site in the EGF receptor

(m-CSF) (c-Fms receptor) (36), fibroblast growth factor
(FGF) (37), and c-kit receptors (38). Receptor tyrosine
kinases are known to be autophosphorylated, but it is
unlikely that kinase activity is required only for receptor
autophosphorylation. For instance, rapid endocytosis of
the EGF receptor mutant lacking the entire C-terminal
tail and all autophosphorylation sites preserved kinase
dependency (24,25). It is possible that tyrosine phosphory-
lation of an unidentified substrate of the receptor kinase
is necessary for the receptor internalization through the
rapid saturable pathway.

Rapid internalization of EGF also requires multiple
tyrosine phosphorylation of the receptor (26,34), although
the role of autophosphorylation is not clear. The exper-
iments with partially truncated receptor mutants (25)
suggested that tyrosine phosphorylation is not essen-
tial for the internalization of EGF receptors. This means
that neither phosphorylated tyrosine residues nor proteins
that contain SH2 domains and interact with phosphoty-
rosines directly mediate the association of EGF receptors
with coated pits. However, tyrosine phosphorylation of
the full-length receptor may be needed to support confor-
mational changes that expose endocytic codes. In PDGF
receptor ^, tyrosine 579 was found to be involved in

the control of internalization (39). Phosphorylation of the
c-Fms and c-kit receptors is not important for internaliza-
tion (36,38,40), whereas the phosphorylation site of FGF
receptor is crucial for its endocytosis (37). It is possible that
observed effects of mutations of autophosphorylation sites
of FGF and PDGF receptors on endocytosis reflect the
necessity of phosphorylation-dependent conformational
changes rather than the direct involvement of SH2-
containing proteins.

Besides kinase activity and tyrosine phosphorylation,
several peptide sequences of the carboxyl terminus of EGF
receptor were found to be necessary for both saturable and
nonsaturable internalization (25,27). These sequences are
analogous to the coated pit localization motifs found in
class I receptors and contain tyrosine residues (Fig. 2).
It is not clear, however, which of these endocytic codes
function in native, full-length EGF receptor, which of
them are cryptic and exposed only in truncated receptor
mutants, and whether different motifs can be involved
in distinct pathways of internalization. Interestingly, the
tyrosine-containing motif that is essential for internaliza-
tion of c-Fms receptor was found in its juxtamembrane
region (36). In PDGF receptor /3, the hydrophobic region
downstream of the kinase domain has been implicated
in the control of internalization (41). However, the kinase
activity of the receptor mutants lacking this region is also
severely impaired, and therefore, the direct involvement of
the region in the interaction with the endocytic machinery
is unlikely.

In summary, the rapid saturable pathway of GF endo-
cytosis is controlled by endocytic codes, receptor kinase
activity and in some cases by receptor phosphoryla-
tion. The endocytic codes presumably interact with AP-2,
although other mechanisms might be involved. Receptors
that lack endocytic codes, for instance, EGF receptors in
which the whole C-terminal domain was truncated, do
not interact with AP-2 (42) and undergo internalization
through the slow and nonsaturable pathway of constitu-
tive clathrin-independent endocytosis (Fig. 1).

PATHWAY THROUGH ENDOSOMAL COMPARTMENTS

After internalization, receptors and ligands begin their
passage through the endosomal compartments (Fig. 1).
Internalized molecules can be recycled back from endo-
somes to the plasma membrane, sequestered in endosomes
for a long time, or transported to lysosomes or other
organelles. Classification of endosomes is based on their
biogenesis and currently is the subject of debate. Here,
for simplicity, we will use the terminology of early, inter-
mediate, and late endosomes according to the time of
appearance of the endocytic markers in these compart-
ments after internalization.

Endocytosed molecules are first delivered to early endo-
somes after uncoating of the coated vesicle and its fusion
with the endosomal membranes. Early endosomes are the
tubular and vesicular membrane structures often con-
nected into networks and located close to the plasma
membrane. EGF and EGF receptors can be detected in
this compartment within 2 -5 min of EGF-induced inter-
nalization at 37 0C (4,5,43,44). After 10-15 min, receptors
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begin to accumulate in large tubular-vesicular endosomes
located mainly in perinuclear area, often close to the centri-
ole (4,5,8,44). In electron microscopic sections, these endo-
somes frequently appear as multivesicular bodies (MVBs)
because they contain internal vesicles (4,5,8,44). In our
classification, MVBs are likely to correspond to the inter-
mediate (or "carrier" from early to late endosomes) and late
endosomes. Since the delivery of receptors from interme-
diate to late endosomes is highly temperature dependent,
these two populations of organelles can be distinguished
by lowering the temperature to 16-18 0C (44-46). The
late endosomal compartment serves as the last destina-
tion of molecules sorted to the lysosomal pathway; it is also
referred to as a prelysosomal compartment (47). Although
the appearance of EGF receptors in late endosomes can
be detected by subcellular fractionation, the colocalization
of the EGF and mannose-6-phosphate receptors (markers
of late endosomes) has not been shown morphologically.
Moreover, the direct fusion of MVB-containing EGF recep-
tors with lysosomes has been recently demonstrated (45).

EGF and EGF receptors become detectable in lyso-
somes after 30-60 min of internalization, but in some
cells can be seen in MVBs for several hours (44). Degra-
dation of EGF and other GFs, as well as their receptors,
can be detected 20-30 min after initiation of endocyto-
sis (3,35,48), suggesting that the degradation begins in
MVB/late endosomes that contain functionally active pro-
teolytic enzymes. However, the complete degradation of
EGF and its receptors is thought to occur in mature
lysosomes. Both EGF and EGF receptors, as well as
the intermediate products of their proteolysis, are dif-
ficult to detect in lysosomes, presumably because they
are very rapidly degraded to low-molecular-weight pep-
tides (49,50).

The intravesicular pH drops along the endocytic path-
way, from 6.0—6.5 in early endosomes to 4.5—5.5 in late
endosomes and lysosomes, which causes dissociation of
many ligand-receptor complexes (51). However, several
lines of evidence indicate that the release of EGF from the
receptor is insignificant until the late stages of endocytosis,
and that there is a large pool of endosomal EGF-receptor
complexes (52-54). This is in agreement with the com-
mon localization of EGF and EGF receptor throughout
the endocytic pathway (44,55) (Fig. 1). Similarly, a pool
of intact PDGF-receptor complexes can be detected in
endosomes (56). Thus internalized GF receptors maintain
their ligand-dependent dimerization and phosphorylation
status during trafficking through the endosomal compart-
ments.

KINETICSOF INTRACELLULARTRAFFICKING: RECYCLING
VERSUS DEGRADATION

The relative values of trafficking rate parameters of
occupied and unoccupied EGF receptors are compared
in Figure 3 (57-59). In the absence of EGF, the endosomal
pool of EGF receptors is small compared to the surface
pool, suggesting that unoccupied EGF receptors must
recycle very rapidly after internalization (22). Because
EGF-accelerated receptor down-regulation is very rapid,
it was assumed in early studies that recycling of

internalized EGF-occupied receptors did not occur or
was insignificant (4,30). In later studies, however, rapid
recycling of EGF-receptor complexes was demonstrated
first in human carcinoma A-431 cells and then in all
types of cells tested (33,46,57). These observations showed
that GF receptor sorting is not a simple, one-directional
process of lysosomal targeting. In fact, after each round
of endocytosis as much as 70-80% of EGF-receptor
complexes can be recycled and then reinternalized, while
only 20-30% are degraded.

Unoccupied receptors recycle two to three times
faster than receptors in the presence of EGF (57,60),
indicating that only 5-10% of unoccupied receptors
are degraded after each round of internalization. Given
the low internalization rate and the small pool of
endocytosed receptors, the apparent degradation rate
of unoccupied receptors is very low, and the loss of
receptors is compensated for by biosynthesis. This allows
the maintenance of a stable level of receptor expression.
EGF binding decreases the recycling rate and, therefore,
increases the degradation/recycling ratio that determines
the fate of receptors after endocytosis. This effect of EGF,
together with EGF-accelerated internalization, results
in the dramatic elevation of the overall degradation of
receptors, which causes receptor down-regulation.

The importance of ligand binding for the lysosomal
targeting and down-regulation of internalized receptors
can be illustrated by the example of the differential
trafficking of EGF and transforming growth factor a
(TGFa), which both bind to the EGF receptor. The complex
of TGFa and the EGF receptor is much more sensitive
to low pH than the EGF-EGF receptor complex, and
probably, most of TGFa dissociates from the receptor at
pH 5.5-6.0 early in the endosomal pathway (61,62). This
dissociation allows rapid recycling of unoccupied receptors
and reduces receptor degradation. As a consequence, TGFa
causes a much weaker down-regulating effect on EGF
receptors compared to that effect of EGF (61,62).

MECHANISM OF RECEPTOR SORTING IN ENDOSOMES

Recycling of EGF-receptor complexes is partially inhib-
ited at 18 0C, suggesting that some recycling does occur
from the late endosomes (46). This recycling is, however,
much slower than recycling from early endosomes. There-
fore, relocating receptors from early to late compartments
can reduce the overall rate and extent of receptor recy-
cling.

The details of morphological pathways of intracellular
sorting of EGF receptors have been compared with those of
transferrin receptors, which are targeted to lysosomes very
insignificantly (8,43). In early endosomes, EGF receptors
tend to accumulate in vesicular parts of the compartments
(Fig. 1), whereas transferrin receptors are mostly located
in tubular parts (8). It has been also noticed that in
MVB-like endosomes, EGF receptors are preferentially
associated with the internal vesicular structures, whereas
transferrin receptors are distributed mainly in the outer
membrane and tubular parts of endosomes. On the basis
of these observations, the following model of intracellular
sorting has been proposed (8,63). Receptors located in



the tubular portions of endosomes are constitutively
recycled. In contrast, a pool of EGF receptors are
trapped (retained) in the vesicular parts and subsequently
become incorporated into internal vesicles of MVBs.
According to this model, sorting to the internal vesicles
prevents recycling of EGF receptors, and leads to
their retention in MVB/late endosomes and subsequent
exposure to proteolytic enzymes after endosome-lysosome
fusion.

The molecular mechanisms of the EGF receptor
retention in the vesicular compartments of endosomes
are unclear. It has been hypothesized that EGF-induced
activation of receptor kinase and tyrosine phosphorylation
of annexin I in MVBs is important for inclusion of
EGF receptors in internal vesicles of MVBs (64,65).
However, the data that receptor mutants lacking an
ATP-binding site or the entire kinase domain are
degraded as fast as wild-type receptors have questioned
the direct involvement of tyrosine kinase activity in
the intracellular sorting of EGF receptors (22,27,57,58).
Recent reports (27,66) suggested that carboxyl-terminal
regions of the receptor between residues 945-958 and
1022-1063 (Fig. 2) distinct from its internalization codes
are necessary for the receptor degradation. Interestingly,
kinetic studies revealed that the lysosomal sorting (or

retention) pathway of EGF receptors is also saturable (58),
indicating that either the proteins responsible for sorting
or the pool of EGF receptors competent for lysosomal
sorting are limited. This saturable pathway is controlled
by the receptor kinase activity (66).

The protein coats and adaptor molecules involved in
endosomal sorting of GF receptors are unknown. PDGF-
dependent activation of phosphatidylinositol-3-kinase has
been implicated in regulation of the endosomal sorting of
the PDGF receptor (67). However, this kinase appears to
play a role in some universal steps of endosomal sorting
and is not specific for GF endocytosis. An endosomal
protein called sorting nexin, SNX-I, has been recently
discovered based on its ability to interact with the
cytoplasmic domain of the EGF receptor in a yeast two-
hybrid system (68). Overexpression of SNX-I leads to
down-regulation of the EGF receptor but not other GF
receptors, suggesting that SNX-I plays an important
role in the specific targeting of EGF receptors to the
degradation pathway.

OTHER TYPES OF SIGNALING RECEPTORS

Multimeric receptors for cytokines, which become assem-
bled from several subunits and then associate with the

Degradation Degradation Degradation
Figure 3. GF-induced changes in the rate parameters of the trafficking and subcellular distribu-
tion of the receptors. The relative values of the specific rate constants of internalization, recycling,
and degradation were averaged from several studies of EGF receptor endocytosis (22,26,34,57-59)
and expressed as the widths of arrows. The model is applicable to cells expressing a moderate
physiological amount of EGF receptors (not more than 100,000 per cell) and assumes no saturation
of internalization and degradation systems. In this model we propose that EGF binding accelerates
receptor internalization by activating the rapid pathway and reduces recycling of the receptors
by retaining occupied receptors in endosomes and preventing them from recycling. The resulting
accumulation of 70-80% of occupied receptors in endosomes after 20-30 min of continuous lig-
and-induced endocytosis leads to the increased apparent degradation rate and down-regulation
of receptors without any change in the specific rate constant of degradation. Receptor mutants
that are incapable of internalization via the clathrin-dependent pathway but that preserve
EGF-dependent retention in nonrecycling compartments (for instance, kinase-negative mutant)
display an intermediate behavior, resulting in partial down-regulation

Endosomes

Surface

Unoccupied receptors EGF-occupied receptors
EGF-occupied receptor mutant
lacking endocytic codes



cytoplasmic tyrosine kinases after ligand binding, are also
rapidly down-regulated in the presence of the ligand (69).
It has been demonstrated that the internalization of IL-
2 receptor is clathrinindependent (70). Interestingly, the
subunits of IL-2 receptors are sorted in endosomes to
distinct pathways: The a subunit is recycled between
plasma membrane and early endosomes, while the $ and
y subunits are rapidly sorted to late endosomes and lyso-
somes (71). The role of the sorting sequence motifs of the
cytoplasmic tail of the receptor in intracellular targeting
is under investigation.

The mechanism of down-regulation of G protein-
coupled receptors has been the focus of research of many
laboratories. Recently, a new internalization mechanism
has emerged from studies of the /*2-adrenergic receptor. It
has been found that ^-arrestins play an essential role in
the agonist-induced internalization of these receptors (72).
Upon agonist binding to the receptor, the cytoplasmic tail
of the receptor interacts with /?-arrestins (72). /?-arrestins
are capable of direct binding to clathrin, which allows
recruitment of the receptors in coated pits (73). Thus,
aside from the classical mechanism of receptor recognition
by clathrin adaptors, alternative mechanisms specific to
diverse types of membrane receptors exist in mammalian
cells.

PERSPECTIVES

We have discussed morphology, kinetics, and possible
molecular mechanisms of receptor-mediated endocytosis
of GFs. Two GF effects on receptor trafficking that
cause down-regulation of receptors have been identified:
(1) acceleration of internalization via coated pits, and
(2) reduction of recycling of internalized receptors through
their retention in endosomes. Although mutagenesis of
GF receptors revealed several putative internalization
and endosome retention domains, further studies are
required to determine which of these domains function
in native forms of the receptors. The proteins that
interact with these domains and are essential for the
receptor trafficking, as well as the role of receptor
kinase activity and phosphorylation in these interactions,
remain unknown. Because GF-dependent internalization
and lysosomal targeting are saturable pathways, they
are probably regulated by specific sorting machineries.
Elucidation of the mechanisms and identification of the
principal players involved in GF receptor trafficking
may provide new insights into general mechanisms of
endocytosis and may unveil the possibility to control the
expression of GF receptors and, therefore, the cellular
responses to GFs.
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INTRODUCTION

The processing of secreted and membrane proteins takes
place within the secretion pathway. The secretion pathway
consists of a complex array of organelles and proteins
involved in the production and processing of proteins
destined for a number of possible locations: intracellular
organelles, the plasma membrane, or the extracellular
medium. It is now recognized that production of secreted
and membrane proteins involves far more than generating
the correct sequence of amino acids. Within the secretory
compartments, proteins fold, associate into multimers,
and are co-translationally modified. In addition, the
proteins must be transported through the compartments
to arrive at their final destination. To accomplish these
secretion processes, the cell possesses a number of
ancillary proteins, including chaperones, folding enzymes,
glycosylation enzymes, and transport factors. This article
provides an overview of the processing steps and cellular
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INTRODUCTION

The processing of secreted and membrane proteins takes
place within the secretion pathway. The secretion pathway
consists of a complex array of organelles and proteins
involved in the production and processing of proteins
destined for a number of possible locations: intracellular
organelles, the plasma membrane, or the extracellular
medium. It is now recognized that production of secreted
and membrane proteins involves far more than generating
the correct sequence of amino acids. Within the secretory
compartments, proteins fold, associate into multimers,
and are co-translationally modified. In addition, the
proteins must be transported through the compartments
to arrive at their final destination. To accomplish these
secretion processes, the cell possesses a number of
ancillary proteins, including chaperones, folding enzymes,
glycosylation enzymes, and transport factors. This article
provides an overview of the processing steps and cellular

* Current Address:
Fermentation & Cell Culture Development
Berlex Biosciences
Richmond, CA

Previous Page



proteins dedicated to ensuring processing and movement
of secretory proteins to their final destinations.

THE PROTEIN PROCESSING ASSEMBLY LINE

There are a myriad of functions that a single cell must
perform either as a unicellular entity or as a subunit of
a larger multicellular organism. Mammalian cells contain
almost 10 billion protein molecules of 10,000 types (1).
How can a cell perform all its functions amid this seem-
ingly chaotic environment? The cell subdivides its func-
tions into specialized compartments dedicated to various
cellular operations. Several of these compartments are
involved in the secretory pathway (Fig. 1), which is essen-
tial to the production of proteins destined for localization
in other compartments, secretion into the extracellular
environment, or display at the membrane surface.

The secretory pathway begins with the translation
of messenger RNA (mRNA) on ribosomes within the
cytosol. The ribosome facilitates translation of the mRNA
blueprint into a nascent precursor polypeptide. Structural
features intrinsic to newly made and maturing secreted
and membrane proteins direct the sorting decisions
that target these proteins for entry into the ER and
subsequently for retention within, or export from, the
various compartments of the cell (2-4).

If a newly synthesized polypeptide is destined to be
secreted, a set of cellular proteins is responsible for move-
ment of the polypeptide from the cytosol to the endoplasmic
reticulum (ER) lumen in a process called translocation
[Fig. 2(a)]. A number of cytosolic proteins operate in order
to direct the nascent polypeptide and attached ribosome
to the ER membrane. Once attached to the ER, the ribo-
some synthesis of the nascent polypeptide continues as the
polypeptide is co-translationally transported into the ER
lumen. After passing through the membrane, the signal
sequence of the secreted protein is removed by the signal
peptidase enzyme.

Concurrent with the translation and translocation pro-
cess the polypeptide will begin to fold, perhaps oligomerize,
and have N-linked oligosaccharides added. While the
amino acid sequence of a protein does include all the

information necessary to assume its final conformation,
the folding and assembly process in procaryotes and
eucaryotes is assisted by chaperones and folding enzymes
[Fig. 2(b)]. It is now known that these molecular chaper-
ones and folding enzymes do not function independently,
but act in concert with a number of other co-chaperones,
foldases, and assistance factors to facilitate processing in
the secretory pathway. After traveling from the rough ER
through the smooth ER, proteins destined for export from
the cell or presentation on a membrane next move into
the Golgi apparatus. The Golgi apparatus consists of orga-
nized stacks of disc-like compartments called the Golgi
cisternae. The Golgi is a directional compartment, receiv-
ing lipids and proteins from the smooth ER in the cis Golgi
network (CGN) and modifying them en route through the
trans Golgi before dispatching them to their destinations
such as the extracellular environment of the cell or the
surface of the plasma membrane.

Webster's Dictionary defines a factory or assembly line
as:

A line of factory workers and equipment on which the
product being assembled passes consecutively from operation
to operation until completed.

With this definition in mind, a cell's secretory pathway
may be metaphorically viewed as a protein assembly
and processing line. A polypeptide product traverses a
series of compartments wherein numerous operations
and processes take place in order to generate the final
functional protein product.

The following sections examine the key steps and
compartments, as well as some of the many proteins,
involved in the production and processing of proteins in
the secretory pathway. Although the proteins described
are critical to the processing of secreted and membrane
proteins, not all of them are involved in all secretory
events. The secretory pathway is extremely versatile
and dynamic; it must continually adapt its processing
apparatus depending on the processing requirements of
the different secretory proteins.

POLYPEPTIDE PRODUCTION

The synthesis of all proteins begins with the translation
of an mRNA sequence to the amino acid sequence of the
polypeptide by the ribosome machinery. The ribosome is a
complex of more than 50 proteins and several structural
RNA molecules (rRNAs). Each ribosome is a large protein-
synthesizing machine on which transfer RNA (tRNA)
molecules translate the nucleotide sequence into the amino
acid sequence.

Nascent polypeptides destined for the ER con-
tain a hydrophobic secretion signal sequence. The co-
translational targeting of a nascent secretory polypeptide
to the ER is initiated by the high-affinity binding of the
signal sequence to the signal recognition particle (SRP),
which cycles between the ER membrane and the cytosol
[Fig. 2(a)]. The SRP, a particle composed of one molecule
of RNA and six distinct polypeptides organized into four
SRP proteins (5), binds not only to the signal sequence, but

Figure 1. General schematic of the secretion pathway indicating
the endoplasmic reticulum, the Golgi network, and the transport
of secreted or membrane proteins to the cell surface.
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also to the ribosome and the ER-specific docking protein,
or SRP receptor. SRP binding to the polypeptide causes a
pause in protein synthesis to occur prior to its interaction
with the SRP receptor. The SRP receptor, which is com-
posed of a 60-kDa a-subunit and a 30-kDa /?-subunit, is
a complex of two membrane proteins located in the rough
ER. The pause in synthesis also allows sufficient time for
the ribosome to form the essential interaction with the
ribosome receptor, which may include a 180-kDa mem-
brane protein called ribosome receptor protein and other

Figure 2. (a) Schematic of co-translational translocation of solu-
ble protein into the endoplasmic reticulum, interaction of ER lume-
nal chaperones and foldases, and signal sequence cleavage. SRP:
signal recognition protein; TRAM: translocating chain-associating
membrane protein; BiP: immunoglobulin heavy-chain binding pro-
tein; PDI: protein disulfide isomerase; GRP94: glucose regulated
protein 94 kDa. (b) Schematic of a protein folding pathway includ-
ing folding catalysts (foldases) and the prevention of improper
association (aggregate) by molecular chaperones.

membrane proteins such as sec61P (5a), and initiate the
release of the nascent polypeptide from SRP.

Polypeptide release from SRP is instrumental to
the vital insertion of the signal sequence into the
ER membrane. Transmembrane proteins, in contrast to
secreted proteins, do not proceed into the lumen, but move
laterally into the polylipid ER bilayer to attain their correct
position. For these membrane-bound proteins, the signal
sequence is usually located within an internal segment
of the polypeptide sequence and is not cleaved off after
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the protein is inserted into the membrane (6). Internal
hydrophobic regions are usually buried within the bilayer,
while lumenal regions are translocated normally. Aside
from a small group of proteins, protein translocation
in mammalian cells occurs concurrent to translation
or co-translationally (7). Post-translational translocation,
common in yeast, may also occur following the termination
of polypeptide translation.

The polypeptide chains being transferred across the ER
membrane pass through a protein translocator channel.
Ribosome interaction with the translocation complex
or translocon may play a role in the gating of the
channel during co-translational protein translocation (8).
Several proteins have been identified as components of
the protein conducting channel [Fig. 2(a)]. These include
Sec61-a, the 40-kDa integral membrane mammalian
homologue of yeast Sec61p and Escherichia coli SecY,
as well as the smaller proteins Sec61-/? and Sec61-y (9).
The translocating chain-associating membrane protein
(TRAM) is a 36-kDa integral membrane protein that is
stimulatory or required for the translocation of different
secretory proteins (10), though its exact function is still
unknown.

The role of ER lumenal proteins, such as BiP and the
yeast ER homologue of hsp40, Sec63p, in co-translational
translocation across mammalian ER membranes remains
unsettled (7), even though the Kar2 protein, a BiP
homologue in yeast, has been clearly implicated in
translocation within yeast. In addition, there is growing
evidence in mammalian cells of BiP's involvement in the
co-translational translocation (7).

As secretory polypeptides co-translationally pass
through the ER membrane, the amino-terminal signal pep-
tide sequence is removed by the enzymatic signal peptidase
complex (SPC) on the luminal side of the ER membrane.
Mammalian signal peptidase is a complex of five polypep-
tides, SPC12, SPC18, SPC21, glycosylated SPC22/23, and
SPC25 (11). However, studies suggest that only a subset
of the signal peptidase complex, including SPC22/23, is
required for proteolytic processing (12). Beyond the neces-
sity of phosphatidylcholine, the SPC does not require other
co-factors for its proteolytic activity (12). Also, the insen-
sitivity of signal peptidase to protease inhibitors for all
common active sites suggests that SPC may represent a
novel proteolytic enzyme complex (12).

THE ENDOPLASMIC RETICULUM: POLYPEPTIDE FOLDING
AND MODIFICATION

Overview of the ER Lumen

The ER is the organelle dedicated to the synthesis of
secretory and membrane proteins, protein folding and
oligomerization, disulfide bond formation, and the initial
steps in N-glycosylation. The ER also produces lipids for
the cell and acts as a reservoir for Ca2+. In order to perform
these functions, the lumen of the ER contains a high
concentration of both transient and resident polypeptides.
The protein concentration of the ER has been estimated
at 30-100 mg/mL for one mammalian cell line (13). With
a reduced to oxidized glutathione ratio of 10:1, the ER is

also a highly oxidizing environment relative to the cytosol,
which has a much higher ratio of 100:1.

Many of the proteins that reside either within the
ER lumen or its polylipid membrane assist in folding,
assembly, processing, or transport. These ER resident
proteins often contain the four-amino-acid (-KDEL or
-Lys-Asp-GIu-Leu) ER retention signal at the C-
terminus, preventing these proteins from escaping the
ER. Some of these proteins are involved in translocation
across the ER membrane, and others act as chaperones or
catalysts to aid in polypeptide folding, proper assembly,
and quality control. Still other ER-resident enzymes
are responsible for the addition and processing of the
oligosaccharide side chains during N-linked glycosylation.

Folding in the ER

Chaperones.
BiP (lmmunoglobulin Heavy-Chain Binding Protein),

GRP78. One category of ER resident proteins is the
chaperones, including the 78-kDa immunoglobulin heavy-
chain binding protein (BiP) (14), also known as glucose-
regulated protein 78 (GRP78). BiP, a member of the
HSP70 heat stress protein family (15), will associate
with numerous incompletely folded and unassembled
proteins. The role of BiP is to bind newly synthesized
secretory proteins as they are translocated into the
ER. BiP binding is transient for many secreted or
membrane bound proteins, while the association can be
more stable for proteins that are misfolded, improperly
glycosylated, or otherwise incompetent for secretion (15).
As with HSP70, BiP has a strong ATP affinity and
displays weak ATPase activity (16,17) that is stimulated
by the binding of unfolded proteins (18). BiP will bind
linear peptides of about 7 amino acids that include
hydrophobic and aromatic residues that are likely to
be buried in the interior of the folded protein (17,19).
By binding the nascent polypeptides, BiP prevents
nonproductive aggregation (20,21) and maintains the
polypeptides in a state competent for subsequent folding
and oligomerization. Cycles of BiP binding to and release
of nascent polypeptides may be optimized in the presence
of other co-chaperones, including ER homologues of DnaJ
and GrpE. In addition, BiP may act in conjunction with
other ER chaperones, such as calnexin or GRP94, in order
to facilitate folding and assembly in the ER (22-24).

GRP94. GRP94 (glucose regulated stress protein 94),
also known as endoplasmin, ERp99, and HSP 108 (25), is
a 94-kDa member of the 90-kDa heat stress protein family
(HSP90) found in the ER lumen. GRP94 has been shown
to be a major Ca2+ and ATP binding component of the
ER (13,26) and has been found in cells as both a monomer
and as a disulfide-bonded homodimer (25). GRP94 has
been seen in association with unassembled immunoglob-
ulin (26), unassembled major histocompatibility complex
(MHC) class II polypeptides (27), and with a mutant her-
pes glycoprotein (28).

Recent findings indicate that GRP94 could act as
a chaperone for some polypeptides. GRP94, ERp72,
and another unidentified protein have been shown to
form a specific complex with the heterodimer formed
by of- and ^-chains of HLA-DR molecules when these



proteins are expressed in the absence of the invariant
chain (27). GRP94, as well as BiP, has also been found
in association with unassembled immunoglobulin chains
in cross-linking experiments. GRP94 binds strongly to
mutated immunoglobulin subunits that cannot fold in
the ER, but only transiently to wild-type secretable
molecules, much like BiP does (29). Experimental evidence
demonstrates that GRP94 acts subsequently to BiP,
binding to more mature proteins, and remains bound for
longer periods (29). Melnik et al., (29) go on to suggest
that BiP and GRP94 may work together on overlapping
populations of folding intermediates.

Calnexin and Calreticulin. Calnexin, a transmembrane
protein also identified as p88 and IP90, is one of the
major Ca2+ binding proteins of the ER membrane (30).
Calnexin is a type I membrane protein with a mobility
of approximately 90 kDa, even though it has a calculated
molecular mass of 65 kD. This discrepancy may be due to a
highly acidic cluster at the C-terminus (30). Calnexin can
be modified through phosphorylation (30), and it has been
proposed that this modification, as well as its calcium
binding ability, may be essential to the chaperoning
activity of the protein (31). Calnexin has been found in
association with several proteins, including MHC class I
molecules (32), T-cell receptor subunits, membrane-bound
immunoglobulin (33), and serotonin receptor (SERT)
(33a). Calreticulin, a major luminal ER resident protein, is
the 55-kDa soluble homologue of calnexin in mammalian
cells (34). One of the most acidic proteins in mammalian
cells, calreticulin, is glycosylated and binds concanavilin
A (35). Due to its single, high-capacity, low-affinity Ca2+

binding site, it has been suggested that calreticulin has a
role in calcium storage within the ER (34).

The type I membrane-protein calnexin and its soluble,
lumenal homologue calreticulin both display lectin-like
binding activity. These two proteins are believed to serve
both as chaperones and as part of the quality control
system in the ER, preventing incorrectly folded proteins
from proceeding along the secretion pathway.

Calreticulin and calnexin bind transiently to a wide
variety of membrane and secreted glycosylated proteins
primarily through lectin-like binding to an early N-
linked oligosaccharide intermediate, GlciMan9GlcNAc2,
but also through secondary peptide binding (36). Most
interactions with calnexin or calreticulin are prevented
when target glycoproteins are subjected to tunicamycin
treatment (preventing formation of GIc3 Man9 GIcNAc2)
or to castanospermine or 1-deoxynojirimycin (glucosidase
inhibitors that prevent conversion of GIc3 Man9 GIcNAc2

to GlciMan9 GIcNAc2). Evidence for calnexin's role as
a molecular chaperone was indicated by a delay or
impairment in the maturation and assembly of vesicular
stomatitis virus G protein glycoprotein (VSV G), and
the heavy chain of both the human and murine
class I histocompatibility molecules, in the absence of
calnexin (37-39). Furthermore, inhibition of calreticulin
and calnexin binding also decreases the efficiency
of influenza hemagglutinin maturation. In addition,
many nascent glycoproteins have been shown to be
protected from intracellular degradation in the presence
of calnexin.

The role of calnexin and calreticulin in the quality
control mechanism for preventing secretion of improp-
erly folded proteins is regulated through the action of
glucosidase II and UDP-glucose:glycoprotein glucosyl-
transferase. After glucosidase I has removed the termi-
nal glucose from GIc3 Man9 GIcNAc2-Asn, glucosidase II
removes a single glucose residue from GIc2 Man9 GIcNAc2-
Asn on the target glycoprotein to allow binding of cal-
nexin/calreticulin. The glycoprotein is eventually released
by calnexin/calreticulin and the innermost glucose of
GlciMan9GIcNAc2-Asn is removed by glucosidase II.
However, if the protein is not yet folded, UDP-
glucose:glycoprotein glucosyltransferase attaches a new
glucose residue to the Man9 GIcNAc2-Asn to recycle the
glycoprotein until proper folding occurs and the glyco-
protein is competent for transport into the Golgi (Fig. 3).
Recent studies have revealed that not only is the ter-
minal glucose essential for calnexin/calreticulin binding,
but the entire a-3-linked branch of the oligosaccharide,
Glcal-3Manal-2Manal-2Man (see Fig. 4 and the section
on glycosylation), is recognized by both proteins (36).
NMR analysis has shown that the oligosaccharide struc-
ture is highly extended from the terminal glucose to
the Asn-linked N-acetylglucosamine so that the glucosy-
lated a3-linked branch is relatively easily accessible (40).
Using deletion analysis, oligosaccharide binding has been
traced to two tandem repeat motifs within calnexin and
calreticulin (30,41). These repeat motifs are also the
site of calcium binding for both calnexin and calretic-
ulin.

Even with all the similarities between calnexin and
calreticulin and the existence of numerous common
substrates (42-46), there is an ever increasing list of
examples in which the binding of some substrates is exclu-
sive to one chaperone or the other (39,42,45-48). Studies
with various target proteins suggest that lectin binding
specificity may not account for the variable substrate
specificity. Polypeptide geometry and oligosaccharide ori-
entation could be key factors. Another possibility is that
calnexin and calreticulin differ in their affinity for polypep-
tide segments of unfolded glycopolypeptides (45,49-51).
Calnexin and calreticulin may first recognize the N-
glycans on substrate proteins as a primary mode of
association and then bind to a peptide determinant, which
is eliminated upon completion of folding.

Foldases. There are numerous other folding processes
within the ER, and many are catalyzed by enzymatic
processing proteins. Folding events include formation,
reduction, and isomerization of disulfide bonds as well
as isomerization of proline bonds, accelerated by the
ER proteins protein disulfide isomerase (PDI) and peptyl
prolyl isomerase (PPI), respectively.

Protein Disulfide Isomerase. Protein disulfide isomerase
is a 58-kDa, multifunctional protein containing multi-
ple structural and functional domains. PDI, also called
Erp59, cellular thyroid hormone (T3) binding protein,
glycosylation site binding protein, and iodothyronine mon-
odeiodinase (55), has been identified as the B subunit of
prolyl-4-hydroxylase (52,53) and the microsomal triglyc-
eride transfer protein 58-kDa subunit.



PDI contains amino acid regions that are highly
homologous to the small bacterial protein thioredoxin
(trx), another protein having thiol: disulfide oxidoreductase
activity. These thioredoxin-like domains, one near the
amino terminus and the other near the carboxyl terminus
of the protein, contain the highly conserved active site
sequence, -CGHC-. This sequence is important in
catalyzing thio-disulfide interchange reactions in vitro
leading to oxidation, reduction, or isomerization of protein
disulfide bonds (56,57). Mutations of the first, upstream,
cysteine of the active site in either the amino- or carboxyl-
terminal thioredoxin domain inhibits the capacity of
PDI to catalyze thiol-disulfide exchange reactions in
vitro (58,59), while mutations at both initial cysteines
reduce enzymatic activity to negligible levels (59,60).

The crystal structure of PDI has not yet been elucidated,
but sequence and intron—exon analysis have indicated
that the domain grouping for the structure of PDI is as
follows (56):

a — e — b — b' — a' — c

The a and a' domains, containing the -CGHC-active-
site sequences, are similar to each other, thioredoxin,
and bacterial protein DsbA. Other regions, such as the
peptide binding domain in c, are likely to be involved
in activities such as assembly of prolyl-4-hydroxylase,
triglyceride transferase, and calcium binding (56).

PDI has been observed to prevent aggregation of
other proteins in vitro in a role comparable to chaper-
ones (61,62). Conversely, PDI and PDI varinants have also
been implicated in the in vitro and in vivo aggregation of
substrate proteins in an antichaperoning role (63,64). The

active sites' cysteines do not appear to be required for the
antichaperoning function of PDI (65).

Peptldyl Prolyl lsomerase. Peptidyl prolyl cis-trans
isomerase, a ubiquitously expressed enzyme in many
organisms and subcellular compartments, was first
identified by its catalysis of the cis-trans isomerization
of the short peptide succinyl-Ala-Ala-Pro-Phe-4-
nitroanilide (66). Whereas the peptide Xaa-Xaa bond
(where Xaa represents any amino acid) between two amino
acids is generally planar and in the trans isomeric state,
the Xaa-Pro peptide bond can exist in either the cis or
trans conformation with about 7% of these peptide bonds
in the cis conformation in native proteins. The proline
hypothesis states that many slow transitions in protein
folding are the result of slow trans-to-cis or cis-to-trans
isomerizations of one or more Xaa-Pro bonds (67) due to
the high energy of activation (EA approx. 20 kcal/mol)
required for rotations about the partial double bond
of Xaa-Pro peptide bonds. Time constants from 10 to
100 seconds have been reported for this reaction in
vitro (68,69).

Following the discovery of PPI, a number of inves-
tigators evaluated PPI as a catalyst for slow folding
phases of proteins. Folding-rate enhancement by pro-
lyl isomerization in vitro has been demonstrated for
the slow folding phases of mouse IgG light chain,
porcine RNase (70), RNase Tl (71), mouse antibody frag-
ment MAK 33 Fab (72), human carbonic anhydrase II
(HCA II) (73,74), and collagen (75).

The effect of PPI on in vivo protein folding is much
less well understood. Indirect evidence of PPI involvement
is suggested by the retardation of in vivo maturation of

Figure 3. Glycosylation and folding of soluble secreted protein with interaction with lectin-like
chaperones calnexin (CXN) and calreticulin (CRT). Calnexin/calreticulin along with the
glucosidases and glucosyltransferase provide quality control for proper folding of glycoproteins
prior to their exit from the ER. G: glucose residues; GIc I: glucosidase I; GIc II: glucosidase II; GIc
T: glucosyltransferase (transfers glucose from UDP-GIc); C]: GlcNAc2 Man9GlcNAc2.
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two proteins, procollagen (76) and transferrin (77), in the
presence of the PPI inhibitor cyclosporin A. Also, correct
processing of rhodopsin has been attributed to the presence
of the PPIase NinaA in Drosophila (78,79).

Glycosylation in the ER

Proteins designated for secretion from the cell, insertion
into membranes, or localization within other organelles
often include carbohydrate side units. These proteins are
termed glycoproteins, and the attachment and subsequent
processing of these oligosaccharides is glycosylation.
Glycosylation and oligosaccharide processing play a vital
role in the sorting and distribution of glycoproteins to
their proper cellular destinations, glycoprotein solubility,
receptor-ligand binding, and in vivo circulatory half-
lives. Nonetheless, the exact role of glycosylation remains
unknown for many glycoproteins.

The glycosylation process in mammalian cells can
be generally classified as either N-linked or O-linked.
N-linked oligosaccharides are attached to polypeptides

through a ^-N-glycosidic bond between a N-acetylglucos-
amine residue of the oligosaccharide and an asparagine
(Asn) residue in the recognition sequence Asn-X-Ser/Thr,
where X is any amino acid except proline. O-linked
glycosylation occurs within the Golgi and will be discussed
in a subsequent section. This section will focus on the steps
involved in N-linked glycosylation of glycoproteins in the
ER and the processing enzymes involved.

N-linked glycosylation in mammalian cells begins
with the generation of a common oligosaccharide core,1

GIc3Man9GIcNAc2, attached to a lipid carrier, dolichol, fol-
lowed by the co-translational transfer onto an asparagine
residue on the nascent peptide (80,81). Synthesis of

1 The following monosaccharides are most often associated with
the oligosaccharide glycosylation of glycoproteins: D-galactose
(Gal or Ga), D-glucose (GIc or G), L-fucose (Fuc or F), D-mannose
(Man or M), N-acetyl-D-glucosamine (GIcNAc or GN), N-acetyl-
D- galactosamine (GaINAc or GaN), and sialic acids, including
N-acetylneuramic acid (usually NANA or NeuAc).

Figure 4. The N-linked core oligosaccharide is transferred en bloc from the dolichol carrier to the
asparagine (Asn) residue in the consensus sequence Asn—X—Ser/Thr (serine/threonine), where X
denotes any amino acid other than proline. Castanospermine (CST) and deoxynojirimycin (dNJ)
inhibit glucosidases I and IL
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dolichyl phosphate, assembly of the GIc3MaHgGIcNAc2 on
dolichol, and the subsequent transfer of the oligosaccha-
ride precursor to the protein involves over sixty enzymatic
steps in three intracellular compartments (82).

Oligosaccharyltransferase Complex. The lipid-linked oli-
gosaccharide is transferred en bloc by the oligosaccha-
ryltransferase (OST) complex, which specifically recog-
nizes the Asn-X-Ser/Thr consesus sequence. However,
only one-third of these consensus sites are actually N-
glycosylated. The heterooligomeric OST complex is com-
posed of four subunits having molecular masses of 66 kDa
(ribophorin I), 64 kDa (ribophorin II), 48 kDa (OST48),
and 12 kDa (DADl). The glycoprotein ribophorin I, which
has also been implicated in the translocation of polypep-
tides (83), possesses a membrane-spanning segment con-
taining a sequence matching a proposed dolichol recogni-
tion consensus sequence (83). Ribophorin I and the 64-kDa
glycosylated ribophorin II, both type I transmembrane
proteins, are also thought to be involved in preventing
translocation sites from diffusing from the rough ER to
the smooth ER. The 48-kDa subunit in the OST complex
is an unglycosylated type I membrane protein known as
OST48. The final subunit, DADl, originally identified as
an inhibitor of apoptosis, was linked to the OST complex
based on homology with a conserved 0ST2 protein from
yeast (83a,83b).

ER GIycosy 1-1rimming Enzymes. Subsequent to the
transfer of the oligosaccharide precursor to the nascent
polypeptide, the processing of the N-linked glycosylation
side chain begins with the removal of three glucose
residues followed by the removal of an initial mannose
residue (Fig. 4).

The trimming phase of the glycosylation pathway in
mammalian cells begins with the enzyme a-glucosidase I.
This enzyme, a tetramer of 85-kDa subunits, removes
the terminal glucose residue from GlcsMang GIcNAc2

linked to the nascent polypeptide's Asn residue to form
Glc2Man9GlcNAc2-Asn. This processing step is inhibited
by 1-deoxynojirimycin (dNJ), N-methyl-dNJ (N-Me-dNJ),
N-butyl-dNJ, castanospermine, and australine (84). Pre-
vention of this initial step is known to interfere with
the secretion and cellular localization of affected glycopro-
teins (85).

The glucose trimming initiated by a-glucosidase I is
continued by a-glucosidase II through the removal of both
remaining glucose residues from the GIc2Man9 GIcNAc2

oligosaccharide structure. Along with calnexin, calretic-
ulin, UDP-glucose, and glucosyltransferase, this 123-kDa
membrane glycoprotein is an integral part of the quality
control mechanism within the ER. It has been demon-
strated that removal of the innermost glucose residue
is much slower than that of the terminal glucose and,
furthermore, that the mannose residues on the upper
a-l,6-linked Man branch are required for glucosidase II
activity (84). It is likely that these two properties are
essential to the quality control activity; with the slower
removal of the second glucose, either calnexin/calreticulin
or glucosyltransferase will have an opportunity to reasso-
ciate with an aberrant glycoprotein to prevent further pro-
cessing. Also, the necessity of the upper a-l,6-linked Man
branch may prevent divergent, nonconsecutive processing

of the oligosaccharide branches. As noted for glucosi-
dase I, mammalian a-glucosidase II is also inhibited by
1-deoxynojirimycin (dNJ), castanospermine, and related
compounds (84).

Succeeding the activity of glucosidases I and II, the
65-kDa Ca2+-dependent membrane-bound enzyme a-
1,2-mannosidase removes the or-l,2-mannose residue of
the Manal-3Manal-6Man branch from glycoprotein
substrates (Fig. 4). This enzyme activity is calcium
activated and can be inhibited by 1-deoxymannojirimycin
(dMNJ). The enzyme has been localized to the rough
ER (RER), the smooth ER (SER), in transitional
elements of the RER, and in smooth-surfaced membranes
corresponding to transport vesicles between the ER and
the Golgi (84).

Glycosylphosphatidylinositol-Linked Proteins

Glycosylphosphatidylinositol (GPI) groups function to
anchor a wide variety of proteins to the exterior sur-
face of the eukaryotic plasma membrane, providing
an alternative to integral transmembrane polypeptide
domains. The anchoring of these polypeptides to a
preformed GPI glycolipid occurs rapidly following syn-
thesis and transfer of a target protein into the ER.
The core GPI structure is constructed on the lumenal
side of the ER membrane from phosphatidyllinositol,
UDP-N-acetylglucosamine, dolichol-P-mannose, and phos-
phatidylethanolamine. The core may be modified by a
variety of additional sugar residues, depending on the
species and protein to which it is attached. Target pro-
teins become anchored to the membrane surface following
the nucleophilic attack of a specific C-terminal amino
acid residue by the amino group of the GPI phospho-
ethanolamine, resulting in the release of a hydrophobic
C-terminal peptide (86). Since GPI groups are added on
the lumenal surface of the rough ER, GPI-anchored pro-
teins are transported to the exterior surface of the plasma
membrane and in principle can be released from cells in a
soluble form in response to signals that activate a specific
phospholipase in the plasma membrane (1).

Membrane Traffic: ER to Golgi and Beyond

Mammalian cells require a number of membrane-
delimited organelles to compartmentalize biochemical
reactions and to regulate not only secretion but the
localization of intracellular proteins. Although the ER
and Golgi (and all the other organelles) maintain unique
molecular compositions, membranes and proteins are
continously shuttled between the compartments. This
operation is mediated by transport vesicles that bud
from the membranes of donor compartments and then
fuse to target membranes of other organelles. Fusion
of intracellular membranes is not only required in the
transport of proteins from the ER to the Golgi complex,
but at other steps along the secretion pathway including
secretion to the extracellular environment, presentation of
membrane proteins, formation of endosomes, and retrieval
of lumenal ER proteins (87).

Following the ER-specific folding, oligomerization, and
processing, secreted proteins are exported from the ER



through the sequential formation, or budding, of carrier
vesicles followed by the targeting and fusion of these
vesicles to the cis Golgi network, the first compartment of
the Golgi apparatus. Most of the protein components in
vesicle transport are highly specific in order to maintain
organelle distinction, yet the same general steps are
thought to be involved in many of the vesicle transport
processes throughout the secretory pathway. Transport
from the ER to the Golgi network, therefore, is most
often used as the typical transport model. Two general
categories of transport proteins have been identified:
proteins required for export (budding) from the ER (or
other membrane of origin), which leads to the formation
of carrier vesicles, and proteins involved in either vesicle
targeting or fusion to the CGN (or other target vesicle or
membrane).

The first step in ER to Golgi transport involves the
recruitment and potential concentration of proteins at
the site of export. Some system must be in place to
segregate lipids and proteins at the export site from the
bulk of the ER. It is probable that this mechanism is also
intrinsically involved with the quality control machinery,
ensuring that incorrectly folded or oligomerized proteins
or inproperly glycosylated glycoproteins do not exit the
ER (88).

ERGIC53. The type I transmembrane, nonglycosylated,
53-kDa protein ERGIC-53 (endoplasmic reticulum-Golgi
intermediate compartment-53) (89) may be involved not
only in the sorting of secreted proteins but also in the
quality control mechanism within the ER. ERGIC-53 has
been shown to cycle between the ER and the intermediate
compartment (90) and has also been localized in the cis
Golgi cisterna (89). In addition, recent studies have found
that ERGIC-53 contains constituents for ER retention,
ER exit (anterograde transport), and ER retrieval
(retrograde transport) (91). Interestingly, ERGIC-53 also
displays lectin-like mannose-specific binding (92). In light
of these results, ERGIC-53 may play a pivotal role in
the segregation and sorting of glycosylated proteins in
preparation for transport from the ER to the Golgi
apparatus (93).

COPI and Il and ARF. To be transported from one
secretory compartment to another, protein products must
be packaged into transport vesicles. Transport vesicles
arise from specialized coated regions of membranes
within the secretory apparatus. These membranes are
surrounded by a cage of proteins covering the cytosolic
face so that these membranes eventually bud off as coated
vesicles. Prior to fusing with the target membrane, this
protein coat is discarded to allow the membranes to
fuse directly. There are two types of well-characterized
coated vesicles: clatherin-coated and coatomer-coated. The
structurally best-characterized coat protein is clatherin,
which is involved primarily with endocytosis and in the
transport of lysosomal or vacuolar proteins from the trans
Golgi network (94).

The formation of vesicular buds in the secretory
pathway is propelled by the recruitment of cytosolic coat
proteins to the membrane of origin. There are two different
cytosolic protein complexes, COP I and COP II, involved in
the formation of at least two types of transport vesicles in

the secretory pathway (95). COP II is involved in vesicle
budding from the ER for the anterograde transport of
secretory proteins (91). The COP I complex, or coatomer,
encompasses seven polypeptide subunits: a-COP (160 kD),
£-COP (110 kD), £'-COP (102 kD), y-COP (98 kD), 5-COP
(61 kD), s-COP (31 kD), and £-COP (20 kD). The exact
nature of the COP I complex's role in a number of
transport pathways is not well established, but it has been
implicated in many different traffic pathways, including
exit from the ER (96), transport from ERGIC to the cis
Golgi (97), movement through the Golgi cisternae (98),
early to late endosome transport (99), and Golgi to ER
retrograde transport (95).

Found in association with coatomer is ADP-ribosylation
factor or ARF, a GTP-binding protein. Prior to
COP I/coatomer assembly and binding to the Golgi mem-
branes to form vesicles, the GTP-bound form of ARF
must bind to its membrane receptor subsequent to a
brefeldin A-sensitive nucleotide exchange step (100). Dis-
assembly of the coat complex prior to fusion with the
target membrane occurs following the hydrolysis of bound
GTP by ARF (100). In vitro studies have shown that in
ARF- or coatomer-depleted systems there is inhibition
of vesicle formation, yet there is no inhibition of the
fusenogenic vesicular stomatitis virus G protein (VSV G)
transport (101). Interestingly, it would, therefore, appear
that protein transport is uncoupled from vesicle formation
in vitro. One hypothesis states that during the biosyn-
thesis of the vesicle fusion machinery, fusogenic proteins
must remain concealed by coat proteins in order to pre-
vent immature fusion between membranes (102). In the
absence of either coat proteins or ARF, the apparent pro-
tein transport mechanism may actually be due to the
fusion of donor and acceptor compartment without the
formation of an intermediate vesicle (95).

NSF, SNAPS, Rab, and v- and t-SNAREs. Amidst the
anterograde and retrograde transport among the ER and
the Golgi cisternae, these organelles must maintain their
unique identities. Vesicle targeting and fusion is an area
under intense study, and considerable progress has been
made in elucidating the complex machinery involved.
Numerous protein families have been implicated in trans-
port and fusion along the secretion pathway, including
Rabs, NSF (N-ethylmaleimide sensitive factor), SNAPs
(soluble NSF attachment proteins), SNAREs (soluble NSF
attachment proteins receptors or SNAP receptors), and
others. Proper vesicle fusion is facilitated by vesicle tar-
geting molecules, v-SNAREs (vesicle SNAREs), which
interact with the analogous t-SNAREs (target-SNAREs)
on the target membranes of the CGN or other target
membrane.

The exact mechanism involved in the fusion of
vesicle and target membranes is still not completely
characterized. Many of the proteins involved have been
elucidated, yet the precise manner and sequence in which
they interact is still obscure. However, a number of recent
studies have begun to shed some light on the nature of
membrane docking and fusion. To understand the process
of transport, one must first examine vesicle budding to
determine the nature of the vesicles themselves and the
targeting proteins they possess.



One interesting fact in protein transport is that proteins
do not leave the ER only near the Golgi membranes. They
may also emerge at seemingly random sites marked by
small groups of vesicles and tubules (vesicular-tubular
clusters or VTCs) (103). A recent study (104) used VSV G
tagged with green fluorescent protein (GFP) to visualize
ER-to-Golgi transport. The transport of proteins was
observed directly and relatively unobtrusively in vivo.
Over short distances, secreted proteins bud off in vesicles
that dock with the CGN. However, proteins can also be
transported from the ER to the Golgi over longer distances.
In a process similar to the formation of early endosomes,
the vesicles bud and then fuse into the VTC, sort out
and recycle ER proteins, and move along micro tubules to
merge with the CGN (104,105). This indicates that carrier
vesicles from the same organelle source are fusing prior
to fusion with the target membrane, implying that these
carrier vesicles contain both v- and t-SNAREs.

In contrast to the previously held theory that vesicles
contain only v-SNAREs and the target membranes contain
the t-SNAREs, the initial step in transfer from ER to Golgi
may be between similar carrier vesicles containing both
v-SNAREs and t-SNAREs. A recent study in yeast fusion
supporting this model has demonstrated that the fusion
of vacuoles containing both v-SNAREs and t-SNAREs is

more efficient than fusion of two vesicles that exclusively
contain only a v-SNARE or a t-SNARE (87). The fusion
model (Fig. 5) still suggests that the individual SNAREs
are activated through ATP hydrolysis by the soluble
ATPase, NSF, by way of the a-SNAP (87). Then through
the Rab-mediated catalytic targeting and the other
cytosolic factors, such as syntaxin and Rab, the SNARE
complex is formed and membrane fusion occurs. Following
fusion, the very stable SNARE complex may be broken
apart to be recycled for another round of vesicle transport
by repeated cycles of NSF-SNAP catalysis (106).

Rab proteins, involved in vesicle transport all along
the secretion pathway, represent a large family of low-
molecular-weight GTPases (107). These proteins act to
facilitate v- and t-SNARE complex formation, without
being a core component of the complex itself (108,109).
One current model suggests that Rabs, in the GTP-
bound state, recruit specific docking factors from the
cytosol (109). These factors are predicted to catalyze
v-SNARE and t-SNARE binding through the removal
of SNARE protectors, such as mammalian syntaxin-
IA or yeast Seclp (109). With the evidence that Seclp
binding inhibits v-SNARE to t-SNARE binding (110), it
appears that SNARE protectors are required to prevent
inadvertant binding of whole organelles. In this sense

Figure 5. Vesicle budding and fusion and the transport of protein cargo between membrane
compartments. A donor membrane buds a cargo-containing vesicle. Two cargo-containing transport
vesicles interact and fuse via specialized vesicle and target receptors controlled by transport
regulating proteins. The process may then repeat so that the larger "fusion product" vesicle can
dock with the acceptor membrane.
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the Rab-GTP complex can be viewed as the rate contol
or "throttle" in membrane fusion, and the t-SNARE
protectors act as the brakes or "dampers" of membrane
fusion (111).

THE GOLGI APPARATUS

Overview of the Golgi Complex

The Golgi apparatus was originally identified in eukaryotic
cells as four to eight membrane-enclosed flattened
cisternae held together as parallel stacks (112). Two
tubular networks of membranes have also been identified
at either end of the Golgi compartment (the cis-Golgi
and trans-Golgi networks). The cis-Golgi network, which
may be synonymous with the ER-Golgi intermediate
compartment, acts as the receptor site for newly
synthesized and processed proteins from the ER. However,
the exact borders of the Golgi apparatus are rather
enigmatic. It has been difficult to define the boundaries
between the transitional elements involved in ER to Golgi
transport and the ER-Golgi intermediate compartment
(ERGIC) (113) located between the ER and the Golgi
apparatus. There has been no clear consensus on
whether the ERGIC is a distinct organelle. However,
this is the first compartment to which budded vesicles
from the ER fuse; so there is little difference between
this "organelle" and the traditional start of the Golgi
apparatus, the cis cisternae of the Golgi apparatus, at least
in terms of function. Passage through the Golgi involves a
variety of post-translational processing steps, including
the synthesis of O-linked glycans (114), processing of
the N-linked oligosaccharides (80), and cleavage of select
polypep tides.

Golgi Targeting and Protein Trafficking

The nature by which proteins are targeted to and
moved through the Golgi complex has yet to be clearly
defined. Recent studies have found that the length of the
hydrophobic transmembrane region in Golgi membrane
proteins is crucial to retaining the proteins in the Golgi
membrane (115). Work in the area of Golgi protein traffic
has also begun to discern the process by which proteins
travel between cisternae. There has been renewed support
for a model that states that Golgi cisternae form at
the cis face of the stack and then progressively mature
into the £rcms-cisternae. Morphological data support this
model of protein transport through the Golgi, but other
studies indicate that COP I vesicles are responsible
for transporting material between Golgi cisternae. The
maturation model of protein trafficking through the
Golgi combines these findings by assuming that cisternae
carry secretory cargo through the apparatus in the
anterograde (forward) direction, while COP I vesicles
transport Golgi enzymes in the retrograde (reverse)
direction (116,117).

Oligosaccharide Processing in the Golgi

N-linked oligosaccharide processing continues through-
out the Golgi network and O-linked glycosylation is

initiated within the cis-Golgi cisternae. O-linked glycosyla-
tion involves an a-O-glycosidic bond between the oligosac-
charide unit and a serine or threonine in the polypeptide's
sequence, except in collagens, where this covalent linkage
occurs between the oligosaccharide side chain and the
polypeptide's 5-hydroxylysine residues. While N-linked
oligosaccharides usually have a distinctive core unit of
oligosaccharides, the same generalization cannot be made
for O-linked glycosylation. In O-linked glycosylation the
oligosaccharide modifications can vary from a single galac-
tose in collagen to chains of up to 1000 disaccharide units
in proteoglycans (118).

O-linked oligosaccharides are synthesized in the Golgi
apparatus by serial addition of monosaccharide subunits
to a completed polypeptide chain. Synthesis usually starts
with the addition of N-acetylgalactosamine (GaINAc) to
a Ser or Thr residue by GalNac transferase. Unlike N-
linked glycosylation, the Ser and Thr residues involved
in O-linked glycosylation are not part of a consensus
sequence. It appears that the location of O-linked
glycosylation sites is dictated by the secondary or tertiary
structure of the protein. O-linked glycosylation continues
in a stepwise manner through the addition of other
monosaccharides (such as galactose and fucose) by the
appropriate glycosyltransferases.

Processing of N-linked carbohydrates occurs in a
sequential manner defined by the exposure of N-glycans
to processing enzymes located at different sites within the
Golgi apparatus. Each cisternae, beginning with the cis
compartment and ending with the trans compartment,
contains its own set of processing enzymes. Passing
through a multistage processing line, glycoproteins are
modified in successive stages as they move through the
cisternae.

Golgi a-Mannosidase. Upon entrance into the cis cister-
nae, the first glycosylation enzyme to act on N-glycans
is Golgi «-l,2-mannosidase (a-l,2-Man), a glycoprotein
tetramer consisting of 57-58-kDa subunits. Golgi a-
mannosidase (mannosidase I) removes the final three
a-l,2-linked mannoses from Man8GlcNAc2 to form the
Man5GlcNAc2 (Figs. 4 and 6). Unlike ER a-mannosidase I,
it is not clear whether the Golgi mannosidase I is
Ca2+ dependent. However, it is still inhibited by 1-
deoxymannojirimycin (dMNJ) (84).

Endo-a-Mannosidase. Processing of N-linked oligosac-
charides typically occurs in a sequential manner due
the high specificity of the glycosylation enzymes. How-
ever, an alternative pathway has been identified. The
divergent pathway involves the processing enzyme,
endo-a-mannosidase (Endo a-Man, which is capable of
cleaving Glc3_iMan from Glc3_iMan9 GIcNAc2 to pro-
duce Man8GIcNAc2 (84). In contrast to a-glucosidase II,
endo-a-mannosidase shows preferential activity toward
oligosaccharides with truncated mannose branches
(GlcMan8_4GIcNAc2) (84). The enzyme has been local-
ized in the Golgi and acts on glycoproteins that have
escaped the ER with a remaining terminal glucose
because of incomplete processing by glucosidase II or
protein reglucosylation in the ER (119). The activity of
endo-a-mannosidase has been shown to account for the
inability of glucosidase inhibitors to completely block



processing to complex oligosaccharides (120). Although
this a-mannosidase is considered to work primarily in the
cis cisternae, it has been localized in both the cis and
medial cisternae.

N'Acetylglucoaminyltransferase I (GIcNAc Tl or GnTI).
After the oligosaccharide chain has been trimmed down
to the Man5GlcNAc2-Asn, the glycan is passed on to
the medial cisternae, where the renewed synthesis and
maturation of N-linked carbohydrates continues with
the 51-kDa enzyme N-acetylglucosaminyltransferase I
(GIcNAc TI or GnTI). GIcNAc TI adds a £-l,2-linked
N-acetylglucosamine residue to the a-l,3-Man branch to
form GlcNAcMan5GlcNAc2-Asn (Fig. 6). As with all Golgi
glycosyltransferases sequenced to date, GIcNAc TI is a
type II transmembrane protein.

a-Mannosidase Il (Man II). Following the addition
of GIcNAc, a-mannosidase II (Man II), a type II
transmembrane glycoprotein 124-kDa dimer, removes
both the a-1,3- and a-l,6-linked mannose residues
attached to the <x-l,6-linked mannose branch to generate
the oligosaccharide stucture GlcNAcMansGlcNac2-Asn
(Fig. 6). Subsequent to these enzymatic cleavages, the
oligosaccharide structure is endoglycosidase H (endo H)
resistant. Mannosidase II has been found to be strongly
inhibited by the indolizine alkaloid, swainsonine, and the
non-alkaloid inhibitor mannostatin (84).

N-Acetylglucosaminyltransferase Il (GIcNAc TII or GnTII)
and oi-1,6-Fucosyltransferase (FucT). Succeeding the remo-
val of the terminal mannosidase residues, N-acetylglucosa-
minyltransferase II (GIcNAc TII or GnTII) will adjoin
a GIcNAc residue to the a-l,6-linked mannose branch
to form the complex structure, GlcNAc2Man3GlcNac2-
Asn (Fig. 6). This is followed by the addition of an
a-l,6-linked fucose onto the Asn-linked GIcNAc by a-1,6-
fucosyltransferase (FucT) prior to transport to the trans
Golgi and the trans Golgi network.

Galactosyltransferase and Sialyltransferase (ST). Within
the trans Golgi cisternae, galactose is added to
the terminal N-acetylglucosamine residues to form
Gal2GlcNAc2Man3GlcNac2-Asn by the 44-kDa £-1,4-
galactosyltransferase (GaIT) (Fig. 6). The final step in
the generation of complex mammalian N-glycans is the
attachment of the negatively charged N-acetylneuraminic
acid (NANA), a form of sialic acid, by either the a-
2,6-N-acetylneuraminic acid transferase (o?-2,6-NANAT or
a-2,6-ST) or a-2,3-N-acetylneuraminic acid transferase (a-
2,3-NANAT or a-2,3-ST).

The level of oligosaccharide processing in the Golgi
is dependent on particular cell types, as well as the
locations of the specific asparagine residues in the
glycoprotein (121). Sometimes N-linked oligosaccharides
may remain high mannose due to the inaccessibility of

Figure 6. N-linked oligosaccharide processing for a biantennary glycan along the secretion pathway.
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N-glycans to processing enzymes following folding. For
those glycoproteins that are modified, the processing
of N-linked oligosaccharides appears to be identical
through the addition of a GIcNAc residue by N-
acetylglucoaminyltransferase I (Fig. 6). At this point,
however, considerable divergence in processing is possible.
N-glycans can, in fact, contain numerous configurations
incuding a bisecting ^-1,4 GIcNAc unit on the core /3-
1,4 Man or a triantennary structure with two GIcNAc
units joined to the a-l,6-Man branch of the core
(Fig. 4).

Other Post-Translational Processing Events

Fatty Acylation. There are a number of membrane proteins,
including transferrin receptor, viral envelope glycopro-
teins, viral oncogene products, and other proteolipids,
that are modified with long-chain fatty acid addition.
The exact signal sequences that specify fatty acid addi-
tion have not yet been determined, nor have the functions
of the added fatty acid residues been elucidated beyond
membrane anchoring. It has been suggested that these
additional hydrophobic groups may be essential for pro-
tein targeting within the cell (122). Two common examples
of fatty acylation are palmitylation and myristylation.

Analysis of the acylated viral glycoproteins El and E2 of
the small-enveloped Sindbis virus revealed that a palmitic
acid was attached to the proteins' serine residues embed-
ded within the membrane bilayer. This palmitylation also
appears in vesicular stomatitis virus G protein (VSV G),
influenza hemagglutinin, and pl5E of murine leukemia
virus (122). The attachment of palmitic acid residues app-
pears to be at internal amino acids such as cysteine and
serine that are found within the lipid bilayer.

There have also been a number of reports of
proteins containing myristic acid residues at or near the
amino terminus of proteins, including viral transforming
protein pp60src and the catalytic subunit of cAMP-
dependent ATPase of bovine cardiac muscle (122). Unlike
palmitylation, myristylation appears to occur at amino-
terminal glycine residues, presumably after cleavage of
the initial methionine group.

The location within the secretory pathway for the
addition of these fatty acid residues varies with the type
of fatty acid added. For instance, VSV G palmitylation
occurs during post-translational processing in the Golgi
apparatus, while myristylation of other proteins appears
to occur during protein synthesis (122).

Sulfation, Glycosaminoglycans, and Proteglycans. Glycos-
aminoglycans (GAGs) are composed of repeating,
unbranched disaccharide units in which one of the
two sugar residues is an amino sugar such as N-
acetylglucosamine or N-acetylgalactosamine. In most
cases these amino sugar groups are sulfated and the sec-
ond sugar residue is usually a uronic acid (glucuronic or
iduronic). Typically, GAGs are highly negatively charged
due to the presence of sulfate or carboxyl groups on the
sugar residues. Since these oligosaccharide chains are too
inflexible to fold up into compact structures like polypep-
tides chains, these hydrophillic GAGs will adopt highly
extended conformations that occupy huge volumes com-
pared to their mass (123). GAGs are characterized by their

sugar residues, the type of linkage between residues, and
the number and location of sulfate groups.

Except for the simplest GAG, hyaluronan, all GAGs are
found covalently attached to protein to form proteoglycans,
which are made by most mammalian cells. Most
proteoglycans are secreted and become components of
the extracellular matrix, while others remain anchored
to the plasma membrane. Proteoglycans are distinguished
from other glycoproteins by the nature, quantity, and
arrangement of their sugar chains. Most glycoproteins
contain from 1 to 60% carbohydrate by weight in the
form of the relatively short, branched oligosaccharide
chains described previously. In contrast, proteoglycans can
contain up to 95% carbohydrate by weight primarily in the
form of long unbranched GAG chains, typically 80 sugar
residues long. Due to the large degree of heterogeneity
among the core proteins and the number and types
of attached GAG chains, it is difficult to categorize
the proteoglycans beyond a diverse group of heavily
glycosylated proteins whose function can be mediated both
by the core protein and its attached GAG chains (1,124).

As with other glycoproteins, the core protein is trans-
lated on a membrane-bound ribosome and translocated
into the ER lumen. The polysaccharide chains are pri-
marily assembled on the protein core within the Golgi
apparatus. The first processing step is the addition of a
special link tetrasaccharide to a serine residue on the core
protein. Then, specific glycosyltransferases sequentially
add one sugar residue at a time to the tetrasaccharide
primer. In most cases it is not evident as to how the serine
residue is selected, but specific local polypeptide confor-
mations seem to be recognized rather than specific linear
amino acid sequences. While in the Golgi, many of the
polymerized sugar residues are modified through sulfa-
tion and epimerization reactions. Epimerizations alter the
configuration of the substituents around individual carbon
atoms in the sugar molecules, while the sulfations increase
the negative charge of the proteoglycans (124). In some
instances tyrosine residues in proteins can also become
sulfated within the trans Golgi network. In both cases,
sulfation depends on the presence of the sulfate donor,
3'-phosphoadenosine-5'-phosphosulfate or PAPS (1).

Phosphorylation. The phosphorylation of oligosaccha-
rides is important in the recognition and selection of
glycoproteins destined for the lysosomal pathway. Lyso-
somal enzymes carry a unique marker in the form of
phosphorylated mannose groups, specifically mannose 6-
phosphate (M6P) groups. These are added in the lumen
of the cis Golgi network to the N-linked oligosaccharides
of soluble lysosomal enzymes. These M6P groups are rec-
ognized by M6P receptor transmembrane proteins found
in the trans Golgi network. These receptors help pack-
age these enzymes into specific transport vesicles that
ultimately fuse with late endosomes (125).

Endoproteases: The Proprotein Convertase Family

This specific family of endoproteases is a growing
family of highly specific mammalian Ca2+-dependent
proteases that cleave protein precusors typically at
Arg-Xaa-(Lys/Arg)-Arg recognition sites (126). This
family of proprotein convertases, which is related



to the yeast Kex2p and the bacterial subtilisins,
includes seven distinct enzymes: furin, PC2, PC1/PC3,
PC4, PACE4, PC5/PC6, and LPC/PC7/PC8/SPC7. Furin,
PACE4, PC5/PC6, and LPC/PC7/PC8/SPC7 are expressed
in a wide variety of tissues and cell lines, while PC2 and
PC1/PC3 are found only in neuroendocrine tissues, such
as pancreatic islets (126). Expression of PC4 is found only
in testicular spermatogenic cells.

Furin. Furin, the first proprotein convertase discovered
and the most extensively studied, has been localized within
the trans Golgi network. However, indirect evidence
has suggested that some furin may also be present
on the cell surface (126). Furin is a glycosylated type
I membrane protein that has been shown to cleave a
wide variety of protein precursors, including numerous
growth factors, receptors, plasma proteins, and viral
envelope proteins such as HIV gp 160, in order to produce
the active proteins. The insulin receptor, for example,
is synthesized as a single nonfunctional polypeptide
that requires cleavage of both the signal peptide and
the -R-K-R-R-(Arg-Lys-Arg-Arg- ) sequence to
generate the disulfide-linked a and p subunits that form
the active receptor (127).

TRANSPORT TO THE CELL SURFACE

There are essentially two types of secretion within
mammalian cells: constitutive and regulated secretion.
Constitutive secretion refers to export of proteins and other
cargo without the need for an external stimulus or the
accumulation of a large intracellular reservoir. In contrast,
regulated secretion requires external stimuli to trigger the
release of stored secretory proteins. While all cells possess
a constitutive secretory pathway, only specialized cells
contain both a regulated and constitutive pathway. Upon
reaching the "end" of the trans Golgi network, constitutive
secretory and membrane proteins become packaged into
vesicles destined for their designated location—which
can be within another cellular organelle (including the
lysosomes), the plasma membrane, or the extracellular
environment. Once again, specific transport proteins are
present to facilitate the budding, transport, and fusion of
the secretory vesicles to the plasma membrane (or another
intracellular membrane destination). For those proteins
destined for the plasma membrane, the secretory vesicles
fuse to the cellular membrane, releasing the contents
of the lumen into the extracellular environment. For
membrane proteins, the protein becomes integrated into
the plasma membrane surface as cell surface proteins.
Following vesicle fusion, many of the cellular components
responsible for transport and fusion are then recycled back
to the Golgi for another round of protein transport and
release of the proteins into the extracellular environment.

CONCLUDING REMARKS

Completing the secretory process involves an assembly
line of proteins that act in concert to produce a diverse col-
lection of proteins for the cellular compartments, the extra-
cellular environment, and cell surface display. The wide
range of secretory functions include folding, assembly,

post-translational modification, transport, and distribu-
tion into other cellular compartments and the extracellular
environment. In this way the secretory apparatus is
similar to a complex, dynamic manufacturing operation
possessing multiple options for processing and distribu-
tion. As research continues on all aspects of the secretory
pathway, we will be able to utilize our knowledge of this
ubiquitous and invaluable processing system for biopro-
cessing, bio technological, and biomedical applications.
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INTRODUCTION

The totipotency of isolated protoplasts enables exploiting
these naked cells in plant genetic manipulation. Plant
protoplasts from which the enveloping cell wall has been
removed by enzymatic digestion will fuse when exposed to
the correct chemical and/or electrical stimuli. The fusion
of isolated protoplasts enables generating unique plants
through somatic hybridization.

WHY FUSE ISOLATED PLANT PROTOPLASTS?

Plant breeders rely on sexual hybridization to combine
useful genetic traits from different species or genera,
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INTRODUCTION

The totipotency of isolated protoplasts enables exploiting
these naked cells in plant genetic manipulation. Plant
protoplasts from which the enveloping cell wall has been
removed by enzymatic digestion will fuse when exposed to
the correct chemical and/or electrical stimuli. The fusion
of isolated protoplasts enables generating unique plants
through somatic hybridization.

WHY FUSE ISOLATED PLANT PROTOPLASTS?

Plant breeders rely on sexual hybridization to combine
useful genetic traits from different species or genera,
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but naturally occurring, complex sexual incompatibility
barriers often act at the prezygotic or postzygotic stages of
embryonic development (1). Even when prezygotic barriers
are absent and when pollination and fertilization result
in zygote formation, postzygotic barriers may still prevent
embryonic development. The fusion of protoplasts isolated
from somatic cells circumvents such sexually incompatible
barriers at the intergeneric and interspecific levels.

During protoplast fusion, there is no strict maternal
inheritance of organelles, as is usually the case in sexual
hybridization. Additionally, the combinations of nuclear
and organellar genomes that result from protoplast fusion
are complex. Consequently, the fusion of somatic cells can
generate unique germplasm. Indeed, wide hybridization
at the intergeneric level creates new evolutionary
opportunities that would be difficult or impossible to
achieve by conventional hybridization. Even in those
genera or species where sexual hybridization is possible,
the production of somatic hybrid plants between the
same parental combinations produces novel germplasm
for comparison with the sexual counterpart.

PROCEDURES FOR PROTOPLAST FUSION

Protoplast fusion can be induced by chemical or electrical
methods and by a combination of these two techniques.
Detailed protocols for both small-scale and large-scale
chemical and electrical fusion have been published (2),
although protocols may require modification for any spe-
cific combination of protoplast partners. The optimum
protocol for fusion is influenced by the parental proto-
plasts. Protoplast size and the source of the protoplasts
affect protoplast stability and fusion frequency. Irrespec-
tive of the procedure, the naked plasma membranes of the
parental protoplasts are destabilized for a short period,
resulting in establishing cytoplasmic continuity between
tightly adhering protoplasts.

Chemical Fusion of Protoplasts

Chemical fusogens, such as solutions of sodium nitrate,
calcium nitrate, polyvinyl alcohol (PVA), dextran sul-
fate, and polycations, including poly-L-lysine, have been
exploited to fuse protoplasts, although some fusogens may
be more detrimental to protoplast viability than others.
Polyethylene glycol (PEG) is most commonly used, some-
times combined with high pH and calcium ions. High
pH/Ca2+ solutions are also employed in their own right.
Even with PEG, the source and purity of the compound is
important. PEG of low carbonyl content is essential to max-
imize fusion and protoplast viability (3). Recently, PEG
solutions have been supplemented with dimethyl sulfoxide
(DMSO) to fuse protoplasts from cell suspensions of Lycop-
ersicon esculentum x pennellii with mesophyll protoplasts
of Solarium melongena (4). In other studies, the addition
of the nonionic, polyoxyethylene-polyoxypropylene surfac-
tant, Pluronic F-68 (poloxamer 188), commonly used as
an antifoaming agent and cytoprotectant in fermentation
vessels, increased the fusion of leaf protoplasts of Petunia
parodii with suspension cell protoplasts of P. hybrida
twofold when added at 0.01% (w/v) to the PEG solution (5).

Copolymers, such as Pluronic F-68, may act more as mem-
brane stabilizers than as fusogens per se. Their effects on
cell membranes have been studied more extensively in ani-
mal cells than in plant cells, highlighting the importance
for workers interested in plant systems to be aware of
developments pertaining to animal cells. Chemical fusion
is simple and inexpensive.

Electrical Fusion of Protoplasts

Electrical fusion of protoplasts is more reproducible than
chemical fusion and generally is less damaging to the pro-
toplasts. The frequency of electrical fusion of protoplasts
may be higher than chemical fusion. However, the proce-
dure necessitates relatively sophisticated instrumentation
to ensure safety. Equipment is available commercially,
although more versatile instruments can be constructed
in a laboratory workshop (6). Electrodes in the form of
parallel wires and parallel or concentric plates have
been used which are often designed to fit the wells of
standard commercially available laboratory plasticware.
Small-scale electrofusion enables fusing limited numbers
of parental protoplasts (e.g., one protoplast of each parent)
in liquid droplets using platinum wire electrodes. This
approach has also been exploited to introduce organelles
within subprotoplasts (miniprotoplasts) into recipient pro-
toplasts.

Immediately before electrofusion, isolated protoplasts
are suspended in a medium of low conductivity, such as
6 to 13% w/v mannitol, usually with a small quantity of
calcium ions (e.g., 1.0 M CaCW to stabilize the plasma
membranes. During fusion, the protoplasts are exposed
to an alternating current (ac) of 0.5 to 2.0 MHz at 100 to
400 V cm"1. The protoplasts become differentially charged
and align into chains ("pearl chains") perpendicular to
the electrodes. Increasing the field strength induces close
membrane-to-membrane contact. A subsequent square-
wave direct-current (dc) pulse 10 to 200 microseconds long
and 500 to 2000 V cm"1 results in breaking down the
plasma membranes (pore formation) at the poles of the
protoplasts where they are in contact.

Chemical treatment of protoplasts with poly amines,
cytochalasins B and D, and calcium ions before electro-
fusion reduces protoplast lysis during the fusion process.
Such treatments of mesophyll protoplasts of Nicotiana
tabacum increased electrofusion more than 1.5 times
than with 11% w/v mannitol solution alone. A substan-
tial increase in the plating efficiency of electrofusion-
treated protoplasts was also obtained following exposure
of the protoplasts to prostaglandin F-2a, lecithin, and
CaCl2 • 2H2O (7). Protease treatment, PEG agglutination
and Ca2+ also increase electrofusion. The fusion of pro-
toplasts normally occurs over a period of approximately
10 min after application of the dc pulse.

PRODUCTS OF PROTOPLAST FUSION AND THE
SELECTION OF SOMATIC HYBRID TISSUES AND PLANTS

Homokaryons and Heterokaryons

Protoplast fusion is a random process. Homokaryons result
from fusing protoplasts of the same genetic composition



and are of little interest in plant genetic manipulation
because they merely increase the ploidy of plants
regenerated from such fusion products. Heterokaryons are
of interest to genetic improvement programs because they
contain the nuclei of the two parental genera or species,
initially in a mixed cytoplasm. Heterokaryons may develop
into hybrid cells; the latter may be induced, under the
correct culture conditions, to express their totipotency via
organogenesis or somatic embryogenesis.

Procedures for Selecting Hybrid Cells and Plants

Instigating procedures that encourage the development of
heterokaryons, heterokaryon-derived tissues, and somatic
hybrid plants remains the most difficult aspect of somatic
hybridization. In some protoplast combinations, it is
possible to rely upon heterosis (hybrid vigor) and to
select manually those protoplast-derived cell colonies
that first develop in the culture vessels. Some of these
colonies may be somatic hybrid. An excellent example
follows the electrofusion of leaf mesophyll protoplasts
of Petunia hybrida (2n = 14), with a wild sexually
incompatible species, P. variabilis (2n = 18), hybrids
(2n = 32) being selected by the vigorous growth of tissues
and regenerated shoots (8). The main disadvantage of a
selection system based upon heterosis is that, eventually,
unfused parental protoplasts and homokaryons may
overgrow somatic hybrid cells. Culture media have been
developed that encourage the growth of hybrid cells,
while limiting the growth of protoplast-derived cells
of one, or preferably both fusion partners. Hormone
autotrophism, which is relatively common in intergeneric
and interspecific hybrids in the Solanaceae, has been
exploited in selection. The classic example is the recovery
of the first somatic hybrid plants ever reported between
Nicotiana glauca and N. langsdorffii, using a growth-
regulator-free medium (9).

Manual selection, with a simple laboratory-constructed
micromanipulator utilizing glass micropipettes (10), is
useful when the parental protoplasts are morphologically
distinct and enables visualizing heterokaryons for sev-
eral hours after fusion, before complete mixing of the
two parental cytoplasms. Heterokaryons from the fusion
of chloroplast-containing leaf protoplasts with suspension
cell protoplasts can be identified initially by the chloro-
plasts in one-half of their cytoplasm and colorless plastids
in the other half. Subsequently, selected heterokaryons
can be cultured at low densities in the presence of
nurse cells or protoplasts, in specially constructed small-
volume chambers. Although micromanipulation is time-
consuming, the development of selected heterokaryons can
be observed in the culture vessels, giving confidence in the
origin of potentially somatic hybrid tissues. Fluorochromes
can be used to assist heterokaryon identification before
selection. For example, the red chlorophyll autofluores-
cence of leaf protoplasts can be combined with the pale
green fluorescence following fluorescein diacetate (FDA)
staining of suspension cell protoplasts.

Flow cytometry is a high-technology procedure that
exploits fluorescence to select heterokaryons from homo-
karyons and unfused parental protoplasts. As many

as 2000 protoplasts are processed per second by the
instrument. The approach was first used to recover
somatic hybrids in Nicotiana (11). The dual fluorescence
of heterokaryons is recognized by the computer of the
cytometer, and the droplets containing the heterokaryons
are deflected into a receiving vessel. Flow cytometry is
useful following the fusion of large populations of parental
protoplasts, but the instrumentation is costly, and some
protoplasts fail to survive the physical stresses of passing
through the machine.

Several complementation systems have been devised,
the simplest of which involves albino mutants. Thus,
fusion of nonallelic protoplasts from albino mutants
results in hybrid cells that complement to synthesize
chlorophyll. Similarly, complementation to chlorophyll
proficiency is achieved by fusing albino mutant proto-
plasts with wild-type protoplasts, as in fusing chlorophyll
deficient Senecio jacobaea with wild-type S. fuchsii (12).
Hybrid tissues are identified by their chlorophyll produc-
tion on transfer of the cultures from the dark to the light.
Subsequently, green somatic hybrid tissues are isolated
manually using forceps.

Of the auxotrophic mutants used in selection, those
exhibiting nitrate reductase deficiency are the best known.
For example, the nitrate reductase deficiency of the nia~
63 mutant of Nicotiana tabacum can be complemented
by the chlorate-resistant line (cnx-68) of N tabacum.
Although the mutants cannot utilize nitrate and fail to
grow on nitrate-supplemented medium, somatic hybrid
cells undergo complementation and can be selected on
nitrate-containing medium (13). The natural dominant
or semidominant resistance of some cells to amino
acid analogs, such as 5-methyltryptophan and S-2-
aminotheylcysteine, has also been exploited. The most
clear-cut selection system is that where somatic hybrid
cells acquire resistance from both parents and can grow in
the presence of two aminoacid analogs, as in carrot (14).

Antibiotic resistant cells are also useful in selection,
but such cells, like mutants, are naturally uncommon.
However, dominant genetic markers, such as antibiotic
resistance, can be introduced through transformation by
Agrobacterium or other gene delivery techniques into cells
used as a source of protoplasts. The disadvantaage of
this approach is that it increases the timescale of experi-
ments because detailed molecular characterization of the
presence and expression of transgenes in parental cells
is essential before protoplast isolation. Nevertheless, in
a simple demonstration of this approach, resistance to
the two antibiotics, kanamycin sulfate and methotrex-
ate, was used to select rare symmetrical and asym-
metrical somatic hybrids between transgenic Nicotiana
megalosiphon (kanamycin-resistant) andiV. tabacum (15).
Genetically marked parental protoplasts act as "universal
hybridizers," as in Lactuca sativa (16).

Comparatively rarely, selection is based solely on
characteristics, such as albinism, auxotrophy, or antibiotic
resistance. Commonly, two approaches are combined.
Antimetabolites that inhibit cell division and development,
rather than killing cells, are useful in this respect. In
the hybridization of cultivated lettuce (Lactuca sativa)
with the wild species L. virosa, hybrid selection was



based on inactivating protoplasts of L. sativa with 20 mM
iodoacetamide for 15 min, combined with the inability of
L. virosa protoplasts to divide under the culture conditions
employed (17). Inhibition by the metabolic inhibitor
was complemented by the L. virosa parent. In other
examples, transformation to kanamycin resistance has
been combined with the use of a metabolic inhibitor (18).

An interesting recent development has been the
application to plant protoplasts of a physicochemical
magnetic cell sorter (MACS) technique originally designed
for animal cells. This approach has been applied to
the somatic hybridization of potato. Selected biotinylated
lectins were used to mediate, via streptavidin, the binding
of superparamagnetic microbeads to protoplasts of one
fusion partner. The other protoplast partner was marked
genetically with the neomycin phosphotransferase II
(nptIT) gene, conferring kanamycin resistance. Following
fusion, the protoplasts were sorted by MACS, which
retained the protoplasts labeled with the magnetic
microbeads. Only somatic hybrid cells continued to grow
following culture of such labeled protoplasts in kanamycin-
supplemented medium. Interestingly, MACS treatment
increased the percentage of somatic hybrid plants between
two clones of Solarium tuberosum from 8 to 36%, and
in the interspecific combination S. tuberosum (+) S.
bulbocastanum, the increase was more dramatic, from
28 to 82% (19). Again, these observations highlight the
need to follow the animal cell literature and to exploit
this technology for plant systems. It is likely that MACS
will have considerable potential in plant cell fusion in the
future.

Attempts have been made to exploit differences in the
density of vacuolate and cytoplasmically dense protoplasts
to enrich populations of heterokaryons and hybrid cells by
density gradient centrifugation, using solutions of Percoll
or Ficoll. Although success has been limited, this approach
has been applied to Nicotiana. Thus, following the fusion
of vacuolate protoplasts of N. tabacum cv. Xanthi with
cytoplasmically dense, streptomycin-resistant protoplasts
of N. tabacum cv. Petit Havana SRl, fused and unfused
protoplasts of the Petit Havana parent were removed by
flotation on an iso-osmolar sucrose-containing medium.
Subsequently, hybrid cells were selected on the basis of
their streptomycin resistance. Homokaryons and unfused
vacuolated protoplasts of the Xanthi parent died in the
presence of the antibiotic (20).

CHARACTERIZATION OF SOMATIC HYBRID PLANTS

Complex nuclear-cytoplasmic interactions follow proto-
plast fusion. Consequently, characterizing plants gen-
erated in protoplast fusion experiments necessitates an
integrated approach, based on morphological, cytological,
and molecular analyses. In some cases, traits characteris-
tic of both parents are readily visualized in somatic hybrid
plants. For example, leaf shape, floral form, and pigmenta-
tion may be intermediate between those of both parents. In
other cases, characteristics from one parent may dominate
in somatic hybrids.

Plants regenerated from fusing two diploid somatic
cell protoplasts should be tetraploid. In somatic hybrids

between Diplotaxis catholica (2n = 18) and Brassica
juncea (2n = 36) symmetric hybrids did, in fact, predom-
inate, and each of the hybrids had 54 chromosomes (21).
However, it is generally rare to find plants whose chro-
mosome complements represent the summation of those
of the parents. More frequently, hybrids possess an asym-
metrical combination of parental chromosomes, and parts
of one or both genomes are eliminated during culture (22).
The reason for chromosome elimination is still not under-
stood, although it is probably influenced by several factors.
For example, the parental protoplasts may be at differ-
ent stages of the cell cycle immediately before fusion,
and mixing of the chromosomes may be incomplete on
a common metaphase plate. Therefore, daughter cells
may receive different numbers of chromosomes with addi-
tional loss during subsequent mitotic divisions. Nuclei
in heterokaryons may fuse before mitosis, but subse-
quent mitotic events in such cells are unknown. Recently,
the molecular technique of genomic in situ hybridization
(GISH) has been used to characterize parental chromo-
somes in somatic hybrids. Interestingly, this "chromosome
painting" approach has provided evidence for chromosomal
translocations which are not visible by standard cytolog-
ical procedures (23). Undoubtedly, further refinement of
the technique and its application to fusion products will
provide additional information concerning the behavior of
parental chromosomes in somatic hybrids.

Both sterile and fertile plants result from protoplast
fusion. In the somatic hybridization of Brassica napus
with B. tournefortii, five plants were fertile, ten were
male sterile, and four were completely sterile (24).
Genetic analysis is possible when somatic hybrids are
fertile, coupled with backcrossing to one or both of
the parents. Detailed molecular cytological analysis
of backcross progeny provides evidence of parental
chromosomal behavior during mitiosis and meiosis
following introduction of somatic hybrids into breeding
programs.

Analysis of isozymes, such as esterases and peroxi-
dases, has been a routine biochemical procedure used
for many years to confirm the hybridity of plants aris-
ing from fused protoplasts. Generally, hybrids exhibit
isozyme fingerprints characteristic of their parents, often
with additional hybrid-specific bands. Again, attention has
focused recently on molecular techniques. For example,
flow cytometric analysis of DNA in isolated nuclei is a
rapid procedure for estimating the ploidy of plants gener-
ated by somatic hybridization; it also provides a baseline
for more detailed cytological analyses. DNA fingerprinting
techniques, including restriction fragment length poly-
morphism (RFLP), random amplified polymorphic DNA
(RAPD), and amplified fragment length polymorphism
(AFLP) analyses, together with the use of microsatel-
lites (25), are receiving considerable attention because
they permit detailed characterization of nuclear and
organellar genomes of parental plants and their somatic
hybrids.

Events at the organellar level in somatic hybrids
are complex. Initially, heterokaryons contain a mixed
population of plastids and mitochondria. Subsequently,
plastids usually segregate, and those of one partner



become dominant (24); in rare cases the plastids of both
partners persist in somatic hybrids, or recombination of
plastid DNA may occur. Analysis of fraction 1 protein
(ribulose bisphosphate carboxylase-oxygenase), linked to
the chloroplast DNA restriction enzyme profile, confirms
the parental origin of chloroplasts in somatic hybrids.
The large enzyme subunits are encoded by chloroplast
DNA. Recombination of mitochondrial DNA is common,
and "new" organelles are generated, as evidenced by
the restriction enzyme digestion pattern of mitochondrial
DNA (24). Such DNA recombination in cytoplasmic
organelles also increases the genetic diversity that arises
from protoplast fusion.

GENERATION OF ASYMMETRICAL HYBRIDS AND
CYBRIDS BY PROTOPLAST FUSION

Symmetrical nuclear hybrids that arise from protoplast
fusion are generally rare; most populations of somatic
hybrid plants are predominantly asymmetrical hybrids.
Frequently, breeders require the introgression of a limited
number of chromosomes, parts of chromosomes, or only
organelles, such as chloroplasts, from one species into
another. As a result of this, conscious effort has been made
to generate asymmetrical nuclear hybrids and cytoplasmic
hybrids (cybrids). Cybrid cells have a nuclear genome of
a given genus or species (the recipient) which contains an
alien plastid genome (plastome) or plastids from both the
recipient and a donor. Cybrids also harbor a mitochondrial
genome (chondriome), derived partly or totally from the
recipient or the donor, or novel mitochondria with unique
DNA following recombination between mitochondrial DNA
of the recipient and donor.

Treatment of protoplasts of one partner with X- or
gamma-irradiation and treatment of the protoplasts of
the other parent with a metabolic inhibitor before fusion
encourage asymmetrical hybrid production. Irradiation
promotes partial genomic transfer, and the irradiated and
nondividing but metabolically active protoplasts overcome
the inability of the inhibitor-treated protoplasts to undergo
mitosis. Somatic hybrid plants frequently resemble the
partner used as the source of the inhibitor-treated
protoplasts. In the somatic hybridization of Medicago
sativa (alfalfa) with Onobrychis viciifolia (26), the hybrids
resembled the Medicago parent. Cytogenetic studies
confirmed the existence of euploid (2n = 32), as well as
aneuploid (2n ~ 30, 33-78) individuals in the regenerated
plants. Other procedures have also been evaluated to
promote partial genomic transfer. The phosphoric amide
herbicide, Cremart, which acts on the mitotic spindle
to induce micronuclei, has been assessed in potato and
tobacco (27). Clearly, this procedure merits more extensive
investigation in the future.

Although cybrid plants appear spontaneously following
protoplast fusion, two main approaches are used to
induce cybrid cells and plants. One involves enucleated
protoplasts as organelle donors (28) fused with either
protoplasts or miniprotoplasts. The other approach, the
so-called "donor-recipient protoplast fusion," is similar
to that used to generate asymmetrical hybrids and
uses X- or gamma-irradiated protoplasts as organelle

donors fused with recipient protoplasts treated with an
antimetabolite, such as iodoacetamide (29). Presumably,
the doses of irradiation and metabolic inhibitor influence
the generation of asymmetrical nuclear hybrids or cybrids.
Examples of cybridization in the literature include
transfer of mitochrondrially encoded cytoplasmic male
sterility (CMS) in carrot (30) and of CMS linked to
choloroplast-encoded cold tolerance in Brassica (31).

GAMETOSOMATIC HYBRIDIZATION

The transfer of genetic information from wild germplasm
to cultivated plants can be achieved by producing alien
addition or substitution lines through the generation of
triploids by sexual crossing. Triploids arise infrequently
during the fusion of diploid protoplasts, as in Citrus (32).
However, they can also be generated by fusing diploid
with haploid protoplasts. Haploid protoplasts can be
isolated directly from tissues of anther-derived haploid
plants or from cell suspensions initiated from tissues
of such plants. Additionally, microspores at the tetrad
stage release protoplasts with a haploid genome. Game-
tosomatic protoplast fusion has generated triploid plants
between Nicotiana species (33). Haploid protoplasts for
gametosomatic hybridization have also been isolated from
mature pollen, the fusion of pollen-derived protoplasts of
N. tabacum with diploid leaf mesophyll protoplasts of N.
plumbaginifolia resulting in gametosomatic hybrid and
also cybrid plants. The range of gametosomatic hybrid
plants generated is limited, which is probably related
to the general difficulty of isolating haploid protoplasts
from microspores or mature pollen in plants outside the
Solanaceae.

TRANSFER OF UNIQUE TRAITS BY PROTOPLAST FUSION

Several examples exist now of the transfer of agronomi-
cally useful traits through protoplast fusion. Some of these
are summarized in Table 1 (34-46). Generally, effort has
focused on members of the Solanaceae, such as potato and
tobacco, together with representatives in the Brassicaceae.
It is noteworthy that the woody plant Citrus (Rutaceae)
is very amenable to protoplast-based manipulations, and
examples exist of interspecific and intergeneric hybrids
between both sexually compatible and sexually incompat-
ible partners (47). Currently, somatic hybrids and cybrids
of Citrus are probably more advanced in their commer-
cial exploitation than somatic hybrids or cybrids in other
crops.

CONCLUDING REMARKS

Since 1993, there has been a resurgence of interest in pro-
toplast fusion because this technique effectively mobilizes
large amounts of genetic material, often polygenic traits,
between genera and species. Indeed, somatic hybridization
provides a relatively simple approach to extending genetic
variation, as proposed for improving the agronomic char-
acteristics of tomato by fusing protoplasts with those of
other members of the Solanaceae, including Nicotiana



and Solarium (48). Now, molecular techniques permit the
detailed genetic mapping of somatic hybrids and cybrids.
Such methods reveal that many plants that arise from
fusion although morphologically similar, are, in fact,
genetically extremely diverse, a feature which provides
unique germplasm for direct exploitation or incorporation
into breeding programs. It is likely that somatic hybridiza-
tion and cybridization will see increasing application in
plant genetic manipulation because this relatively sim-
ple approach circumvents sophisticated recombinant DNA
technology required to isolate, clone, and reintroduce com-
plex genes into target plants.
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INTRODUCTION

Soluble extracellular molecules that cross the cell
membrane, bind an intracellular receptor, and alter
cellular function are essential regulators of mammalian
endocrine biology. This article reviews two of the most
well-studied and prototypical intracellular receptors:
steroid hormone receptors, which are transcriptional
regulators, and the nitric oxide receptor, which is
soluble guanylate cyclase. These two systems are quite
different and represent the diverse mechanisms by which
animal cells respond to diffusible mediators that cross
the plasmalemma. While steroids alter gene and cell
regulation on a time scale of minutes to days, nitric
oxide (NO) has diverse effects (on a time scale of
seconds to hours) such as vasodilation, inhibition of
platelet activation, neurotransmission, and cytotoxicity. In
some instances, crosstalk exists between NO and steroid
receptor pathways. The biochemistry and molecular
biology of steroids and NO can impact numerous
biotechnological applications such as gene therapy, tissue
engineering, and bioreactor dynamics, particularly in
relation to the external control of cellular metabolism
and gene expression.

STEROIDS AND THEIR BIOSYNTHESIS

Steroid hormones are small hydrophobic metabolites
of cholesterol (C27), and are broadly divided into five
classes (Table 1): progestagens, glucocorticoids, mineralo-
corticoids, androgens, and estrogens. Cleavage of the C6

1

unit from cholesterol involves the hydroxylation of C-20
and C-22 followed by cleavage by desmolase to produce
pregnenolone (C21). Conversion of pregnenolone to pro-
gesterone requires oxidation of the 3-hydroxyl group to
a 3-keto group and isomerization of the C-5-C-6 dou-
ble bond to the C-4-C-5 position. Progesterone can be
metabolized to the major glucocorticoid, cortisol (by mul-
tiple hydroxylations), or to the major mineralocorticoid,
aldosterone (by multiple hydroxylations and oxidation of
the C-18 methyl group to an aldehyde). Alternatively,
progesterone can be modified to androgens and estrogens
via specific hydroxylation, chain cleavage, and reduction
reactions. Thyroid hormones, retinoids, and vitamin D are
not derived from cholesterol and are unrelated in struc-
ture to steroid hormones, but also diffuse across the cell
membrane to bind their intracellular receptor in target
tissues.

STEROID RECEPTORS AND GENE REGULATION

Steroid regulation of gene expression involves steroid
molecules crossing the plasmalemma via passive transport
(Fig. 1). Once in the cytoplasm, the steroid binds its
receptor with high affinity (Kd ~ 1 nM), which causes the
release of chaperones [including heat shock proteins hsp70
and hsp90, p23, and various peptidylprolyl isomerase
(PPIase)-active immunophilins/cyclophilins (CyP) such as
FKBP52 (hsp56), CyP18, and CyP40] from the receptor,
and consequent exposure of nuclear localization sequences
and phosphorylation sites in the steroid receptor (1,2). The
chaperones maintain the receptor in a conformation that
is competent for steroid binding but lacks DNA regulatory
activity. The receptor with bound steroid (termed the
steroid receptor complex or liganded steroid receptor)
undergoes nuclear import, after which the liganded steroid
receptor dimerizes. The dimer binds its specific hormone
response element (HRE or SRE for steroid response
element) to activate or repress within 30 min about 50
to 100 primary response genes via its interactions with
numerous other transcriptional factors and consequent
changes in chromatin structure. Other secondary response
genes can then be regulated over the course of hours or days
through mechanisms requiring expression of the primary
response genes. The ability of a liganded steroid receptor to
find the handful of promoters containing HRE among the
~ 100,000 genes in the mammalian genome represents an
extraordinary diffusional search process. The dimer may
undergo one-dimensional diffusion along DNA segments
or DNA-intersegment transfer facilitated by the bivalent
interactions made possible with a dimer complex (3).

The steroid receptor has three functional domains: the
N-terminal domain (site of transcriptional activation and
binding of transcriptional factors; A/B domain in Table 1),
a DNA binding domain (which also confers dimerization;
C/D domain in Table 1), and a hormone binding domain
at the C-terminus of the protein which also participates
in transcriptional activation (E domain in Table 1) (4).
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The DNA binding domain and hormone binding domain
are highly conserved across the steroid receptor family,
while the N-terminus, which controls transcriptional
regulatory activity, is not. Crystal structures are widely
available for many mammalian steroid receptors (see
http: 11nrr.georgetown.edu /NRR /NRR.html).

The liganded steroid receptor dimer bound to its HRE
has an extremely complicated and not fully characterized
set of interactions with other proteins. Once in the
nucleus, steroid hormone receptors can interact in

three-dimensional assemblies with general transcription
factors (TBP, TAF//30, dTAF//110, TFIIB), coactivators
(AEA70, RIP140, ERAP, TIF-2, SRC-I, RSP5, TIFl,
SUGl, GRIP170), sequence-specific transcriptional factors
(fos/jun, GATA-I, ReIA, PML, OTF-I), and chromatin
regulators (hBrm, BRGl, Spt6, and HMGl) (5-11).
Coactivators can bridge the dimer with other DNA binding
proteins of the transcriptional initation complex that
assemble on the TATA box of the promoter (Fig. 1).
In contrast to activation, gene repression is commonly

Steroid

Progestagens (C21)
Pregnenolone
17-hydroxypregnenolone
Progesterone
17-hydroxyprogesterone

Glucocorticoids (C21)
Corticosterone
Deoxycorticosterone
Cortisol
11-Deoxycortisol
Cortisone
18-hydroxy corticosterone
1-a-hydroxycorticosterone
Aldosterone

Mineralocorticoids (C21)
Aldosterone

Androgens (C 19)
1 l-/*-hydroxyandrostene

dione
5-a-Androstanediol
Androsterone
Epiandrosterone
Andronosterone
Testosterone
Epitestosterone
5-a-dihydrotestosterone
5-/?-dihydrotestosterone
11-keto-testosterone

Estrogens (Cis)
Estrogen
Estrone
Estradiol
Estriol

Response element

Same as GRE

GRE
5'AGAACAnnnTGTTCT-3

Same as GRE

Same as GRE

ERE
5'-PuGGTCAmInTGACCPy-^

Table 1. Steroids and their receptors

Steroid structureReceptor

Dimerization

transactivation

DNA Ligand

GR

MR

AR

ER

PR

Estradiol

Testosterone

Aldosterone

Cortisol

Progesterone



viewed as an action of the steroid hormone dimer that:
(i) sterically blocks DNA binding sites used by other
factors, such as fos/jun (API complex); (2) inactivates
normally competent transcription factors; or (3) serves as
a binding sink for factors needed for transcription (4).
In addition to these issues of assembly on the promoter,
steroid receptors may function by altering the structure
of the chromatin via its effects on hBrm and BRGl
(5-7). hBrm is the human homolog of Drosophila
Brama (brm) and yeast SWI/SNF complex and is a
180-kDa nuclear protein that mediates ATP-dependent
nucleosome disruption. BRGl (205 kDa) is a second
human homolog of yeast SWI/SNF that binds the
retinoblastoma gene product Rb, on which assembly
processes occur. Interestingly, hBrm is not expressed in
all cells.

The human progesterone receptor (PR) can bind steroid
receptor coactivator 1 (SRC-IA) for up-regulation of tran-
scription. Interestingly, SRC-IA has histone acetyltrans-
ferase activity. Histone acetylation opens up the chromatin
structure for transactivating factors. Human PR can also
bind p300/CREB-binding protein (CBP)-associated factor,
which has histone acetyltransferase activity. The localiza-
tion of histone acetyltransferase activity by PR suggests
an important role in chromatin reorganization since his-
tone deacylase activity can repress the PR activation of
gene expression (12). Similar interactions are found for
the human estrogen receptor (13).

The HRE are typically palindromes containing two 6-
base consensus half-site sequences separated by a spacer
region (Table 1), although direct repeats of the consensus

sequence are possible. A promoter may contain several
HREs. Receptors for glucocorticoids, mineralocorticoids,
progesterone, and androgens utilize the same 6-base DNA
sequence 5'-AGAACA-S' (4). The estrogen receptor utilizes
the sequence 5'-AGGTCA-S', which is also the sequence
used by nonsteroid nuclear receptors. The DNA binding
domain of the steroid receptor contains two zinc binding
motifs —the P Box binds the HRE half-site and the D
Box facilitates dimerization. Liganded steroid receptors
predominantly form homodimers on the HRE in vivo.
The nonsteroidal thyroid hormone response elements
contain copies of a core consensus motif: 5'-AGGTCA-
3' commonly in a head-to-tail repeat separated by four
base or inverted tail-to-tail repeats. Numerous variations
exist naturally or have been constructed artificially. The
response elements for one or more hormone receptors may
exist on a single promoter to cause synergistic activation
of the gene. In promoter construct experiments, a
single glucocorticoid response element (GRE) (or estrogen
response element, ERE) upstream of a TATA box confers a
steroid responsive promoter, with two GRE (or two ERE)
elements resulting in synergistic gene activation. Such
experiments indicate that the steroid hormone receptor
dimer can interact directly with TATA binding factors to
cause gene activation, independent of other transcriptional
factors. Mutations in steroid receptors and their associated
proteins are implicated in a variety of developmental,
inflammatory, and carcinogenic processes. For example,
the androgen receptor has a critical role in male sexual
differentiation, and its mutations may play a role in
prostate cancer (10).

Figure 1. Steroid receptor function.
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NITRIC OXIDE AND NITRIC OXIDE SYNTHASE

The pioneering discovery by R. Furchgott in 1980 (14)
that acetylcholine-induced vasodilation was endothelial-
dependent set the stage for the identification of
endothelial-derived relaxing factor (EDRF) as nitric oxide.
By 1998, over 22,000 publications have defined in great
detail the biochemistry, molecular biology, and physiology
of the nitric oxide pathway. In mammalian cells, L-arginine
is cleaved by nitric oxide synthase (NOS) to NO and cit-
rulline (Fig. 2). Three isoforms of NOS have been cloned
and their gene products fully characterized: neuronal NOS
(nNOS, Type I isoform, 155 kDa); inducible NOS (iNOS,
Type II isoform, 130 kDa); and endothelial NOS (eNOS,
Type III isoform, 140 kDa). The genes are highly homolo-
gous across species, and the three isoforms are about 50%
homologous with each other (15). For full NO synthesis
activity, the eNOS enzyme requires three co-substrates,
L-arginine, O2, and NADPH, along with several cofac-
tors, FMN, FAD, tetrahydrobiopterin (BH4), calmodulin
and a heme group, as well as, superoxide dismutase and
glutathione. Distinct from iNOS, the isoforms eNOS and
nNOS are activated when intracellular calcium is elevated
above resting levels. The eNOS gene does not contain a
TATA box, which is not uncommon for constitutive genes.
The eNOS promoter contains two AP-I sites, five SPl (GC-
rich) sites, and SSRE and NFl sites. The SP-I sites in the
eNOS promoter have been shown to be functional by gel
shift assays (16). The iNOS gene is dramatically induced
in macrophages, smooth muscle cells, and other cell types
by cytokines (IFN-y, TNF-a, and IL-I) as well as bacterial
endotoxin. The transcriptional factor NF-KB is critical for
the induction of iNOS.

In several bioprocess or biomedical environments, the
cellular response to mechanical forces can regulate cellular
function. Nitric oxide can play an important role in the
response of mammalian cells to fluid mechanical forces.
The eNOS mRNA and protein levels can be elevated
several fold in endothelial cells when the cells are exposed
to laminar shear stress (15 or 25 dyn/cm2) (17,18). The
eNOS enzyme can be activated by fluid shear stress via
a tyrosine kinase-dependent mechanism that is largely
independent of elevation of intracellular calcium (19)
or binding of hsp90 (20). During chemical activation of
endothelium, eNOS can be phosphorylated, palmitoylated,
and myristoylated at specific sites on the enzyme. In light
of eNOS activation by shear stress, several changes in
the post-translational state of eNOS are expected, (see

Figure 2. The NO pathway. Activation of
nitric oxide synthase (NOS) results in the pro-
duction of nitric oxide (NO), which can bind and
activate soluble guanylate cyclase (GC), result-
ing in the production of cyclic GMP (cGMP). The
activation of cGMP-dependent protein kinase
leads to phosphorylation events that alter cel-
lular function. Through nonenzymatic routes,
NO rapidly reacts with superoxide anion (O2~)
to form peroxynitrite (ONOO"), which can react
with tyrosine residues to form nitrotyrosine.

Whiteley et al. — Protein Processing, Processing in the
Endoplasmic Reticulum and Golgi Network).

NITRIC OXIDE: cGMP-DEPENDENT SIGNALING

Nitric oxide rapidly diffuses through cellular membranes
to bind its intracellular receptor, soluble guanylate cyclase,
leading to the production of cGMP. Guanylate cyclase is a
heme-containing protein. Nitric oxide is a highly reactive
species that exerts autocrine and paracrine action over
very short distances of a few hundred micrometers due
to its short half-life in biological fluids. However, recent
evidence has raised the possibility that NO can bind to
oxyhemoglobin in an S-nitrosothiol complex (21).

Endothelial-produced NO, elicited by shear stress, can
act as an autocrine factor to elevate cGMP levels (22).
NO released by endothelium can diffuse through the
internal elastic lamina to reach smooth muscle cells in the
media of the vessel. In smooth muscle cells, the elevated
levels of cGMP caused by NO binding and activating
soluble guanylate cyclase results in a potent smooth
muscle cell relaxation and consequent vasodilation. The
signaling pathway downstream of guanylate cyclase
activation includes the activation of cGMP-dependent
protein kinases and subsequent phosphorylation of several
targets such as calcium-sensitive potassium channels
(Kca)- Additionally, there exist cGMP-gated ion channels
and cGMP-regulated cyclic nucleotide phosphodiesterases.

NITRIC OXIDE: cGMP-INDEPENDENT SIGNALING

During the bioreactor cultivation of animal cells, sublytic
fluid shear forces may have significant effects on cellu-
lar metabolism. Hydrodynamic shear stress elevates the
release of NO and prostacyclin (PGI2) from endothelial
cells in culture (23,24). Recent reports have suggested
that elevated levels of NO can lead to the activation
of constitutive cyclooxygenase (COXl, also named con-
stitutive PGH synthase 1) (25-27). Davidge et al. (25)
tested whether NO-activated PGI2 production required
cGMP using several different approaches. Their work indi-
cated that NO stimulation of PGI2 production is most
likely independent of cGMP levels. This is consistent
with earlier reports that elevated levels of cGMP do not
enhance PGI2 production in bovine endothelial cells (28).
Treatment of bovine aortic endothelial cells in culture
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(BAEC) with glyceryl trinitrate, sodium nitroprusside, or
3/-morpholinosydnonimine (SIN-I, a donor of NO and 02",
and consequently peroxynitrite) dramatically enhanced
by four- to six fold the release of PGI2 from arachidonic
acid-stimulated BAEC via cGMP-independent path-
ways (27). In calcium ionophore A23187-treated bovine
microvessel endothelial cells, both NO and PGI2 produc-
tion were increased several fold in a cGMP-independent
manner, but inhibition of NO production with NG-nitro-
L-arginine methyl ester (LNAME) attenuated the PGI2
release by half (25). Recently, peroxynitrite generated
from the reaction of NO with O2" was shown to acti-
vate purified ram seminal vesicle COXl and recombinant
human C0X2 by serving as a substrate for the peroxi-
dase activity of the enzymes (29). While BAEC posseses a
soluble guanylate cyclase that can be activated by nitric
oxide to elevate intracellular cGMP levels (22), there is
some uncertainty if human umbilical endothelial cells
or BAEC possess cGMP-dependent protein kinases (30).
However, a more recent report has demonstrated cGMP-
dependent protein kinase type I in BAEC (31). In light of
the above observations, Wang and Diamond (32) tested
the hypothesis that shear induced nitric oxide was respon-
sible for the elevated release of PGI2 when endothelial
cells were exposed to arterial levels of shear stress. They
found that blocking shear-induced NO production caused
~50% decrease in shear-induced production of PGI2.

While the COX enzymes are potential targets for NO
activation because they contain an iron-heme center at
their active site, Tsai et al. (33) found no activation of
cyclooxygenase activity at NO concentrations ranging
from micromolar to millimolar added to purified ovine
seminal vesicle COXl enzyme. This is in contrast to a
report of heme-independent S-nitrosation of cysteines in
the active site of COXl (34). Furthermore, in the mouse
macrophage cell line RAW264.7, lipophilic superoxide
dismutase-mimetic agents decreased the prostaglandin
production without affecting the level of NOS or COX or
by inhibiting the release of arachidonic acid (29). Clearly,
nitric oxide has diverse effects as an intracellular signaling
molecule, many of which are independent of soluble
guanylate cyclase.

NITRIC OXIDE, PEROXYNITRITE, AND NITROTYROSINE

Excessive production of nitric oxide has also been
associated with cellular injury (35). Nitric oxide-related
tissue injury may be at least partially due to peroxynitrite
(ONOO"), a relatively long-lived, strong cytotoxic oxidant
that is generated by the diffusion-limited reaction between
nitric oxide (NO) and superoxide anion (02~) with a
second-order rate constant of 6 x 109 M"1 sec"1 (36). High
levels of NO production can result in the formation of
significant amounts of ONOO", because nitric oxide is
capable of outcompeting superoxide dismutase for the
metabolism of cellular superoxide.

Oxidative stress and reactive oxygen species (ROS) may
contribute to the response of mammalian cells to various
environmental stimuli, either chemical or mechanical. The
antioxidant N-acetyl cysteine (NAC) has been shown to
impair the induction of endothelial intracellular adhesion

molecule (ICAM-I) by shear stress (37) via elevated
production of ROS. Similarly, NAC impairs the induction
of ICAM-I, monocyte chemotactic protein-1 (MCP-I), and
plasminogen activator inhibitor-1 (PAI-I) in endothelium
exposed to cyclic stretch (38-40). It is unclear why ROS
generated by stretch (but not shear stress) can induce
the PAI-I gene. Interestingly, the MCP-I gene, which
is induced by shear stress via AP-I elements in the
promoter (41) by mechanisms that likely involve ROS (38),
is also induced by NO (42). The activation by shear stress
of AP-I activity, and shear stress mediated induction of
ICAM-I, MCP-I, and PAI-I through ROS pathways, may
involve NO and peroxynitrite.

Protein nitration by peroxynitrite has been hypothe-
sized to be a major mechanism of oxidative modification
of proteins associated with atherosclerosis (43). Peroxyni-
trite nitrates the aromatic ring of free tyrosine to produce
a stable product, 3'-nitrotyrosine, which accumulates in
proteins and acts as a cumulative index of peroxyni-
trite production. This reaction occurs spontaneously but
is also catalyzed by low-molecular-mass transition metals
as well as superoxide dismutase. This aberrant addition
of a nitrate group to the ortho position of the hydroxyl
group of tyrosine represents one outcome of cellular oxida-
tive stress, rendering nitrated proteins dysfunctional and
disrupting the phosphorylation of tyrosine residues in pro-
teins involved in cell signaling networks. More specifically,
peroxynitrite was recently reported to have vasoregulatory
significance by relaxing vascular tissue through nitrosy-
lation of tissue glutathione (or other thiols), subsequently
releasing NO over prolonged time periods (44,45).

CROSSTALK BETWEEN NITRIC OXIDE AND STEROID
SIGNALING

The nuclear factor NF-/cB exists as an inactive cyto-
plasmic heterotrimer of p50 and p65 complex bound
by the inhibitor LcB. Upon phosphorylation of IKB by
tyrosine kinases or I/cB kinase [potentially activated by
protein kinase C isoforms that are activated by shear
stress (46)], the heterodimer p50,p65 is released as an
active DNA binding complex, which rapidly translocates
to the nucleus. NF-/cB activity is inhibited by dexam-
ethasone, sodium salicylate, and aspirin via distinct
mechanisms (47). The expression of the iNOS gene is dra-
matically elevated by cytokines and endotoxin through
a NF-/cB pathway. The induction of iNOS is markedly
blocked by the steroid dexamethasone (48). Thus NF-
KB and IKB regulation represents an important point of
crosstalk between NO/NOS and steroid pathways. Fur-
thermore, it has been shown that nitric oxide donors
such as S-nitroso-glutathione decrease cytokine induction
of endothelial vascular cell adhesion molecule (VCAM-I)
and endothelial-leucocyte adhesion molecule (ELAM) (49).
Promoter construct experiments and gel shift assays
indicated that NO partially inhibited the activation of
NF-/cB. This is consistent with the role of NO as an anti-
inflammatory and antiatherosclerotic agent (50) similar
in function to steroids such as estrogen. While NF-/cB
activity is induced at early times of shear stress expo-
sure (51), probably through PKC and mitogen activated



protein (MAP) kinase signaling, NF-/cB may eventually
be downregulated through the continued elevated produc-
tion of NO by shear-stressed endothelium. There have
been several reports of endothelial genes (for example,
PAI-I) being less inducible by cytokines after shear stress
exposure (52). It is attractive to speculate that the lack
of cytokine inducibility in sheared cells is NO dependent.
This scenario, however, is in contrast to NO causing MAP
kinase and p21ras activation, and NF-/cB induction in
Jurkat cells, as well as activation of G proteins (53-55).
Also, NO increases the amount of GTP-bound p21ras in
human T cells, likely through S-nitrosylation of a criti-
cal cysteine in p21ras that enhances guanine nucleotide
exchange (53-55). Finally, an important example of NO-
steroid crosstalk is the antiatherosclerotic effects of
estrogen. This activity of estrogen is ascribed to the
enhanced production by endothelial cells of NO through
estrogen-dependent inhibition of superoxide anion produc-
tion (56).

SUMMARY: RELEVANCE TO BIOTECHNOLOGY

Numerous expression vectors utilize hormone response
elements to confer external regulation of the gene
of interest. These vectors are used in bioprocessing
applications to time the induction of protein expression,
independent of other growth-dependent phases of the
bioreactor dynamics. In biotechnology applications where
expression of a gene is linked to the cell cycle, it
is difficult to optimize simultaneously the cell growth
rate, protein expression per cell, and overall reactor
productivity. For example, expression of the heavy-
and light-chain mRNA by hybridomas may display cell-
cycle dependency, with high expression during stationary
phase. The use of an HRE-rich promoter for these genes
would allow a precisely timed induction of the genes or
utilization of a continous process for protein expression,
thus avoiding batch configurations typical of hybridoma
technology. Furthermore, recent evidence of growth factor
activation of kinases that phosphorylate steroid receptors
suggests important crosstalk between steroids and growth
factors that may be exploited to improve bioreactor
operation.

In gene therapy, retroviral and adenoviral vectors can
contain hormone response elements to help control the
tissue distribution, timing, and level of expression of the
therapeutic gene (57). Steroid-regulated promoters can be
constructed with as little as 300 bp of DNA and thus
can meet the packing constraints imposed by viral-based
gene transfer. Additionally, the level of expression can
be controlled by the level of the administered hormone
and/or the number of repeats of the response element
in the promoter. A limitation of this approach is that
wild-type genes would also be susceptible to the hormonal
induction during the clinical implementation. Important
goals include the design of: (1) synthetic steroid ligands
that are neither agonists nor antagonists of endogenous
receptors; (2) novel HREs; and (3) novel ligand and DNA
binding specificities of engineered hormone receptors.
An extremely specific genetic switch would then be
possible by co-expressing the modified receptor with a

gene construct containing a modified HRE. Addition of
the steroid analog (that has no activity for or against the
endogenous receptor) would activate the modified receptor
that would then bind the novel HRE of the transgene
of interest. While chimeras utilizing the human steroid
binding domain and yeast transactivator GAL4 are useful
tools of study, the expression of a yeast protein in humans
would present likely immunological complications. Thus
the human steroid receptor gene requires mutation to
confer novel ligand and DNA binding properties. Both
rational design and combinatorial/screening strategies
may produce optimal steroid analog/receptor constructs
that meet these goals.

The biology of nitric oxide may impact gene therapy,
tissue engineering, and biocultivation dynamics of human
cells. Nitric oxide synthase has been an important target
for gene therapy of blood vessels to prevent restenosis
after balloon angioplasty. Nitric oxide is widely viewed
as an inhibitor of smooth muscle cell division (a major
source of wall thickening) and an inhibitor of platelet
and neutrophil activation and adhesion. The diffusible
nature of nitric oxide in conjunction with its short half-
life and local zone of action makes the eNOS gene an
attractive candidate for gene therapy. Furthermore, a
major challenge in tissue engineering an artificial blood
vessel requires the creation of a nonthrombogenic lining.
The antiplatelet activity of nitric oxide is a primary
motivation for seeding tissue constructs with endothelium
or engineered smooth muscle cells expressing nitric oxide
synthase. Thus nitric oxide, when locally produced at the
correct level, may prevent intimal hyperplasia, accelerated
atherosclerosis, and thrombosis that would reduce the
patency of implanted grafts. Finally, in the biocultivation
of complex human cells such as endothelium, stem cells,
or neurons, the intracellular signaling generated through
nitric oxide pathways may be an important consideration.
This is especially true in cellular systems where the NO
pathways are highly sensitive to chemical perturbations in
oxygen or glucose or to mechanical pertubations common
to bioreactors.
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INTRODUCTION

Macrophytic marine algae, commonly known as seaweeds,
are nonvascular, photosynthetic marine organisms that
inhabit the coastal regions of temperate and tropical
ocean waters, commonly within rocky intertidal or com-
pletely submerged reef-like habitats. Unlike microscopic
algae (microalgae), seaweeds generally live attached to
the ocean bottom and can assume considerable anatom-
ical complexity and intricate life histories. The three
major phyla of marine macroalgae include Phaeophyta
(brown algae), Rhodophyta (red algae), and Chloro-
phyta (green algae), which together encompass over 7000
species.

Marine macroalgae are currently a source of food. For
example, nori from the red seaweed Porphyra spp. has
a $1.8 billion per year market. Red and brown marine
macroalgae are also the primary source of alginates,
carrageenans, and agars, which have a $0.5 billion per
year market, predominantly as food ingredients (1). Red
and brown macroalgae are also a rich and diverse source
of unique, pharmacologically active compounds, including

1

partially oxidized fatty acids deriving from arachidonic
acid metabolism and halogenated monoterpenes (2). Many
of these unique compounds cannot be duplicated by
chemical synthesis due to their complex stereochemistry.
In the future, these pharmaceutical compounds may be
the most valued natural products obtained from marine
plants, considering that 25% of all pharmaceutical sales
are compounds derived from natural products of land plant
origin (3).

Cell or tissue suspension cultures derived from
anatomically complex marine seaweeds have the potential
to make bioactive natural compounds in the controlled
quantities required for further product development or
commercial production. Unfortunately, techniques for
cell and tissue culture of marine plants are vastly
underdeveloped relative to those for land plants (4,5).
Furthermore, the traditional rationale for establishing
cell and tissue cultures from marine seaweeds has been
strain improvement or micropropagation for mariculture
and not the development of axenic liquid suspension
cultures suitable for cultivation in agitated biological
reactor systems.

In this article, reliable techniques are presented for
establishing phototrophic liquid cell or tissue suspension
cultures from marine seaweeds. The common charac-
teristics of phototrophic macroalgal suspension culture
systems, including culture morphology, environmental
requirements for culture growth, and typical growth rates
are illustrated through representative culture systems
developed in the author's laboratory for each of the three
major phyla of marine macroalgae. To date, no het-
erotrophic suspension cultures capable of growth on an
externally supplied organic carbon source have been estab-
lished from macrophytic marine algae, and so this article
will focus solely on phototrophic suspension cultures that
assimilate carbon through photosynthesis.

COMMON CHARACTERISTICS OF MACROALGAL
SUSPENSION CULTURES

The taxonomy of the three major phyla of macro-
phytic marine algae is extremely diverse, and the inter-
ested reader is referred to the appropriate introductory
texts (6,7). Despite this taxonomic diversity, the pho-
totrophic suspension cultures established from macro-
phytic marine algae share common characteristics with
respect to culture morphology and environmental condi-
tions for growth.

Morphology

The characteristics of three macroalgal suspension culture
systems developed in the author's laboratory that
illustrate each of the major three phyla of macrophytic
marine algae are summarized in Table 1. Illustrations of
the parent plants found in the intertidal marine habitat
for each of the culture systems described in Table 1 are

is
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presented in Figure 1. The morphology of the cultured cell
mass derived from macrophytic marine algae is generally
filamentous and multicellular despite the appearance
of the parent plant. However, the cultured cell mass
retains the accessory photosynthetic pigments found in

the parent plant which render their distinct color, such as
fucoxanthin in brown algae and various phycobilins in red
algae.

Suspension cultures established by isolation of micro-
scopic gametophytes from the macrophytic brown alga

Laminaria saccharina Agardhiella subulata Acrosiphonia coalita
(brown alga) (red alga) (green alga)

Figure 1. Appearance of representative marine seaweeds selected for suspension culture develop-
ment, (a) Laminaria saccharina (scale bar = 15 cm); (b) Agardhiella subulata (scale bar = 5 cm);
(c) Acrosiphonia coalita (scale bar = 5 cm).

Table 1. Cell and Tissue Suspension Cultures Representing all Three Major
Phyla of Macrophytic Marine Algae

Culture and
classification

Laminaria saccharina
gametophyte cell
clumps (Phaeophyta)

Agardhiella subulata
filamentous cell clumps
(Rhodophyta)

Agardhiella subulata
microplantlets
(Rhodophyta)

Acrosiphonia coalita
tissue filaments
(Chlorophyta)

Culture development
strategy

isolation of microscopic
gametophytic life phase

induction of
undifferentiated
filaments from thallus
explant

microplantlets
regenerated from
filament clumps

induction of linear
filaments from apical
meristem tips

Culture morphology
and color

Uniseriate, branched
filaments packed into
clumps of 0.5-2 mm
diameter (brown)

Undifferentiated
filamentous clumps,
2-8 mm diameter;
rounded cells and
uniseriate filaments
(clear, light red)

Multiple thallus shoots
from a common branch
point, 2-10 mm shoot
length (dark red)

Uniseriate, linear or
lightly branched
filaments, 2-10 mm
length (green)



Laminaria saccharina (Laminariales, Phaeophyta) con-
sist of branched, uniseriate filaments of 5-20 jim diameter
and 10-30 jim length packed together into brown clumps
ranging from 0.5 to 2 mm in diameter (Fig. 2).

Undifferentiated, filamentous cell clumps established
from the macrophytic red alga Agardhiella subulata
(Giginarales, Rhodophyta) by a callus induction technique
range from 2 to 8 mm in diameter. The clumps consist
of round, dark red cells at the center with clear or
lightly pigmented uniseriate filaments emanating from
the center as a thick bushy mass [Fig. 3(a)]. Microplantlets
of A. subulata established by partial regeneration of the
filament clumps consist of dark red, multicellular shoot
tissues with cortical and medullary cells [Fig. 3(c,d)]. The
tissue does not fully regenerate into the intact plant
with highly branched thallus and holdfast structures, and
individual shoots do not exceed 2 cm in length.

Tissue suspension cultures of the macrophytic green
alga Acrosiphonia coalita (Acrosiphoniales, Chlorophyta)
consist of dark green, linear, or lightly branched linear
uniseriate filaments of 10-50 jim diameter and 2-10 mm
length which branch out from a common center (Fig. 4).

Partial reduction in the anatomical complexity of
the marine plant is sufficient for the development of a
liquid suspension culture system. None of the culture
systems described has been fully reduced to the friable,
single cells typical of many land plant cell culture
systems. Consequently, the cell mass of the macroalgal
suspension is mechanically dissociated prior to subculture.

Physical reduction of the multicellular mass is a critical
step for maintaining the macroalgal suspension cultures.
L. saccharina and A. coalita suspensions are blended at
high speeds and short times, typically under 15 sec.
This process reduces the size of the filament clumps but
does not seriously compromise culture viability, except
for the cells at the cut face. The blended suspension
culture is filtered and then resuspended in fresh medium.
A. subulata filament clumps were very sensitive to even
short-term shear forces. Therefore, each clump is carefully
cut into four to six sections. Each section must contain
both the rounded center cells and the outer filamentous
cells in order to sustain culture growth. Microplantlets
of A. subulata are also cut into four to six sections
through the center of common branch point for the shoot
tissue.

Special efforts must also be made to maintain the
suspension culture morphology. Gameotophyte suspension
cultures of L. saccharina are prone to gametogenesis,
and filament clump cultures of A. subulata are prone to
regeneration. Strategies for avoiding these morphological
changes are described later.

Environmental Conditions for Culture Growth

The cultivation environment for macroalgal suspension
cultures reflects the environment of the parent seaweed in
its marine habitat. Cultures developed from macroalgae
endogenous to temperate marine waters, for example, the
Atlantic Northeast or the Pacific Northwest, typically
grow best at 12-18 0C and sometimes higher, whereas
macroalgae from tropical marine waters grow best at
24-28 0C.

All formulated media used for macroalgal cultures
have an artificial seawater base that reflects the type
and level of the salts found in seawater. To promote
growth, these media also contain elevated levels of nitrate
and phosphate as well as trace levels of vitamins and
essential metals required for primary metabolism (7).
Artificial seawater-based medium formulations adopted
by the author's laboratory include modified GP2 (8),
PES (9), ASP12 (9), and ESS (10). Exogenously supplied
plant growth regulators such as auxins and cytokinins
do not have a clearly demonstrated effect on growth and
development of macrophytic marine algae (11), and so are
usually not present in these media. Macroalgal suspension
cultures grow best at relatively high pH, typically within
the 7.5-8.5 range, consistent with the nominal seawater
pHof8.

Macroalgal cell cultures are phototrophic, requiring
light and an externally supplied, dissolved inorganic
carbon source for growth. Heterotrophic growth in the
dark on an externally supplied organic carbon source in
the liquid medium has never been demonstrated in marine
macroalgae. One reason may be that nitrogen assimilation
is strongly coupled to photosynthesis in the metabolism of
macrophytic marine algae (12). Even mixotrophic growth
with an organic carbon source in the presence of light has
not been conclusively demonstrated (13).

In phototrophic cultures, the inorganic carbon source
is supplied by aerating the culture with air containing
ambient or elevated levels of carbon dioxide (CO2).

Figure 2. Female gametophyte cell clump cultures of the macro-
phytic brown alga Laminaria saccharina. (a) Branched filaments
(scale bar = 50 fxm); (b) filament clumps (scale bar = 200 jim).



The dissolved CO2 is speciated primarily as bicarbonate
(HCO3-) and carbonate (CO3

2")

CO2Cg) < • CO2(aq)

CO2(aq) + H2O < > HCO3" + H+

HCO3- < • CO3
2" + H +

The pKa values for HCO3" and CO3
2" dissociation are

6.05 and 9.23, respectively, in seawater of 35 ppt salinity
at 15°C, and the Henry's law constant for CO2 is
0.0257 atm mmol"1 L at the same conditions (14). For
example, if ambient air containing 350 ppm CO2 is
bubbled into seawater medium at pH 8.5 and 15 0C, the
equilibrium bicarbonate (HCO3") and carbonate (CO3

2")
concentrations are 3.84 and 0.71 mM, respectively. This
bicarbonate reservoir supplies the inorganic carbon needs
for culture growth. Bicarbonate (as sodium bicarbonate,
NaHCO3) cannot be added directly to the culture without
concurrent CO2 addition to maintain the pH at a constant
value. Assuming Calvin photosynthesis stoichiometry,
oxygen (O2) is produced in a one-to-one stoichiometric ratio
with CO2 consumption. Therefore, the liquid suspension
culture must provide an opportunity for gas exchange
through surface or bubble aeration to prevent buildup of

dissolved O2 in the liquid medium, as high concentrations
of dissolved O2 may be inhibitory to growth.

In the marine environment, macrophytic marine algae
grow submerged at depths that can range from 1 m to
more than 10 m. Since ambient light at these depths
is attenuated, macrophytic marine algae have adapted
to fairly low light levels relative to surface-dwelling
microalgae. Similarly, macroalgal suspension cultures
grow optimally at relatively low light intensities. The
irradiance for light-saturated growth ranges from less
than 20 to 100 uE m"2 s"1, depending on the species.

Growth Kinetics

Generally, macroalgal suspension cultures are slow grow-
ing, with specific growth rates ranging from 3% to 15%
per day depending on the species of the parent plant,
the type of culture system, and the environmental con-
ditions. Representative growth rates and environmental
conditions, including nutrient medium, temperature, and
light for each culture system described in Table 1 are pre-
sented in Table 2. All culture systems were either bubble
aerated or surface aerated with ambient air nominally con-
taining 350 ppm CO2. Details of growth rate experiments
are provided in several recent papers from the author's
laboratory (15-18).

Figure 3. Cell and tissue culture development for the macrophytic red alga Agardhiella
subulata. (a) Single undifferentiated filament clump (scale bar = 500 (im); (b) filament tips,
showing microscopic onset of regeneration (scale bar = 20 jam); (c) formation of two shoot tissues
regenerating filament clump (scale bar = 200 \im); (d) single microplantlet (scale bar = 2000 |im).



Figure 4. Tissue culture of the macrophytic green alga Acrosi-
phonia coalita. (a) Linear filaments (scale bar = 200 |wn); (b) cut
face of filament after blending procedure used for subculture
(scale bar = 100 |um).

SUSPENSION CULTURE DEVELOPMENT TECHNIQUES

Techniques successfully used in the author's laboratory to
develop phototrophic suspension cultures of macrophytic
marine algae include:

1. Isolation and culture of microscopic gametophyte life
phase of the macrophytic brown L. saccharina

2. callus-like tissue initiation and culture of the
macrophytic red alga A. subulata

3. partial regeneration of freely suspended microplant-
lets from callus-like tissue of A. subulata

4. isolation and suspension culture of apical meristems
from the macrophytic green alga A. coalita

Techniques for establishing suspension cultures of two
representative macrophytic marine algae, L. saccharina
and A. subulata, are described in the following to
illustrate the basic procedures and approaches for
culture development. Techniques for establishing tissue
suspension cultures of the green alga A. coalita will not
be described here, but the interested reader is referred
to Rorrer et al. (17). Protoplast isolation techniques
for establishing cell suspension cultures, developed
specifically for the macrophytic red algal genus Porphyra
as described by Chen (19) and Tait et al. (13), will not be
described here as well. Finally, cultivation of macroalgal
suspensions within engineered biological reactor systems
(bioreactors) is briefly overviewed.

Laminaria Saccharina Female Gametophyte Cell Suspension
Cultures (Macrophytic Brown Algae)

The life cycle of many macroalgae involve alternating,
heteromorphic gametophyte and sporophyte stages. For
brown algae within the order Laminariales, the game-
tophyte life phase exists as microscopic, undifferentiated
filaments, whereas the sporophyte life phase is morpholog-
ically complex with blade, stipe, and holdfast structures.
A representative life cycle of Laminaria species is shown
in Figure 5. A reliable technique for establishing a liquid
suspension culture involves the isolation and culture of
microscopic gametophyte cells, as schematically outlined
in Figure 6. A representative species for culture devel-
opment is L. saccharina, found naturally in the lower

Table 2. Typical Growth Rates and Environmental Conditions for the Macroal-
gal Cell and Tissue Culture Systems Summarized in Table 1

Process condition

Seawater medium
Medium exchange (% per day)
PH
Temperature (0C)
Saturation light intensity
OiE m~2 s-1)
Photoperiod (h on: h off)
Initial cell density

(mg DCW L-1 or g FW L"1)
Final cell density

(mg DCW L-1 or g FW L"1)
Specific growth rate (% per day)

Culture system

Laminaria
saccharina

gametophyte
cells

GP2
0

8.5
12

20
16:8

150 (DCW)

1000 (DCW)
10

Acrosiphonia
coalita

tissue
filaments

PES
0

8.0
12

80
16:8

150 (DCW)

1000 (DCW)
15

Agardhiella
subulata

filament
clumps

ASP12
25
8.8
24

40
10:14

5.0 (FW)

15 (FW)
3.0

micro
plantets

ASP12
25
8.8
24

40
10:14

1.0 (FW)

5.0 (FW)
6.0



Figure 6. Gametophyte suspension culture development for
Laminaria saccharina.

intertidal zone of temperate coastal waters, most typi-
cally in the Pacific northwest or Atlantic northeast of the
United States. Both field-collected sporophytes and cell-
cultured female gametophytes of L. saccharina, are a rich
source of bioactive hydroxy fatty acids produced through
15-lipoxygenase metabolism of arachidonic and linoleic
acids (20,21).

Isolation of Microscopic Gametophytes from L. saccha-
rina. The isolation of gametophytes from Laminaria
species originally described by Liming and Neushul (22)
and Luning (23) require the in vitro release of zoospores
from sporangia of blade sections of sporophytic plants
followed by microscopic separation of large-cell female
gametophytes from small-cell male gametophytes.

Basic techniques for L. saccharina are described in the
following. All procedures were carried out using sterile
technique in a laminar flow hood. Intact sporophytes

of L. saccharina were collected from the intertidal zone
at —0.5 m tide near Shannon Point, Washington. Blade
tissue with visible reproductive structures bearing spores
(sporangia) on the blade surface were cut into 1-cm-square
explants. Each explant section was immersed in 1% v/v of
the surface sterilization agent betadine and then rinsed
with autoclaved distilled water to remove epiphytes (small
marine animals), marine microalgae, and marine bacteria
attached to the explant surface. The surface-sterilized
explants were placed on filter paper moistened with sterile
distilled water and then allowed to sit for 12 hours in a
sealed petri dish in the dark at 12 0C. Filter-sterilized
seawater was added to the petri dish, and the sporangia
released zoospores (motile spores) giving a light orange tint
to the solution. One-mL aliquots of the solution containing
the zoospores were diluted at 1Ox, 10Ox, 100Ox in filter-
sterilized seawater, and the diluted zoospore cultures were
transferred to petri dishes. The filter-sterilized seawater
contained germanium dioxide (0.5 mg GeC>2 L"1) to kill
off marine diatoms that survived the initial sterilization
treatment.

Each diluted zoospore culture was incubated at 12 0C
and 20 \iE m~2 s"1 cool white fluorescent light (16 h light,
8 h dark photoperiod) for three to four weeks. During
this time, zoospores germinated into male gametophytes
and female gametophytes, which grew as loosely packed
colonies of branched filaments. Single colonies of female
gametophytes were three to five times larger than the
male gametophytes (20 to 30 jim length for females versus
5 to 10 \im for males). These were removed one colony at
a time with a pipet under an inverted microscope at 10Ox,
and then transferred to fresh GP2 medium. The isolated
colonies were cultured at 12 0C and 20 uE m"2 s"1 cool
white fluorescent light (16 h light, 8 h dark photoperiod)
for an additional three to four weeks in petri dish culture.
This process was repeated for each dilution, and the best
growing colonies, now 0.5 to 2 mm in diameter after about
six to eight weeks in culture, were selected for subculture
and maintenance.

Maintenance of Laminaria Saccharina Gametophyte Sus-
pension Cultures. Female gametophytes of L. saccharina
must not undergo gametogenesis, a process where the
female gametophyte produces an egg within a sac-like
structure called an oogonium and awaits fertilization from
the sperm-bearing antheridium of the male gametophyte.
In culture, fertilization is prevented because the female
gametophytes have been isolated from the male gameto-
phytes. But under low levels of blue light (24) and lack
of iron in the liquid medium (25) gametogenesis of female
gametophytes is also suppressed. When gametogenesis is
suppressed, gametophytes undergo phototrophic, vegeta-
tive growth as undifferentiated, uniseriate filaments in
liquid suspension culture.

The phototrophic female gametophyte suspension cul-
tures were maintained on GP2 artificial seawater medium
at pH 8.5 as modified by Steele and Thursby (8). Iron
was removed from the medium to suppress gametoge-
nesis. Suspension cultures were contained within foam-
stoppered 250-mL Erlenmeyer flasks (100 mL culture per
flask). The culture flasks were incubated at 12 0C under

suspension
culture

blend at high
speed for 10 sec

to disperse colonies

grow female gametophyte
colonies to 0.5-2.0 mm

release zoospores
from explant sporangia

germinate zoospores &
collect larger female

gametophytes

Figure 5. Life cycle of Laminaria saccharina, showing macro-
scopic sporophyte and microscopic gametophyte life phases.
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20 ^E m~2 s"1 cool white fluorescent light (16 h light, 8 h
dark photoperiod) within an illuminated low-temperature
incubator. For cold-water species of Laminaria, suitable
cultivation temperatures ranged from 5 to 18 0C (22). The
cultures flasks were swirled for 10 sec once per day to dis-
perse the culture and to re-equilibrate the concentrations
of CO2 and O2 dissolved in the liquid medium.

Subculture was performed every four weeks. All
procedures were carried out using sterile technique in
a laminar flow hood. In flask culture, the gametophytes
grew as branched uniseriate filaments loosely packed into
clumps of 0.5 to 2 mm in diameter, and individual cells
within the uniseriate filament ranged from 10 to 30 jxm
in length (Fig. 2). These clumps could not be dispersed by
vigorously shaking the liquid suspension. Therefore, the
size of the gametophyte clumps was reduced mechanically
by blending the liquid suspension. Specifically, four heathy
flasks of the gametophyte suspension culture (400 mL)
were poured into an autoclaved, 500-mL glass blending
jar. A sealed stainless-steel shaft assembly fitted with
two removable double-edged razor blades was mounted
on the lid of the blending jar. The shaft assembly was
also fitted with a coupling compatible with an Osterizer
blender. The liquid suspension culture was blended
within the sealed glass jar on an Osterizer blender
for 10 sec at "liquefy" speed. The blending procedure
dispersed the filamentous cell mass to uniform clumps
between 300 and 400 jim in diameter (as determined by
wet sieving) but did not compromise cell viability. The
blended suspension culture was sterile filtered on 60-|nm
autoclaved nylon mesh, rinsed with 400 mL of autoclaved
GP2 medium, and then resuspended into 400 mL of GP2
medium. The resuspended culture was subcultured at
25% v/v with respect to the parent flask culture. After
approximately ten subculture passages, gametogenesis of
female gametophytes could not be induced, even when
iron was replaced in the medium. At this point, a truly
vegetative suspension culture was established.

Decontamination. The cultures were unialgal but not
truly axenic. In a few flask cultures, latent microscopic con-
taminants carried in with the original explant tissue would
occasionally bloom, primarily marine cyanobacteria, green
microalgae, and protozoans. Cultures were decontami-
nated by washing the blended cell mass three times with
autoclaved distilled water on a 60-jiim nylon mesh filter
followed by a final rinse with GP2 medium. The distilled
water lysed the marine contaminants by osmotic shock but
did not significantly lyse the shear-tolerant gametophyte
cells. The decontaminated gametophyte clumps retained
on the nylon mesh were then resuspended in GP2 medium.

Agardhiella Subulata Filament Clump and Microplantlet
Suspension Cultures (Macrophytic Red Algae)

Callus induction and microplantlet regeneration tech-
niques can be used to establish liquid suspension cul-
tures from macrophytic red algae, which possess terete
thallus morphology and apical meristems. The tem-
perate macrophytic red alga A. subulata is an ideal
model candidate for cell and tissue culture develop-
ment (26). Agardhiella species contain a diverse array

of potentially valuable natural products, including iota-
carrageenan (26), sulfonated galactans with strong activ-
ity against the human immunodeficiency virus (27), and
potentially bioactive secondary metabolites deriving from
arachidonic acid metabolism, including the eicosanoids 8S-
hydroxy-5,ll,13,15-eicosatetraenoic acid (8-HETE) and
agardhilactone (28).

The culture development scheme for the A. subulata
is summarized in Figure 7. Two liquid suspension
cultures can be established. The first culture consists of
undifferentiated filament clumps established by induction
of callus-like tissue from thallus explant sections. The
second culture consists of microplantlets established by
partial regeneration of the filament clumps. Both cultures
are freely suspended in liquid medium and can be
maintained indefinitely with periodic subculture. Specific
techniques for establishing and maintaining the two
culture systems illustrated in Figure 7 are detailed in the
following. All procedures were carried out using sterile
technique in a laminar flow hood.

Explant Preparation, Sterilization, and Induction of Callus-
Like Tissue. Mature plants of A. subulata (29) were col-
lected near Waterford, Connecticut, at 1 m depth. Thalli
were shaken with 0.5-mm glass beads to remove epiphytes,
surface sterilized with 1% v/v betadine in filter-sterilized
seawater, and then allowed to recover in sterile-filtered
seawater supplemented with ESS nutrients (10) for three
days. Primary thalli near the tip or branch points were
cut into 96 segments of 1-2 mm length and 0.5-1.0 mm
diameter and placed in 24-well culture plates at only
2 segments per well to isolate contamination. Each
culture well contained 2 mL of filter-sterilized ASP12
medium supplemented with 12 mM nitrate, 0.01 mg L"1

zeatin, and 0.01 mg L"1 phenylacetic acid, prepared
according to Bradley and Cheney (30). The explants
were incubated in the culture wells without agitation
at 24 0C under 10 JLIE m~2 s"1 cool white fluorescent light
(1Oh light, 14 h dark photoperiod) within an illuminated
incubator.

After 1 week, elongated, clear, uniseriate filaments
appeared on the cut faces of the explant, presumably
as a wound response. After formation of filaments, ASP12
medium was completely replaced once per week. After four
weeks, about three-quarters of the explants possessed a
thick bushy mass of proliferating filaments at the cut
face of the explant. Explant sections bearing the most
extensive filamentous growth were selected for culture
development. The filamentous mass was cut from the
explant near the origin, carrying over a small portion of the
explant. After three weeks, each section was divided in half
and placed in new culture wells with 2 mL new medium,
2 sections per well. After 3 weeks, each section was divided
in half again and placed in new medium. After three more
subcultures, the parent explant was completely removed.
The final cell mass was undifferentiated, consisting of
tightly meshed filaments and some round cells at the core
of the clump with uniseriate filaments emanating from the
core cell mass as a thick bushy mass [Fig. 3(a)]. The overall
diameter of the cell clump ranged from 2 to 8 mm. The
uniseriate filaments were about 10 |Lim in diameter and



10 to 30 JLLHI in length. The filaments were clear or lightly
pigmented, whereas the cells near the core of the clump
were darkly pigmented. The filamentous mass could not
be dispersed by agitating the liquid; that is, the cell mass
was not friable.

Maintenance of Undifferentiated Filament Clump Cul-
ture. Subculture was performed every 6 weeks. Healthy
filament clumps were cut into four to six pieces with a
razor blade. Each piece contained a portion of the com-
pact core cells and lightly packed, uniseriate filaments.
New growth continued from the uncut filaments after the
first week and then from the cut face after the second
week. If the subcultured filament clump did not contain
a portion of the compact core cells, it usually died within
2 weeks. Filament clumps were best maintained in cul-
ture well plates with 8 to 10 clumps per 8 mL medium in
each well. Filter-sterilized ASP12 medium supplemented
with 12 mM sodium nitrate without plant growth regula-
tors served as the culture growth medium. The medium
was buffered with 10 mM sodium bicarbonate and sodium
HEPE to pH 8. The culture well plates were not agitated.
The filament clump culture was maintained at 24 0C under
8 uE m"2 s"1 cool white fluorescent light (10 h light, 14 h
dark photoperiod) within an illuminated incubator. The
medium volume was completely replaced every 4 days
(replacement rate of 25% per day) to prevent nutrient
starvation and wash away waste products.

The undifferentiated filament clumps were fragile
and susceptible to regeneration. The filament clumps
could only be maintained under the narrow set of
culture conditions described to promote proliferation
of undifferentiated cell mass but not regeneration.
Adventitious shoots developed from the filament clumps

by imposing stress conditions on the culture, such as
continuous agitation or reducing the nutrient medium
replacement rate. Agitation was a particularly sensitive
factor. When flasks containing a liquid suspension of
the filament clumps were mixed on an orbital shaker
or bubble-aerated, adventitious shoots formed from the
filament clumps. Higher levels of agitation intensity, such
as mixing a liquid suspension of filament clumps with a
magnetic stir bar, killed the cells. The medium also had to
be completely replaced at least every 7 days. The filament
clumps generally died within 14 days without medium
replacement.

Regeneration and Maintenance of Microplantlets from
Filament Clumps. As described, filament clumps of
A. subulata were fragile and prone to regeneration.
Regeneration was gently and reliably initiated at 24 0C by
continuously mixing a liquid suspension of 3-week-old fil-
ament clumps in well-plate culture on an orbital shaker at
100 rev min"1 under 24 uE m~2 s"1 incident light intensity
(10 h light, 14 h dark photoperiod). Medium replacement
was performed every 10 days. The continuous mixing put
a sublethal stress on the culture. Adventitious protoshoot
formation marking the initiation of the regeneration pro-
cess was observed microscopically by a change in the plane
of division of the uniseriate filaments [Fig. 3(b)]. One or
more shoots ultimately formed from each filament clump
undergoing regeneration [Fig. 3(c)]. Unlike the filament
clumps, the shoots were not uniseriate and the cells were
highly pigmented. Many, but not all, of the shoots formed
branches. As the microplantlet developed, the inner core
of compact cells turned white, died off, and disintegrated
away from the microplantlet. The shoots elongated and
formed new branches but did not fully regenerate to intact

plantlet regeneration
Figure 7. Simplified schematic of cell and tissue culture development for Agardhiella subulata.
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plants with highly branched thallus and holdfast struc-
tures [Fig. 3(d)]. Typically, 40-70% of the filament clumps
consistently regenerated after 30 days. The remainder of
the filament clumps either died or remained undifferenti-
ated.

Typically, about 50 microplantlets were cultured in
75 mL of filter-sterilized ASP12 medium within a 250-mL
foam-stoppered Erlenmeyer flask. The ASP12 medium
was supplemented with 12 mM sodium nitrate, 10 mM
sodium bicarbonate, and no plant growth regulators.
The regenerated microplantlet culture was maintained
at 24 0C under 24JiEm - 2S"1 cool white fluorescent
light (10 h light, 14 h dark photoperiod) within an
illuminated incubator. Unlike the filament clump cultures,
microplantlets were stable when the suspension culture
was mixed, and flask cultures could be continuously
bubble aerated. For routine maintenance, the medium
was completely replaced every 14 days, and the tissues
were subcultured every 4 weeks. The microplantlet shoots
formed branches from a common center. During subculture
a given microplantlet was cut through the center into
two to four pieces, and the shoots were trimmed to
2 to 5 mm length from the tip. Microplantlets of 2 to
10 mm length could be readily suspended in liquid culture.
The cut microplantlets were then inoculated into fresh
medium.

BIOREACTOR CULTIVATION OF MACROALGAL
SUSPENSION CULTURES

The controlled cultivation of macroalgal suspensions must
be carried out in engineered biological reactor systems

(bioreactors) that provide light and CO2 to the culture.
Bioreactors that provide light to the liquid suspension
culture are called photobioreactors.

Common Photobioreactor Configurations

All photobioreactors for macroalgal suspension culture
must provide four basic process requirements: illumi-
nation, mixing, gas exchange, and temperature control.
Each one of these process parameters must be tightly
controlled. Bioreactor configurations suitable for macroal-
gal suspension culture include externally illuminated
bubble-column or airlift photobioreactors, stirred-tank
photobioreactors, and tubular recycle photobioreactors, as
shown in Figure 8. The bubble column photobioreactor is
the best configuration to initiate cultivation studies with,
as it is simple in design and provides adequate mixing, gas
exchange, and light delivery. A more detailed schematic of
a bench-scale bubble-column photobioreactor is presented
in Figure 9.

In our laboratory, the cultivation of macroalgal suspen-
sions has been studied in each of the photobioreactor con-
figurations shown in Figure 8. For example, gametophyte
cell suspensions of L. saccharina were successfully culti-
vated in several bench-scale bioreactor systems, including
stirred-tank photobioreactors (15), bubble-column photo-
bioreactors (16), and tubular recycle photobioreactors (31).
A. coalita tissue suspensions were cultivated in bubble-
column and stirred-tank photobioreactor configurations,
but only the stirred tank provided sufficient agitation
to suspend the culture and promote optimal growth (17).
Microplantlet suspension cultures of A. subulata can be
cultivated in bubble-column photobioreactors (18).

Bubble Column Stirred Tank Coiled Tubular Recycle

lamp

air + CO2

air + CO2

air + CO2

pump

Good mixing
& gas exchange
Adequate light transfer
Low shear
Simple design

Excellent mixing
& gas exchange
Poor light transfer
High shear

Adequate mixing
& gas exchange
Excellent light transfer
High shear
Easy to scale-up

Figure 8. Common photobioreactor configurations for macroalgal suspension cultures.
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Figure 9. Bench-scale bubble column photobioreactor.

Photobioreactor Illumination

Light delivery to the culture is an important photo-
bioreactor design variable for cultivation of macroalgal
suspension cultures. In a nutrient-rich environment, the
specific growth rate of the macroalgal suspension culture
(/Ji) exhibits saturation growth kinetics with respect to the
light intensity incident to the cell

(D

where I is the light intensity incident to the cell (^E m"2

s"1), Mmax is the maximum specific growth rate at light
saturation (day"1), and Ik is the light intensity at /x =
0.5 jimax. Values of Ik for macroalgal suspension cultures
can range from 5 to 50 |iE m~2 s"1. As light penetrates
the suspension culture, the light intensity decreases. The
attenuation of light is described by the Beer-Lambert law

(2)

where kc is the specific light attenuation constant, I0 is
the light intensity incident to the surface of the culture

vessel, X is the dry cell concentration (g DCW L"1), and
z is the position within the suspension culture. Values
for the attenuation constant (kc) of macroalgal suspension
cultures range from 0.1 to 0.2 L cm"1 g DCW"1. Light
attenuation increases as the path length for light transfer
increases and the cell concentration increases. If the
suspension culture is well mixed, the mean light intensity
(Im) experienced by the culture is estimated by

(3)
where d is the path length for light transfer and a is
the view factor. Usually, d is the width of the vessel, or
the vessel dimension that is normal to the plane of light
delivery. The view factor a is 1 if the vessel is illuminated
from one side, or a is 2 if the vessel is illuminated from two
opposing sides. To estimate the specific growth rate of the
macroalgal suspension culture within the photobioreactor,
the light intensity I in Eq. (1) is replaced by the mean light
intensity Im.

Mixing and CO2 Transfer

Macroalgal suspension cultures sediment easily due to
their large clump size and so must be well agitated to
maintain the suspension. Agitation is provided by aeration
alone using bubble-column or airlift photobioreactors,
or in combination with impellers using stirred-tank
photobioreactors.

Photobioreactors for macroalgal suspension cultures
must be continuously aerated to provide CO2 for
phototrophic growth and to remove O2 produced by
photosynthesis. Carbon dioxide is supplied to the culture
in accordance with the gas-liquid interphase mass transfer
principles. The volumetric CO2 transfer rate is defined as

(4)

where CA is the dissolved CO2 concentration (mmol L"1) in
the liquid medium, CA is the dissolved CO2 concentration
in the liquid medium in equilibrium with the CO2 partial
pressure of the aeration gas (PA), H is the Henry's law
constant for CO2 dissolved in seawater (atm mmol"1 L),
and kisi is the volumetric mass transfer coefficient for CO2

transfer (h"1).
The phototrophic culture consumes dissolved CO2 for

photosynthetic growth. The volumetric CO2 consumption
rate follows zero-order kinetics with respect to dissolved
CO2 concentration and is estimated by the specific growth
rate (^) and dry cell concentration (X) through the
equation

(5)

where Yx/co2 is the biomass yield coefficient for CO2
consumption. If the biomass production is described by
Calvin photosynthesis stoichiometry, given by

(6)
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then Yx/co2 is 30 g DCW produced per mol CO2 consumed.
To avoid CO2 mass-transfer-limited growth, Rco2 must be
greater than ^CO2-

Problem Example

A problem example illustrating the use of Eqs. (I)-(5) is
provided in the following. Consider that a macroalgal sus-
pension is being cultivated in an aerated bubble-column
bioreactor at 15 0C. Ambient air at 1.0 atm total system
pressure containing 350 ppm air serves as the aeration
gas, and the Henry's law constant for the dissolution of
CO2 gas in seawater at 15 0C is 0.0257 atm mmol"1 L.
The vessel width is 15 cm, and the vessel is uniformly
illuminated from both sides to provide an incident light
intensity OfSOjIEm-2S"1. Intrinsic suspension culture
parameters include h = 10 jxE m~2 s~\ /xmax = 0.15 day"1,
and kc = 0.2 L cm"1 g DCW"1. If the cell concentration
within the photobioreactor is 1.2 g DCW L"1, answer the
following questions.

What is the mean light intensity within the photobio-
reactor? Use Eq. (3) with kc = 0.2 L cm"1 g DCW"1, d =
15 cm, I0 = 30 ^E n r 2 s" \ X = 1.2 g DCW L"1, and a = 2:

What is the specific growth rate within the photo-
bioreactor? Use Eq. (1) with Im = 16.2 jnE m~2 s"1, h =
10 jiE m~2 s"1, and /xmax = 0.15 day"1:

What is the CO2 demand? Use Eq. (5) with /x =
0.093 day"1, X = 1.2 g DCW L"1, and Yx/Co2 = 30 g
DCW/mol CO2:

What is the k^a value for CO2 transfer necessary to
avoid CO2-limited growth in the photobioreactor? First,
seti?co2 equal to gco2 so that i?co2 = 0.155 mmol CO2 L"1

h"1. Now, from Eq. (4), back out kLa at CA = 0 (the point of
CO2 limitation) with PA = 0.00035 atm (350 ppm CO2 in
the aeration gas) and H = 0.0257 atm mmol"1 L at 15 0C:

Therefore, the photobioreactor aeration system must be
designed to achieve a faa value of 11.4 h"1 to avoid CO2-
limited growth. Values less than &z,a of 11.4 h"1 will result
in the biomass production rate being limited by the rate
of CO2 interphase mass transfer. In a bubble column
bioreactor, the volumetric mass transfer coefficient k^a
increases with increasing aeration rate and decreasing
bubble size. Bubble size is most easily set by specifying the
aeration sparger design. Values for hjja can be measured
directly in the bioreactor at different aeration rates and
sparger types using the techniques described by Van't
Riet (32) so that the proper aeration rate and bubble
size necessary to achieve the design value for k^a can
be specified.

CONCLUDING REMARKS

Macrophytic marine algae, commonly known as seaweeds,
are a major source of food and a rich source of
natural compounds, including specialty polysaccharides
and bioactive compounds that have potential as future
drugs. Cell or tissue suspension cultures derived from
marine seaweeds offer a platform for the controlled
production of biomass and these natural compounds,
ultimately in bioreactor systems. Unfortunately, cell
and tissue suspension culture development techniques
for anatomically complex marine plants are not well
developed relative to those for land plants. However, a few
reliable techniques are now available. For macrophytic
brown algae, which have a heteromorphic life cycle, the
isolation and vegetative propagation of the microscopic
gametophytic life phase can establish an undifferentiated,
clumped-filamentous suspension culture. For macrophytic
red algae of terete thallus morphology, induction of
callus-like filaments from explant tissue can be used
to establish an undifferentiated filament clump culture,
which grows as a free liquid suspension. However, the
filament clumps are fragile and prone to regeneration.
Partial regeneration of filament clumps results in freely
suspended microplantets, which can be maintained
indefinitely with periodic subculture following mechanical
size reduction of the tissue.

Cell or tissue suspension cultures derived from
macrophytic marine algae by these techniques are
phototrophic and require light, dissolved carbon dioxide,
and a seawater-based nutrient medium for growth.
These macroalgal suspension culture systems can be
cultivated in bench-scale illuminated bioreactors of
various configurations, and the results appear promising
for future bioprocess development.
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INTRODUCTION

It was observed some years ago that plants regenerated
using plant cell and tissue culture techniques were
not phenotypically uniform but displayed considerable
variation in their characteristics. The term somaclonal
variation was adopted to described this variation (1).
Somaclonal variation is found in regenerants from callus,
cell suspension, and protoplasts and has a number of the
following characteristics:

• It is widespread.
• It occurs at high frequency.
• It can affect both qualitative and quantitative traits.
• It occurs in homozygous cultures.
• The variation is not always stable.
• It can involve a range of genetic changes.

The types of variation found are similar to those from
normal mutation, but the frequency associated with plant
tissue culture is much greater, although it can show a
different spectrum from in vivo mutations. For example,
variation has been detected at a level of 15% in regenerated
tomato whereas the normal mutation rate was 1 in 106 (2).
The degree of variation found in tissue culture is greatest
with protoplasts, less so with cell suspension and callus,
and shoot culture has the least variation (3).

There are two possible sources for the variation
observed. First, the variation is an expression of the
variation already present, and second, the tissue culture
process induces the variation. Investigators have found
that both sources are present (4). Table 1 lists some
of the crops that show somaclonal variation and the



aAdh: alcohol dehydrogenase.

characteristics involved. Somaclonal variation has been
found in all plants investigated, although the degree
of variation can vary considerable. In sugar beet, the
frequency of variation was 0.05% (5), but variation in
garlic was 16% (6). The variation in phenotype is not
welcome in micropropagated plants where uniformity is
required or in seed propagated crops where the mode
of inheritance is important. However, when variation is
required, for example, when the aim is to select new
lines, this type of variation has some advantages. The
variation is higher than normal mutation, the plants are
regenerated from single cells or small groups so that the
development of mosaics will be reduced, and the process
of regeneration will introduce some form of selection.

SOURCES OF VARIATION

Somaclonal variation could result from a number of causes,
and the mixture of stable and unstable regenerants indi-
cates that the variation is both genetic and epigenetic.
Genetic variation is transmitted sexually, whereas epige-
netic changes cannot be transmitted and can be lost over
time. The following are possible sources of variation:

Epigenetic Changes
• Gene amplification
• Gene methylation
• Controlling elements
Genetic Changes
• Changes in ploidy
• Changes in chromosomal number
• Chromosomal aberrations such as translocation,

inversions, deletions, duplications, somatic crossing-
over

• Changes in the cytoplasmic genome
• Single gene mutation

Epigenetic Changes

Epigenetic changes have been used to describe changes
in gene expression that do not arise from permanent
alterations in the cell genome. These are characterized
by highly variable, stable changes but with a high

reversal rate and no transmission into the progeny. A
number of unstable and nontransmissible changes have
been observed in regenerants, which indicate that some
epigenetic change has occurred. It has been demonstrated
that the tissue culture process can cause amplification
of certain gene sequences (7), and this has been shown
to be responsible for increased enzyme levels in some
cultures (8). Methylation of DNA has been shown to control
gene expression (9), and in plant cells 25% of the cytosine
residues can be methylated (7). In animal cells, DNA
methylation is developmentally regulated and can only
be reversed by passage through the germ line. In plant
cell cultures, alterations in DNA methylation have been
detected in carrot, soybean, and maize after regeneration
and therefore could affect gene expression in regenerants.

Transposable elements were first detected by McClin-
tock (10) in maize and these were responsible for the
instability of the maize phenotype. Since then a number
of controlling elements have been detected in regener-
ants (11). There is some evidence that the tissue culture
process can affect the mobility of these elements.

Genetic Changes

Chromosomes can easily be visualized and counted in
tissue cultured cells, and because of this there are many
examples of the alteration in the chromosomal number
in regenerants (Table 2). Changes in the number of
chromosomes or ploidy can occur naturally in vivo, but the
frequency of polyploidy is considerably higher in tissue
culture (12). Polyploidy is the most frequently detected
abnormality, and the mechanisms involved have been
reviewed (13). A number of mechanisms could account for
the formation of polyploids in culture, including fusion of
the spindle during the division of binucleate cells and the
arrest of chromatid separation by the spindle. Aneuploids
are cells that have a chromosomal number, which is not a
multiple of the normal chromosomal number. Aneuploidy
is also frequently detected in cell culture and regenerants
and appears to be derived from aberrant mitotic events,
including nondisjunction where both chromatids pass to
one pole during mitosis.

Chromosomal aberrations can consist of deletions,
translocations, inversions, and duplications and have
been studied in maize and oat regenerants (4,14). One
explanation for these aberrations is disruption of normal
cell controls during tissue culture that allows cell division
before DNA replication is complete. Another possibility
is that chromosomal breakage could result from altered
levels of DNA methylation (13).

Table 1. Some Examples of Somaclonal
Variation

Plant Species

Alfalfa
Onion
Pelargonium
Potato
Potato
Rapeseed
Sugarcane
Tobacco
Tobacco
Tomato
Wheat

Characteristic

Leaf color
Bulb size and shape
Flower and leaf morphology
Ribosomal DNA copy number
Tuber morphology
Seed color
Viral resistance
Alkaloid levels
Leaf color
Fruit color
Adh isozymea

Table 2. Frequency of Chromosomal Variation in Three
Regenerated Garlic Lines"

°From Ref. 6.

Variety

California Late
Chinese
Solent White

Total

Diploid

87.8%
82.6%
78.9%

84%

Tetraploid

6%
13%
10%

9.3%

Aneuploid

3%
4.3%
5.2%

4%

Nondiploids

12.1%
17.4%
21.1%

16%



Mitotic or somatic crossing-over could also account
for some of the variation that could involve symmetrical
and asymmetrical recombination and may be the reason
that homozygous recessive genes are found in regenerated
plants.

Cytoplasmic genetic changes have also been detected in
regenerants. Mitochondrial DNA changes have been found
in maize (14) and potato regenerants (15).

Somaclonal variation has been responsible for single
gene and organelle mutations. Brettell et al. (16) showed
a change in the alcohol dehydrogenase (Adh), and cloned
fragments were used to show changes in potato clones (17).

FACTORS AFFECTING VARIATION

The extent of somaclonal variation can be influenced by a
number of factors associated with the plant material and
conditions of culture. It is clear that the source plant's
genotype and species, the explant source, will have an
influence because it is likely to be heterogeneous in its
stage of differentiation, age, and ploidy status. It has been
found that plants regenerated from different types of tissue
show variation in somaclonal variation. For example,
Chrysanthemum morifolium stem segments give more
flower color variations than those from the capitula (18).
The conditions during the culture of the plant tissue
also influence somaclonal variation. The length of time in
culture has been shown to reduce the ability to regenerate
in a number of species, and in strawberry callus culture
this loss after 24 weeks was caused by the formation
of abnormal DNA (7,19). Changes have been shown in
cultures of Begonia and Pelargonium. The components of
the culture medium, in particular the growth regulators,
have also been implicated. The concentrations of growth
regulators have influenced cultures of strawberry, Begonia
and Saintpaulia (20).

DETECTION OF SOMACLONAL VARIATION

Somaclonal variation was initially observed as phenotypic
changes such as flower color or leaf shape, but to use this
in breeding programes, changes at the molecular levels
need to be detected (20). Isozyme and cytological analysis
have been carried out with many species, but changes
in these parameters do not always mirror phenotypic
changes (21). The detailed study of chromosomes is
difficult and time-consuming. However, techniques based
on recombinant technology have been used with some
success to monitor variation. Restriction fragment length
polymorphism (RFLP) analysis can reveal point or
structural mutations and in some case changes in
methylation (5,22). Random amplified polymorphic DNA
(RAPD) analysis has been used in a number of cases
to follow somaclonal variation (5,23,24). RAPD is a PCR-
based technique where arbitrary 10-base primers are used
to generate fragments that can be used as genetic markers.

USE IN PLANT BREEDING

Plant tissue cultures techniques have a number of
applications in plant breeding. Micropropagation can be

used to multiply elite lines and those in short supply,
those plants that are difficult to cultivate. Embryo rescue
can allow crosses for some plants, and meristem culture
can be used to produce virus-free plants (8). In all of
these cases, variation needs to be kept to a minimum,
and if the process does not involve regeneration via
callus, variation can be small. Somaclonal variation can
produce high levels of variation, higher than normal
mutations, that can be used in selecting of new lines.
One disadvantage is that the variation is unpredictable
and in some cases not heritable. Somaclonal variations
have been used in breeding programs to produce a number
of different types such as disease resistance, and herbicide
resistance. Examples of these are shown in Table 3. Other
characteristics such as salt tolerance, metal tolerance, chill
tolerance, and pest resistance can also be isolated (25).
Selection can be at the callus by growing the callus
in the presence of a herbicide, and those calluses that
survive can be regenerated into plants. In many cases, the
regenerated plant retains the resistance characteristic. In
other cases, plants are regenerated first, and then selection
or screening is applied.
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INTRODUCTION

During the culture of animal or plant cells, it is
essential to exclude microbiological agents such as
bacteria, mycoplasmas, fungi, and viruses by using sterile
techniques to ensure that exogenous microorganisms
are not introduced into the cultures. All components
added to the culture, that is, the growth medium, and
all items of equipment to which the cells come into
contact must be sterile. The methods used to maintain
sterility are often called "aseptic technique." Sterilization
is denned as a process that kills all living organisms.
The classical sterilization methods used in hospitals
and the pharmaceutical industry, autoclaving and sterile
nitration, can inactivate or remove microorganisms by an
order of >1 x 1010. However, in some cases, such a high
assurance of sterility is difficult to reach, and therefore it
is necessary to ensure that the level of sterility is sufficient
for the specific situation and application intended.

The impact of a breakdown in aseptic technique and
sterilization could range from the gross and obvious
destruction of a critical cell line to difficulties in culturing
cells, although contamination may not be obvious or easily
detectable. Sterile operations have an additional signifi-
cance in the cell culture laboratory. Increasingly, cells have
been recognized as a potential source of infectious agents,
for example, persistent/latent viruses, such as retroviruses
or herpesviruses. In addition, microorganisms, particu-
larly viruses, are commonly grown in cell culture rather
than in animals or eggs. Moreover, viruses may be used
to immortalize primary cell lines and to engineer cells to
produce biological products by using recombinant DNA
technology. Thus cell cultures pose a threat to the recip-
ient of any bioproduct that they may be used to produce,
as well as to all those that handle the cells, whether in
a laboratory or in industry. Therefore, those who work in
the cell culture laboratory or manufacturing facility must
be protected. In addition, consideration must be given to
the disposal of potentially contaminated waste materials.
These safety aspects are becoming increasingly subject to
governmental legislation.

The range of microbial agents that may contami-
nate a cell culture include protozoa, fungi, bacteria,
mycoplasma, and viruses. The range is further extended

Next Page
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INTRODUCTION

During the culture of animal or plant cells, it is
essential to exclude microbiological agents such as
bacteria, mycoplasmas, fungi, and viruses by using sterile
techniques to ensure that exogenous microorganisms
are not introduced into the cultures. All components
added to the culture, that is, the growth medium, and
all items of equipment to which the cells come into
contact must be sterile. The methods used to maintain
sterility are often called "aseptic technique." Sterilization
is denned as a process that kills all living organisms.
The classical sterilization methods used in hospitals
and the pharmaceutical industry, autoclaving and sterile
nitration, can inactivate or remove microorganisms by an
order of >1 x 1010. However, in some cases, such a high
assurance of sterility is difficult to reach, and therefore it
is necessary to ensure that the level of sterility is sufficient
for the specific situation and application intended.

The impact of a breakdown in aseptic technique and
sterilization could range from the gross and obvious
destruction of a critical cell line to difficulties in culturing
cells, although contamination may not be obvious or easily
detectable. Sterile operations have an additional signifi-
cance in the cell culture laboratory. Increasingly, cells have
been recognized as a potential source of infectious agents,
for example, persistent/latent viruses, such as retroviruses
or herpesviruses. In addition, microorganisms, particu-
larly viruses, are commonly grown in cell culture rather
than in animals or eggs. Moreover, viruses may be used
to immortalize primary cell lines and to engineer cells to
produce biological products by using recombinant DNA
technology. Thus cell cultures pose a threat to the recip-
ient of any bioproduct that they may be used to produce,
as well as to all those that handle the cells, whether in
a laboratory or in industry. Therefore, those who work in
the cell culture laboratory or manufacturing facility must
be protected. In addition, consideration must be given to
the disposal of potentially contaminated waste materials.
These safety aspects are becoming increasingly subject to
governmental legislation.

The range of microbial agents that may contami-
nate a cell culture include protozoa, fungi, bacteria,
mycoplasma, and viruses. The range is further extended
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by the so-called unconventional agents that cause prion-
associated diseases in animals and man, including bovine
spongiform encephalitis (BSE), Creutzfeldt-Jakob dis-
ease (CJD) and scrapie, the spongiform encephalopathies.
The exact nature of these agents is still far from clear;
no viral agent or nucleic acid has been detected, and
they are currently considered infectious proteins (1,2).
The sensitivity to inactivation of these microbiological
agents varies widely, although generally all are inac-
tivated by heat treatment using a standard autoclave
or dry heat oven, or they can be removed by filter
sterilization. Exceptions to this include highly resistant
prions (3) and bacterial endospores, for example, Bacil-
lus and Clostridium species. Smaller microorganisms,
such as mycoplasma and viruses, can also pass thor-
ough conventional bacteria-retentive filters. Because of
the fundamental nature of the subject of sterilization
and decontamination, there are many publications on
this topic. Consult Ref. 4-9 for further background or
supplementary information.

STERILIZATION BY HEAT

Heat treatment by either dry heat in an oven at about
1600C or with steam at about 1210C, autoclaving,
are two of the most commonly used methods of
sterilization (10,11). In general, autoclaving is the more
severe of the two methods but to be done successfully
requires an efficient, well-maintained, and validated
machine. It may not be possible to use these standard
sterilization methods for some materials because of
their heat sensitivity. Less effective conditions may be
acceptable, such as treatment with boiling water or steam
at about 1000C. For instance, cell culture incubators can
commonly be heated at about 800C for decontamination.
The recommended procedure in this case is to repeat

the heat treatment on several successive occasions. It
is preferable to keep the incubator in a humid state to
maximize the sterilizing effect. Heat treatments such as
these can be very effective but fall short of conditions
that are accepted as true sterilization. In particular,
agents such as bacterial endospores or even standard
vegetative bacteria may not be inactivated at these
temperatures.

Autoclaves

Almost all microorganisms, apart from some bacterial
endospores and prions, are readily inactivated by moist
heat at about 121 °C, such as that generated in an
autoclave (Fig. 1-3). Various standard cycle conditions
may be used, for example, 115 0C for 30 minutes, 121 °C
for 15 minutes, 126 °C for 10 minutes, or 134 0C for
3 minutes. These conditions should actually be found in
the load during the sterilization phase and exclude the
machine and load warm-up phase. These standard cycles
are not strictly equivalent. That at 115°C is the least
effective, and that at 134° C is the most effective. The
efficiency of these cycles is tested by determining the
survival of highly heat-resistant endospores of Bacillus
stearothermophilus at a given temperature after various
time intervals. The cycle of 121 °C for 15 minutes
is most commonly used and can inactivate 1 x 108

of B. stearothermophilus. Although it is possible to
use other cycles with a similar sterilizing capability,
these would be either excessively long, for example,
115 0C for 60 minutes, or excessively short, for example
126 °C for 5 minutes or 134 0C for 1 minute. In practice
cycles of 115 °C for 30 minutes, 121 °C for 15 minutes,
126 0C for 10 minutes and 134 0C for 3 minutes have
become the accepted standards. These cycles can kill
in the order of 1 x 104, 1 x 108, I x 1017 or 1 x 1032

of B. stearothermophilus, respectively. For routine cell

Figure 1. Examples of small bench top autoclaves. These can range from a basic pressure cooker (a) to more sophisticated models (b).



Figure 2. The large multipurpose laboratory autoclave. An
example of a large capacity autoclave with a loading trolley is
shown.

small bench top model, or from an external boiler for
a large capacity machine used in industry, hospitals,
or microbiology departments. It is critical to operate
these machines correctly to ensure that a sterile load
is produced. In addition, the use of high pressure
and high temperatures in the equipment requires that
appropriate safety precautions be followed, as directed by
the manufacturers.

Bench Top Autoclaves. At their most basic, bench top
autoclaves are simply small domestic pressure cookers
with a volume of about 0.01 m3 (Fig. Ia). To operate such
a machine, open the lid and fill to the required depth with
water. Then, the items to be sterilized are placed in the
machine on shelves or in a basket as appropriate. The
lid is closed and tightly sealed. The water is heated to
boiling point, and the steam generated is allowed to purge
the chamber for several minutes before the pressure valve
is closed. The pressure valve may close automatically in
some models. The timer is started when the required
pressure/temperature is reached. At the end of the cycle,
the heater is turned off, and the pressure allowed to
fall. When a temperature of about 800C and atmospheric
pressure is reached, the door is opened and the sterilized
items are removed. Horizontal models (Fig. Ib) of portable
bench top autoclaves are often more sophisticated and
have additional controls and safety features. They may
have more than one cycle, for example, 1210C and 134 0C,
a drying option at the end of the sterilization process, and
safety features, such as a temperature lock, to prevent
access during the process. In addition, a unit may have an
automatic timer and various cycle stage indicators.

There are various limitations in using such small bench
top machines. Generally, they lack adequate air removal
methods and therefore are not suitable for porous loads,
such as wrapped items or laboratory discards. If they do
not have an adequate drying stage after sterilization, items
may be wet. Because the temperature and pressure in the
load are not monitored and there is no printed cycle record,
documentation and assurance of sterility may be difficult
to demonstrate. In addition, because of the absence of
a cooling phase, the load may cool slowly and the cycle
may take excessively long to complete. There may also
be concerns about operator safety using the more basic
models. Their use in the cell culture laboratory is limited
to small unwrapped items and bottled fluids. They should
not be used for very critical applications, for wrapped or
difficult items, or for contaminated laboratory discards.

Large Capacity Autoclaves. Larger autoclaves have a
chamber of at least 1 m3 and use an external steam supply
(Figs. 2 and 3). In a single cycle gravity displacement
autoclave, air is displaced from the bottom of the chamber
by steam of lower density entering at the top. A system for
cooling the load at the end of the cycle via a jacket or spray
cooling system is included. There is often a drying stage,
using vacuum and heat, at the end of the run. This type
of autoclave is useful for items which are easily exposed
to steam, those not wrapped and bottled fluids. However,
they are not really suitable for porous loads and wrapped

Figure 3. Diagrammatic representation of a multipurpose labo-
ratory autoclave. The sterilization phase of the cycle is controlled
by thermocouple probes placed in the chamber drain or in the
load. The control panel contains temperature and pressure and
cycle stage indicators, as well as various recording instruments,
such as a chart recorder or printer. A filter is usually placed on
the vacuum line to prevent any microorganisms from leaving the
chamber.

culture applications, the cycle at 1210C for 15 minutes
is commonly used.

A more severe cycle is currently recommended to
inactivate prions, 132 0C for 1 hour or 134 0C to 138 0C
for 18 minutes (12). This latter cycle is applicable only if
an adequate porous load cycle can be used. Even these
extreme cycles may not be fully effective for certain
strains/types of agent. To operate the autoclave, steam
must be generated in the equipment itself, as in a
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items because air removal is probably not adequate to
ensure complete steam penetration and thus sterilization.

To overcome these limitations and to ensure maximum
flexibility in use, a multicycle porous load autoclave is
preferable in a cell culture laboratory. It is essential that
such a machine includes a porous load cycle, in which air
is removed from the load and the chamber by vacuum and
pressure pulsing stages. The basic steps in such a cycle
generally include air removal, sterilization, and cooling
and drying using heat and vacuum. The precise details of
the stages involved depend on the exact type of cycle and
machine because each is dedicated to a specific type of load.
A standard gravity displacement cycle is also included for
bottled fluids.

Examples of various cycles are given in Figure 4.
In contrast to the standard gravity displacement cycle
(Fig. 4d), the use of a vacuum pump and steam pressure to
produce pulses of pressure in the chamber is more effective
for removing air from difficult loads and wrapped items.
A wide range of cycles are specifically dedicated to this
purpose, and examples are given in Figure 4a-c. Including
a single high vacuum step at the start of the cycle (Fig. 4a)
is the simplest approach. However other methods are
generally more effective. A cycle that includes a number
of pulses at negative and/or positive pressure is preferable
(Fig. 4b-c) to ensure effective air removal. Such cycles
should be used for sterilizing/decontaminating critical
loads, such as contaminated laboratory discards and well-
wrapped items. Relevant aspects of each cycle program
are generally predetermined by the manufacturer. Dials
and/or digital meters on the equipment indicate the cycle
stage and the current operating pressure and temperature.
This information is also recorded via a printer or chart
recorder. An air detector is usually used to monitor the
efficiency of air removal from the load and chamber. The
cycle will not start unless air removal is adequate.

There are many advantages in using a multi-cycle
autoclave with a porous load cycle. For instance,

• there is good steam penetration into wrapped items,
thus ensuring sterility;

• several cycles available allow flexibility of use;
• the equipment has a large capacity;
• items are free of moisture at the end of the cycle.

In general, large capacity/industrial scale autoclaves are
tailored to the customer's specific requirements. They are
used in hospitals and the pharmaceutical industry and are
preferable for cell culture and microbiology.

After the machine has been installed and initial tests
carried out, it may be necessary to conduct further tests to
validate critical loads. The heat sensitivity of items should
be considered and tested if necessary. Most plastics can
withstand the standard 1210C cycle, although polystyrene
does not. Only a relatively few cell culture media or
supplements can be autoclaved. Autoclavable formulations
of some media do exist, and these omit glutamine because
is heat sensitive. The suppliers of cell culture reagents
should be consulted for further information.

It is best to add temperature indicators to every item
in the load. It is essential to locate such indicators in

Time
Figure 4. Autoclave cycles available on a multipurpose labo-
ratory autoclave. For difficult porous loads, wrapped items, or
laboratory discards, a cycle using air removal must be used.
Different methods are available to achieve this and some are
illustrated. Positive (+) and negative (—) pressure are indicated.
In the simplest approach a single initial vacuum pulse is used at
the start of the cycle (a). However, cycles with a combination of
negative and positive pressure pulsing stages, as shown in (b) and
(c), are generally more effective for air removal. A combination
of both negative and positive pulsing stages, as shown in (c), is
particularly effective. A cycle in which the air is simply removed
by gravity displacement and steam flow is shown in (d). This
type of cycle is suitable only for bottled fluids and unwrapped
items. At the end of the sterilizing phase, a vacuum is created
while the load is still warm to dry porous loads. The exact details
of pressures, times, and resulting temperatures depend on the
specific nature of the cycle.

the center of the load to be sterilized when an autoclave
does not have a temperature recorder. Autoclave-sensitive
tape, autoclave tubes (Browne's tubes), or indicator strips
can be used. Such indicators provide only an approximate
indication that sterilization conditions have been met.
Items of equipment to be sterilized are usually placed
in paper sterilization bags or are wrapped in aluminum
foil or paper sealed by folding and taping. However, care
must be taken not to seal the package completely so that



air is removed and steam can penetrate. In the case of
empty bottles and containers with caps, the caps should
be loosened. Although some autoclave bag manufacturers
claim that steam can penetrate directly into discard bags,
it is best to open the neck completely before autoclaving
to ensure adequate air removal and effective steam
penetration. Bottled fluids are best autoclaved with the
lids tightly closed to prevent any possibility that the
fluid boils over. Suitable bottles should be used that
can withstand the autoclave cycle when used in this
way; alternatively, the lids can be loosened. The ability
of the container or bottle/cap combination to withstand
autoclaving should also be checked. The manufacturer's
or sterilization engineer's instructions and Standard
Operating Procedures should always be followed. These
are different for each autoclave. Logbooks on servicing,
testing, and use of the machines must be maintained.

Testing. Although in theory it may be possible to
directly confirm the sterility of every autoclave load, for
example, by incubating the complete batch of product
or by inoculating suitable culture media in the case
of critical therapeutic products, this is rarely done in
practice. Instead, the performance of the autoclave is
confirmed by a comprehensive program of routine testing
and validation by autoclave engineers. Testing should
be carried out regularly, and records should be kept
to ensure efficient and safe operation of the machine
and to meet regulatory requirements, such as Health &
Safety; Good Manufacturing Practice (GMP); and Good
Laboratory Practice (GLP) guidelines. The user should
record details of all runs in a logbook, and a leak rate
test should be carried out at least weekly. At the end
of every run, the autoclave recorder should be checked
to ensure a satisfactory cycle, as indicated by pulsing
profiles, temperature, and time. A steam penetration test
into a standardized load of towels or cotton sheets, the
Bowie-Dick Test, is usually done daily or weekly (13).

Servicing must be carried out at regular and agreed
intervals, for example, every three to six months. Before
the machine is first used, the testing of critical worst case
loads should be validated by thermocouple studies. The
types of load to be tested might include a mixed load
of typical laboratory discards. To ensure that the worst
case is tested, the autoclave should be filled to capacity
and thermocouple probes placed in those items into which
steam will have difficulty penetrating. When carrying out
a testing program, a standard test pack of towels, as
used in the Bowie Dick Test, should be monitored with a
thermocouple placed in the center of the test pack. The
temperature should be maintained at an acceptable limit,
for example, 0 to 2 degrees above the target temperature,
throughout the cycle. The temperature indicated on charts
and displays should correspond with this limit. Important
critical loads are best tested using the worst case situation
and critical or difficult items, such as filters used in
sterilization, must also be specifically validated. The
operation of the door lock, which prevents entry into the
machine until the load has cooled to a safe 800C level,
should be checked. A similar testing procedure is used
for liquids, and the temperature of all bottles within the

load should agree to within set limits, for example 1°C.
Full details of the current operating requirements for
sterilizers are given in various published standards and
guidelines (9,14,15).

Hot Air Ovens and Incineration

Heating in the dry state by incineration or treatment
in a hot air oven is an alternative method of steriliza-
tion (10,11,14). Generally, higher temperatures and longer
times than autoclaving must be used. Incineration may
be used during routine aseptic techniques, for example,
the mouths and lids of bottles may be briefly flamed
directly in a Bunsen burner. Metal items and scissors,
used during the preparation of primary tissue cultures,
can be sterilized in ethanol and subsequently flamed.
Waste contaminated with microorganisms is considered
clinical waste. This is also true for biological materials
that include cell cultures. Various guidelines control the
safe disposal of such waste (12,16). Incineration of micro-
biologically contaminated material is best carried out after
the material has been made safe by autoclaving or chem-
ical treatment directly in the laboratory. Then, the waste
material can be sent for incineration. Where incineration
is the only means of decontamination and is outside the
user's control, health and safety issues in the use of con-
tractors must be considered. Incineration is effective when
a temperature of about 3500C is reached, and thus the
operation and type of incinerator is important. The incin-
erator used must be effective and must ensure that no
unburned material remains or escapes in the smoke.

Ovens are simple and cheap alternatives to autoclaves.
They are routinely used to sterilize glassware and metal
objects, but they are generally unsuitable for plastic items.
Heat in an oven, may be distributed by convection or more
effectively by a fan. A filter must be fitted to the air vent
to prevent any recontamination of the load by air that
gains access to the chamber during the cooling process.
The actual time in the load at sterilizing conditions is the
critical factor for ensuring effective sterilization. The timer
fitted to the oven may either start when the machine is
switched on or when the interior of the chamber reaches a
predetermined temperature. In more sophisticated cases,
thermocoupled probes placed in the load provide the
control for the sterilizing phase. Where this is not the
case, an estimate for the load warm-up period must
be included when setting the timer. The treatment
process can be monitored by chart or digital recorders.
In the pharmaceutical industry, tunnel sterilizers may
be used to increase capacity. Items of equipment, for
example, bottles, are continuously fed through the oven
on a conveyor system. This type of equipment requires
extensive validation to ensure effective sterilization.

The most common heat treatment cycle is 1700C for
1 hour. However alternative combinations are 160° C for
2 hours or 180 0C for 0.5 hour. In all cases, this represents
the actual temperature at the center of the load during the
sterilization phase. Other cycles exist, for example, 150 °C
for 2.5 hours, 140 °C for 3 hours, and 1200C for 18 hours.
These cycles are less effective and are much less commonly
used but may be suitable for less critical applications or
where the material is heat-sensitive, such as plasticware.



The basic steps involved in using an oven for sterilization
are relatively straightforward and much simpler than for
an autoclave. Care must be taken not to overfill the oven,
so as to ensure good air circulation. As with autoclaves,
suitable indicators can be included to confirm that items
have been heat treated. Heat-sensitive tape is available
which changes color at 160 0C to reveal dark stripes. Other
strip indicators are available which indicate that other
temperatures have been reached.

Because of their simplicity, the need for extensive
engineering maintenance and validation is reduced.
However it is wise to test the performance of the
instrument as part of the commissioning process. Further
ongoing testing on a routine basis is required for critical
use in pharmaceutical and hospital applications. Testing
may include the use of thermocouples placed in the oven,
next to the oven temperature probe, to confirm that the
warm-up phase and any temperature overshoot is not
excessive, for example, warm up < 135 min, overshoot
<2°C. Slight fluctuations during the sterilization phase
and the general drift in temperature must also be within
acceptable limits, 1 and 2 0C, respectively. Thermocouples
placed around and within the load should confirm that
the load temperature agrees with the oven temperature
indicator, for example, within 5 0C. The appropriate
guidelines for sterilizers should be checked for details
of the exact current requirements (14,17).

FILTRATION

Filtration is used in the cell culture laboratory to
remove microbial agents from liquids and gases (18-20).
It is commonly used to sterilize cell culture media
and additives because of the heat sensitivity of these
items. Filtration has the added risk of recontamination
between the actual filter sterilization step and dispensing
the sterile material into the sterile final container.
Because of the critical nature of this process, commercial
sterile filtration/final filling operations need to be closely
monitored and controlled, and extensive regulatory and
GMP requirements must be complied with. In practice,
many of the commonly used materials in cell culture are
filter-sterilized. Standard filtration processes commonly
use filters with a pore size of 0.2 jim which are suitable
for removing bacteria, yeast, and fungi. There are
essentially two types of filter; membrane filters which
trap microorganisms on their surface and depth filters
with a less defined pore size which trap microorganisms
in the depth of the matrix. Both types are considered in
more detail later.

Membrane filters are preferred for critical sterilizing
applications because they have a defined pore size and
mode of action. They trap bacteria on the surface. However,
depth filters are often very useful for prefiltering a product
and thus reducing the bio-burden of microorganisms
present before the final sterile filtration step. Recently,
filters with a small enough pore size (about 15 nm),
to remove viruses have become available (21-26).
However, this is a relatively new area, and thus far
its application in cell culture and bioproducts has
been limited. This technology is being used by some

manufacturers of calf-serum based products, as well as for
treating bioproducts for therapeutic use. Recently, plasma-
derived products that use this technology have become
available (26). In addition to removing conventional
microbial agents, filtration may be a useful method
for removing prions (27) because these agents normally
exist in a highly aggregated state and even the
minimal infectious unit comprises a large number of
individual prion protein units. The range of filters and
filtration equipment available is very large. However,
the manufacturers produce technical literature and are
happy to provide technical advice. In some cases they are
willing to optimize/filtration systems for a specific user's
application in their own testing laboratory.

Depth Filters

This type of filter is often made of glass fiber but other
materials may be used. Depth filters operate by trapping
microorganisms in the depth of the filter matrix. This may
involve physical trapping or may result from electrostatic
or other interactions. It is possible, at least in theory,
to saturate the microbial binding capacity of this type of
filter. For this reason, membrane filters are normally used
for operations where the absolute sterilization of liquids
is critical. However with extensive validation, it may be
possible to justify the use of specific depth filters/product
combinations. Depth filters are more commonly used
to reduce the microbial content/bio-burden, at various
stages in a manufacturing process, for example, before
specific purification stages, and immediately before the
final sterile filtration step. Thus, the efficiency of the
purification process and the capacity of the final sterile
filtration step can be enhanced.

Depth filters are commonly used for filtering gases (28).
The simplest example of the use of this type of filter is
the cotton wool used for plugging pipettes used in liquid
transfer. In addition, micropipette tips, tubes, and flasks
are available with integral depth filters. One type of
depth filter extensively used in cell culture operations
is the so-called high-efficiency particulate air HEPA
filter. This is used to filter air in laminar air flow or
microbiological safety cabinets, as well as in sterile rooms.
In addition, it can be used as a vent filter on cell culture
fermentation equipment or to filter gases supplied to cell
cultures. The filter removes particles 0.3 jinn or larger
at >9.97% efficiency. HEPA is effective for all types
of microorganisms, including viruses, even though these
agents are much smaller than the nominal filter pore size.
The effectiveness results from the fact that these agents
exist in the atmosphere attached to liquid droplets in
aerosols or attached to dust particles. For pharmaceutical
use, there are standards for the quality of air permitted
for any particular class of clean room or cabinet. For
filter sterilization and aseptic filling, there should be no
more than 3500 particles per cubic meter (29). Relevant
standards and classifications should be consulted for the
current requirements. Various types of cabinet can be
used for handling cell cultures and these are reviewed in
Chapter X.

Depth filters such as the Planova filter manufactured
by Asahi are also available for virus removal (23,26). This



particular type of filter uses hollow fibers assembled into
cartridges. It may be operated in a tangential or dead-
end mode. It is available in a range of nominal pore
sizes, ranging from 15 to 75 nm. The 15 nm filter can
remove very small viruses, such as polio, hepatitis A, and
parvovirus. A 35 nm filter is not suitable for these very
small viruses but nevertheless can remove larger viruses,
such as herpesvirus, retroviruses, and Hepatitis B and C.

Membrane Filters

Where possible, membrane filters are preferable to
depth filters for critical sterilization applications where
a high level of assurance for sterility is required.
Membrane filters are made from a range of materials,
including cellulose (acetate, nitrate, or a mixture), nylon,
polysulfone, polyvinylidene fluoride, and polycarbonate.
Filters made with low protein binding properties, such
as polyvinylidene fluoride, may also be useful in some
circumstances. The pores of polycarbonate filters are of
a particularly discrete size because they are produced
by radiation etching. Because membrane filters act
exclusively by retaining microorganisms on their surface
by pores of a defined size, there is theoretically no
risk of exceeding the capacity of the filter and allowing
microorganisms to pass through.

Filters with a nominal pore size of 0.2 }im are the
current standard for sterilizing liquids and removing
cellular microorganisms. If the effective removal of
mycoplasmas is essential, membrane filters with a pore
size of 0.1 jim should be considered. These are now
commonly used by most manufacturers of serum-based
additives for cell culture. Such filters may also help
by removing any large animal viruses present. Low
residual levels of the chemicals used during the filter
manufacturing process, such as detergent and ethylene
oxide if used as the sterilizing agent, can affect cell
growth (30,31). Filter manufacturers can usually provide
data on the levels of extractable chemicals determined
by using standard solutions/solvents. Such data may not
be sufficient for pharmaceutical products, and product-
specific testing may be required by the regulatory agencies.
For cell culture applications, it is preferable to use filters
with low extractable levels which have been sterilized by
gamma irradiation or autoclaving rather than by ethylene
oxide. In critical applications, the first volume of liquid
through the filter can be discarded. Membrane filters can
also be used for filtering the gases, such as CO2 or air,
that may be used in cell culture. Cell culture flasks are
available with integral membranes which allow gaseous
exchange without having to leave the cap partially open.
To sterilize gases, it is possible to use a filter with a
pore size of 0.02 jim (32) which is small enough to remove
viruses. Membrane filters may also be used to protect
pipette handling devices from contamination.

Many types of filters are available. In the simplest
systems, a filter of 11 or 25 mm diameter can be attached
to a syringe. On a larger scale, cartridges of various
sizes which may be pleated to maximize area are used
for filtering large volumes of at least several liters.
Filter units, comprising the filter membrane in a plastic
housing, often come presterilised or may be autoclavable.

The unit is designed for single use. In some cases the
filter cartridge must be inserted into a metal housing
to produce the complete unit. Filter discs need to be
assembled in metal or plastic holders prior to sterilization.
Complete preassembled and presterilized filter units have
the advantage that they are convenient and pretested
by the filter manufacturer, whereas filters that require
assembly in housings, particularly filter discs, are more
prone to failure.

Membrane filters can also be used for removing viruses.
In the Millipore Viresolve system (24,25), a membrane
filter with a small and tightly controlled pore size is
used. This system is operated in a tangential flow
method for virus removal. These filters are available
with nominal molecular weight cutoff values of 70 or
180 kDa and remove a range of viruses in a size-
dependent manner. The filter with the smaller pore size,
Viresolve 70, removes viruses as small as 30 nm, for
example, picornaviruses, such as polio and hepatitis A,
and parvoviruses. Larger viruses of about 50 nm, such
as hepatitis B and C, herpesviruses, and retroviruses,
are also removed. However, such filters only allow the
passage of products with a molecular weight of less than
about 100,000. The type of filter with a larger pore size,
Viresolve 180, allows the passage of larger products but
has only a limited capacity for removing small viruses.
An alternative membrane filtration system for removing
viruses is the Pall Ultipor VF DV-50 filter (22). The
nominal pore size for this filter is about 50 nm, although
filters with a smaller pore size (20 nm), have recently
become available. These filters operate in a simple dead-
end mode and are available both as filter discs for
small-scale testing and as filter cartridges for large-scale
pharmaceutical operations. The 50 nm filter allows the
passage of larger products and is effective at removing
viruses of 50 nm or larger from protein solutions and cell
culture media. Smaller viruses, such as polio, are not
effectively removed.

Using Filters

Although filtration can be carried out using positive or
negative pressure, it is best carried out using positive
pressure because in some situations, for example, when
filtering buffers/medium with bicarbonate, the pH may
rise during filtration. In addition, frothing and protein
denaturation may occur if protein solutions are filtered
under negative pressure. On a small scale, the apparatus
may simply involve using a syringe, but on a larger
scale air or nitrogen at positive pressure can be used. An
alternative approach is using a peristaltic pump (Fig. 5).
Metal vessels dedicated for filter applications, which can
be pressurized, are commercially available.

The exact details for using filters vary widely and
depend on the type of filtration system used. For commonly
used stainless steel filter housings and filter discs (Fig. 6),
the method is as follows:

Disassemble the unit and place the filter on top of
the metal grid. Care must be taken to ensure that the
filter is used in the correct orientation. To increase the
capacity of the filtration system, appropriate prefilters
(depth or membrane) can be included with the use of



Figure 5. Methods used for sterilizing liquids by filtration. The
systems shown are designed for minimum filter volumes of 1 liter
but are usually used for volumes of 5 liters or more. In system
(a) a peristaltic pump forces the liquid through a disposable sterile
disc filter. In system (b) a pump pressurizes the vessel holding
the liquid to be sterilized. Then this liquid can be filtered in one
of several ways, for example, by a disc filter, a cartridge filter
in a stainless steel metal housing that has been autoclaved by
the user. Alternatively a presterilized cartridge filter or disc filter
that requires no special housing can be used.

appropriate separators between the layers. The assembly
of the unit is a critical process, and the manufacturer's
instructions must be carefully followed to avoid damaging
the filter. Then the assembled unit, along with any
associated plastic tubing, is autoclaved. The standard
conditions for autoclaving are 1210C for 15 minutes,
although some types of filter can withstand higher
temperatures. The manufacturer's instructions must be
consulted. The filtration process itself is carried out in a
laminar air flow cabinet or sterile room using appropriate
aseptic procedures. The liquid to be filtered may be placed
in a pressure vessel, or alternatively a peristaltic pump
may be used. An air vent may be present on the housing
to allow the bleeding off of any air bubbles in the system
at the start of the filtration process.

In the Millipore Viresolve system for virus removal, the
manufacturer's instructions must be followed precisely
(Fig. 7). For this system, it is important to optimize
conditions carefully for the recirculation rate, as well as the
cross-membrane flow rate to ensure optimum performance
and high product throughput and recovery. A postfiltration

Figure 6. Example of a filtration system that uses filter discs.
The disc filter is placed within a stainless steel filter holder
which is carefully tightened by four retaining nuts. Then, the
unit is wrapped and sterilized by autoclaving. An example of a
small cartridge filter is also shown which requires the use of an
appropriate housing. The filter is connected to suitable plastic
tubing via the ridged hose connectors for in-line filtration.

Figure 7. A filtration system used for removing viruses. The
system shown uses the Millipore Viresolve filter. The tangential
membrane filter is retained in a stainless steel housing. The
liquid to be filtered is circulated through the filter by the pump
shown on the left. The rate of filtration across the membrane is
optimized and controlled by the pump on the right.

washing step is usually required at the end of the
process. Allowance for this diluting effect may be required
to ensure that the final target concentration/potency is
reached. The exact instructions given for the other virus
removal filtration systems, Asahi Planova and Pall Ultipor
VF, must also be carefully followed to ensure optimal
performance and effective virus removal.

Integrity Testing

The manufacturer of the filter will confirm its integrity
before release. In addition, the user can test the integrity of
filters. This monitoring is essential in the pharmaceutical
industry for sterile filling operations. It must be carried
out after using the filter, but may also be performed before
use. Various methods are available, including the bubble
point, diffusion air-flow (or forward flow), and pressure
hold tests. The filter manufacturers have correlated these

Air pump Unfiltered liquid in
pressurized vessel

Filtered liquid

Filter units

Unfiltered liquid Peristaltic pump Filtered liquid



tests with filter performance for removing microbial agents
and provide acceptance limits for the test. The industry
standard is based on using a particularly small bacterium,
for example, Pseudomonas diminuta for 0.2 jim filters,
which provides a severe test of the filter's efficiency.
The filter used should preferably confirm the integrity
of the complete filter system, that is, with the housing
where relevant. The different integrity test methods
are:

1. Bubble point test: Relatively simple tests may be
sufficient, for instance, testing the bubble point by
trying to force air forward or backward through a
wet filter unit attached to a syringe. If air passes
through unhindered, then the filter is damaged.
During the filtration operation itself, the presence
of back pressure also provides some assurance
of filter integrity. More sophisticated quantitative
procedures can also be used. The manufacturers
provide appropriate values for the pass/fail limit
which depend on the exact filter type and size and
the filter system in use.

2. Diffusion air-flow (forward-flow) test: An alternative
approach is based on determining the air flow across
the filter. This method is known as the diffusion air-
flow or forward-flow method and involves testing the
air flow across the wet filter at a specified pressure,
usually at about 80% of the bubble point pressure.

3. Pressure hold test: A third method is the pressure
hold test. For this, the filter is pressurized, and the
pressure decay against time is measured.

In addition to all of these methods, the actual sterility
of the final product can be tested directly, simply by
incubating the final product at an appropriate temperature
and inspecting for microbial growth. This may be carried
out on the complete batch or samples can be taken and
incubated in appropriate microbiological growth media.
The sensitivity of such methods depends on the sample
size and the use of suitable growth media. This approach
is routinely carried out in critical applications, such as with
therapeutic products because the sterilization step itself
is not carried out on the product in its final container,
as with autoclaving, and thus the risk of contamination
exists during the final sterile filling operation itself.
Testing for viruses is not generally carried out because
of the wide range of virus types. Instead these agents are
usually controlled by testing and controlling the starting
materials, the cell cultures and growth media.

There are also specific integrity test procedures for
virus-retentive filters. For instance in the Millipore
Viresolve system (24,25), a water intrusion test is
performed. Before this can be done, the filter must be
wetted with a proprietary agent to reduce the pressure
required for testing filter integrity. The test value has
been correlated with the removal of model bacteriophage
viruses, as well as a range of other viruses of various
sizes. With this data, the user can define an acceptable
pass limit based on the degree of virus removal required
for a particular virus of known size. This is likely to
be in the order of at least four orders of magnitude

(10,000 = 4 log) for most applications. For the Pall Ultipor
VF filter, a simple forward-flow integrity test is carried out
after wetting the filter with isopropanol (33). Performance
in this test has been correlated to removal of the
bacteriophage PR772 (53 nm) and is used to demonstrate
filter integrity.

Critical applications in the pharmaceutical industry
may require testing the filter performance with the
specific product in use. Although this may not be essential
for filters that remove bacteria, product-specific testing
is likely to be required to confirm the effectiveness of
virus filters because virus removal systems have only
recently been developed and experience in their use is
limited. In contrast, bacterial filters have long been in
use and so extensive knowledge of filter performance
relative to a wide range of specific types of test products
has been built up. This is sometimes called the matrix
approach and may be used to justify the efficiency of
a specific product/filter combination without recourse to
specific bacterial challenge testing with a particular new
product. Smoke challenge tests are used for HEPA filters
in microbiological safety cabinets and filtered air in sterile
rooms or containment rooms. Dioctyl phthalate particles
about 0.3 jam in diameter are used for this test. Testing
should be carried out approximately every year. (See
Chapter X.)

FUMIGATION

An alternative sterilization method involves fumigation,
using disinfectants in the gaseous state. Either formalde-
hyde gas or ethylene oxide are commonly used (5,9,34).
They are, in general, effective against most types of
microorganisms although bacterial endospores are some-
what more resistant. These agents are more effective at
temperatures over 37 0C and high humidity levels of 75 to
100%. Fumigation is less effective if conditions reduce the
accessibility of the microorganisms to the gas, for example,
when dried in organic or inorganic material. Fumigation
is not used for decontaminating general laboratory waste
because of the difficulty in penetrating the load and the
presence of organic materials.

Formaldehyde

Formaldehyde gas is commonly used to decontaminate
or sterilize laminar airflow cabinets and rooms used
for handling cell cultures (6,9). It can also be used for
sterilizing equipment. Formaldehyde gas is toxic, and
appropriate safety precautions must be observed including
the use of breathing apparatus.

Before fumigating a sterile room, all unnecessary items
must be removed, particularly those that would or might
be harmed by exposure to the gas, for example, cell cultures
and sensitive electrical or electronic equipment, such as
computers. Then, the room must be cleaned to minimize
the level of microbial contamination and to remove
substances that may hinder penetration of the gas. There
are various methods for generating the formaldehyde
gas. In the pharmaceutical industry where regular
fumigation is performed, equipment that generates a mist



of formaldehyde in droplet form can be used, for example,
the Phagojet system (Sterling Health Care). This has some
advantage in that levels of deposits of paraformaldehyde
are likely to be lower. The fumigation system may be
an integral part of the building management system. In
the laboratory a dedicated formaldehyde-generating kettle
can be used.

Alternatively, a simple pan filled with formaldehyde
can be placed on a hot plate connected to a timer. Formalin
(40% formaldehyde) solution (20 mL per m3 room volume)
is placed in a suitable container and heated. Alternatively,
paraformaldehyde (10 g per m3 room volume) can be
used. Formaldehyde gas can also be generated by mixing
formalin solution, or paraformaldehyde and water, with
potassium permanganate. However, caution must be
exercised with this method because the reaction can be
very rapid and may be violent. With the environmental air
handling system for the room turned off, the formaldehyde
generator is turned on, and the room is evacuated. Then,
the door is locked and fully taped up and sealed and a
safety warning notice is placed on the door. The room
should remain unoccupied until the next day. Before
entering the room, the total exhaust cabinet and/or
air extracting system, operating in total exhaust mode,
should be turned on remotely. If this is not possible, the
room should be entered by someone wearing breathing
apparatus who can turn on the cabinet air handling
system or open the windows, as appropriate. The room
should be left unoccupied until the formaldehyde reaches
an acceptably safe level. Testing equipment can be used
to monitor the formaldehyde level. It may be necessary
to clean the room to remove deposits of paraformaldehyde
which will emit formaldehyde gas. It may take several
days to fully remove residues of the formaldehyde gas from
the area. In view of the safety implications, fumigation is
considered a fairly specialized procedure and a last resort,
for example, for major spills of high-risk microbial agents
and in sterile filling rooms in the pharmaceutical industry.

Microbiological laminar air-flow/safety cabinets used
for handling cell cultures should be decontaminated
regularly, or after contaminated cultures have been
handled. Appropriate respiratory protective clothing is
not necessary for this procedure. Only cabinets that
can be sealed and which are ducted to the outside
can be decontaminated using formaldehyde. First the
cabinet must be thoroughly cleaned before fumigation,
particularly if spills of cell culture media or reagents
have occurred. This should include the area below the
removable work surface. In some cases, the cabinets may
have integral formaldehyde generators that can be filled
from outside the cabinet. Otherwise, a small dedicated
portable formaldehyde generator can be placed inside the
cabinet. The generator should be filled with about 25 ml of
Formalin solution. However, this will depend on the size of
the cabinet. Where appropriate, follow the manufacturer's
instructions. The cabinet door should be closed and sealed
with masking tape. The generator should be turned on and
a warning notice placed on the cabinet. The cabinet should
be left overnight for the fumigant to act. The next day, the
air-exhaust system should be switched on while gradually
opening the door to the cabinet. The cabinet should be

left running for about half an hour to remove residues of
formaldehyde gas. Deposits of paraformaldehyde should
preferably be cleaned from the cabinet. However, the
operator must take care to avoid exposure to formaldehyde
when carrying out this task because residual levels remain
high for a considerable period of time. Full cleaning of the
cabinet, involving removal of the work surface and opening
the glass front panel, are preferably carried out several
hours later.

Items of equipment can be conveniently sterilized when
the room or cabinet is fumigated by leaving them inside
the room/cabinet. An alternative procedure is to place
the items in a suitable plastic bag or box together with
some formalin liquid. Items used routinely in cell culture
procedures, such as pipette aids and micropipettors,
should be treated regularly and before returning them to
the equipment manufacturer for calibration or servicing.

Ethylene Oxide

Ethylene oxide is used for sterilizing items of clean
equipment in so-called "cold-temperature" autoclaves or
in combination with steam, particularly in hospitals (34).
It is not commonly used in the laboratory. However, it is
possible to buy some items of plasticware that have been
presterilised with ethylene oxide, for example, syringes
and filters. However, this method of sterilization can leave
behind toxic residues, so items sterilized by alternative
methods, such as gamma irradiation, may be preferable.
As with formaldehyde, it is also important to remember
that ethylene oxide gas is very toxic, and operator exposure
must be controlled.

GAMMA IRRADIATION

Gamma irradiation is a very common method of steril-
ization (35). Most presterilized items of equipment are
treated in this way, for example, tissue culture flasks,
filters, plastic pipettes, pipette tips, and syringes. It is
frequently used to sterilize items that cannot be heated.
It has good penetrating powers and thus has the advan-
tage that items can be completely sealed and packaged
before being sterilized. Items are exposed to 2.5 mrad, the
accepted standard dose in a 60Co plant. Some chemicals,
such as antibiotics can also be purchased that have been
sterilized in this way. This level of exposure has been
in industrial use for a considerable time and has been
found acceptable as long as there are only low levels of
contamination by microorganisms. Thus, it is suitable for
items made in a factory that are essentially sterile before
final irradiation. This method may not eradicate the more
resistant bacterial spores and viruses. Both gamma and
UV irradiation have almost no effect on prions (2,3), an
observation suggesting that they have no nucleic acid or
have a very small and highly resistant genome.

ULTRAVIOLET LIGHT

Ultraviolet (UV) light at a wavelength of about 260 nm
inactivates microorganisms and viruses (35). However its
usefulness as a method of sterilization is limited because



of its poor penetrating power. UV light can be used to
sterilize the air in cell culture cabinets and rooms and
to sterilize surfaces once they have been cleaned. The
power of UV lamps decreases with use so they must be
checked regularly. Bacterial spores and prions are highly
resistant and bacteria possess DNA repair mechanisms
which can overcome limited damage. Irradiation with UV
light is used in some high purity, pyrogen-free water
systems to keep the level of viable microorganisms at a
low level. This approach can also be combined with other
chemical methods to decontaminate water, for example, in
swimming pools. Recent developments with high-intensity
visible and UV light sources have allowed the use of this
method for sterilizing simple pharmaceutical products,
such as water or saline solution. However, more complex
bioproducts may be too sensitive for this method.

LIQUID DISINFECTANTS

Many types of liquid disinfectant are available and play
a useful role in the cell culture laboratory (4,5,9). A
summary of common disinfectants, their effectiveness, and
use is given in Table 1. Disinfectants can be prepared using
laboratory reagents or can be purchased as proprietary
formulations. Various factors should be taken into account
when using or selecting a suitable disinfectant. The use
of disinfectants is not considered an absolute method of
sterilization compared to such methods as autoclaving.
They have limitations in their spectrum of antimicrobial
activity (see Table 1). All disinfectants, some more than
others, are less effective in the presence of organic matter.
Although the concentrated stock disinfectant is stable, the
stability of the working dilution varies with the type of
disinfectant. Nevertheless, diluted disinfectants are used
in the laboratory for routinely disinfecting equipment and
surfaces in rooms and cabinets, for routine hygiene within
the laboratory, for disinfecting cell culture items after
use and before washing and resterilizing for recycling, for
example, glassware, and for treating used or contaminated
cell culture media before disposal. However, care must
be taken to ensure that they are effectively used. For
instance, when treating items by immersion, care must
be taken to fully immerse the equipment and to prevent
pockets of air being trapped which can prevent all surfaces
from exposure to the disinfectant. For this reason and to
ensure that all organic material is removed, exposing
the item to the disinfectant in two separate steps is

preferable to ensure effective decontamination in more
critical situations.

Disinfectants can be applied to surfaces on a cloth or
by a handheld sprayer. Paper towels should be used to
cover liquid spills, and then disinfectant is applied. This
must be allowed to act for the recommended time before
disposal, and then the surface must be re-treated with the
disinfectant. Some disinfectants are available in powder
form which can be directly applied to liquid spills so that
they can be contained, absorbed, and treated in one step.

Disinfectants can be used to disinfect clean rooms
routinely before fumigation with a "knapsack" or a large
volume sprayer with a long lance. Appropriate safety
precautions must be taken to avoid exposure of the face,
eyes, and lungs to the disinfectant.

Formaldehyde and Glutaraldehyde

Formaldehyde and glutaraldehyde can both be used as
liquid disinfectants, although glutaraldehyde is more
commonly used and is probably more effective. Their
advantage is that they are relatively insensitive to the
presence of organic matter and both can inactivate
bacterial endospores. However, there are health and
safety problems related to their use. For glutaraldehyde,
in particular, there is pressure to limit exposure.
Formaldehyde is used at about 4%, and this is easily
prepared by diluting the commercially available 40%
formaldehyde solution (Formalin). Glutaraldehyde is used
at 2%, and this is available as a component of many
commercial formulations, including Cidex and Gigasept.
The typical treatment time is at least 30 minutes, but
longer times are advised to obtain full sporicidal activity.
Proprietary glutaraldehyde-based disinfectants need the
addition of an activator before use and then have a
recommended life of about seven days. Aldehyde vapors
are considered relatively toxic because they can sensitize
and also have mutagenic and carcinogenic properties.
Therefore, steps to limit exposure must be taken by using
a fume cupboard or appropriate microbiological safety
cabinet.

Hypochlorite

Hypochlorite has a relatively low cost and is readily
available, for example, household bleach and Chloros.
Its disadvantage is that it is not so effective in the
presence of high levels of organic matter. It corrodes metals
and therefore must not be used to sterilize centrifuge

Table 1. Use of Common Disinfectants

"For proprietary products, the specific manufacturer's recommendations should be followed.
6 Agents that are inactivated at the recommended concentration are indicated by (+). In the case of viruses, the agent may be
effective against enveloped viruses, but its effect on nonenveloped viruses may be more variable or only partial (+/—).
cIn practice repeated applications are required to achieve a sufficient exposure time.

Type
Alcohol
Phenolics
Hypochlorite
Aldehydes

Recommended conditions"

Concentration
70%

2 - 5 %
10,000 ppm

2-4%

Time (min)
30c

30
30
30

Effect6

Bacteria
+
+
+
+

Bacterial Endospores

+
+

Fungi

+
+
+

Viruses
+ / -
H-
+
+



rotors or cell culture cabinets. Although the concentrate
is stable, dilute hypochlorite is not and should be changed
after 24 hours. The recommended concentration for high
levels of organic matter or for critical situations when
contamination is known to be present is 10,000 ppm
available chlorine. Lower concentrations of 2,500 ppm
are recommended for routine hygiene. The recommended
exposure time is at least 30 minutes, although overnight
exposure may be preferable. Extended exposure to
hypochlorite at 20,000 ppm available chlorine is currently
a recommended procedure for inactivating prions. Sodium
dichloroisocyanurate powder can be used for treating spills
by absorbing the liquid and rapidly releasing high levels
of chlorine.

Phenol ics

Clear phenolic disinfectants, such as Hycolin, used
at a concentration of 2 to 5%, are effective against
most standard microorganisms although they are less
effective against bacterial endospores. Phenolics are
largely unaffected by organic matter and are commonly
used in bacteriology laboratories. One disadvantage is
that they tend to leave sticky residues when used for
cleaning surfaces.

Alcohol

Alcohol, usually in the form of ethanol, is frequently used
for disinfecting surfaces, protective gloves, and hands. For
optimal effect it should be used at a concentration of about
70%. It can be readily applied by a handheld sprayer.
Surfaces must be fully saturated to ensure that exposure
time is sufficient. Then, the 70% ethanol/water mixture is
left to evaporate naturally. Its rapid rate of evaporation,
enhanced in a cabinet due to the airflow, may make it diffi-
cult to ensure adequate exposure time. In such situations,
more than one application of the alcohol may be preferable.
Its advantages are that it has low toxicity, is convenient,
easy to use, and leaves no residue. However, it is not very
effective against fungi, bacterial endospores, or nonen-
veloped viruses. Care must also be taken when handling
it because of its nammability. Therefore, alcohol is best
used as a cleaning agent or disinfectant for less critical
applications. In the cell culture procedures, it can be used
as a precautionary measure for treating work surfaces and
the exterior of cell culture flasks before and during work.
For critical use or where contamination is suspected, it is
best to decontaminate first with a more effective disinfec-
tant and then to treat or spray surfaces with an alcohol
solution as an additional precautionary measure.

OTHER DISINFECTANTS

Many other useful disinfectants can be prepared in the lab-
oratory or purchased as commercial formulations. Some
examples are hydrogen peroxide at 5 to 10%; acids or
alkali; ethanol (70%) mixed with 4% formaldehyde or
2000 ppm hypochlorite; ethanol/propanol/aldehyde mix-
tures. The proprietary disinfectant Virkon which inac-
tivates a wide range of viruses and other microorganisms,
is made up of three components: an oxidizing agent

(peroxide), acid at pH 2.6, and detergent. This is used
as a 1% solution and requires an exposure time of at least
10 minutes.

In the pharmaceutical industry, chemical "clean in
place" systems are used to clean and disinfect pipe systems
and vessels. This procedure usually involves wash cycles
with sodium hydroxide (0.5 M) followed by acid. Final
sterilization is usually accomplished with steam.

VIRUS TESTING AND ELIMINATION

The risk that viruses are present in cell cultures is
particularly great because some viruses can go largely
undetected and have no obvious effect on the cells.
Similar considerations may apply to other cellular
microorganisms, in particular, mycoplasmas. (See Drexler
& Liphoff, Chapter X.) Although these agents can be
removed and inactivated during the purification and
manufacturing of a bioproduct, the first line of defense
is screening the cell line.

Procedures have become relatively standardised, and
many contract laboratories offer services for testing cell
lines for viral agents (36-38). They can provide advice
on current regulatory requirements and carry out testing
in accordance with GLP guidelines. In addition they have
available the animal testing facilities needed for some
aspects of this work. The standard approach involves
testing the manufacturer's master cell bank/working cell
banks for a wide range of viruses of human and/or animal
origin. The details of the viruses to be tested depend
on whether the cells are human or animal and on the
type of animal involved. For this reason, it is relevant
to ascertain the origins and history of the cells and
details of any cell culture growth additives used. This
information, together with further details on the donors,
such as their health status, is also required by regulatory
authorities when registering cell-derived bioproducts for
human therapeutic use. The range of human viruses
that may theoretically be present is extensive. Because
they can form latent/persistent infections, the presence
of retroviruses, such as the human immunodeficiency
viruses (HIV-I and -2) or the human T-cell lymphotropic
viruses (HTLV-I and -2) should be included in such tests.
Similar considerations apply to herpesviruses, such as
herpes simplex virus (HSV-I and -2), Epstein-Barr virus,
cytomegalovirus, varicella zoster, and human herpes
virus 6 (HHV-6). The viruses that may be present in rodent
cells, include rat rotavirus, reovirus type 3, Sendai virus,
lymphocyte choriomeningitis virus, and hantavirus. Tests
are commonly performed on bovine cells or those that have
been grown with bovine serum for the following viruses:
bovine viral diarrhoea, infectious bovine rhinotracheitis,
parainfluenza, bovine parvovirus, and bovine adenovirus.
Various strategies may be employed in virus testing,
including the inoculation of animals or eggs. The induction
of virus-specific antibodies in rodents or mice in the
so-called mouse antibody production or rat antibody
production tests is also commonly used and can detect
about twenty different viruses. A range of indicator cell
lines is used to detect viruses as revealed by the presence
of a cytopathic effect or the ability to adsorb red blood cells.



Specific virus tests can involve molecular techniques,
such as the polymerase chain reaction. However, such
testing methods can be too specific, and some variants
of the virus involved may be missed. To overcome this
problem, primer pairs must be selected to detect as wide a
range of variants/strains of a particular virus as possible.
For this reason, the use of two or more pairs of primers
may be the best approach for any given virus. Furthermore
it may be possible to detect several viruses in one test,
the so-called multiplex approach and thus reduce the
workload. Extended cell banks produced at the end of
the manufacturing run are tested. To assure testing the
worst case situation, a passage number well in excess
of that which is likely to be used in the final full-scale
manufacturing process should be tested. The sensitivity of
detecting certain latent viruses, such as herpesvirus and
retroviruses, can be increased by including appropriate
chemical agents that induce virus replication.

Viruses of particular concern in cell cultures are
those that can be latent and/or persistent without any
cytopathic effect on the cell line. Often these agents have
oncogenic/cancer-causing potential. These viruses include
mouse retroviruses, human retroviruses, for example,
human immunodeficiency virus, human T-cell leukemia
virus and herpesviruses, such as Epstein-Barr virus and
human herpes virus type 6.

Because of the limitations of virus screening technology,
in particular their limited sensitivity and the fact
that virus detection methods are specific, methods
for inactivating or removing viruses from cell-culture-
derived products are also needed (39-41). These are
incorporated at the time the bio-product is harvested
from the cell culture or later in the downstream
manufacturing process. The standard purification method
developed for a product may in itself be effective for
removing/inactivating viruses. Process steps, such as
precipitation, chromatography, freeze-drying, low pH,
ethanol treatment, and product storage may all make
a contribution. Affinity chromatography using a metal
chelate, monoclonal antibody, Protein A or G based
ligands, or ion exchange chromatography have proved
effective for virus removal.

The use of multiple washing steps, including the use of
harsh conditions, such as high or low pH, and/or extended
column washing, can enhance the effectiveness of these
procedures for virus removal/inactivation. For example,
during the purification of human monoclonal antibodies
for human use, affinity chromatography on Protein-G
Sepharose Fast Flow, involving acid elution, gave a virus
reduction value of 6 to 7 log for herpes simplex virus
(HSV) and 5 log for Sindbis virus (42). These viruses were
used as models for relevant herpesviruses and retroviruses
that might theoretically be present in such cell cultures.
Virus reduction for the nonenveloped poliovirus was
more limited, 3 log. This virus was resistant to the acid
conditions used, in contrast to Sindbis and HSV which
are relatively sensitive to acid conditions. This suggests
that acid inactivation, combined with physical virus
removal, contributed to the high level of virus reduction
for HSV and Sindbis in this system. It may be possible
to further optimize such standard protein purification

processes to enhance their ability to remove/inactivate
viruses. The best virus reduction steps must be fully
validated, controlled, and shown to be robust in their
action with regard to process variability. In addition,
they must be shown to be effective against the viruses
of main concern and preferably against as wide a range of
virus types as possible. Unfortunately this ideal may be
difficult to achieve in practice. Any one particular virus
reduction method can suffer from limitations/restrictions
in the range of viruses affected. Thus the concept of
using multiple virus inactivation steps in a manufacturing
process is becoming increasingly important.

A wide range of specific methods are now available
for inactivating and/or removing viruses from products
derived from cell-culture harvests, as well as from other
sources of potential therapeutic products, such as human
plasma (39-41). Their use depends on the nature of
the specific product involved and the viruses that may
be present. However, some viruses are more difficult to
control than others. For instance, nonenveloped viruses
are generally more resistant to physical or chemical
inactivation methods. In addition, by virtue of their small
size, they are also more difficult to remove by using
dedicated virus filters. For these reasons, viruses, such
as hepatitis A and human parvovirus B19, and animal
parvoviruses, such as minute virus of mice, can be a
problem in certain situations. The use of heat treatments
represents one of the earliest approaches to inactivating
them. For instance, human albumin derived from human
plasma is heated at 60 0C for 10 hours in a liquid state,
pasteurization. This step was introduced in the 1950s
to prevent the transmission of hepatitis. To prevent this
step from affecting the protein, specific stabilizers may
be needed, such as sodium octanoate for albumin, or
general stabilizers, such as amino acids, salts, and sugars.
Although this procedure is very effective for enveloped
viruses, it is less effective for nonenveloped viruses, most
of which tend to be heat-resistant. In most cases it may
be necessary to remove the stabilizer after treatment.
Where this is not required, for example, in albumin,
pasteurization becomes a terminal step carried out on
the product in its final container. In one variation of this
approach, microwaves are used to expose products to high
temperatures for very short periods of time, for example,
70° to 80 0C for 0.01 seconds.

An alternative is to heat treat the final freeze-
dried product. For instance, heating coagulation factor
concentrates at 800C for 72 hour has prevented the
transmission of hepatitis viruses and HIV. This extreme
treatment does not significantly affect the activity of the
final product. More severe heat treatments, such as 100 0C
for 24 hours, currently being tested, are more effective
against the heat-resistant nonenveloped viruses, such
as hepatitis A and parvovirus. In all cases, it must be
confirmed that heat treatment does not affect the product
in any way. Possible effects that may occur include
denaturation of the protein, decreased storage stability,
increased aggregation levels, and decreased activity or
changes to antigenic properties. Less obvious effects
may become apparent only from testing in animals or
clinical trials in humans. For instance, subtle changes



to the product may have a significant effect in vivo. In
human coagulation factors, heat treatment may induce
new antigenic determinants that can induce an immune
response in humans. Consequently, the activity and
effectiveness of the clotting factor may be severely
inhibited. In Factor IX concentrates, the thrombogenic
potential of the product may be increased.

The solvent/detergent procedure for inactivating
enveloped viruses was originally developed for plasma
products. However it is also increasingly used for prod-
ucts derived from cell cultures. This technique involves
treating the product with tri-7i-butyl phosphate, as the
solvent, combined with a suitable nonionic detergent,
such as sodium cholate, Tween 80 or Triton X-100. These
chemicals must be removed from the product after being
used. However, this can often be accomplished by the
standard purification process itself, particularly if affinity
chromatography is involved. However, dedicated methods
for removing solvent by oil extraction or for removing the
detergent by specific chromatographic resins can be used.
There is some evidence that certain enveloped viruses of
the poxvirus group are relatively resistant to this method.

Extreme pH is another approach to inactivating
viruses. Extended incubation at the moderately low pH
of 4.2 inactivates a wide range of enveloped viruses.
However, extended incubation periods are necessary at
temperatures of about 35 0C. In some cases it may
be possible to do this on the product in its final
container if it is stable under such conditions. However
certain animal viruses are extremely acid resistant,
for example, enteroviruses, such as Hepatitis A and
poliovirus, and parvoviruses. High pH conditions of up
to 1 M sodium hydroxide are commonly used as part of
the sanitization/clean-in-place procedures for equipment
used in large-scale manufacturing processes. This method
removes protein contamination and also inactivate most
viruses. Although ^-propriolactone has been used in the
past to inactivate viral vaccines, it has not always been
effective and is rarely used now to treat bioproducts.

Photochemical methods may also be used to inactivate
viruses and in some cases may be effective for cellular
products. This approach involves adding a photosensitive
agent or dye, which causes virus inactivation when
exposed to UV or visible light. Some of these systems, used
directly on cells, such as human red cells and platelets,
inactivate both the extracellular as well as intracellular
forms of some viruses.

Various other methods are under evaluation, such as
the use of UV irradiation at a wavelength of 200 to
290 nm, UV-C. It has been reported that the inclusion of
a quencher, such as rutin, is necessary to prevent damage
to some products while allowing viruses to be effectively
inactivated. The use of virus-retentive filters has been
considered in the previous section.

Prions

Screening for prions is not routinely carried out presently.
However, current concerns over prions and evidence that
lymphocytes are involved in their spread and pathogenesis
may lead to routine testing for such agents in the future.
At present, the most sensitive detection methods for

prions are based on infectivity; however, such testing
may take at least one year to be completed and is
very expensive to conduct. An alternative approach is
to screen for the abnormal form of the prion protein
which appears to coexist with infectivity. This can
be done by Western blotting, but this is a relatively
insensitive technique compared with the infectivity assay.
However, rapid developments in this area are likely, given
public and regulatory concerns over bovine spongiform
encephalopathy and its possible human derivative, new
variant Creutzfeldt-Jakob disease. Although it has
proved possible to inactivate conventional viruses without
significantly affecting the product, this has been difficult
with prions. Prions are extremely stable to all physical
and chemical inactivation procedures. However, because
prions exist as highly aggregated sticky proteins, they
are likely to be removed by many manufacturing
processes including filtration, chemical precipitation,
and chromatography. Presently, health screening and/or
sourcing the biological starting material is the standard
approach recommended for controlling such agents and
preventing them from getting into therapeutic products.
Where bovine-derived material is essential, such as in
fetal calf serum, source material should not be used from
countries where there is a high incidence of BSE. Instead,
material should be used from countries where there have
been no reported cases of BSE.

REGULATORY AND SAFETY ISSUES

Many aspects of the use of cell cultures, sterilization
and decontamination procedures, and the use of cell-
derived biopharmaceuticals are subject to regulations
which may include government legislation. These are
designed to protect those handling cell cultures or
manufacturing products derived from cell cultures from
risk. Such considerations also apply to patients who
receive cell lines or their products for therapeutic purposes.
Safety considerations are relevant to the cell culture and
products themselves and also to many of the associated
activities involving sterilization and decontamination.
Various guidelines, codes of practice, standards, and
other documents have been produced by government
agencies and manufacturing organizations that address
these issues by giving practical guidance and illustrating
the best practice on these topics.

Safety Requirements

The safety of individuals involved in cell culture and
associated procedures is controlled by the Control of
Substances Hazardous to Health (COSHH) regulations
in the United Kingdom. Codes of practice are published
that provide practical guidance on how to meet such legal
requirements, covering hazards from both chemical as
well as biological agents which may pose a safety risk, for
instance, chemical agents that are used as disinfectants,
such as glutaraldehyde and formaldehyde, as well as
microorganisms and viruses.

Microorganisms may be classified into one of several
risk groups (12). Those in Group 1 are considered unlikely



to cause human disease, whereas those in higher groups,
Groups 2 and 3, can cause human disease. Agents in
Group 3 represent a serious hazard to the individual and
may spread in the community. Those in Group 4 represent
a very serious hazard to the individual and the community
and usually no effective prophylaxis or treatment is
available. Detailed guidance on these aspects is given in
such documents as the Categorisation of Biological Agents
According to Hazard and Categories of Containment,
which is regularly updated. More specific guidance may
exist for specific groups of agents, such as HIV and prions.
From a legal point of view, the COSHH regulations put
the onus for safety on the employer. From a practical
point of view this means that the manager of those
individuals handling cell cultures and microorganisms
is responsible for their safety. This involves assessing
the associated risks, developing and implementing safe
working practices, and ensuring that these are followed.
In turn, the workers must ensure that such safe working
procedures are followed and must also ensure the safety
of other individuals.

Although the cell culture worker may not be intention-
ally involved in using microorganisms themselves, risks
from such agents are nevertheless considered to exist.
The current view is that cells should be treated as pos-
ing a potential risk and handled in the same way as
an infectious agent (12). Thus, the recommended contain-
ment level is to use those required for Group 2 agents for
standard/characterized cell lines. Where particular con-
cerns exist, for example, with primary cell cultures from
human or primate sources, or where specific viruses are
known or suspected to be present, higher levels of con-
tainment may be required. Primary cell cultures derived
from monkeys have transmitted highly pathogenic agents,
such as simian herpes virus (herpes B virus) or Marburg
virus, the agent of Green Monkey Disease. Human T lym-
phocytes can also pose an enhanced risk when derived
from untested individuals, particularly when the cells are
maintained in long-term culture.

In addition, it has been proposed that cell cultures
be considered as infectious agents in their own right
because cells may possess the capacity to colonize
individuals after, for example accidental inoculation. This
is significant in view of the fact that many cells have
oncogenic potential. Appropriate guidelines for sterilizing
and decontaminating equipment and contaminated waste
materials must be followed to protect individuals and
the environment. This also applies to the effective
operation of autoclaves and ovens designed to sterilize and
decontaminate. Such aspects are covered by documents
including Health Technical Memorandum 2010 (14) and
appropriate British Standards (15). The equipment used
for sterilization poses potential hazards due to the high
temperatures and pressures involved, and safe working
practices must be adopted.

Good Manufacturing Practice

The manufacturers of sterile pharmaceutical products
are required by regulatory authorities to follow Good
Manufacturing Practice (GMP) guidelines (29). GMP is
defined by regulatory bodies, such as the Medicines

Control Agency in the United Kingdom, the European
Medicines Enforcement Agency in the European Union,
the Federal Drug Administration in the Unites States,
and equivalent bodies in other countries. These regulators
are required to ensure that products are safe and effective
for public use. Therefore products must be free of bacteria
and other microorganisms and, in addition, the risks from
viruses and prions must be reduced to an acceptable
minimum. Guidelines have been issued and are regularly
updated on the testing of cell lines for viruses and other
infectious agents (36-38), methods for removing and
inactivating viruses from cell culture and plasma-derived
products, and validating such procedures (43).

Good Laboratory Practice

Using the principles of Good Laboratory Practice (GLP)
may also be relevant in the cell culture laboratory. Their
use may be mandatory in the safety studies required for
new pharmaceutical products. Details of the procedures to
be followed have been published (44-45). The use of the
principles of GLP is designed to ensure the quality and
integrity of scientific data generated in the laboratory.
They are designed to ensure that all of the methods
used are adequately described and that the results are
accurately recorded and fully traceable. All aspects of the
study are covered, including the planning, performance,
recording and independent monitoring, and archiving
of the data generated. Standard Operating Procedures
(SOP) can be used for routine activities. In the context of
sterilization, this may include sterile filtration, the use of
disinfectants, and the operation of ovens/autoclaves.

There must also be an independent Quality Assurance
program. A Study Director is required to take overall
responsibility for any particular safety study. It is also a
requirement that all of the equipment, such as autoclaves
and ovens, must be well maintained, regularly serviced,
and calibrated at suitable intervals and records kept. In
addition to official documents on GLP, practical guidance
on its interpretation in the context of the cell culture
laboratory has been published (46). Although working to
GLP is only essential in limited situations, such as studies
designed to ensure the safety of therapeutic products,
these include animal toxicity testing of cell lines and
products, the screening of cell lines for viruses, and the
evaluation of virus inactivation/removal methods used in
biological products.

However, many or all of the principles involved may
be usefully applied in the research or R & D laboratory.
For instance, some studies carried out when developing
a product, for example, on purity, characterization, and
stability testing, ultimately impinge on the safety or
efficacy of the resultant therapeutic product. The use
of GLP may also have other advantages. For instance,
it can help substantiate or justify ownership of any
new products or inventions when patents are considered.
Although such considerations may seen unnecessary when
it comes to basic research, such work may lead to an
important therapeutic cell line or product. The subsequent
development of these may be severely hampered if
adequate standards, such as those based on GLP or
similar, have not been used at the research stage.
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INTRODUCTION

Treatments of plant tissues with culture filtrates from
fungal and bacterial plant pathogens show that some
of these organisms produce low molecular weight toxins
(pathotoxins) that have deleterious effects on the plants
they invade. Knowledge of the roles that these compounds
play in establishing disease and controlling its severity
is being used to develop entirely new approaches for
increasing the disease resistance of crops. In particular, in
vitro selection with pathotoxins and plant transformation
with genes that confer resistance to pathotoxins have been
used to produce disease-resistant plants.

TOXINS: DEFINITION AND TYPES

The word toxin in plant pathology means a product of the
pathogen, other than an enzyme, that causes damage to
plant tissues and is involved in disease development. Two
broad categories of pathotoxins exist: host-selective tox-
ins (HSTs) and nonhost-selective toxins. A host-selective
toxin causes damage only in those plant varieties that are
susceptible to the pathogen, and typically the virulence of
the pathogen is related to the amount of toxin it produces.
In addition, the level of disease resistance in the plant
depends on its ability to resist the effects of the toxin or its
ability to degrade the toxin. Nonhost-selective toxins affect
a wide variety of plants and other organisms. These com-
pounds are not the primary determinants of pathogenicity,
but their presence can increase the severity of the disease.

Approximately twenty HSTs have been identified. With
one exception, they consist of low molecular weight sec-
ondary metabolites that have diverse chemical structures,
including cyclic peptides, terpenoids, oligosaccharides,
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polyketides, and other compounds of unknown biochemical
origin (Table 1, Fig. 1). All of the HSTs identified so far
are produced by filamentous fungi, especially the genera
Alternaria andHelminthosporium. Nonhost-specific toxins
are produced by a variety of bacteria and fungi. These com-
pounds include plant hormones (gibberellins, cytokinins,
and auxins), fatty acid derivatives, modified amino acids,
peptides, polyketides, and terpenoids (Table 1, Fig. 2). In
addition to the well-documented cases of toxin production
by pathogens, there are many reports in the literature of
the possible involvements of toxins in disease states that
have been difficult to prove for a variety of reasons (1-4).

TOXIN MODES OF ACTION

Toxins kill plant cells at concentrations ranging from
approximately 10 pM to 1 \iM. Because many of the toxins
are small, diffusible molecules, they can cause symptoms
like leaf chlorosis (yellowing) or necrosis (cell death) at a
distance from the site of infection. In fact, this pattern of
symptom development is often the first indication that a
toxin is involved in pathogenesis. The cellular targets and
the modes of action are known for some of the toxins. As
expected for such a diverse group of compounds, the toxins
have quite varied effects on plants (1-6).

Host-Selective Toxins

The specific targets or modes of action of the Alternaria
HSTs are not known, but the cellular sites of action have
been determined for some, and they can be classified into
three groups on this basis. ACT-, AF-, and AK-toxins,
which are produced by pathotypes that cause black or
brown spot diseases on tangerines, strawberries and pears,
respectively, share a common epoxy decatrienoic acid
structure and exert their effects on the plasma membranes
of susceptible cells thereby causing rapid electrolyte loss.
The ACR-toxin from a pathotype that causes brown spot
in rough lemon induces mitochondrial pathologies like
swelling, vesiculation of the cristae, and inhibition of
malate oxidation. The AM-toxin, produced by the apple
blotch pathotype, causes vesiculation of grana lamellae
of chloroplasts, inhibition of CO2 fixation, and electrolyte
loss from cells. In addition, the AAL-toxin produced by A.
alternata f.sp. lycopersici causes Alternaria stem canker in
tomato which induces apoptosis or programmed cell death
symptoms in treated cells.

The fungus Bipolaris (formerly Helminthosporium)
maydis race T produces a mixture of related toxic linear
alkane chains that are 35-45 carbons long and contain
several oxy-oxo groups. Corn (Zea Mays L.) plants that
carry Texas male sterile cytoplasm are one thousandfold
more sensitive to T-toxin than corn with normal cytoplasm
and produce a unique 13-kDa protein (URF 13) which has
three membrane-spanning helices. T-toxin binds to the
URF13 oligomer and causes rapid permeabilization of the
mitochondrial membrane. The extreme sensitivity of the

T



Source: °Adapted from Ref. 1.

Texas male sterile cytoplasm (cms) corn became an issue
in agriculture. By the late 1960s approximately 85% of the
corn hybrids grown in the U.S. were produced with this
background because its use eliminated the need for hand
or mechanical emasculation of the female parents used to
produce hybrid seed. Unfortunately, the unique suscepti-
bility of the Texas-cms background, the widespread use of
this cytoplasm, and weather conditions favorable to corn
blight combined in 1970 to produce a disease epidemic
that devastated corn production in the southern U.S.

The HC-toxin produced by the fungus Cochliobolus
carbonum race 1 is a cyclic tetrapeptide that is involved
in leaf spot disease of maize. It inhibits the function of
maize histone deacetylase. Because histone deacetylation
is thought to be involved in expressing inducible genes, like
many of those involved in plant disease defense responses,
it has been postulated that it facilitates the disease by
inhibiting maize defense gene expression but does not
affect the housekeeping genes required for normal plant
function.

Victorin is a pentpeptide produced by the fungus
Cochliobulus victoriae that causes Victoria blight in oats
that carry the dominant Vb gene which was introduced
into oat varieties because it conferred resistance to
crown rust caused by Puccinia coronata. Victorin binds
to the pyridoxal phosphate-containing subunit of glycine
decarboxylase, a nuclear-encoded, mitochondrial matrix

enzyme complex involved in photorespiration in a
genotype-specific manner.

Nonhost-Selective Toxins

Although the roles that nonhost-selective toxins play in
disease are not as well understood as those of host-
selective toxins, their impact on agriculture is undoubtedly
serious because they have a broad spectrum of effects
on many economically important crops. This category
includes all of the known bacterial toxins and most of
the fungal toxins. Interestingly, some specific nonhost-
selective toxins are produced by several genera of
bacteria suggesting that the genes for their synthesis
are widespread. Information about some nonhost-selective
toxins is given here.

Tabtoxin is a monocyclic /3-lactam produced by Pseu-
domonas syringae pv. tabaci, P. syringae pv. coronafaciens,
and P. syringae pv. garcae. The active form of the toxin is
tabtoxin-/Mactam (T/?L), which is released after hydroly-
sis of the peptide bond in the middle of the molecule by
peptidases from the bacterium or the host plant. T/?L irre-
versably inhibits glutamine synthase which leads to toxic
concentrations of ammonia in the plant. The production
of phaseolotoxin is restricted only to one bacterial species
(P. syringae pv. phaseolicola) that causes halo blight on
a range of legumes. Phaseolotoxin is a tripeptide that

Table 1. Main Phytopathogenic Toxins in Plant Diseases"

Pathogens Toxins Host Plants
Action or
Target Sites

Host-specific toxins
Fungi

Alternaria alternata
Apple pathotype
Japanese pear pathotype
Strawberry pathotype
Tangerine pathotype
Rough lemon pathotype
Tomato pathotype

Helminthosporium maydis
H. carbonum
H. sacchari
H. victoriae
Periconia circinata
Phyllostica maydis

AM-toxin
AK-toxin
AF-toxin
ACT-toxin
ACR-toxin
AAL-toxin
T-toxin
HC-toxin
HS-toxin
Victorin
PC-toxin
PM-toxin

Apple
Japanese pear
Strawberry
Tobacco
Citrus
Tomato
Maize
Maize
Sugarcane
Oat
Sorghum
Maize

Chloroplast
Membrane
Membrane
Membrane
Mitochondria
Cell death
Mitochondria
Histone deacetylase
Membrane
Photorespiration
Membrane
Mitochondria

Nonhost-specific toxins
Bacteria

Pseudomonas syringae
pv. tabaci
P. syringae pv. phaseolicola
P. syringae pv. syringae
Rhizobium japonicus
Agrobacterium tumefaciens

Fungi
Alternaria solani
Fusarium oxysporum
Gibberella fujikuroi
Fusicoccum amygdali

Tabtoxin

Phaseolotoxin
Syringomycin
Rhizobitoxine
Indolacetic acid
cts-Zeatin

Tobacco

Bean
Peach
Soybean
Dicots

Glutamine synthesis

Arginine synthesis
Membrane
Methionine metabolism
Plant hormone

Tentoxin
Fusaric acid
Gibberellin
Fusicoccin

Potato
Vegetables
Rice
Peach

Chloroplasts
Water permeability
Plant hormone
H+-ATPase



is modified by peptidases of plant or bacterial origin
to octicidin which binds to ornithine carbamyltrans-
ferase to inhibit the conversion of ornithine to citrulline,
a precursor of arginine. Rhizobitoxine is produced by
three genera of bacteria, Bradyrhizobium, Pseudomonas,
and Streptomyces, and its phytotoxicity may be through

the inactivation of /3-cystathionase-pyridoxal phosphate.
P. syringae pv. syringae is considered the most widespread
plant pathogen in nature because it occurs as an epiphyte
on many plants and has little restriction in host range
as a pathogen. Syringomycin toxins (like syringomycin)
have been isolated from disparate hosts, including fruit

Figure 1. Structures of some host-specific toxins produced by plant pathogens.

Victorin

ACT-toxin

HC-toxinAF-toxin

T-toxin

AK-toxin

ACR-toxinAM-toxin

AAL-toxin



trees and grasses. Their lipopeptide structures allow them
to insert into membranes, disrupt ion equilibrium across
membranes, and activate membrane proteins. Tentoxin is
a cyclic tetrapeptide produced by a fungal pathogen of sev-
eral higher plant seedlings (Alternaria alternata), and it
inhibits the function of the chloroplast-coupling factor and
causes chlorosis. Fusaric acid is produced by Fusarium

oxysporum which causes wilt diseases in tomato, cotton,
pea, banana and other plants. Fusicoccin is the major phy-
totoxic metabolite of Fusicoccum amygdali, the causative
agent of peach and almond canker. It activates the plasma
membrane H+-ATPase and consequently influences a vari-
ety of metabolic and physiological processes, including
stomatal opening and leaf wilt.

Figure 2. Structures of some nonhost-specific toxins produced by plant pathogens. Arg. Arginine;
(3-OH)Asp, 3-hydroxyaspartic acid; (4-Cl)Thr, 4-chlorothreonine; Dab, 2,4-diaminobutyric acid;
Dhb, 2,3-dehydro-2-aminobutyric acid; GIy, glycine; Hse, homoserine; Orn, ornithine; Phe,
phenylalanine; Ser, serine, Thr, threonine.
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APPROACHES TO DEVELOPING TOXIN-RESISTANT
PLANTS

In Vitro Selection

A correlation has been demonstrated for many host-
selective and some nonhost-selective toxins between
resistance to the pathogen at the plant level and
insensitivity to the toxin at the cellular level. This
phenomenon has led to the use of plant cell cultures and
pathotoxin preparations to select disease-resistant plants.
The rationale for this approach is that because most plant
cells are totipotent (able to regenerate into a complete
individual), it should be possible to expose cells in tissue
culture to a toxin and regenerate plants from the mutant
cells that survive because they have resistance to the
toxin (and the disease). The major advantage of such an
approach is its efficiency relative to whole plant screening.
Whereas a typical breeding program may be able to screen
only a few hundred to a few thousand seedlings for disease
resistance in a year, several million cells can be screened in
a single in vitro experiment lasting only a few weeks (7).
The genetic variants that are selected in vitro can be
created by a variety of physical or chemical mutagens, or
they can arise spontaneously in tissue culture. Mutants
from tissue culture are called somaclonal variants. The
rate of somaclonal variation can be as high as 15—20%
of the regenerants which is 106- to 107-fold higher than
the spontaneous mutation rate in seed progeny at a given
locus. In addition, the somaclonal variants that arise from
plant cell cultures show a different mutational spectrum
than that observed in vivo. Therefore, populations of plants
from in vitro selection are a potential source of novel
mutations for disease resistance breeding (8). However,

both genetic and epigenetic somaclonal variation has
been observed. Therefore, determination of the mode of
inheritance of the somaclonal variant is important for
seed propagated crops.

In vitro selection with a variety of plant species and
different pathotoxins has been used to obtain disease-
resistant plants (Table 2). The selective agents used for
these studies include purified host-selective and nonhost-
selective toxins, as well as crude filtrates obtained from
pathogen cultures. The types of plant tissue cultures used
include callus, suspension culture cells, protoplasts, and
microspores (9,10).

For some of the studies, the genetic basis of the
resistance in the selected somaclone was confirmed by
testing progeny with the pathogen. For example, the
host-selective T-toxin from H. maydis was used to select
resistant maize callus lines from which plants were
regenerated that were resistant to the fungus. The
tolerance expressed in the cell cultures was correlated
with tolerance of mitochondria isolated from the tissue to
T-toxin, and the character was maternally inherited (11).

A few of the disease-resistant somaclonal variants
produced have been incorporated into new varieties; for
example, a new sugarcane cultivar that is resistant to
Fiji disease was developed, a tomato variety (DNAP-17)
with resistance to Fusarium wilt race 2 was released,
and a celery line (UC-T3 Somaclone) with resistance to F.
oxysporum f.sp. apii was released (9).

Plant Transformation

Plant transformation techniques can be used to insert
foreign genes into plants. By moving a detoxifying gene
or a gene resistant to the toxin from the pathogen into

Table 2. Disease-Resistant Plants Obtained by In Vitro Selection

Crop

Alfalfa

Barley

Maize

Oats

Rape

Rice

Sugarcane

Tobacco

Wheat

Wheat

Pathogen

Fusarium
oxysporum

Fusarium spp.

Helminthosporium
maydis

Helminthosporium
victoriae

Phoma lingam

Helminthosporium
oryzae

Helminthosporium
sacchari

Pseudomonas
syringae pv.
tabaci.

Alternaria
alternata

Pseudomonas
syringae pv.
syringae

Helminthosporium
sativum

Selective Agent

Culture filtrate

Fusaric acid

T-toxin

Victorin

Culture filtrate

Crude toxin

Toxin

Crude toxin

Syringomycin

Crude toxin

Selection
Tissue

Callus

Callus

Callus

Callus

Cell; embryo
cultures

Callus

Callus

Callus

Callus

Callus

Resistance Observed

Increased resistance

Increased resistance
to fusaric acid

Resistance

Resistance to victorin

Increased resistance

Increased resistance

Increased resistance

Resistance

Reduced bacterial
multiplication

Resistance

Inheritance

Transmitted to
progeny

Not tested

Maternally
inherited

Transmitted to
progeny

Transmitted to
progeny

Transmitted to
progeny

Transmitted
vegetatively

Transmitted to
progeny

Not tested

Transmitted to
progeny



plants, researchers have been able to increase their disease
resistance.

Because nonhost-selective toxins have such a broad
spectrum of toxicity it is common for these pathogens
to have detoxification mechanisms. For example, a gene
to detoxify tabtoxin was obtained from Pseudomonas
syringae pv. tabaci, which causes wildfire disease on
tobacco. To isolate the tabtoxin-detoxifying gene, the
genomic DNA of a toxin-producing strain of P. Syringae pv.
tabaci was cut with a restriction enzyme, the fragments
were cloned into an Escherichia coli vector, and the
resulting genomic library was used to transform an E. coli
strain that was sensitive to tabtoxin. The transformants
were cultured on a medium containing tabtoxin, and
colonies that grew were found to contain a gene for
an acetyltransferase enzyme that detoxified tabtoxin. To
produce tabtoxin-resistant plants, the tabtoxin resistance
(ttr) gene was fused with a constitutive promoter and
cloned into an Agrobacterium vector that was used to
transform tobacco plants. Transgenic plants expressing
the ttr gene did not produce the chlorotic halos around
sites of inoculation with Pseudomonas syringae pv.
tabaci that are typical of wildfire-diseased plants. The
introduction of a ttr gene might be a general approach
for creating resistance to a variety of tabtoxin-secreting
phytopathogenic Pseudomonads that affect corn, coffee,
beans, and soybeans.

Another mechanism for self-protection in pathogens
is for the organism to produce at least one form of
the enzyme target for the toxin that is resistant to
its effects. For example, a gene (argK) that encodes a
phaseolotoxin-resistant ornithine carbamoyl transferase
(OCTase) was isolated from P. syringae pv. phaseolicola.
The argK gene occurs in the chromosomal DNA of
P. syringae pv.phaseolicola adjacent to the tox gene cluster
of genes required for phaseolotoxin synthesis. It encodes
an OCTase that has several amino acid substitutions
at the presumed binding sites for the phaseolotoxin.
Two research groups used the resistant argK gene to
produce phaseolotoxin-resistant plants (12,13). The argK
gene was fused to a transit peptide sequence of a
ribulose biphosphate carboxylase (rbcS) gene that targets
its protein product to the chloroplast, which is where
plant OCTases are located. Transgenic tobacco plants
created by Agrobacterium-mediated transformation with
the chimeric gene resulted in plants that had two- to
ten fold increases in OCTase activity compared to control
plants. The transgenics were resistant to the effects of
the toxin applied to the leaves and were less susceptible
to systemic infection by P. syringae pv. phaseolicola
strain TEXCOCO (an unusual strain of P. syringae pv.
phaseolicola that is pathogenic on tobacco).
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plants, researchers have been able to increase their disease
resistance.

Because nonhost-selective toxins have such a broad
spectrum of toxicity it is common for these pathogens
to have detoxification mechanisms. For example, a gene
to detoxify tabtoxin was obtained from Pseudomonas
syringae pv. tabaci, which causes wildfire disease on
tobacco. To isolate the tabtoxin-detoxifying gene, the
genomic DNA of a toxin-producing strain of P. Syringae pv.
tabaci was cut with a restriction enzyme, the fragments
were cloned into an Escherichia coli vector, and the
resulting genomic library was used to transform an E. coli
strain that was sensitive to tabtoxin. The transformants
were cultured on a medium containing tabtoxin, and
colonies that grew were found to contain a gene for
an acetyltransferase enzyme that detoxified tabtoxin. To
produce tabtoxin-resistant plants, the tabtoxin resistance
(ttr) gene was fused with a constitutive promoter and
cloned into an Agrobacterium vector that was used to
transform tobacco plants. Transgenic plants expressing
the ttr gene did not produce the chlorotic halos around
sites of inoculation with Pseudomonas syringae pv.
tabaci that are typical of wildfire-diseased plants. The
introduction of a ttr gene might be a general approach
for creating resistance to a variety of tabtoxin-secreting
phytopathogenic Pseudomonads that affect corn, coffee,
beans, and soybeans.

Another mechanism for self-protection in pathogens
is for the organism to produce at least one form of
the enzyme target for the toxin that is resistant to
its effects. For example, a gene (argK) that encodes a
phaseolotoxin-resistant ornithine carbamoyl transferase
(OCTase) was isolated from P. syringae pv. phaseolicola.
The argK gene occurs in the chromosomal DNA of
P. syringae pv.phaseolicola adjacent to the tox gene cluster
of genes required for phaseolotoxin synthesis. It encodes
an OCTase that has several amino acid substitutions
at the presumed binding sites for the phaseolotoxin.
Two research groups used the resistant argK gene to
produce phaseolotoxin-resistant plants (12,13). The argK
gene was fused to a transit peptide sequence of a
ribulose biphosphate carboxylase (rbcS) gene that targets
its protein product to the chloroplast, which is where
plant OCTases are located. Transgenic tobacco plants
created by Agrobacterium-mediated transformation with
the chimeric gene resulted in plants that had two- to
ten fold increases in OCTase activity compared to control
plants. The transgenics were resistant to the effects of
the toxin applied to the leaves and were less susceptible
to systemic infection by P. syringae pv. phaseolicola
strain TEXCOCO (an unusual strain of P. syringae pv.
phaseolicola that is pathogenic on tobacco).
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INTRODUCTION

Gene expression is controlled at three major levels:
transcription, message processing and stability, and
finally translation. The basic knowledge of all three
steps can be exploited in the design of vectors to
maximize heterologous gene expression in eukaryotic
cells. Contained herein is a description of the numerous
elements that have emerged as key in the process of
gene expression, reviewed in the perspective of some of
the factors to consider when using this information in a
practical application.

STRUCTURE OF EUKARYOTIC PROMOTERS AND
REGULATION OF TRANSCRIPTION

Transcription Initiation

Genes encoding messenger RNA are transcribed by RNA
polymerase II (pol II), itself a multisubunit protein that
requires a number of auxiliary proteins to recognize
a promoter and initiate transcription. These auxiliary
factors comprise the general transcription machinery
and, with the polymerase, are able to carry out basal
transcription. Such basal transcription has been described
only on the basis of in vitro experiments and requires
only a TATA box. Whether it occurs in vivo is doubtful
since it is not clear whether such minimal promoters exist.
Figure 1 is a schematic representation of the promoter
region of a RNA polymerase II transcribed gene. Most
promoters have a number of promoter-proximal regulatory
elements, located within 50-100 bp upstream of the TATA
box. In addition, distal enhancer elements, which are
characterized by their ability to act at a distance and in
either orientation, are found in many promoters. Although
sometimes referred to as distal elements, there is a fair
degree of flexibility in the location and arrangement of
enhancers. They can be tightly clustered as in the simian
virus (SV40) early promoter or the fos gene, or they can be
spread over large distances, as in the globin promoters or
the steroid-regulated tyrosine aminotransferase gene (1).
The identification of these regulatory sequences has
led to the isolation and characterization of trans-acting
factors that either directly bind to them or modulate
their activity by interacting with other DNA-binding
factors. Such activator-modulated transcription cannot
be supported by the general transcription machinery.
Required in addition are a plethora of coactivators
and TATA-activating factors (TAFs), which function as
mediators.

RNA pol Il and Basal Transcription Factors. The elements
recognized by pol II and its associated factors are the
core promoter elements, DNA sequences that direct where
transcription should start and in what direction it should
proceed. The best characterized of these elements is
the TATA box, an adenine/thymine-rich sequence located
25-30 base pairs upstream of the start site, also known as
the cap site (2). The other element,located at the start site,
is the pyrimidine-rich initiator element (Inr) (3). These two
elements can function independently or synergistically,
and a given promoter may contain one or both of
them (4-6).

For pol II—catalyzed transcription initiation, polyme-
rase-associated factors (TFIIA, TFIIB, TFIID, TFIIE,
TFIIF, and TFIIH), also known as general transcription
factors (GTFs), must be part of the protein-DNA complex.
Although somewhat of a simplification, transcription
initiation can be viewed as a series of events, the first
of which is the sequence-specific recognition of the TATA
box or Inr by TFIID, followed by the accretion of the other
factors by virtue of protein-protein interactions, since
none of them bind DNA directly (reviewed in Refs. 7,8).

TFIID is composed of a number of polypeptides,
one of which is the TATA-binding protein (TBP)O).
As the name suggests, this protein recognizes the
TATA motif, and in fact it is the only protein in
the complex that has DNA binding ability. The role
of the other polypeptides that make up TFIID (TBP
associated factors, or TAFs) is understood mainly in the
context of activated transcription. TAFs do not appear
to be required for initiation per se, but are required
for stimulation of initiation by regulatory proteins. For
strictly basal transcription initiation, TBP is capable of
avid DNA binding and cooperation with pol II for accurate
transcription initiation (10).

Genes encoding TBP have been cloned from organ-
isms ranging from archaebacteria to humans. Sequence
comparison indicates considerable conservation of struc-
ture, especially in the C-terminal portion of the protein.
The three-dimensional structures of yeast and Arabidop-
sis TBP bound to the TATA box were determined by the
groups of Burley and Sigler (11,12). They found that TBP
assumes the conformation of a saddle on horseback when it
is bound to the TATA box and that it bends the DNA in the
process. The convex upper surface of the saddle is impli-
cated in the interactions with other transcription factors
such as TFIIA, TFIIB, the C-terminus of the large subunit
of pol II, negative cofactors NCl and NC2, and possibly
TFIII (which recognizes the Inr element) in the case of
certain TATA-less promoters. It is the highly conserved
C-terminal domain that is involved in these interactions.
Not much is known of the function of the less conserved
N-terminal portion of the protein.

The TBP component of the TFIID-DNA complex is
recognized by TFIIB, which is composed of a single
polypeptide (13,14). TFIIB also interacts with TFIIF and
pol II, and this interaction is instrumental in their
recruitment to the complex. The TBP-pol II interaction
seems to be critical in determining the transcription start
site. This idea is supported by genetic experiments in
yeast, wherein mutations in either gene (SUA7, the yeast

Figure 1. Schematic representation of a RNA polymerase II
promoter. The transcription start site is represented by the bent
arrow. Enhancer elements can be close to the start site (within
the first 100 base pairs) or far from it (more than 10 kb). They can
be spread out over large distances or be tightly clustered, even
overlapping each other (see text for details).

enhancer elements TATA



homologue of TFIIB, or in the largest subunit of the yeast
polymerase) affects the start site of several genes (15,16).

The assembly of the polymerase and the auxiliary
transcription factors at the core promoter elements
constitutes the formation of the preinitiation complex
(PIC). This is followed by strand separation at the start
site in the presence of nucleoside triphosphates, and finally
by chain elongation. However, the polymerase is known
to pause after the first few nucleotides. To render the
polymerase processive, or competent for elongation, it is
necessary that it undergoes a conformational change that
is affected by hyperphosphorylation of its carboxy-terminal
domain (CTD). The CTD is composed of a series of tandem
repeats of the heptapeptide sequence YSPTSPS (17).
The isoform of the enzyme that interacts with the
GTFs and participates in the PIC is unphoshorylated
(RNAP HA) (18-20). Phosphorylation of the serine,
threonine, and/or tyrosine residues of the CTD generates
a hyperphosphorylated form of the enzyme (RNAP HO)
that is competent for chain elongation and escape
of the polymerase from the promoter region (21-23).
CTD is phosphorylated by a kinase activity (cyclin-
dependent kinase MO15/cdk7) that is thought to be part
of TFIIH (24,25). This kinase activity is in turn regulated
by TFIIE (26-28). Thus initiation can take place without
TFIIH and TFIIE, but it is not processive.

TATA-Less Promoters. The promoter regions of pol II
transcribed genes can be classified as TATA+Inr-f,
TATA+Inr-, TATA-Inr-, and TATA-Inr+. In the last
two cases the Inr element directs complex assembly
since some Inr— promoters, as defined by the consensus
sequence, can still recongnize Inr-binding proteins. Inr-
binding proteins TFII-I (29,30) and YYl (31) have been
isolated, and these may drive PIC assembly in such TATA-
less promoters. Both of these proteins interact with TBP,
ensuring the recruitment of TFIID to the promoter region.
There is also some evidence that certain TAFs may be
able to interact with the Inr sequence (32), resulting in
the recruitment of TFIID. Another model for initiation
in the absence of a typical TATA box attributes an
intrinsic ability of the polymerase to interact with the
Inr motif (4,33).

Activator-Dependent Transcription

Higher eukaryotes have evolved a sophisticated circuitry
to coordinate the expression of over 50,000 genes
following precise spatio-temporal patterns. This complex
process is controlled through the interaction of a limited
repertoire of transcriptional activators that cooperate
synergistically with the PIC to modulate the magnitude
of gene expression. In turn, their expression and activity
are regulated by signaling pathways, allowing for fine
tuning of gene expression in response to the cell's
environment. Through the years, a number of different
classes of transcriptional activators have been identified,
and many of them share a similar functional organization.
Generally, they are composed of a DNA-binding domain,
a transactivation domain, and possibly a dimerization
domain. It has been found that most of these domains
are modular structures that are interchangeable between

different molecules. In 1985 Brent and Ptashne (34)
did a "domain swap" experiment, wherein the DNA
binding domain of the LexA repressor was fused to
the activation domain of GAL4; the resulting chimeric
molecule bound DNA with the specificity of LexA but
activated transcription like GAL4. Since then, a number of
such chimeric molecules have been shown to be functional.
The flexibility of the domain swap is evident from a
number of different observations. First, the position of
the different domains in the chimera is not restricting.
Second, the modules do not even have to be covalently
linked to each other as long as they can be brought
together by an intermediary protein. Finally, molecules
from different species can swap domains, indicating that
the mechanism of action of the transcription machinery
has been conserved through evolution (35—37).

DNA-Binding Domains. Deletion analysis has revealed
that the DNA-binding ability of most of the transcriptional
activators is restricted to a relatively small stretch of
amino acids, and that this region is capable of DNA
binding, but not transcriptional activation on its own.
A number of different types of DNA-binding structures
have been identified, and with them different types of
DNA sequence motifs that they recognize.

Zn-finger DNA-binding domain: A zinc-finger DNA-
binding domain was originally identified in 1985 (38,39).
It gets its name from the fingerlike structures that result
from the loops of amino acids between the two cysteines
and two histidines that tetrahedrally coordinate a Zn ion.
Such TFIIIA-like Zn fingers are found in a number of
sequence-specific DNA binding proteins, all of which may
contain a different number of zinc fingers ranging from 1 to
37 per molecule (40,41). For instance, TFIIIA contains nine
such cysteine-histidine fingers (42), and SpI, on the other
hand, contains three at its carboxy-terminal end (43).
Nuclear hormone receptors also contain zinc-finger DNA-
binding domains (44-46). However, in contrast to the
TFIIIA-like Zn finger, which has the cysteine-histidine
pair, the steroid hormone receptors have Zn fingers where
four molecules of cysteine coordinate the Zn ion. A third
variation on the theme is found in some yeast activators,
including GAL4, wherein two closely spaced Zn atoms
share six cysteines. The distribution of zinc fingers within
the protein is also highly variable. They may be localized
as a single cluster, or groups of fingers may be organized as
a hand. They may even be dispersed over the entire length
of the protein (47). Furthermore, zinc-finger proteins may
bind to their DNA recognition sequences as monomers
or dimers. With all the variations, it is not surprising
that there is no one consensus DNA-recognition site for
all zinc-finger DNA-binding domains. Crystallographic
and NMR studies on several zinc-finger protein-DNA
complexes (48-51) have revealed that the zinc fingers are
structurally quite distinct. For instance, TFIIIA fingers act
as independent, conformationally stable structural units,
each contributing to DNA binding. The two zinc fingers of
the glucocorticoid receptor, on the other hand, bind DNA
as one globular unit.

Helix-turn-helix DNA-binding domain: Another
group of DNA-binding proteins includes the majority
of prokaryotic regulatory proteins and the eukaryotic



homeodomain. These proteins contain a helix-turn-helix
(HTH) motif in their DNA-binding domain (52). In its sim-
plest form the HTH motif consists of two helices separated
by a turn, wherein the two helices cross each other at
an angle approaching 120°. The second helix is known
as the recognition helix, since it is the one embedded in
the DNA major groove and makes several base-specific
DNA contacts. The eukaryotic homeodomain shares the
same basic structure except that at the level of the amino
acid sequence there is not as much shared between the
prokaryotic HTH motif and the eukaryotic homeodomain.

The homeodomain (HD) is encoded by a 180-bp
sequence called the homeobox, after the homeotic genes
of Drosophila where they were first described. The fly
homeotic genes and their homologues in other species,
collectively called Hox genes, encode transcriptional
regulators that direct embryonic development along the
anteroposterior axis (53-55). In addition to the Hox
family, many other homeobox-containing genes have been
identified. A striking number are likewise found to play
key developmental roles. In yeast, homeoproteins are
required to establish mating type. Overall, the evidence
strongly suggests that homeoproteins are involved in
both positive and negative transcriptional regulation of
downstream target genes.

The structure of the HD has been examined in a
number of studies employing both NMR and crystallogra-
phy (54,56). The 60-amino-acid HD is a relatively simple
DNA-binding domain. It is composed of three alpha helices
and an N-terminal extension or "arm." The second and
third helices form a helix-turn-helix motif, with the
third helix making base-specific contact with the major
groove of DNA. This is highly reminiscent of the DNA-
binding helix-turn-helix motifs of a number of prokary-
otic transcriptional regulators, and thus represents an
ancient mechanism for protein—DNA interaction (54). The
helix-turn-helix motif is also represented in other DNA-
binding structures besides the HD. The POU domain of the
POU family of transcription factors was defined by a region
of homology shared by Pit-1, Oct-1, Oct-2 and Unc-86. It
is comprised of two DNA-binding domains, an HD and a
so called POU-specific domain. Although not an HD, the
POU-specific domain contains a helix-turn-helix motif
that contacts DNA in a manner very similar to bacterial
repressors (57).

The first and second helices of the HD are arranged
in antiparallel fashion and pack against the third helix
through hydrophobic interactions involving conserved
residues. In addition to base-specific contacts to the
major groove, provided by the third helix, DNA-binding
places the flexible N-terminal arm in the DNA minor
groove, where it also participates in base recognition
and interactions with the phosphate backbone. Additional
contacts to the phosphate backbone by the loop separating
helices one and two, and by the second and third helices,
serve to stabilize DNA binding further (54, and references
therein).

Despite major and minor groove contacts to DNA, the
specificity of HD-DNA interaction is only moderately
high (58). Increased specificity is achieved through coop-
erative interactions with another type of homeoprotein,

PBX in vertebrates, or extradenticle (EXD) in flies (59).
The PBX HD is a variation on a theme, having three
extra amino acids in the loop between helices one and
two. PBX has extremely poor DNA-binding ability as a
monomer. However, in conjunction with a HOX partner,
the stability of the bound complex is greatly enhanced.
Moreover, the extended site recognized by the PBX/HOX
cooperative complex, 5 ' -TGATTGATGG-S ' (and variations
thereof), provides an increased measure of specificity. As
seen for other HD-containing complexes, interaction with
the protein partner can alter the site on DNA optimally
recognized by the HD.

For other HD-containing proteins, a DNA-binding
partner is provided within the same polypeptide. The
POU and paired families of transcriptional regulators
have a non-HD DNA-binding domain in addition to the
HD. For at least some POU family members, concerted
DNA binding by the two domains is cooperative (60). The
fly I-POU homeoprotein lacks two amino acids normally
found in the N-terminal arm and, as a consequence, is
defective for DNA binding. Nonetheless, I-POU exerts a
regulatory influence by physically interacting with the
Cfl-a transcription factor to prevent Cfl-a-mediated
activation of gene expression. Alternative splicing of the
I-POU transcript yields a related product, twin of I-POU,
in which these two amino acids are restored. The twin of
I-POU is now competent for DNA binding, but is unable
to bind and inactivate Cfl-a (61,62).

The post-translational control of HD function has
been studied in some laboratories. DNA binding by
Pitl, a POU protein implicated in pituitary-specific gene
regulation, is modulated through phosphorylation of a
threonine residue in the HD N-terminal arm (63). At
another level, nuclear localization of Drosophila EXD
is effected through interaction with homothorax (64).
Moreover, while homeoproteins are typically considered
to be transcriptional regulators, at least one of them, the
product of the Drosophila bicoid gene, can also regulate
translation through site-specific binding to RNA (65).

Although most HTH proteins need dimerization to bind
DNA efficiently, a variation of this motif that allows
high-affinity DNA binding of monomeric factors is the
winged helix (66). In this case the DNA contacts made
by one of the three a helices are stabilized by adjacent
loop structures that also interact with DNA, hence the
name winged helix (67). Such a DNA-binding domain was
described by X-ray analysis for the liver-specific HNF-
3y, a member of the forkhead family of developmental
regulatory proteins in Drosophila. Other members of the
family include HNF-3a, HNF-3& sloppy paired 1 and 2,
interleukin binding factor, and human T-cell leukemia
virus enhancer factor. Most of these factors are key
players in tissue differentiation and organ development
and thus show characteristic tissue- and developmental-
stage-specific expression patterns.

Helix-loop-helix DNA-binding domains: Yet another
group of sequence-specific DNA-binding proteins contain
the helix-loop-helix (HLH) structure, which is composed
of two short of-helices joined by a loop of nonhelical amino
acids. Mutagenesis studies support the idea that these
helices are required for dimerization. The HLH region



is almost always preceded by a basic region of about
fifteen residues (68). It is in fact the basic region that
interacts with DNA, and only on binding DNA does
it assume an a-helical structure (reviewed in Ref. 69).
Examples of HLH proteins that lack the basic region have
revealed a transcriptional control mechanism based on
dimerization. Thus, for example, Id is an HLH protein
that is competent to dimerize, but has no basic region and
thus cannot interact with DNA. MyoD, a DNA-binding
protein of the HLH type, is negatively regulated by Id,
since MyoD-Id heterodimers are inactive (70). Similarly,
the D. melanogaster gene extramacrochaetae (emc) is an
HLH protein lacking DNA-binding properties and is thus
able to inhibit the action of factors such as the genes
products of the achaete-scute complex and daughterless
that promote the development of cells that participate
in the formation of sensory organs (71,72). What is also
remarkable is that the dosage of the genes determines the
final phenotype of the sensory organs (73).

bZIP DNA-binding domain: Also known as the leucine
zipper coiled coil, this DNA-binding domain is easily
recognized by the presence of leucine residues positioned
at regular intervals (74,75). The leucine-rich segments
of two proteins dimerize by forming an a-helical coiled
coil reminiscent of the doing up of a zipper. The leucine
residues appear to contribute both to dimerization and
to DNA binding. A stretch of about 30 amino acids N-
terminal to the leucine-rich region is comprised of a
high proportion of basic residues, and this basic region is
important only for DNA binding. When bound, this stretch
of amino acids assumes an a-helical conformation. The
bZIP type of DNA-binding domain was first reported for
C/EBP, an enhancer binding protein. Since then, this motif
has been recognized in a number of other transcriptional
activators such as Jun, Fos, GCN4, and CREB. Jun and
Fos belong to two different families of Jun-related (Jun,
Jun-B, Jun-D) and Fos-related (Fos, Fra-1, Fra-2, Fos-B)
factors, respectively. The specificity of interaction between
different family members is provided by the leucine zipper
sequence (76,77). The Jun family members can form homo-
and heterodimers within the family, and heterodimers
with the Fos family members. However, the leucine zippers
of two Fos family members do not form stable dimers. It is
only on heterodimer formation, in this case with Jun, that
dimerization is stabilized (77-79).

HMG-box factors: The high-mobility group (HMG)
proteins are DNA-binding chromatin components with
a conserved DNA-binding structure. HMGs play roles
in chromatin modeling and can contribute to enhancer
activity by modulation of spatial relationships in the
enhanceosome (80). A number of transcription factors have
been shown to bear DNA-binding domains of the HMG
type. An interesting example is lymphocyte enhancer
factor 1 (LEFl), which modulates the activity of the
enhancer for the T-cell receptor (TCR) gene (80,81). At
least under some conditions, LEFl has little intrinsic
ability to activate transcription. However, it is nonetheless
able to influence the activity of other factors bound
to flanking sites. As has been noted for HMGs, LEFl
deforms DNA, introducing a sharp bend as a consequence
of binding. This serves to appose transcription factors

bound on either side of LEFl in the TCR enhancer. This
physical juxtaposition results in cooperative interactions
and transcriptional activation.

Other studies have revealed that LEFl and related
proteins of the TCF family can activate transcription in a
more direct manner, but still require the intervention of
a partner, /?-catenin (82). /3-catenin was first described
as a cytoplasmic component of the adherins junction
involved in cell adhesion by cadherins. However, a free
pool of /?-catenin is available for an entirely different
function. These proteins can physically associate with
LEF1/TCF and end up in the nucleus at LEF1/TCF
binding sites. Because ^-catenin harbors a transcriptional
activation domain, physical association with LEF1/TCF
leads to increased transcription. The half-life of /?-catenin
is very short due to phosphorylation at sites in the N-
terminus. However, upon activation of the cell surface
receptor frizzled, which binds members of the Wnt
family of extracellular ligands (83), phosphorylation is
diminished. This leads to an increase in the levels of
/3-catenin, association with LEF1/TCF, and transcriptional
activation. This mechanism appears to be conserved
throughout the animal kingdom.

The REL family: REL is the transduced oncogene of
the avian reticulendotheliosis virus. This large family
named after it is typified by the vertebrate NFkappa-
B transcription factor, which plays a pivotal role in the
response to interleukin-1 (IL-I) and tumor necrosis factor
(TNF) (84). Control by these pathways is at the level
of nuclear translocation. In the absence of IL-I or TNF
signaling, NFkappa-B is retained in the cytoplasm by
physical association with another protein, Ikappa-B. Upon
signaling, however, Ikappa-B is phosphorylated, leading
to its rapid destruction and the freeing of NFkappa-B
to enter the nucleus and program gene expression. In
Drosophila, the activity of the NFkappa-B homologue
DORSAL is likewise controlled through subcellular
localization. Maternally deposited components establish
a dorsal-ventral gradient of nuclearly localized DORSAL
protein that serves to establish different developmental
compartments along this axis. The NFAT (nuclear factor
of activated T cells) family is related to REL and
is important as the target of cyclosporin and FK506
immunosuppressants (85).

The MADS family: This group derives its name from
the four founding homologues, Mcml, agamous (AG),
deficiens (DEFA), and serum response factor (SRF) (86).
A shared block of homology within the DNA-binding
domain defines the so-called MADS box. The N-terminal
portion of the MADS box contributes to site-specific DNA-
binding, while the C-terminus provides a dimerization
interface. MADS members have been shown to undergo
important interactions with homeoprotein transcription
factors: Mcml with Mat<*2 and SRF with Phoxl. SRF
plays a key role in the immediate early response to
mitogens and growth factors. The signaling cascade results
in the binding of SRF to one or more serum response
elements (SREs) in a variety of genes including the c-fos
protooncogene.

Additional transcription factors: In a number of
instances, a class of transcriptional regulators is as yet



represented by a single member. This includes Brachyury,
important in the production of mesoderm during verte-
brate gastrulation. As the human genome project pro-
gresses, there is no doubt that many more transcription
factors will be discovered with new specificities and regu-
latory activities.

Activation Domains. Different classes of transcriptional
activators can be identified on the basis of their
primary sequence. The following classification is based on
similarities in amino acid composition in the activation
domains. It is also possible to classify transcriptional
activators functionally on the basis of basal transcription
factors or cofactors that they may interact with. For
instance, two activators from the same group may interact
with different TAFs, and we may have functionally
different activators from the same group. Genetic evidence
of differences in the mechanism of action of different acidic
activators came from studies where deletion of ADA2
drastically affected the activation function of GCN4 and
VP16, while having no effect on acidic activators HAPl
and HAP2 (87). Similarly, members of different activator
families may act with the same coactivator, as is the case
for PC4, a coactivator that can potentiate the activity
of acidic, glutamine-rich, and proline-rich activators (88).
Another functional classification of activation domains is
based on their ability to transactivate from proximal or
distal binding sites. Comparing the ability of different
trans activation domains to function from proximal and
more distal sites, Seipel et al. (89) found that the VP16
activation domain fused to a heterologous DNA-binding
domain could function from both proximal and remote
binding sites, whereas the glutamine-rich SpI activation
domain functions only when the binding site is close to
the TATA box. Interesting in this context is a study
by Hagmann et al. (90). They show that, although the
VP16 activation domain can act from a distance when
linked to a heterologous DNA-binding domain, the intact
VP16 molecule functions only when bound in a promoter-
proximal position.

Acidic activation domain: The activation domain of a
number of well-characterized transcriptional activators
such as GAL4, VP16, steroid hormone receptors, etc.
is characterized not so much by a specific sequence,
but by the preponderance of negatively charged amino
acids (91—94). Deletion of a 30-amino-acid region of
GAL4 that has six acidic residues reduces its activity
dramatically (95). GCN4 is another example of an
activator with a preponderance of acidic amino acids in
the activation domain whose deletion affects activity (96).
In fact, when random bits of E. coli DNA were fused to
the GAL4 DNA-binding domain, a number of sequences
could act as activation domains (97). The only common
feature of these fragments was the net negative charge.
Although it is true that a comparison of the amino
acid sequences of the different acidic activation domains
does not reveal a shared sequence (only the presence of
negative charges), mutagenesis analysis has revealed that
the amino acid sequence may in fact be important (98).
For instance, two mutants that had the same net negative
charge, although with different sequences, differed in their
ability to activate transcription. Similarly, mutations in

amino acids other than those contributing to the negative
charge, in particular the hydrophobic amino acids, also
affected the activity of the transactivating domain. In
fact, Leuther et al. (99) have mutagenized a 21-amino-
acid stretch within the acidic activation domain of GAL4,
eliminating all negatively charged residues, but still have
a transcriptionally active molecule. Thus, although the net
negative charge plays a key role, it alone is not responsible
for the entire effect.

Pro-rich activation domain: A stretch of prolines char-
acterizes the activation domain of CTFl. As in the acidic
activation domains, there seems to be no sequence con-
servation among different polyproline activation domains
except for the preponderance of prolines (100). Proline
is a helix-disrupter, and introduction of proline into a
sequence results in the formation of kinks and turns in
the structure. A proline-rich domain can then be expected
to contain several such kinks and turns, possibly creating
a structure that allows important residues to be posi-
tioned appropriately. Such positioning may be required
for them to make functional contacts with the transcrip-
tional machinery (101). Although the prolines play a key
role in transcriptional activation, residues other than the
prolines cannot be ignored. As in the case of the acidic
activation domain, stretches of hydrophobic residues seem
to be important (100).

Glutamine-rich activation domain: Homopolymeric glu-
tamine repeats characterize another family of tran-
scriptional activators. These were first identified in
the Drosophila factor ANTP (102). Since then, other
Drosophila factors such as NOTCH, BITHORAX, and
ENGRAILED have been shown to contain similar repeats,
which are now referred to as opa repeats (103). Apart from
glutamine stretches, CUT and the Drosophila ZESTE have
a preponderance of alanine residues in their activation
domain (104,105). SpI, another member of this family,
has been the subject of numerous studies that have shed
some light on the mechanism of action of such an activation
domain. Deletion analysis allowed the identification of four
regions that could act as activation domains (106). Two of
these were rich in glutamine residues, and functional
studies attributed all the activation potential to them.

Regulation of Transcriptional Activators

Most activator function can be modulated in the cell.
The degree of modulation can vary from something
quite subtle to a complete activation/inactivation. Several
mechanisms of activation are called into play for different
activators. Many enhancer factors are regulated by
phosphorylation by specific kinases. Phosphorylation
controls the subcellular localization and hence the activity
of NF-/cB, as well as members of the signal transducer
and activator of transcription (STAT) family of enhancer
factors, the DNA-binding affinity of c-jun, and the
activity of the transactivating domain of the cyclic
AMP-responsive element binding protein (CREB) (107).
Ligand binding triggers the activation of steroid hormone
receptors. In the absence of ligand binding, these receptors
are sequestered in complexes with members of the family
of heat shock proteins (108-110). On hormone binding



the receptor undergoes a conformational change and
dissociates from the heat shock proteins. It is then able
to dimerize, translocate to the nucleus, and bind DNA.
Other nuclear receptors are capable of DNA binding
in the absence of hormone, but are transcriptionally
inactive because of their interaction with repressors of
transcription. Hormone binding is required to relieve
this repression (111). The heat shock response is another
example of inducible gene expression. The transcriptional
activator in this case is the HSF. In fact, this factor
is involved in most cases of stress response, including
exposure to heavy metals, amino acid analogues, and
oxidative stress. Under normal conditions, the HSF is
present both in the cytoplasm and in the nucleus in
a monomeric form. The monomer is sequestered in a
non-DNA-binding form in a complex with hsp70. During
heat shock or other stress, there is a large increase
in the number of misfolded proteins, which compete
with HSF for binding to hsp70. HSF monomers released
as a consequence are thus free to trimerize and bind
DNA (112).

In cases where an added stimulus is required to activate
the molecule and thus induce transcription, there is an
added level of control as compared to constitutively active
molecules such as SpI, GAL4, VP16, etc.

Mechanisms of Transcriptional Activation

The complexity of the pol II initiation pathway provides
numerous points that can be targeted by activators of
transcription, and this is shown schematically in Figure 2.
Activators may act by directly facilitating PIC assembly
or by overcoming forces that may repress the process.
Recently it has become clear that nucleosome assembly
blocks the access of the basal factors to DNA. The presence
of some activators causes conformational changes in the
nucleosomal structure that facilitates transcription factor
entry and hence PIC assembly.

The role of the chromatin structure in gene expression
has been the subject of discussion for many years, and
the level of histone acetylation has emerged as an
important factor. Some regulators of transcription have
been shown to mediate their effect by altering levels
of histone acetylation. The retinoic acid receptor is a
member of a family of sequence-specific DNA-binding
proteins that mediate the effect of the retinoid hormones.
In the absence of hormone, these receptors interact
with factors (SMRT and N-Cor) that have a deacetylase
activity (113,114). When recruited to the promoter, these
factors will deactylate and hence render the chromatin
conformation nonconducive to transcription initiation.
On hormone binding, not only is the interaction of the
receptor molecules with the deacetylases reduced, they
now interact with coactivators that can increase the
acetylation level and hence favor the recruitment of the
transcription machinery (115). Thus the emerging view
for the mechanism of transcriptional regulation by such
activators would be by recruiting factors, both negative
and positive, to the vicinity of the promoter. These would in
turn alter the state of the chromatin to repress or facilitate
transcription factor assembly (reviewed in Ref. 116).

Apart from negatively and positively acting cofactors
that modify the chromatin accessibility of GTFs, there
are others that interact directly with the GTFs. Negative
cofactors such as DR1/NC2 (117) and NCl (118) repress
basal transcription. In the case of DRl, the basis of the
repressor function is its ability to interact with TBP and
inhibit the subsequent recruitment of TFIIB. DrI is thus a
general repressor of transcription, in contrast to repressors
that have specific targets based on their DNA-binding
specificity [Kruppel (Kr), or, evenskipped (eve)] ability to
interact with a specific transcription factor (IkB). DrI does,
however, share some sequence homology in glutamine-
and alanine-rich regions with these latter repressors. By
deletion analysis, the alanine-rich region has been shown
to mediate repression by DrI (119). This repression is
overcome by transcriptional activators, such that the fold
activation is higher than if the activation was over a
nonrepressed state. Mediating the action of the activators
are the positive cofactors. In contrast to TAFs that are also
required for activator-mediated transcription, coactivators
are not part of the TFIID complex. One of the better-
characterized positive cofactors is PC4 (88). Its cDNA was
cloned recently, and comparison of its amino acid sequence
with known transcriptional activators revealed shared
motifs between PC4 and herpes virus immediate early
IE62 and ICP4 of herpes simplex type 1 virus (88,120).
PC4 does not affect basal transcription but enhances
the response to glutamine-rich, acidic, and proline-rich
activators.

There are some activators that make direct contact
with the components of the PIC, thereby facilitating their
recruitment. The herpes simplex virus transcriptional
activator VP16 does not bind DNA itself but carries a
strong activation domain and thus potentiates transcrip-
tion via interaction with DNA-binding proteins. The VP16
activation domain, rich in negatively charged amino acids,
is of the acidic type. It is able to interact with TFIIB,
one of the basal transcription factors that is instrumental

Figure 2. Schematic representation of the mechanisms of tran-
scriptional activation. Transcriptional activators are composed
of a DNA-binding domain, an activation domain and possibly a
dimerization domain. They can mediate their effect via coacti-
vators, TAFs, or direct interaction with the GTFs (see text for
details).
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in recruiting pol II to the PIC (121,122). Binding of VP16
to TFIIB is thought to alter TFIIB conformation, such
that it is more conducive to pol II recruitment. The N-
and C-terminal domains of TFIIB are folded together by
intramolecular interactions. Binding of VP16 destroys this
interaction, exposing binding sites for TFIIF, pol II and
TBP, thus driving PIC assembly (123). Another GTF that
is a direct target of several activators (SpI, VP16, NTFl,
and Zta) is TFIIA (124).

Activators such as VP16 affect not only PIC assembly
but can also affect pol II processivity. As has been men-
tioned, TFIIE/TFIIH basal transcription factors control
the phosphorylation state of the CTD. That in turn deter-
mines whether the pol II is capable of participating in PIC
assembly or in chain elongation. Initiation of transcrip-
tion can take place with complexes lacking TFIIE/TFIIH,
but such initiation results in an increased rate of abortive
RNA synthesis (125). By recruiting TFIIE/TFIIH to the
initiation complex, activators ensure that the pol II is com-
petent for complete elongation. Direct contact between
TFIIH and activators such as VP16 has been demon-
strated (126).

Another component of the basic transcriptional appara-
tus that is targeted by transcriptional activators is TFIID.
TFIID is a multiprotein complex containing TBP and at
least 12 TAF's. A number of TAF molecules have been
cloned from yeast, Drosophila, and humans. The major-
ity of these display a striking evolutionary conservation.
Primary sequence analysis of the TAFs revealed the pres-
ence of a number of well-known sequence motifs such
as Spl-like glutamine-rich domains (hTAF135, dTAFllO),
WD40 repeats (hTAF95, dTAF80), and HMG domains
(hTAF250, dTAF250) (reviewed in Ref. 9). Transcriptional
activators recruit TFIID by interaction with TAFs. It is
reasonable to think of TAFs as molecules that receive and
integrate signals from a number of activators and coac-
tivators and then convey this information to the rest of
the GTFs in the PIC. This idea is based both on biochem-
ical evidence demonstrating direct interactions of certain
activators with TAFs and also on studies of the effect of
disrupting these interactions on the ability of the activator
to function. Another experimental approach that supports
this idea is that of partial reconstitution of TFIID. The
effect of the presence/absence of a certain TAF can be
correlated with the ability of a particular activator to
function (127). Different activators interact with different
TAF's. Several activators interact with more than one
TAF; for example, the glutamine-rich activation domain
of SpI with dTAFllO and the DNA-binding domain with
hTAF55 (128), the VP16 activation domain with dTAF42
and hTAF31 (129,130), and the isoleucine-rich activa-
tion domain of NTFl with dTAF150 and dTAF62 (127),
to name just a few. Biochemical interactions of certain
TAFs with pol II have been demonstrated. It also appears
that there are TAF-TAF interactions, for example,
hTAF55-hTAF20/15 (131), hTAF250-hTAF80 (132), and
hTAF250-hTAF30 (133). Thus there is a very intricate
circuitry comprising many different kinds of intermolecu-
lar interactions. However, a lot of this circuitry has been
established on the basis of biochemical experiments only
and awaits confirmation by functional tests.

Locus Control Region: Globin Gene Expression

The transcriptional activation mechanisms discussed in
the preceding section are operative over a few hundred
base pairs at the maximum. There is an interesting
example of the control of gene expression that is exerted
over several kb. The human /3-globin cluster contains five
genes whose expression is both tissue and developmental-
stage specific and is affected by an extended regulatory
element termed the locus control region (LCR) located
6-21 kb 5' of the cluster (for reviews, see Refs. 134-136).
The LCR has been proposed to modify chromatin structure
over large distances. Each of the five genes has its own
promoter and enhancer. Thus gene regulation in this case,
involves a complex interaction between transcriptional
activators, (both tissue specific and ubiquitous) and
multiple promoters, all being influenced by changes in
chromatin structure.

In the human globin locus the five genes £, Gy, Ay, 8
and P are arranged in a 5' to 3' order that reflects
their developmental expression. The e-globin gene is
expressed in erythrocytes of the embryonic yolk sac.
When the site of hematopoiesis switches to the fetal liver,
the s gene is silenced and the y genes become active.
Finally, in the late fetal period there is a switch to
the 8 and P genes, which stay active during adult life.
All five genes are expressed only in erythroid cells, and
the tissue specificity is controlled to a major extent by
tissue-specific factors binding gene proximal elements.
The importance of the LCR is evident in a naturally
occurring deletion in the LCR region in patients suffering
from /3yS-thalassemia, wherein the /3-globin genes fail to
be activated (137,138). Deletion of the LCR in transgenic
experiments showed appropriate tissue-specific expression
of the p gene, albeit at lower levels (139,140). Thus the
LCR appears to facilitate transcription by keeping the
chromatin in an open configuration. Also, Felsenfeld (141)
reported that the LCR is only active when integrated into
the genome and not when transiently transfected into
cells, again implicating a role for chromatin remodeling.
Furthermore, this effect on chromatin does not take place
in the absence of a compatible promoter (142). The LCR
can be thought of as being composed of four domains,
each a few hundred base pairs in length spread out over
about 10 kb of genomic DNA. Each of these domains
represents an area of increased sensitivity to DNasel
digestion in erythroid cells, but not in nonerythroid cells.
Within these regions of hypersensitivity lie binding sites
for transcriptional activators (143). There are sites for
ubiquitous factors such as AP-I and GT-I, and others for
erythroid-specific factors such as GATA-I and NF-E2. In
fact, the activity of NF-E2 results from the dimerization
of two factors, a ubiquitously occurring 18K factor and
an erythroid-specific 45K factor (144-146). Since both
factors are required for activity it is functionally erythroid
specific. Binding sites for these factors are also present
in the gene proximal enhancer regions and can direct
tissue-specific expression in the absence of the LCR,
although for maximal expression the presence of the LCR
is essential. Thus the LCR may enhance expression both
because it has a high concentration of binding sites for



transcription factors and because it can modify chromatin
structure.

Another important aspect of globin gene expression
concerns developmental regulation. As mentioned earlier,
each of these genes is activated and silenced at precise
moments during the course of erythroid development.
Since each gene is activated by a different set of
factors, one level of developmental regulation comes
from changes in the subset of factors that are active
at any given stage. In support of that idea, transgenic
mice produced with constructs containing either the y
or P gene, but lacking the LCR, expressed these genes
at the correct developmental stage (139,140). However,
from experiments where transgenic mice were made
containing either the y or /3 gene linked to the LCR,
it is clear that changes in the trans-acting environment
do not totally account for developmental switching. In
both cases developmental regulation was lost (147,148).
Correct stage-specific expression was restored when both
genes were linked to the LCR in the same construct (149).
This observation suggests a competition between the two
genes for interaction with the LCR. Which gene is favored
for this interaction is determined by the set of ^cms-acting
factors active at that stage. Thus, although the y and P
genes are present in the genome in a 5' to 3' direction
that reflects the order of developmental expression, stage-
specific switching is not dependent on this arrangement.
Transgenic mice produced with constructs where the
gene order was switched (LCR/? y) still exhibit correct
developmental regulation (148). Where gene order and
proximity to the LCR play a more important role is in the
case of two identical genes linked to the LCR (LCRyy).
Both genes are correctly expressed in the fetal stage;
however, the proximal gene, or the gene closer to the LCR,
has the higher level of expression (150).

POSTTRANSCRIPTIONAL REGULATION: mRNA STABILITY

In eukaryotic cells the abundance of a particular message
can vary many-fold, and this change can take place very
rapidly without a concomitant change in transcription
levels. Thus changes in message stability offer another
important form of regulation of gene expression (for a
review, see Ref. 151). Relatively small changes in mRNA
half-life can have quite dramatic effects on message and
protein abundance. Furthermore, the half-life of an mRNA
species will determine how fast its levels will change as
a result of a change in the rate of transcription. Thus
messages that code for regulatory molecules, whose levels
must change rapidly in response to an external stimulus,
have shorter half-lives than others that code for proteins
whose levels stay relatively constant.

mRNA degradation can occur by several different
pathways (for a review, see Ref. 152). In many cases,
the signal for the onset of degradation can come from
deadenylation, and degradation proceeds in a 3' to
5' direction. In other cases, deadenylation can trigger
decapping, and degradation occurs in a 5' to 3' direction.
Evidence for the latter mechanism comes from studies in
yeast where the deletion of XRNl, the major nuclease
responsible for 5' to 3' degradation, results in the

accumulation of uncapped messages (153). The uncapped
intermediate is normally not present, probably because
it is so short-lived. Although there is no clear evidence
for a direct interaction between the 5' and 3' ends, the
number of circular polysomes seen in electron micrographs
is suggestive of such an interaction (154). There are
also cases of mRNA degradation by endonucleolytic
cleavage that is initiated in the absence of deadenylation.
Intermediates of such a degradative pathway, in other
words capped 5' and adenylated 3' halves of messages, are
detected in vivo (155-157).

Another deadenylation-independent pathway involves
decapping followed by 5' to 3' exonucleolytic cleavage.
Exonucleolytic cleavage of uncapped mRNA is part of a
surveillance mechanism operative in the cells to ensure
the removal of aberrant messages. How aberrant messages
are recognized as such is unclear, but this is an important
mechanism that increases fidelity of gene expression.
Messages that contain nonsense codons, unspliced introns
or 3'UTRs of abnormal length, can be eliminated by this
mechanism (158-161). Most of the evidence for such a
surveillance mechanism comes from studies in yeast and
C elegans. In fact, proteins have been identified in both
species whose mutation results in a shutdown of this
pathway (162—164). In mammalian cells the situation is
a little less clear, and there is some evidence that at least
some aberrant messages may be degraded in the nucleus.
For example, in the case of the triosephosphate isomerase
gene, the steady-state level of a message containing a
missense mutation is about fivefold less than that of
the wild type, even though no difference is seen in
the cytoplasmie decay rates (165-167). In other cases
degradation appears to be cytoplasmie (168,169). Thus in
mammalian cells there are probably several mechanisms
to get rid of aberrant messages.

Over the years, a number of studies have attempted
to identify sequences in the message that affect its
stability. Several sequences and the trans-acting factors
that recognize them have been identified, and it is clear
that there are two types: sequences that affect many
different kinds of messages and others that are message
specific. The majority of sequences identified are in the 3'
untranslated region (UTR). However, there are examples
of such sequences both in the coding region and in the
5' untranslated region of the message. The identification
of sequences in the message that mediate the effect
of stabilizing or destabilizing extra/intracellular signals
have led to the identification of the proteins that bind to
them, and in some cases the elucidation of the operative
mechanisms.

3'UTR

PoIyA. Most mRNAs in a mammalian cell have a
polyadenylated (polyA) tail at their 3' end. This stretch of
adenine residues appears to be implicated in a number of
aspects of RNA metabolism, including nuclear processing
of pre-mRNA, transport to the cytoplasm, translation, and
message stability. The polyA tail is recognized by the
polyA-binding protein, and removal of either the polyA
sequence or the binding protein is known to destabilize
many messages (170). However, it should be noted that



deadenylation in itself is not necessarily a sufficient cue
for the onset of 5' to 3' decay, since there exist in the cell
examples of relatively stable messages essentially without
a polyA tail (171-173).

AU-Rich Regions. Several relatively unstable RNAs, for
example, those encoding some transcription factors or
growth factors belonging to the group of early response
genes (ergs), contain AU- or U-rich regions (AUREs) in
their 3'UTRs. The first direct evidence that such regions
could function as destabilizing sequences came from
experiments where a 51-nucleotide fragment containing
AUUUA motifs from the 3'UTR of the GM-CSF message
was inserted into the 3'UTR of the normally stable
/?-globin message. The chimaeric message was clearly
destabilized (174). Since then, AU-rich sequences have
been found in several genes, and analysis of these
sequences has revealed several important features of this
element (175,176). First, the AUUUA motif is neither
necessary nor sufficient to form a functional element.
Several examples of destabilizing AUREs have been
described (such as one from the 3'UTR of the c-jun and
zif 268 mRNAs) that are functional but have no AUUUA
sequence. Both of these AUREs are just U-rich domains.
Other mRNAs, such as the c-fos mRNA, have, in addition
to the AUUUA pentanucleotide, a UUAUUUA(U/A)(U/A)
motif that appears to be functional as a destabilizing
element. Thus the AURE is a composite element that can
be composed of AUUUA motifs, U-rich domains, and/or the
UUAUUUA(U/A)(U/A) motif, and it is the combination of
the different elements that determines the destabilizing
potential of any AURE.

AUREs are recognized by a family of proteins called AU-
binding proteins (AUBP). Several of these have been iden-
tified and cloned. These include the heterogeneous nuclear
ribonucleoprotein (hnRNP) Al (177,178), hnRNP C (177)
and hnRNP AO (179), glyceraldehyde-3-phosphate dehy-
drogenase (180), Auf(181), and a 32-kDa protein (182).
The ability of these proteins to interact with the AURE
has been correlated with the destabilizing function. Since
most of the genes that have AUREs in their 3'UTR are
sensitive to external stimuli, it is reasonable to suppose
that the activity of the proteins mediating the effect would
also change in response to extracellular stimuli. There is
evidence that some AUBPs are not constitutively active.
For instance, the glucocorticoid -mediated destabiliza-
tion of interferon mRNA is dependent on the presence
of the AURE, and glucocorticoids regulate the activity of
AUBPs that bind the AURE in the 3'UTR of interferon
mRNA (183). It is clear that there is no single model that
can describe all AURE-dependent destabilization; how-
ever, there are common features. In all cases the process
starts with a deadenylation, albeit to different degrees
and with different kinetics in different cases. This is fol-
lowed by the degradation of the message, but it is not
clear whether it is endo- or exonucleases that mediate this
process or whether they are the same ones in all cases.

Ribonucleotide Reductase mRNA-Binding Protein. Ribo-
nucleotide reductase is composed of two subunits, Rl
and R2. The stability of the two messages Rl and R2

is controlled by proteins RlBP and R2BP, respectively.
The binding of these two proteins destabilizes the
mRNA. The two proteins recognize different sequences
in the 3'UTRs of the two messages. RlBP recognizes
then 8-nucleotide sequence CAAACUUC, whereas R2BP
recognizes UCGUGUGCU. However, the binding activity
of both RlBP and R2BP is altered by a protein-kinase-C-
dependent mechanism. Agents that activate the protein
kinase C pathway decrease the binding affinity of the
two proteins for their respective binding sites, and this
leads to a stabilization of the message (184—186). The
situation for R2 is further complicated by the fact that a
second protein recognizes a different region in the 3'UTR
of the mRNA (187). This is a 75-kDa protein whose binding
stabilizes the message, as opposed to R2BP binding that
destabilizes it. Thus the stability of the R2 message at
any given moment is the result of a balance between the
opposing effects of R2BP and the 75-kDa protein.

Iron Homeostasis. Iron homeostasis is controlled by two
proteins, the transferrin receptor, which imports iron into
the cell, and ferritin, which is a major intracellular storage
protein for iron. An iron-responsive sequence is present in
both of these messages, but at different locations and
with different effects on the metabolism of these two
mRNAs (for reviews, see Refs. 188,189). The 3'UTR of the
transferrin receptor mRNA contains five copies of the iron
responsive element (IRE). The IRE is recognized by the
iron-responsive protein (IRP), whose ability to recognize
the IRE is regulated by the level of intracellular iron (190).
When iron is abundant, the conformation of the protein is
such that it has a low affinity for the IRE. In the absence
of IRP binding, the transferrin receptor message is not
very stable. In contrast, when intracellular iron is low, the
IRP-IRE complex forms and the message is stabilized by
20- to 30-fold. A greater abundance of the receptor message
would be expected to translate into higher levels of the
protein, which in turn would enhance further iron uptake.
The ferritin message, on the other hand, does not need to
be present in great quantities when iron levels are low;
so it is down-regulated. This down-regulation is mediated
by the same element, except this time it is present in the
5'UTR and blocks translation of the ferritin mRNA.

Histone mRNA. Histone mRNA needs to be regulated
in a cell-cycle-dependent manner (for reviews, see
Refs. 191,192). It is only during the S phase that there
is a lot of histone production. At the end of the S phase
there is a rapid decrease in the half-life of the message.
This destabilization is mediated by the last 30 nucleotides
of the message, which, unlike most other messages,
does not contain a polyA tail (193). This 30-nucleotide
stretch can assume the conformation of a stem—loop
structure. There are restrictions on the position of this
structure. It has to be at or very close to the 3' end
of the message. Also, its distance from the termination
codon cannot be varied. It is recognized by an ~50-kDa
protein, the binding of which renders the message more
stable (194,195). Other proteins have also been reported
to recognize the stem-loop structure and thus may also
be involved in regulating the stability of the histone



message (196,197). The situation is further complicated
by the observation that histones themselves destabilize
their own mRNA, and the effect seems to be mediated by
the same terminal 30 bases (198). There is, however, no
evidence that histones act by directly interacting with the
stem-loop structure. Thus, they possibly act by altering
the binding activity of one of the proteins that do recognize
this structure.

Coding Region: c-fos Message

The c-fos message presents another example of an mRNA
species that undergoes rapid changes in its level. When
serum-deprived cells in tissue culture are exposed to
serum or growth factors, c-fos is rapidly induced. As was
discussed, the rapidity with which an mRNA species can
change its levels is related to its half-life, and proteins
whose level must fluctuate rapidly usually have very
unstable messages. The instability determinant in the
c-fos message is located in its coding region. It is contained
in a stretch of 320 nucleotides that codes for the basic and
leucine zipper regions of the protein (199,200). However,
it does not appear to be the peptide that is coded by this
stretch that is responsible for the effect, because even
a frame-shifted message, where the protein produced is
quite different, has the same kinetics of disappearance.

5'UTR

There are several examples in the literature that
demonstrate the effect of the 5'UTR sequence on message
stability. For instance, certain plasmacytoma cells contain
chimaeric messages with a 5'UTR that is derived from
the intron of the immunoglobulin gene and a coding
region and 3'UTR from exons 2 and 3 of the c-myc gene.
This fusion product is more stable than the wild-type
c-myc mRNA, and the stability correlates with the length
of the immunoglobulin intron sequence that forms the
5'UTR. Although there have been a number of studies to
identify specific sequences and elucidate the mechanism
of message stabilization/destabilization, it appears that no
one rule applies to all messages. However, certain common
themes are apparent. For instance, message stability does
appear to be linked to translation. A stem-loop structure
that interferes with translation can confer higher stability
to a message. This is nicely illustrated in a study by
Aharon and Schneider (201), wherein a chimaeric message
containing the coding region of the hepatitis B virus
surface antigen and a 3'UTR with the AURE from the
GM-CSF mRNA has a short half-life of 18 min. The
introduction of a stem—loop structure, in the 5'UTR,
stabilizes it such that now the half-life is 7 hours. If,
however, an IRES sequence is introduced downstream of
the block, the stabilization effect is lost. In this case, it
is clear that it is not the sequence per se, but its effect
on translation, that conferred the stability. Consistent
with this idea, inhibitors of translation stabilize messages
several-fold (201). This is possibly related to the protection
that polysome assembly might provide to the mRNA.
There are, however, exceptions to the rule. For instance,
a chimaeric message containing an IRE in the 5'UTR, the
transferrin receptor coding region, and the c-fos AURE is

not stabilized if translation is inhibited (202). An added
complication in the case of the c-myc message is that
the C-terminal coding sequences have to be present
for the message to be stabilized in the presence of
translation inhibitors. Thus c-myc mRNA is stabilized
four-fold in the presence of cycloheximide only if the
C-terminal coding sequence is present (203-205). Another
mechanism that may explain message stabilization by
translational inhibitors is the depletion of short-lived
RNAses as a consequence of inhibiting translation. Any
RNA that was normally degraded by one of those RNAses
would then be stabilized. For example, Eg2 is an oocyte
RNA that is stabilized by cycloheximide, without having
been associated with polysomes (206).

MECHANISM OF TRANSLATION INITIATION AND ITS
REGULATION

Regulation of gene expression often involves control at the
translational level, especially in cases when a very rapid
response is required. Since translation is the last step
before a protein is produced, if the cell can store inactive
mRNA until the moment a particular protein is required,
all the time required for transcription, processing, and
transport can be saved, and protein production can start
relatively rapidly. Most of the control of translation occurs
at the initiation step, which is usually the rate-limiting
step of translation (reviewed in Ref. 207).

Translation Initiation

For translation to begin, an mRNA molecule has to
associate with the ribosome to form the polysome. It
does so, not with the intact ribosome, but with the 4OS
subunit, and this mRNA-4OS complex then associates
with the larger 60S subunit. Thus, during the first step
of translation initiation, the 80S ribosomes reversibly
dissociate into 60S and 4OS subunits. These subunits are
composed of a number of proteins and RNA molecules,
some of which have been shown to play crucial roles
in the process of initiation. Two such ribosomal factors,
eIF-3 and elF-lA, are thought to shift the equilibrium
towards dissociation. The intracellular conditions favor
the association of the two subunits to form the 80S
ribosome. eIF-3 and elF-lA keep the subunits dissociated
long enough to allow binding of a mRNA molecule.
Sequence analysis of elF-lA has shown that it has a basic
N-terminus and an acidic C-terminus (208,209). Such a
dipolar structure is consistent with its role as a molecular
bridge between different factors.

After subunit dissociation, the following steps take
place: (1) binding of Met-tRNAi (tRNA carrying the
initiator methionine) to the 4OS ribosomal subunit to
form the 43S preinitiation complex, (2) the binding of
this complex to mRNA to form the 48S intermediate, and
(3) the assembly of the initiation complex as a result of
association with the 60S subunit. During these steps some
of the initiation factors that participated in the process are
released so that they can be recycled for another round of
initiation (Fig. 3).



Binding of MeMRNAi to the 4OS Ribosomal Subunit. For
the binding of Met-tRNAi to the 4OS ribosomal subunit,
it has to be a part of a ternary complex with eIF-2
and GTP (210). Since all mRNAs need the initiator
methionine, regulation at this step is very effective for
global control over protein synthesis, and in fact the
cell uses this step very efficiently to this end. Central to
this control mechanism is eIF-2 phosphorylation. Highly
phosphorylated eIF-2 is capable of forming a ternary
complex with Met-tRNAi and GTP. However, it is not
capable of efficient guanine nucleotide exchange at the
end of the cycle, when it must exchange the bound GDP
for GTP enabling it to be released and participate in a
new cycle. The exchange reaction is normally catalyzed by
eIF-2B, but in the situation where eIF-2 is phosphorylated,
and hence unable to carry out this exchange, eIF-2B
remains bound to the eIF-2-GDP complex, creating a
short supply of eIF-2B molecules to catalyze the exchange
for even the nonphosphorylated molecules (211,212). Thus
not only do the hyperphosphorylated molecules of eIF-2 not
get recirculated to complex with other Met-tRNAis, even

Figure 3. Schematic representation of the
process of translation initiation. Binding of
met-tRNAi to the 4OS ribosomal subunit to form
the 43S preinitiation complex; the binding of this
complex to mRNA to form the 48S preinitiation
intermediate; the assembly of the initiation
complex as a result of the association of the 60S
ribosomal subunit (see text for details).

the nonphosphorylated molecules cannot be recycled for
another round of translation initiation because of the lack
of free eIF-2B molecules. One level of control of the degree
of phosphorylation of eIF-2 is affected by p67, inasmuch
as when p67 is bound to eIF-2, the p67-eIF-2 complex
resists phosphorylation (213,214). Thus variations in the
level of p67 would be expected to affect the level of eIF-
2 phosphorylation. In situations where the cell needs
severely to reduce protein synthesis, for instance, during
heat shock, amino acid starvation, exposure to heavy
metals, or viral infection, eIF-2 phosphorylation provides
a rapid and effective means of regulation.

mRNA Recruitment. Once the ribosome-Met-tRNAi
complex has formed, the 4OS subunit is ready to associate
with an mRNA species to be translated. The efficiency of
this step for a particular mRNA species can determine
its rate of translation and thus provides a means of
differentially regulating the translation levels of different
mRNAs. This association can be via the 5' end, the middle
or the 3' end of the message. Since it is the first of these
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possibilities that is most frequently observed and is best
studied, we will start by discussing it.

At their 5' ends all eukaryotic messages have a modifi-
cation, the cap structure (7mGpppN, 7-methyl guanosine
triphosphate), and this is central to ribosomal recruit-
ment. Although uncapped messages can be translated
both in vitro and in vivo and thus the requirement for
the cap structure does not appear to be absolute, it
is clear that the presence of the cap structure greatly
stimulates translation initiation. Apart from initiation,
the cap has been implicated in RNA splicing, transport,
and stability (215). The cap structure is recognized by
the cap binding protein eIF-4E. eIF-4E associates with
eIF-4G to form a larger complex, eIF-4F. eIF-4G's role
is to make contact with the 4OS ribosomal subunit, and
it does so via the ribosomal factor eIF-3 (216,217). Also
eIF-4G binds eIF-4A, an ATP-dependent RNA helicase
whose activity is stimulated by eIF-4B (218). Thus the
ribosomal subunit is recruited to the 5' end of the mes-
sage, and bridging this interaction are eIF-3, eIF-4G, and
eIF-4E. All these interactions are also the target of strict
control. For instance, cells express a family of proteins
called the 4E-binding proteins (4E-BPs), which, as their
name indicates, bind eIF-4E and in doing so inhibit its
association with eIF-4G (219). This family of inhibitory
proteins shares among its members and with eIF-4G an
amino acid motif that is responsible for eIF-4E binding,
resulting in competition for eIF-4E binding. The degree
of binding is controlled by the level of phosphorylation of
these factors. Dephosphorylation enhances their associa-
tion with eIF-4E and consequently inhibits translation;
conversely, phosphorylation reduces this interaction and
stimulates translation. Growth factors have been shown
to induce 4E-BP phosphorylation, and studies involving
specific inhibitors for different pathways suggest a path-
way involving phosphatidylinositol-3-kinase (PI3K) and
the FRAP/RAFT1 family of kinases (220,221).

eIF-4E itself is phosphorylated, and this is another
important method of regulating the initiation of transla-
tion. eIF-4E phosphorylation increases after a wide variety
of growth-stimulatory stimuli that are associated with
an increase in translation. The increased level of phos-
phorylation of eIF-4E enhances its binding to the cap
structure and its interaction with eIF-4G (222,223). It is
not clear what the physiological kinase is, since there is
some evidence for the involvement of PKC (224) and other
evidence for the involvement of an insulin-stimulated pro-
tamine kinase (225). Altering eIF-4E activity is a strategy
employed by a number of viruses to reduce host cell pro-
tein synthesis. Adenoviruses (Ad) decrease the amount of
phosphorylated eIF-4E in the cells they infect in order to
slow down host cell protein synthesis (226). Thus a 10- to
20-fold reduction in the level of eIF-4E phosphorylation is
observed, displaying kinetics that correlate with suppres-
sion of cellular protein synthesis. The adenoviral mRNAs,
however, continue to be translated, since their tripar-
tite leader (tpl) sequence makes them less dependent on
phosphorylated eIF-4E. The Ad-tpl is a 200-bp stretch of
5'UTR that is remarkably low in secondary structure. This
makes Ad mRNAs less dependent on a functional eIF-4F
complex, which can melt secondary structure due to the

association of eIF-4A and eIF-4B. The polio virus, on the
other hand, targets the same factor but uses a different
strategy to reduce the levels of active eIF-4E. It induces
its degradation (227).

The Scanning Model: Kozak Consensus Sequence. Asso-
ciation of the 4OS subunit is followed by migration
in a 5' to 3' direction toward the initiator AUG. Any
secondary structure that it may encounter en route is
undone by the recruitment of additional eIF-4A and
eIF-4B. The sequence around the initiator AUG is also
thought to play an important role in ribosome recruitment.
After analyzing numerous vertebrate mRNA sequences
at their initiator methionine and studying the effect of
manipulating sequences in the vicinity of the AUG on
their relative translational efficiency, Kozak determined
a consensus sequence around the initiation codon that
favors binding (A/GCCAUGG) (228-230). These studies
revealed that mutation of the purine at —3 or the G at
+4 to a pyrimidine greatly reduced the chance of the
AUG being recognized by the 43S complex. The context of
the AUG becomes particularly important when additional
AUGs are present in the 5'UTR. If the upstream AUG is
in a good context, it can significantly affect translation
initiation at the downstream AUG. That is, if the AUG
is part of the Kozak consensus, this favors translation
initiation. Thus if the are two AUGs on a message and the
first one is in a favorable context, the scanning ribosome
will use it to initiate translation. This might reduce the
frequency with which the second AUG is used.

Structural Features in the mRNA that Influence Its
Recruitment. In general, the efficiency of 4OS recruitment
to the mRNA is greatly influenced by the accessibility
of the cap structure to eIF-4F, and thus lack of
strong secondary structure, sufficient length, and lack
of upstream AUGs or protein-binding sites in the
5' untranslated leader all make for increased translated
messages (231). The inhibitory effect of a highly structured
5' UTR can be reduced under different physiological
conditions, in selective tissues, or during different stages
of development. For instance, a number of messages
that code for proteins implicated in cell proliferation
are encumbered by 5' UTRs with a high potential to
form secondary structure (232). Under conditions of cell
proliferation, activation of factors such as eIF-4A and
eIF-4B that would melt the secondary structure can be
envisioned as a mechanism to augment translation of these
messages. Furthermore, altered forms of the messages
lacking the inhibitory motifs have been reported to be
expressed by certain tumor cells (233,234). A 5' terminal
oligopyrimidine tract (about 5-14 nucleotides long)
mediates the growth-dependent translational stimulation
of a family of mRNAs encoding several ribosomal proteins,
the translation elongation factors IA and 2, and the
polyA binding protein (235,236). This tract is predicted
to assume a hairpin structure and results in the
underutilization of RNAs that contain it in their 5' ends.
The translation of these messages may be dependent on
the cell cycle and is selectively enhanced during growth
stimulation (237). The identification of factors that bind



this tract will be important in elucidating the mechanism
of action. Another example of a message whose translation
is selectively inhibited is the c-myc mRNA. Its 57UTR can
significantly inhibit translation in unstimulated Xenopus
oocytes but is ineffective in mature fertilized eggs. There
are other examples where the secondary structure is
stabilized by protein binding. A widely studied mechanism
is the one used by ferritin mRNA (238,239). A high
concentration of iron specifically reduces translation of this
message. This regulation is mediated by a cap-proximal
sequence, the iron-responsive element (IRE). A complex
of iron and iron-regulatory proteins (IRPl and IRP2) can
bind this sequence and block the recruitment of the 4OS
ribosomal subunit to the cap structure (240). Since the
inhibition is based on steric hindrance, the position of the
IRE with respect to the cap structure is crucial to the
regulatory process (241).

Role of PoIyA in Initiation. Finally it is important to
discuss translation stimulated by the 3'end, in other
words the polyA tail. Over the years, it has become clear
that the presence of a polyA tail stimulated translation
initiation, both from messages with a functional cap
structure and from others without a cap structure. In
messages with a cap structure, there appeared to be
a synergy between cap- and polyA-stimulated initiation
and thus to require the participation of eIF-4E. It was
only after the identification of the polyA binding protein
(Pablp) that it became possible to gain an insight into
the possible mechanism of this stimulation. Using GDP-
affinity chromatography, it was discovered that there
is a direct interaction between Pablp and eIF-4G, and
that this interaction required RNA. Furthermore, if the
Pablp binding site on eIF-4G was mutated, the polyA
tract was no longer able to stimulate cap-dependent
initiation (242)

Reinitiation: IRES Elements and 4OS Recruitment

The presence of upstream AUGs may or may not present
a serious problem for initiation at the authentic AUG
depending on the context of the upstream AUGs. If it is
present in a weak context, it will simply not be recognized
efficiently by the 4OS subunit, which will continue
scanning the message until it finds the downstream
initiation codon. There would thus be initiation at both
AUGs and, depending on whether they were in frame or
not, two peptides differing in their 5' ends or two different
peptides would result. This would not constitute a case of
true reinitiation, since it is just an extention of scanning.
However, in cases where there is a termination codon
between the two AUGs, the first open reading frame will
be translated and then some of the 4OS subunits will
remain bound, continue scanning, and reinitiate at the
downstream authentic initiation codon. The efficiency of
the process is determined by factors such as the length of
the first cistron. Reinitiation is favored when the length
of the first cistron is not too great, perhaps because some
essential factor remains associated for a relatively brief
period. Also, the distance of the second AUG from the
first mini cistron influences the probability of reinitiation.

Since the 4OS subunit needs to reacquire Met-tRNA-elF-
2-GTP for reinitiation, a relatively large distance between
the two cistrons is the preferred scenario.

Most eukaryotic messages use the cap-dependent
initiation mechanism discussed. However, there are
some examples of initiation within the message. This
was first observed in positive-stranded picornaviral
mRNAs where it was unclear how the ribosome was
recruited to messages with extremely long (600-1500 bp)
5' untranslated regions. These are encumbered with a
number of AUGs in a good context that would easily be
recognized by a ribosome scanning the message and thus
greatly reduce initiation at the true initiation codon. They
also have regions of stable secondary structure that also
greatly inhibit the scanning mechanism.

Experiments were conducted to explore the possibility
that the 5'UTR has specific sequences capable of directing
translation initiation involving an alternative initiation
mechanism. Translation from dicistronic messages was
studied where the sequence between the two coding
regions was either the noncoding region (NCR) of polio
virus or an unrelated sequence. It was seen that the
first cistron was translated equally well in the two cases,
but the second cistron was only well translated when
preceded by the NCR of the polio virus (243). Analysis of
the polio virus NCR sequence allowed the identification
of the sequence that supported translation initiation, the
internal ribosome entry segment (IRES).

Since their identification, IRES elements have been
detected, not only in other viral mRNAs, but also in some
eukaryotic messages (244-246). Among the viruses, the
picornaviruses, are notable since all of them have been
shown to contain IRES elements. Furthermore, on the
basis of sequence comparison, they have been classified
into three different groups (247). In fact, it is not so much
the sequence itself but the resulting secondary structure
that is shared among members of a group. The first group
contains the type I IRES elements, which can be as far
as 50-100 base pairs upstream of the initiator AUG;
this group includes IRES elements from enterovirus and
rhinovirus messages (e.g., poliovirus). The type II elements
contain the initiation codon at their 3' boundary, and it is
the cardiovirus and aphtovirus that fall into this category.
The third type of IRES elements is that of the hepatitis
A virus, and it too contains the initiation codon at its
3' end. Initiation from type II elements is more efficient,
presumably because the proximity of the IRES element
to the AUG precludes the need for ribosomal scanning
of a long NCR sequence before binding at the initiation
site. Strangely, the hepatitis A virus IRES is not efficient
either in vitro or in vivo. Clearly, there are factors other
than the proximity of the IRES to the AUG that determine
efficiency (248).

Secondary structure, which is so well conserved among
members of a group, appears to be important for the
function of the IRES. There is evidence that the stems and
loops that form distinct domains of secondary structure
may serve as binding sites for RNA or protein factors that
may directly or indirectly influence the recruitment of the
4OS ribosomal subunit. There are some indications that a
pyrimidine-rich tract found approximately 24 nucleotides



upstream of the initiation codon plays an important
role in the polio virus IRES, possibly because of its
complementarity with the 18S rRNA. Much more effort
has been focused on the factors that recognize the IRES
(reviewed in Ref. 249), and it seems clear that the same
set of factors that participate in cap-dependent initiation
are also involved in IRES initiation. In recent studies,
eIF-4F has been shown to bind directly to the IRES
element, and this binding is due to the ability of one
of its subunits, eIF-4G, to interact with RNA. eIF-4G
also has the ability to interact with the ribosomal factor
eIF-3. Thus it can make the bridge between the IRES
and the ribosome and affect ribosomal recruitment at the
IRES. This proposed mechanism does not involve eIF-
4E, which normally makes contact with the RNA via the
cap structure (250,251). This is important because this
mechanism has been exploited by picornaviruses as an
alternative initiation strategy.

Several picornavirus proteases are known to cleave
eIF-4G into two fragments, one that contains the binding
site for eIF-4E and the other that contains the binding
sites for both the IRES and eIF-3 (252,253). The second
fragment is thus competent for IRES-dependent initiation,
whereas neither fragment is able to support cap-dependent
initiation. Since most cellular RNAs rely on the latter
mechanism, the virus can be assured of preferential
translation of its messages. Furthermore, in the case of
the picornaviruses, they can afford to have long 5'NCRs
that are also involved in viral replication and yet have
efficient translation of the open reading frame.

Regeneration of the 80S Ribosome

The last step involves the binding of the 60S subunit to
regenerate the ribosome. Before this can take place, the
GTP molecule in the Met-tRNAi-eIF-2-GTP complex is
hydrolyzed in a reaction catalyzed by eIF-5. Finally, the
initiation factors are released from the complex, leaving
the met-tRNA bound to the initiator AUG. At this point
the ribosome is ready to start translation of the coding
sequence.

RECOMBINANT CISTRONS

In order to attain high-level expression of a protein in
a heterologous system, a chimaeric molecule containing
all the relevant information for efficient transcription
and translation has to be constructed. A typical recombi-
nant cistron for overexpression of proteins in mammalian
cells includes a strong promoter/enhancer, splicing sig-
nals, an appropriate leader sequence at the 5' end of
the mRNA for efficient translation, and finally strong
polyA/termination sequences (254). Any plasmid harbor-
ing such a recombinant cistron must contain sequences
for its amplification in bacteria (bacterial replication ori-
gin and selection) and possibly a marker for selection in
mammalian cells (such as the drug resistance genes Neo,
Phleo, Hyg, etc.). For viral vectors other sequences, such
as sequences for packaging, homologous recombination,
etc. need to be included [Fig. 4(a)]. If two genes need to be
expressed coordinately, they can be included on the same

plasmid as two independent transcription units [Fig. 4(b)]
or in a dicistronic configuration (with an IRES) [Fig. 4(c)].
As will be evident in the following discussion, there is no
ideal vector that can perform in every situation. Differ-
ent combinations of the various components have to be
chosen to get the best results for a particular application.
Although the selection of the right promoter/enhancer is
paramount to ensure high-level expression, other compo-
nents of the expression cassette, such as leader sequences,
splice sites, and polyA sites, can also contribute to maxi-
mize gene expression (255). Furthermore, the assembly of
the recombinant cistron must be optimized in the context
of the host cell used for expression (255).

Constitutive and lnducible Promoters

The use of a number of constitutive promoters, derived
both from cellular and viral genes, has been reported.
In general it has been observed that the viral promoters
are more powerful than the cellular ones. This stands
to reason since the virus must maximize the synthesis
of its own proteins. The cytomegalovirus immediate
early (CMV-IE) promoter/enhancer is often used in the
expression cassette since this promoter is one of the
strongest in a wide range of cell types (256,257). Among
the constitutive promoters, there are those that direct
tissue-specific expression. In the tissue in question, then,
this promoter may be very active, but in other tissues
where tissue-specific transactivators are lacking, it may
be less useful. Thus the strength of a promoter has
to be considered in the context of the expressing cell
type. A short list of tissue-specific promoters includes the:
insulin promoter (fi islet cells of the pancreas), elastase
promoter (acinar cells of the pancreas), whey acidic
promoter (breast), tyrosinase promoter (melanocytes),
tyrosine hydroxylase promoter (sympathetic nervous
system), neurofilament protein promoter (brain, neurons),
glial fibrillary acidic protein promoter (brain, astrocytes),
Ren-2 promoter (kidney), collagen promoter (connective
tissue), a-actin promoter (muscle), von Willebrand factor
promoter (endothelial cells), a-fetoprotein promoter (liver),
albumin promoter (liver), surfactant promoter (lung),
CEA promoter (gastrointestinal tract, breast, lung), T-
cell receptor promoter (T lymphocytes), immunoglobulin
heavy chain promoter (B lymphocytes), and muscle
creatine kinase promoter (skeletal muscles) (258).

An elegant strategy for tumor-specific expression
involves using E2F-l-responsive promoters. The rationale
is that, since most tumors have lower amounts of the
retinoblastoma gene product, the activity of E2F-1 in
tumors is not repressed as much as in normal tissues.
Thus an E2F-l-responsive promoter, which has a very low
activity in normal cells, was shown to be as strong as the
CMV-IE promoter in tumor cells (259).

Variability in promoter strengths is documented in a
study by Cheng et al. (260), where the activity of several
promoters was compared in different cell types in vivo
using a transient transfection assay. Cellular promoters
such as the mouse phosphoglycerate kinase (PGK) gene
promoter, mouse phosphoenolpyruvate carboxykinase
(PEP) gene promoter, mouse metallothionein (mMT) gene

Next Page



upstream of the initiation codon plays an important
role in the polio virus IRES, possibly because of its
complementarity with the 18S rRNA. Much more effort
has been focused on the factors that recognize the IRES
(reviewed in Ref. 249), and it seems clear that the same
set of factors that participate in cap-dependent initiation
are also involved in IRES initiation. In recent studies,
eIF-4F has been shown to bind directly to the IRES
element, and this binding is due to the ability of one
of its subunits, eIF-4G, to interact with RNA. eIF-4G
also has the ability to interact with the ribosomal factor
eIF-3. Thus it can make the bridge between the IRES
and the ribosome and affect ribosomal recruitment at the
IRES. This proposed mechanism does not involve eIF-
4E, which normally makes contact with the RNA via the
cap structure (250,251). This is important because this
mechanism has been exploited by picornaviruses as an
alternative initiation strategy.

Several picornavirus proteases are known to cleave
eIF-4G into two fragments, one that contains the binding
site for eIF-4E and the other that contains the binding
sites for both the IRES and eIF-3 (252,253). The second
fragment is thus competent for IRES-dependent initiation,
whereas neither fragment is able to support cap-dependent
initiation. Since most cellular RNAs rely on the latter
mechanism, the virus can be assured of preferential
translation of its messages. Furthermore, in the case of
the picornaviruses, they can afford to have long 5'NCRs
that are also involved in viral replication and yet have
efficient translation of the open reading frame.

Regeneration of the 80S Ribosome

The last step involves the binding of the 60S subunit to
regenerate the ribosome. Before this can take place, the
GTP molecule in the Met-tRNAi-eIF-2-GTP complex is
hydrolyzed in a reaction catalyzed by eIF-5. Finally, the
initiation factors are released from the complex, leaving
the met-tRNA bound to the initiator AUG. At this point
the ribosome is ready to start translation of the coding
sequence.

RECOMBINANT CISTRONS

In order to attain high-level expression of a protein in
a heterologous system, a chimaeric molecule containing
all the relevant information for efficient transcription
and translation has to be constructed. A typical recombi-
nant cistron for overexpression of proteins in mammalian
cells includes a strong promoter/enhancer, splicing sig-
nals, an appropriate leader sequence at the 5' end of
the mRNA for efficient translation, and finally strong
polyA/termination sequences (254). Any plasmid harbor-
ing such a recombinant cistron must contain sequences
for its amplification in bacteria (bacterial replication ori-
gin and selection) and possibly a marker for selection in
mammalian cells (such as the drug resistance genes Neo,
Phleo, Hyg, etc.). For viral vectors other sequences, such
as sequences for packaging, homologous recombination,
etc. need to be included [Fig. 4(a)]. If two genes need to be
expressed coordinately, they can be included on the same

plasmid as two independent transcription units [Fig. 4(b)]
or in a dicistronic configuration (with an IRES) [Fig. 4(c)].
As will be evident in the following discussion, there is no
ideal vector that can perform in every situation. Differ-
ent combinations of the various components have to be
chosen to get the best results for a particular application.
Although the selection of the right promoter/enhancer is
paramount to ensure high-level expression, other compo-
nents of the expression cassette, such as leader sequences,
splice sites, and polyA sites, can also contribute to maxi-
mize gene expression (255). Furthermore, the assembly of
the recombinant cistron must be optimized in the context
of the host cell used for expression (255).

Constitutive and lnducible Promoters

The use of a number of constitutive promoters, derived
both from cellular and viral genes, has been reported.
In general it has been observed that the viral promoters
are more powerful than the cellular ones. This stands
to reason since the virus must maximize the synthesis
of its own proteins. The cytomegalovirus immediate
early (CMV-IE) promoter/enhancer is often used in the
expression cassette since this promoter is one of the
strongest in a wide range of cell types (256,257). Among
the constitutive promoters, there are those that direct
tissue-specific expression. In the tissue in question, then,
this promoter may be very active, but in other tissues
where tissue-specific transactivators are lacking, it may
be less useful. Thus the strength of a promoter has
to be considered in the context of the expressing cell
type. A short list of tissue-specific promoters includes the:
insulin promoter (fi islet cells of the pancreas), elastase
promoter (acinar cells of the pancreas), whey acidic
promoter (breast), tyrosinase promoter (melanocytes),
tyrosine hydroxylase promoter (sympathetic nervous
system), neurofilament protein promoter (brain, neurons),
glial fibrillary acidic protein promoter (brain, astrocytes),
Ren-2 promoter (kidney), collagen promoter (connective
tissue), a-actin promoter (muscle), von Willebrand factor
promoter (endothelial cells), a-fetoprotein promoter (liver),
albumin promoter (liver), surfactant promoter (lung),
CEA promoter (gastrointestinal tract, breast, lung), T-
cell receptor promoter (T lymphocytes), immunoglobulin
heavy chain promoter (B lymphocytes), and muscle
creatine kinase promoter (skeletal muscles) (258).

An elegant strategy for tumor-specific expression
involves using E2F-l-responsive promoters. The rationale
is that, since most tumors have lower amounts of the
retinoblastoma gene product, the activity of E2F-1 in
tumors is not repressed as much as in normal tissues.
Thus an E2F-l-responsive promoter, which has a very low
activity in normal cells, was shown to be as strong as the
CMV-IE promoter in tumor cells (259).

Variability in promoter strengths is documented in a
study by Cheng et al. (260), where the activity of several
promoters was compared in different cell types in vivo
using a transient transfection assay. Cellular promoters
such as the mouse phosphoglycerate kinase (PGK) gene
promoter, mouse phosphoenolpyruvate carboxykinase
(PEP) gene promoter, mouse metallothionein (mMT) gene
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Figure 4. Vectors for expression in mammalian cells, (a) Components of a typical expression
vector. The expression cassette is composed of the promoter sequences link to the transgene
of interest and polyadenylation sequences (pA). There are also splice acceptor (SA) and donor
sites (SD) since splicing may enhance the level of expression. An example of an inducible
promoter is shown diagramatically: The tetracycline-dependent transactivator binds its cognate
DNA- recognition sequence, the Tet operator sequence (tetO) in the absence of tetracycline and
stimulates transcription from the base promoter downstream, (b) A schematic representation
of an expression vector with two independent cassetes of expression, both being driven by the
constitutive promoter of the CMV immediate early ganes (pCMV). (c) A schematic representation
of an expression vector in a dicistronic configuration. Expression of two genes the HSP 70 and the
reporter GFP are both controlled by the tetracyline-regulated promoter resulting in dicistronic
message. The IRES sequence allows reinitiation at the second cistron.
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promoter, bovine /3-lactoglobulin (BLG) gene promoter,
and bovine prolactin (PL) gene promoter were compared
to viral promoters such as the Ad major late promoter
(Ad-MLP), the CMV-IE, the Rous sarcoma virus long
terminal repeat (RSV-LTR), and the simian virus 40
early promoter/enhancer (SV40-E). In most cases the viral
promoters were stronger than the cellular ones. Exceptions
were the PGK and PEP gene promoters that were very
active in the dermis. Also, the mMT gene promoter was
significantly active in epidermal cells. It is important
to keep in mind that most promoter fragments tested
contained more than just the minimal promoter. They
all contained upstream enhancer elements that would
augment transcriptional activation.

Of the cellular promoters used, both the mMT and the
PEP gene promoters contain enhancer elements that can
be induced by the addition of heavy metals or dibutyryl
cAMP, respectively. Two injections of ZnSO4 (20 mg/kg
body weight) resulted in up to a 42-fold increase of
luciferase activity driven by the mMT gene promoter in
the livers of treated animals. Similarly, within 4 h of
an injection of dibutyryl-cAMP there was a 20- to 30-fold
increase in transcription driven by the PEP gene promoter.
Thus these are both examples of inducible elements that
allow precise control of the level of transcription that could
be used in an expression vector.

Other examples of naturally occurring inducible
elements are the hormone-responsive promoters. The
GR has been widely used to drive heterologous gene
expression. Bocquel et al. (261) studied transcriptional
activation from a GR-responsive plasmid in two different
cell lines, HeLa and CV-I. In this study, the transactivator,
GR, was co-transfected with the reporter plasmid, and
thus the effect being measured is over and above any
endogenous GR that may be present in the cell lines in
question. It was seen that the GR's ability to activate
transcription from the same promoter construct was
different in the two cell lines. In the case of HeLa cells,
transcriptional activity increased in parallel with the
increase in GR vector transfected. In the case of CV-I cells,
however, there was an increase when an expression vector
containing the coding region of the GR was transfected into
the cell lines, but only from 0.05 to 1 jig. Further increasing
the amount of DNA transfected (up to 7.5 |ig) had no effect
on the level of transcription. Similar cell-specific variations
were seen for other steroid hormone receptors and deletion
mutants tested in this study. Variations in the levels of
coactivators/corepressors or TAFs that are required for
transactivator function likely account for these differences.
Thus it is clear yet again that the choice of the promoter
elements and the cells in which they are studied are very
closely linked.

When using inducers such as glucocorticoids, heavy
metals, or di-butyryl cAMP, it is important to keep in
mind that they will induce more than just the reporter
construct being studied. A number of cellular processes
can also be affected. This may not always be desirable. To
overcome this problem, prokaryotic and insect regulatory
elements have been adapted to construct gene switches
that function in mammalian cells. Since the inducer
molecules are not expected to have targets in mammalian

cells, the possibility of interference with cellular processes
is reduced. For example, the tetracycline-regulatable
genetic switch (Tet-switch) is one of the most widely used
of these systems, as dicussed in the following. Another
example is the cre/lox-mediated recombination based on
E. coli phage Pl , which has been developed to activate
genes in the tissue of interest. Anton and Graham (262)
showed that the cre-recombinase could be used to excise a
fragment of DNA between the CMV-IE promoter and the
luciferase reporter that Was blocking expression and thus
induce expression in a regulated fashion.

The Tetracycline-Regulatable Genetic Switch. The bac-
terial tetracycline resistance operon has been exploited
in the design of the Tet-switch (263). The transcription
of resistance-mediating genes is negatively regulated by
the tetracycline repressor (tetR) such that, in the absence
of tetracycline, it binds operator sequences downstream
of the start site and blocks transcription. Conversely, in
the presence of the antibiotic, tetR cannot bind these
sequences, and transcription is allowed to proceed.

The addition of a strong activation domain (activation
domain of the herpes simplex virus protein VP16) on the
tetR DNA-binding domain creates a hybrid molecule tTA
that acts, not as a repressor, but as a transcriptional
activator in the absence of antibiotic. tTA is tethered
to DNA via the DNA-binding domain of the repressor,
and the presence of an activation domain allows the
hybrid molecule to function as an activator. Thus, in
the presence of antibiotic, tTA will not bind the operator
sequences, and there will be no activation of transcription
[shown schematically in Fig. 4(a)]. Since in theory the
cis-acting element targeted by the tetR DNA-binding site
is not found in the mammalian cell genome, there is
minimal interference with the expression of other genes.
The tTA transactivator can stimulate transcription from a
promoter containing the tet operator sequences (tetO) but
is prevented from interacting with the tetO by tetracycline
concentrations that are not toxic for eukaryotic cells
(reviewed in Ref. 264). A modified tTA (rtTA) has also been
developed that interacts with the tetO only when certain
tetracycline analogs are present (265). The tet-controllable
transactivator system has become the most widely used
inducible expression system in mammalian cells in
culture (263-269), in plants (270), and in transgenic
mice (271-274). Schultze et al. (271) have generated
a single plasmid Combi-tTA that combines activator
expression and the reporter cassette. Another modification
renders the system autoregulated (269). The minimal
promoter driving the reporter expression was changed to
give a lower basal activity and thus an enhanced induction
level (275). These and other modifications have rendered
the system moderately versatile. However, its efficacy is
not the same in all cells. Specific modifications in certain
components may be required to make it optimal for a given
application.

The Ecdysone-Regulatable Genetic Switch. The Droso-
phila ecdysone inducible system has also been modified
to be used in mammalian cells (276). Ecdysone is an
insect molting hormone, and its action is mediated by the



ecdysone receptor, which forms a functional complex with
the product of the ultraspiracle gene. The strong activation
domain of VP16 has replaced that of the ecdysone receptor,
resulting in a more sensitive activator, VpEcR. This can
heterodimerize with RXR, the mammalian homologue
of the ultraspiracles gene product, such that hormone
activation results in an ~200-fold activation. Since the
natural responsive element of the EcR can be recognized by
the farsenoid X receptor, the binding specificity of VpEcR
has been modified to that of the glucocorticoid receptor.
The modified receptor recognizes a binding site that is
a hybrid between the glucocorticoid receptor binding site
and the RXR receptor binding site, a site not expected
to be found in the genome. The ligand does not have
a mammalian receptor, and VpEcR bound to ecdysone
cannot recognize DNA-binding sites in the mammalian
genome. Thus with these modifications the interference
with cellular transcription is expected to be minimal.

An important consideration when using inducible
systems in cells in culture is the possible presence of
substances in the culture medium that might influence
transcriptional activity of the test construct. For instances,
tetracycline levels in serum may not be negligible, and
thus an artifactually high basal level of activity may be
detected when using the tet-switch with the rtTA activator.
Similarly, other small molecules that can readily enter
the cells such as glucocorticoids, cAMP, metals, etc., if
present in the medium, can complicate the interpretation
of results. A recent report on the analysis of FBS for
the presence of various transcription factors revealed that
certain factors such as ATF-2, SRE-ZBP, GATA-2, TFIID,
and Ets-l/Ets-2, E2F1, Oct-2, p53, and AP2 were in fact
present in the serum (277). Whether or not these factors
enter the cell is not clear, but the possibility that they
might has serious implications for expression analysis.
Internalization by receptor-mediated endocytosis or by a
transport mechanism are reasonable possibilities. It is
also possible that extracellular factors may affect cellular
processes via extracellular receptor binding followed by
signal transduction.

Other Components of Expression Vectors

Transcriptional Terminators. The choice of the 3UTR
and transcriptional terminator can also influence
expression levels. In a study where plasmid DNA was
injected into mouse muscle tissue and transcriptional
activity was assessed with a reporter gene assay, three
different sequences were linked to the coding region of
the reporter gene: the 3'UTR sequences from SV40, which
are 800 bases and include a small t intron; 117 bases of
3'UTR from BGH; and a minimal transcriptional termi-
nator derived from the ^-globin gene, which contains the
polyA and termination signals, but no additional 3'UTR
sequences (278). The /3-globin termination sequence was
found to give the highest results. It happens to be the
one with the shortest 3' sequence. Deleting any extra
sequences from the gene under study might help if they
contained message-destabilizing regions. However, that is
not always the case. For example, a comparison of the
BGH terminator comprising the entire 3'UTR or a deleted
version with just the minimal requirements showed no

difference. The relative inefficacy of the SV40 element is
possibly explained by the presence of a small intron that
gives rise to aberrant splicing.

Intron Sequences. Addition of intron sequences in
expression plasmids has been reported to increase
expression, both in cells in culture and in transgenic
animals. The effect can vary from being absent to 400-
fold depending on the gene being studied (255,279). On
the one hand, the expression of the tk gene is not affected
at all by the presence of intervening sequences. In fact, in
certain cases sequences from this gene can confer intron-
independent expression to another gene, for instance,
the ^-globin gene, whose expression is highly intron
dependent (279). A number of studies have investigated
the mechanism of intron dependence. There does not seem
to be a single mechanism that accounts for all the intronic
sequences. Brinster et al. (280) have studied the effect
of the growth hormone gene introns in transgenic mice
and found an increase in the rate of transcription in the
intron-containing constructs compared to the intronless
ones. The first intron appears to account for most of
the effect. Introns 2 and 3 have a minimal additional
effect. Possibly there are enhancer sequences located in
intron 1 of the growth hormone gene. In fact, there are
known examples where enhancers naturally reside within
introns (281,282). Interestingly, in Brinsters report, there
was no effect when the constuct was transfected into cells
in culture. Buchman and Berg (279), on the other hand,
studied /J-globin gene transcription in cells in culture. They
reported an enhancement in message levels in intron-
containing constructs in comparison to intron-less ones.
They, however, do not believe that the effect is due to the
presence of enhancers in the intron, but rather that the
assembly of spliceosomes in intron-containing messages
may protect them from degradation. Kurachi et al. (283),
studying the effect of factor IX gene expression with and
without its intron sequences, also favor the "protection
from degradation" hypothesis.

Adenovirus Tripartite Leader Sequence. It is also possible
to optimize the construct for translation efficiency. For
example, the Ad-tpl binds translation-initiating proteins
much more efficiently than most cellular messages. This is
a strategy evolved by the virus for efficient translation of
the late proteins, and it can be exploited in an expression
vector with a variety of promoters. Sheay et al. (284)
compared expression from constructs with and without the
Ad-tpl and found up to an 18-fold increase in expression
levels when it was present. It was not clear, however, from
this study that the increased expression could be soley
attributed to an increased translation efficiency. The tpl is
composed of three segments, and all three are required for
efficient translation (285-287). The presence of the entire
tpl is, however, not the only requirement for maximal
stimulation of translation. The distance between the tpl
and the initiation codon must be kept to a minimum. For
example, an Ad expression vector containing the Ad-tpl,
where expression was driven by the Ad-MLP, did not result
in expression of a foreign protein at levels comparable to
those of the late proteins until 5' noncoding sequences



were deleted, reducing the distance between the tpl and
the DHFR initiation codon (288).

The tpl sequences have been used in a number of
different configurations (289). In one study where the
tpl was embedded internally in an mRNA, it still
had a stimulatory effect on translation. Similarly, in a
polycistronic context the tpl facilitates translation of the
cistron that is immediately downstream of it. Although in
most cases the presence of the tpl is thought to facilitate
translation, there is some evidence for its role in improving
gene expression at the level of transcription (290) and
message stability, both by increasing cytoplasmic mRNA
half-life and by decreasing nuclear half-life (291), as well
as mRNA export (292).

Plasmid Backbone. The recombinant cistron has to
be incorporated into a plasmid containing prokaryotic
elements for selection of the recombinant cistron and
its production. Manthorpe's group has made alterations
in the plasmid backbone that include changing the
antibiotic resistance gene, reversing its orientation
and removing certain superfluous sequences (278). They
reported an amelioration in plasmid function. Again,
the exact explanation for this observation is unclear,
although several possibilities can h»3 imagined. The
unwitting creation of transcriptional enhancer elements
or conversely the removal of repressor sequences during
plasmid modification is an obvious scenario. The authors
are investigating the possibility that the changes in
plasmid backbone may change DNA structure in a manner
that would favor transactivator recruitment. Clearly, the
assembly of expression vectors through DNA recombinant
technology is creating new DNA sequences at every
junction, and this can result in the fortuitous generation
of cis-acting elements with unexpected functions.

Reporter Genes. Especially in cases where there is not
an easy detection system for a protein of interest, it is
possible to incorporate into the plasmid a reporter gene
that would facilitate both the screening of positively
expressing cells and the quantification of expression.
The reporter could be included in the plasmid as an
independent transcription unit or be translated off a
dicistronic message. It could also be fused to the protein
of interest. In all cases the detection of the reporter would
be indicative of protein production. Throughout the years,
a number of reporter genes have been used to monitor
expression in mammalian cells. These genes include
bacterial chloramphenicol acetyl transferase (CAT) and fi-
galactosidase (/3-gal), firefly luciferase (Luc), and sectreted
alkanine phosphatase (SEAP), to name a few. Detection
of the activity of these reporter proteins is based on an
enzymatic reaction using radiolabeled (CAT), chromogenic
(/J-gal and SEAP), or luminescent (Luc) substrates. More
recently, a new type of reporter gene encoding the green
fluorescent protein (GFP) from the jelly fish Aequora
victoria, was shown to be extremeley useful in mammalian
cells, primarily because of the ease with which it can be
detected (293). The fluorescent properties are inherent
to the protein, so that the detection process can be
totally noninvasive. For example, both /?-gal and GFP

expression allow for the screening and selection of live
cells by flow cytometry. However, expression of GFP has
the advantage of being detectable in living cells without
the need of loading the cells with substrates or cofactors.
Its fluorescent properties are essentially the same as those
of fluorescein, and thus a standard fluorescence microscope
can be used. GFP has been expressed in a broad spectrum
of cell types, including transgenic mice, without significant
cytotoxic effects. It has been expressed as a fusion protein,
using a wide variety of different proteins, either at the
N- or C-terminal end. Interestingly enough, it retains its
fluorescent properties and does not appear to alter the
physiological properties of its fusion partner. In another
application, GFP is expressed as part of a dicistronic
message, facilitating the screening of positively expressing
cells and retaining the protein of interest in its native
state (268). The myriad of applications of GFP and its
derivatives was recently reviewed by Tsien (294).

IRES. The EMCV and picornaviral IRES sequences
are most commonly used since they are functional in
a wide variety of cell lines. New IRES elements are
continuously being studied, and it will be possible to
combine IRES elements with host cell lines to obtain the
desired expression levels. Using a dicistronic construct
can ease the task of clone screening. Co-expressing a drug
resistance marker in a dicistronic message will ensure that
drug-resistant clones also express the gene of interest.
Cells expressing high levels of a protein of interest can
be selected on the basis of resistance to high levels of the
drug. By introducing decrease-in-function mutations in the
IRES, so that the second cistron encoding neo is translated
less efficiently, Rees et al. (295) were able to obtain clones
that produced higher amounts of a protein encoded by the
first cistron. It is assumed that this results from insertion
of the expression cassette in a chromosomal site with high
transcriptional activity. Of course, the dicistronic drug
resistance strategy would not be useful with inducible
expression systems, since in this case drug selection could
only be applied when the gene of interest is also being
expressed. Alternatively, coexpressing a reporter gene can
simplify the process of clone identification. This strategy
has been successfully used with £-gal (296), SEAP (297),
Luc (298), and GFP (268). Dicistronic expression of GFP
can be used to select for high expressors by simply
screening for brighter cells. The level of expression of a
protein of interest will be proportional to the level of GFP
fluorecsence. However, constructs containing different
cDNAs encoded by the first cistron or lacking an insert
in the position of the first cistron can give different GFP
expression levels. This may be the result of differences
in message stability. Furthermore, clones expressing
different proteins and selected for identical GFP levels
can have very different levels of protein expression
(D.D. Mosser and B. Massie, unpublished results 1998).

Multicistronic vectors are also the solution for coordi-
nate expression of two or more proteins, for example, two
subunits of a protein or a cofactor required for stabilising
or activating the protein of interest. Such multicistronic
strategy has been elegantly exploited by Fussenegger
et al. (299). By extending the dicistronic configuration



(SEAP -p21, where SEAP is used to monitor expression)
to a tricistronic one, they have successfully generated
CHO-derived cell lines that stably produce high levels
of p21. In initial attempts to produce CHO cells overex-
pressing p21, it was not possible to isolate clones that
expressed high enough levels to cause growth arrest.
This was possible when a tricistronic approach was used
and the differentiation factor CCAAT/enhancer binding
protein was expressed coordinately as the third cistron
(SEAP-p21-C/EBPa). C/EBPa is known to stabilize p21
at the protein level. Although it was shown in their study
that multicistronic vectors can allow for the coexpres-
sion of several genes at similar levels, generalization of
this observation awaits further analysis with various gene
combinations.

Optimizing the Junction Between the Transcriptional
Start Site and the Cloning Site(s). Examples of expression
cassettes in Ad vectors that allow high-level constitutive or
inducible expression of toxic proteins have been reported
recently by our group (300-302). Similar expression
cassettes were also shown to be very effective for the
production of secreted proteins in recombinant NS/0 or
293 cells (255, and C. Gervais and B. Massie unpublished
results). The constitutive expression is driven by either
a modified Ad-MLP or the CMV-IE promoter, whereas
regulated expression is dependent on the tetracycline-
inducible system. All three promoters have been optimized
using the same cis-acting elements. As shown in Figure 5,
the expression cassettes include the Ad-tpl, which is
expected to increase expression both at the level of mRNA

Figure 5. Examples of efficient expression cassettes for constitutive or regulated expression of
HSV-2 Rl. (a) Genetic maps of expression vectors, (b) Schematic representation of the expression
cassettes: the two cassettes are identical from the TATA box to the polyA site (pA). The difference
is upstream of the TATA box where the tetracycline operator binding sequences (tetO) replace the
CAAT box and the enhancer of the CMV-IE promoter, (c) Coomassie blue stained gel of total cellular
proteins of A549 or HeLa cells producing HSV-2 Rl following infection at increasing multiplicity of
infection with the two different Ad vectors (for details, see Ref. 301). Symbols: (SS) splicing signal;
(SD) splice donor; (SA) splice acceptor; (MLP) major late promoter; (tpl) tripartite leader.
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and translation efficiency, as well as splicing signals,
since there is plenty of evidence that the presence of
an intron can increase expression levels for many genes.
The polyA sequence is taken from the rabbit /J-globin
gene. For nontoxic or secreted proteins, these optimized
expression cassettes allow protein production at 10 to 30 %
of total cell protein, which is fairly close to the saturation
level (255,300-302).

It is important to note that there is probably not a
single component that is responsible for this success,
since all the components have been widely used in
other applications with less success. It is rather the
combination that determines the efficiency. Furthermore,
removing extraneous sequences between the start of
transcription and the gene cloning site could be as
important as adding effective cis-acting element such as
the Ad-tpl. Indeed, as discussed, both 5'UTR and 3'UTR
can significantly contribute to the post-transcriptional
regulation of expression. It follows that to avoid any
putative negative effects, extraneous sequences shoud
be minimized as much as possible (288). For example,
optimization of the CMV-IE promoter has improved the
expression levels from 5- to 12-fold depending on the cell
line (302). In the process of adding the Ad-tpl, the 5' UTR
was removed such that the +1 position of the start of
transcription was the first nucleotide of the Ad-tpl. Also,
the cloning site was positioned such that the Ad-tpl was
spliced as closely as possible to the cloning site. In a typical
construct, this would be followed immediately by a Kozak
sequence before the AUG. We have recently shown that
adding additional sequences such as multiple cloning sites
(MCS) at that position can reduce gene expresion by as
much as 20-fold when most of the MCS is 5' to the gene, and
about four-fold when most of the MCS is in the 3' position.
Interestingly, the reduction of expression is mainly at the
level of mRNA, suggesting that reduction in translation
efficiency is not involved (Mullick et al., manuscript in
preparation). A similar observation was also reported by
Luckow and Summers for baculovirus vectors (303).

CONCLUSION

There are a number of factors to consider in the design
of expression vectors, and the requirements for different
applications are emphasizing the need for an ever-
expanding arsenal of vectors. Our understanding of the
regulation of gene expression in mammalian cells is
progressing at a rapid pace. Thus far, only a small
proportion of this knowledge has been sucessfully applied
in the design of expression vectors. Exciting developments
in the field are making many new combinations possible.
This will improve our ability to reprogram gene expression
to better fit our needs for protein production, cell
engineering, or gene therapy.
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to the lack of appropriate marker genes and selection
schemes, as well as to difficulties to achieve clear evidence
for the uptake, integration and expression of foreign
genes, the outcome of these approaches finally remained
unclear. Nevertheless, these investigations were pioneer
work, and at least the protoplast approach and (in
Arabidopsis thaliana) the use of seeds as targets for

Previous Page



gene delivery turned out to be feasible strategies (see
the following).

A key discovery in another area of research, the
mechanism underlying the process of crown gall formation
initiated by the infection with Agrobacterium tumefaciens,
was the finding that virulent strains of A. tumefaciens
contain a plasmid of an exceptionally large size (more
than 200 kb), containing genes involved in crown gall
induction (8,9). The presence of a fragment (designated as
T-DNA) of this plasmid in an aseptically growing crown
gall line was first demonstrated by Chilton et al. (10).
Four years later, the first tobacco plant that transmitted
T-DNA-specific sequences through meiosis as a single
dominant Mendelian factor was described (11). The rapid
development in Agrobacterium research finally led to the
most successful and the most widely used transformation
system for the introduction of foreign genes into plants.

In addition, a wide range of methods and different
approaches for gene transfer into plant cells has been
explored (e.g., microlaser, macroinjection, direct DNA
application) in numerous variations, often with limited

success (12). However, the Agrobacterium -mediated gene
transfer, the protoplast-based direct gene transfer, and the
biolistic DNA transfer are the major techniques to date
that have allowed the routine production of transgenic
plants. Tissue electroporation (13), silicon carbide fiber-
mediated transformation (14), and microinjection (15) are
further techniques that have yielded transgenic plants but
have not found widespread use up to now.

This article will refer to established techniques that
allow DNA delivery into plant cells and the regeneration
of transgenic plants (schematically summarized in Fig. 1).
Studies on transient expression are not considered. The
following methods will be assessed: (1) Agrobacterium-
mediated gene transfer, (2) direct gene transfer into
protoplasts, (3) biolistic gene transfer, (4) direct gene
transfer across the cell wall without carrier particles,
(5) in planta transformation, and (6) the use of viruses for
transformation. In the last section we will briefly refer to
certain problems that arise from the current situation of
a more or less uncontrollable integration of foreign DNA
sequences into the plant genome.

Figure 1. Summary of the main opportunities to regenerate plants and the different possibilities
of transforming plants. The target cells or explants and the corresponding methods (Agrobacterium,
biolistics, direct and virus-mediated gene transfer) are indicated by shaded areas.
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AGROBACTERIUM-MEDITATED GENE TRANSFER

The gram-negative bacterium A. tumefaciens is the
causative agent of crown galls, a neoplastic disease
of many dicotyledonous plant species. The virulence
determinants of A. tumefaciens are located on a so-called
Ti (tumor-inducing) plasmid (8,9,16), which contains an
insertion element transferred by Agrobacterium into
plants cells (10). The transferred DNA (T-DNA), which
is flanked by characteristic 24-bp repeats, is transported
from the Agrobacterium to the nucleus of infected plant
cells and integrated into the nuclear genome. T-DNA
encoded genes that are subsequently expressed are
(1) genes responsible for the synthesis of the basic plant
growth regulators auxins and cytokinins (one-genes),
leading to the neoplastic growth of transformed cells, and
(2) genes that code for enzymes involved in the synthesis of
particular amino acid and sugar derivatives, called opines.
Opines are excreted from the plant cell and are consumed
by A. tumefaciens (see, e.g., Refs. 17,18). Many steps of
this bacterium-plant interaction are still incompletely
understood (19,20). The potential use of A. tumefaciens as
a vector for the delivery of foreign DNA into plant cells
was recognized when experiments revealed that a denned
DNA segment (Tn7) artificially inserted into the T-DNA
was co-transferred to, and maintained in, the plant DNA
of the tumor tissue induced by this mutant strain (21). A
further step towards the establishment of A. tumefaciens
as a powerful transformation system was the observation
that only the characteristic border sequences, but none
of the T-DNA genes itself, are involved in the transfer
process (22); thus all one-genes responsible for tumorous
growth could be deleted. So-called "disarmed" vectors were
developed, that allowed the generation of normal plants
from Agrobacterium -infected cells (23).

The Agrobacterium-mediated gene transfer rapidly
became the method of choice due to the simplicity of the
transformation procedure and is today the most widely
and successfully applied technique. Many of the currently
used protocols are modifications of the "leaf disk" method
described by Horsch et al. (24). Explants are co-cultivated
with Agrobacterium, followed by cultivation on an appro-
priate medium for shoot regeneration under selective con-
ditions. An important prerequisite for the successful appli-
cation of this technique, however, is the existence of cells
sharing competence for regeneration and susceptibility to
Agrobacterium. In so-called "recalcitrant" species, the com-
petence for Agrobacterium infection may be absent or low
in regenerable cells, as described, for example, for Kohle-
ria (25) or shoot meristems of sunflower (26), at least under
the conditions tested so far. Competence for Agrobacterium
infection was also considered to be absent in species that
lie outside the host range of A. tumefaciens, like many
monocot species, including the agronomically important
cereals (27). Only members of the monocot orders Liliales
and Arales had originally been described as suscepti-
ble to A. tumefaciens (28). Recently, however, induction
of tumors following inoculation of A. tumefaciens has
been demonstrated in several other monocot species (see
Refs. 29,30), including Zea mays (31). Grimsley et al. (32)
have proven by agroinfection the ability of Agrobacterium

to transfer T-DNA sequences into maize cells. It was
demonstrated that the efficiency of such T-DNA transfer is
comparable to that of dicot species (33) and the importance
of the virA gene for interaction between the bacterium and
moncot plants was demonstrated (34). Recently transgenic
plants of rice (35,36), maize (37,38), and barley (39) were
obtained by Agrobacterium-mediated gene transfer. In
general, in spite of its simplicicity, the Agrobacterium
approach finally depends on a reliable tissue culture
system. Agrobacterium-mediated transformation systems
that entirely circumvent tissue culture steps have been
developed only for Arabidopsis thaliana, using seeds (40)
or even whole plants for co-cultivation (41,42). Due to
their unique methodical approach, these techniques are
described in a separate section (see the following).

Until recently the size of the transferred T-DNA was
assumed to be a limiting factor, since the introduction
of DNA fragments larger than approximately 25 kb
into the plant genome could not routinely be achieved.
Hamilton et al. (43,44) developed a new binary vector
that, in conjunction with Agrobacterium strains expressing
enhanced levels of virG and virE proteins, was capable of
transferring 150 kb of foreign DNA, which was stably
inherited in subsequent generations of transgenic tobacco
plants. This so-called bibac (binary BAC) vector is based on
the bacterial artificial chromosome library vector and has
been designed to introduce entire genomic libraries into
plants, in order to identify desirable characteristics by
complementation. Furthermore, this technique offers the
possibility to introduce a series of foreign genes, coding,
for example, for enzymes of a new metabolic pathway, into
a single locus.

Agrobacterium-mediated insertion has been described
as a precise event. DNA between two defined border
sequences is almost completely and exclusively transferred
into the plant nuclear genome. The Agrobacterium-
mediated gene transfer was, therefore, generally supposed
to possess more accuracy than direct DNA transformation
methods (using "naked" plasmid DNA), which are
suspected to generate plants containing more frequently
fragmented, scrambled, or multiple DNA copies that
may be prone to recombination, rearrangement, or
silencing (17). Recently data are accumulating that
demonstrate that DNA sequences residing outside the
T-DNA borders can be transferred to the plant genome
as well (45-48). The integration of so-called "backbone"
sequences from binary vectors is reported to occur
with a frequency of up to 75% (48). These findings
will have practical implications, for example, regarding
the regulatory guidelines for the release of transgenic
plants, which may require a complete description of the
transferred DNA sequences.

DIRECT GENE TRANSFER INTO PROTOPLASTS

The isolation of plant protoplasts was first described by
Cocking in 1960 (49). Methods for protoplast isolation,
sustained cultivation, and subsequent plant regeneration
were subsequently developed for many plant species (see
Refs. 50,51). Protoplasts became targets in studies of



genetic manipulation in the early 1970s (e.g., Refs. 5,52).
It was assumed that under certain conditions protoplasts
are capable of DNA uptake, probably followed by a stable
integration into the genome. The first clear evidence
of the integration of foreign DNA and the recovery of
transformed cells from protoplasts treated with "naked"
plasmid DNA was reported by Davey et al. (53). The
generation of transgenic plants using this method was
published in 1984 (54,55). The experimental approaches to
achieve DNA delivery into protoplasts involve treatment
with polyethylene glycol (PEG; 56,57) or electroporation
(58; see Refs. 59,60). The PEG-mediated transformation is
generally favored and more widely used, due to the ease of
the application, the possibility of handling larger numbers
of protoplasts at the same time, and the higher survival
rates of treated protoplasts.

While the delivery of DNA into protoplasts itself causes
only minor problems, major problems arise from the diffi-
culties in regeneration of plants from protoplasts in many
species. Furthermore, plants regenerated from protoplasts
are often sterile and phenotypically abnormal (61,62),
probably related to the generally long culture periods.
In addition, protoplast systems are time consuming and
require a high level of experience. Another disadvantage
of the method is the high probability of the integration
of multiple or fragmented copies into the plant genome
(63-65). Therefore, direct gene transfer into protoplasts is
generally avoided, when an alternative approach is avail-
able, and its importance for the production of transgenic
plants will probably decrease. However, the method is
currently still relevant for the regeneration and transfor-
mation of mosses (66) and important cereal species, which
had shown (or still show) a high level of recalcitrance
towards the Agrobacterium-mediated gene transfer, for
example, rice (67,68), wheat (69,70), and maize (71).

The PEG-mediated method has also been used for
plastome transformation in Nicotiana species (72,73).
Compared to the biolistic approach aiming at organelle
transformation, the PEG method does not require special-
ized equipment and is therefore relatively inexpensive. It
is, however, more tedious and relies on an efficient proto-
plast culture system, which limits the range of species to
which it can be applied.

DIRECT GENE TRANSFER—BIOLISTIC APPROACH

In 1987 Sanford et al. (74) reported the construction
of a device that accelerates small tungsten particles
(0.5-2 jim) to velocities of approximately 400 m/sec. These
particles, which could enter cells in a nonlethal manner,
were used to carry bacterial genes on their surface that
were expressed and integrated in penetrated cells (75,76).
Whereas John Sanford's device used a gun-powder charge
(later changed to a helium blast) for particle acceleration,
a comparable system was presented by the company
Agracetus using a high-voltage discharger to generate
an explosive expansion of water vapor (77,78). Soon after
the introduction of the method the so-called "particle"
or "electric discharge gun" became a widely useful
transformation method capable of circumventing host-
range restrictions or lack of transformation competence

of cells in the Agrobacterium system, or the regeneration
problems in protoplast transformation. The "biolistic"
(i.e., biological ballistic) approach depends far less on
sophisticated tissue culture procedures and competence.
In principle, every plant tissue could be used as a target
of the biolistic approach. Beside plasmids, RNA (79),
YAC DNA clones (80), or even E. coli or Agrobacterium
cells (81) have been successfully used for transformation.
Sanford et al. (82) reviewed the factors that influence gene
transfer by particle bombardment. Important physical
variables are the acceleration system (e.g., gun powder,
electric discharge, different gases), particle size, material
(tungsten/gold), or the particles momentum. Tissue culture
pretreatments (e.g., osmolarity of the medium) are also
critical.

A certain disadvantage of the biolistic system are the
relative high costs associated with leasing or purchase of
the equipment. However, detailed instructions for making
low-cost versions like, for example, the particle inflow gun,
using flowing helium, have been published (83-85). A
"ballistic microtargeting" transformation system has been
developed by Sautter et al. (86,87), in which uniform-sized
gold particles are accelerated by nitrogen under pressure.
The device allows an improved control of microprojectile
penetration and the delivery of 80% of the particles to an
area as small as 150 |Lim in diameter, which corresponds
to the size of a meristem (87).

The transformation of several recalcitrant species
became feasible (see Ref. 88) due to the extended range
of tissues, explants, and cell cultures that could be
used for transformation, such as shoot meristems (78),
zygotic embryos from cereal species (89,90), embryogenic
suspension cultures (91), or microspores (92). Transgenic
plants of soybean (89), rice (90,93), wheat (90,94,95), and
maize (96,97) were obtained using particle bombardment.

Particle bombardment has also been applied for
organelle transformation in Chlamydomonas (98) and
tobacco (99,100; reviewed in Ref. 101). Efficient targeting
of foreign genes into the tobacco plastid genome is
possible (102). The plastid genome of higher plants is an
attractive target for crop engineering due to the feasibility
of expressing the transgenes at a high level (103,104). The
biolistic transformation of mitochondria has so far been
achieved only in yeast (e.g., Refs. 105,106).

DIRECT GENE TRANSFER ACROSS THE CELL WALL
WITHOUT CARRIER PARTICLES

The cell wall has been considered as a barrier for
large DNA molecules, which could only be overcome by
quite forceful methods like microinjection or the particle
gun (12).

Microinjection is a direct physical method for intro-
ducing any kind of molecule into a single plant cell
under optical control (for a review, see Ref. 107). Although
microinjection is one of the most difficult and labori-
ous methods, it offers certain advantages: The number
of transferred molecules can be controlled; cotransfer of
DNA, RNA, proteins, or even mitochondria (108) is possi-
ble; transfer of molecules can be carried out into single cells
even within whole plants; the specific individual recipient



cell can be monitored before, during, and after transfer.
In spite of these advantages microinjection will only be
used in special situations (if alternative gene transfer pro-
tocols are not available), but remains a well-established
technique for the functional analysis of molecules at the
single cell level. From a genetic engineering perspective it
might be significant that fertile plants can be regenerated
after electrofusion of isolated gametes of maize (109) and
from mechanically isolated fertilized eggs of barley (110).
Microspores of Brassica napus could be also targeted by
microinjection (111).

Recently, two more simple methods were established
for transformation of intact (walled) cells in explants
and embryos, namely, electroporation and silicon car-
bide whisker transformation. Multicellular explants of
maize were transformed by electroporation combined with
partial enzymatic maceration (13,112) or without macer-
ation (113). Xu and Li (114) reported fertile transgenic
plants of Indica rice by using electroporation to transfer
DNA into cells of mature embryos. Subsequently trans-
genic calli were selected and transgenic fertile plants were
regenerated within 3 months. Sugarcane (115) was also
successfully transformed by electroporation. Jardinaud
et al. (116) established electroporation of microspores from
B. napus, but they have not regenerated transgenic plants.
Electroporation has also been successfully used for trans-
formation of pollen (117).

A direct delivery of plasmid DNA with silicone car-
bide whiskers offers an extremely simple and inex-
pensive option for the production of fertile transgenic
plants (14,118). Embryogenic suspension culture cells are
mixed with plasmid DNA and whiskers; the resulting col-
lisions between cell clusters and the needle-like whiskers
appear to result in cell penetration and DNA uptake (119).
Up to now the method was only applied to maize, but
Grayburn and Vick (120) used a similiar method for the
transformation of sunflower.

IN PLANTA TRANSFORMATION —UNUSUAL METHODS
FOR A TINY PLANT

Seed transformation, transformation by vacuum infiltra-
tion and in planta inoculation of Arabidopsis thaliana
are Agrobacterium-mediated gene transfers. The separa-
tion in an extra topic is justified due to the avoidance of
any tissue culture step. Therefore, the main advantage of
these methods is the simplicity of the procedure: All steps
could be performed in horticultural, nonsterile conditions.
Until now the main disadvantage of these methods is
the restriction to the single model plant A. thaliana. In
principle, it should be possible to adapt this method for
the transformation of other plant species. However, one
should consider that certain features of A. thaliana, like
the small size (fitting into a test tube), the rapid gener-
ation time (6 weeks), and the very high seed production
(more than 10,000 per plant) are essential prerequisites
for the applicability of this method, features that are not
shared by any economically important plant species.

For seed transformation a large charge of A. thaliana
seeds were briefly imbibed and afterwards cocultivated
with A. tumefaciens for 1 day. The plants were grown

up and the progeny were screened for T-DNA insertion
(40,121). By this method a large set of transgenic plants
were generated which were used for gene tagging by T-
DNA insertion (40,121). But seed transformation turned
out to be difficult to reproduce.

A second approach is based on the vacuum infiltration
of a suspension of Agrobacterium cells containing a binary
T-DNA vector into flowering Arabidopsis plants (41).
On characterization, these plants were found to carry
both transformed and nontransformed vegetative sectors.
Up to 5 transformants per inoculated plant could be
recovered from the progeny of infiltrated plants. Genetic
and molecular analyses suggest that transformation
occurred late during floral development because all
transformants were hemizygous and contained different
T-DNA inserts (41). Chang et al. (42) achieved stable
genetic transformation of A. thaliana by simple in planta
inoculation with A. tumefaciens. The transformation
procedure involves severing of apical shoots at their bases,
inoculation with Agrobacterium at the severed sites, and
generation of shoots from the severed sites. On average,
5.5% of the newly formed shoots produced transformed
progenies.

VIRAL TRANSFORMATION VECTORS

Viral vectors have not been shown to generate stable
transformants due to the lack of nuclear integration
and transmission through the generative cells of plants.
However, virus vectors allow studies on expression of
foreign genes without being integrated into the plant
genome (see Ref. 122). The ability of viruses to spread
systemically through the plant can result in very high
expression levels of the target gene (123). This latter
approach was used to develop autonomously replicating
RNA viral vectors for the production of heterologous
proteins in plants (for review, see Refs. 124,125). The
vectors were derived from modified tobacco mosaic
virus (126,127), potato virus X (128,129), or tomato bushy
stunt virus (130), causing no disease symptoms but
spreading systemically and containing a foreign gene.
Mass production of viral inoculum for transfection can
be achieved from cDNA clones through a transgenic plant,
which is able to produce the appropriate capsid proteins
constitutively (packaging host). High-level expression
and accumulation of foreign proteins in plants 2 weeks
post inoculation have been shown (127,129). Large-
scale production of recombinant proteins as well as
the manipulation of plant secondary metabolism has
been demonstrated (127). By this approach of systemic
transfection large numbers of plants could be transformed
without any need of regeneration and with less genotype
specificity. If expression cassettes of viral vectors become
commercial available, the method might become more
widely used due to its simplicity.

CONCLUSIONS AND REMAINING PROBLEMS

Transformation of plants has become an essential tool
in plant biology, and its importance in supplementing



conventional breeding methods is increasing. More
than 3,000 field trials are in progress in at least
30 countries, involving over 40 plant species. Some
genetically engineered crop species have already entered
the market, such as glyphosate-resistant soybeans and
(insect-resistant) BT-maize, which contributed about 15%
and 12%, respectively, to the total U.S. production of these
crops in 1997 (U.S. Department of Agriculture).

The establishment of transformation systems has
improved for many important plant species during recent
last years. In general, the generation of transgenic plants
is no longer the factor limiting the application of trans-
formation systems in basic and applied research in many
plant species. There are, of course, still problems to be
solved, but these problems are more related to biologi-
cal or genetic phenomena than to the delivery of DNA
into plants per se. By various methods DNA can be
delivered into the cell, but the events within the cell
and the nucleus (or organelle), as well as the integration
process itself, are largely unexplored. Targeted transfor-
mation is still in its infancy (131,132). Gene silencing and
interactions between different transgenes result in unex-
pected expression patterns of foreign genes (133-135).
Several independent transformants with a specific gene
construct are still necessary to find one transgenic plant
with the proposed expression pattern. Position effects
might be one but not the only explanation of this phe-
nomenon. Transgene-meditated suppression of a gene
by antisense constructs can be achieved, but the mech-
anism is still quite unclear (136,137). Until now, plant
biotechnology has mainly focused on a single gene strat-
egy. It is still cumbersome to change physiological traits
that are determined by multiple genes and/or quanti-
tatively inherited. If the relevant genes of such traits
are dissected, it will be possible to deal with polygenic
traits, such as drought tolerance. In principle this prob-
lem could be overcome by engineering several genes in a
single step, or "pyramiding" by crossing individuals pre-
viously engineered to contain single genes. Whichever
approach is used, transgene inactivation may cause
problems (135).
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The possible presence of viral pathogens in human blood
and plasma poses a major concern for the producers,
distributors, regulators, and recipients of human blood
products. A continuing long-term effort to ensure the
highest level of safety for patients receiving these products
has led to the development of a variety of approaches for
removing or inactivating potential viral contaminants.
In this article we review the issues that are critical for
blood product safety. We describe the viruses that can
be present in donated blood, plasma, and plasma-derived
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products. We outline the general guidelines for an optimal
method for viral inactivation or removal. Last, we present
an overview of current and emerging viral inactivation
technologies and point out some advantages and potential
difficulties of each method.

HISTORY OF THE USE OF BLOOD PRODUCTS

Although bloodletting was a common practice in the
Middle Ages, blood transfusions did not occur until
after William Harvey published his discovery of the cir-
culatory system in 1628. Forty years later, the first
transfusion of blood into a human was performed with
sheep's blood (1). Despite subsequent transfusion reac-
tions, animal-to-human transfusions were continued spo-
radically for treating mood disorders and insanity. It was
not until 1818 that James Blundell, experimenting with
dogs, realized that blood transfusions could not cross
species lines. Shortly thereafter, he performed the first
human-to-human transfusions, several of them success-
fully. Concerns over transmitting disease by transfusions
did not arise until the 1870s when Louis Pasteur and
Robert Koch discovered that bacteria could infect people
and cause disease. In 1890, serum from animals immu-
nized by serial injections of diphtheria and tetanus bacilli
toxins were shown to confer protection against these tox-
ins when injected into other animals. Thus, the precedent
was established for a specific therapeutic use of a plasma
derivative. In 1900, Walter Reed demonstrated convinc-
ingly that yellow fever is caused by a virus. This was the
first time a human disease was attributed to a viral agent.

The use of anticoagulants allowed the collection of
human blood for transfusion in the early decades of
the twentieth century. However, donated whole blood
stored poorly because red cells were fragile in the early
anticoagulant formulations. Because the fluid component,
plasma, was needed for some clinical conditions, the
separation of cells and plasma was attempted and was
found to significantly improve the stability of plasma.
This was the start of component therapy, where a single
unit of blood is used for treating different individuals.
Transfusions of plasma for volume replacement in
hemorrhage, burn, or trauma patients eliminated the
adverse clinical reactions that frequently occurred with
whole blood transfusions (2). It was soon recognized that
patients with thrombocytopenic bleeding had reduced
platelet counts and the infusion of platelet-rich plasma
improved their condition (3). This led to the development of
platelet concentrates to treat related platelet deficiencies.

The first human plasma protein to be used clinically
was albumin, purified by Edwin Cohn and co-workers
using the ethanol precipitation process (4,5). This product
was used extensively during World War II to prevent shock
in soldiers wounded or burned on the battlefield. During
the purification of albumin, Cohn preserved other protein
fractions for future studies. From these fractions, he
isolated gamma globulin that contained several common
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antibodies at 20 to 25 times their concentrations in
plasma. Gamma globulin was used to provide passive
immunization to children with measles and to prevent
infectious or epidemic hepatitis (now known as hepatitis
A) in people accidentally exposed to the disease. Both
serum albumin and gamma globulin appeared to be safe
because none of the recipients of the infused products
became infected with hepatitis. By contrast, during the
clinical use of human fibrinogen also purified from one
of Cohn's plasma fractions, recipients experienced a high
incidence of serum hepatitis (now known primarily as
hepatitis B and hepatitis C). Because of the expanded use
of these and other plasma derivatives and the discovery
of additional potential viral contaminants in the blood
supply, the need for methods to improve the safety of
these products became evident.

THE SAFETY OF BLOOD COMPONENTS

Blood and plasma donors are screened for medical health
and lifestyle issues. If it is determined that donors are
at risk of infection, their blood is not accepted. All blood
or plasma units that have passed this initial screening
are subjected to a series of laboratory tests to detect
the presence of infective pathogens. Donor selection and
laboratory testing have greatly decreased the possibility
that an infective unit will be collected and used for
component transfusion or included in pools for plasma
fractionation. However, if a donation is made between
the time of exposure and the appearance of a detectable
level of infection, the undetected viral particles could
transmit the infection. The frequency of this occurrence in
donated blood is very low (6), and it continues to decrease
as the sensitivity of laboratory testing is improved.
The implementation of nucleic acid testing (NAT) of
plasma pools further safeguards against inclusion of
viral contaminants in plasma for fractionation. Viral
inactivation methods provide added levels of security,
decreasing still further the chance that a newly infected
donor will compromise the health of patients who receive
components or pooled plasma products. In addition,
because viral reduction technologies may remove or
inactivate unknown viruses, they decrease the risk that
new or emerging viral pathogens will be transmitted to
blood product recipients at any time in the future.

PLASMA FOR TRANSFUSION AND FRACTIONATION

The components of blood are separated from one another
by low-speed centrifugation of whole single-donor blood.
The red cells, the densest, sediment to the bottom layer.
White cells (leukocytes) are visible as the buffy coat layer
immediately above the red cells. Plasma and platelets
comprise the top layer, the supernatant fluid. A harder
spin will also pellet out platelets, leaving platelet-poor
plasma on top. Plasma for transfusion and for fractionation
is generally platelet-poor.

Transfusion of single-donor plasma carries a low but
measurable risk of disease transmission. Fresh-frozen
plasma is transfused to treat patients with a limited

number of conditions such as liver disease, multiple
coagulation disorders, deficiency of a protein for which no
purified derivative is available, and thrombotic thrombocy-
topenia purpura (7). Plasma is also the starting material
for large-scale fractionation to produce several protein
products, most notably albumin, gamma globulin, coag-
ulation factors VIII and IX (for treatment of hemophilia
A and B), and fibrinogen (for use as a hemostatic tissue
sealant). These proteins are purified from pooled plasma
from as many as 12,000 donors. The risk of including a
contaminated plasma unit increases with increasing pool
size. This has prompted a trend toward smaller plasma
pools in efforts to increase product safety.

Fresh-frozen plasma is a challenging component to
treat for viral contaminants. Any procedure that is used
must maintain hundreds of fragile proteins in their native
states. The inactivation of an essential protein can severely
diminish the efficacy of the treated plasma. In addition,
denaturation of any protein may generate neoantigens
that can cause a severe reaction in the recipient of the
infused plasma. Furthermore, modification of proteins
could alter their behavior during fractionation and
downstream purification procedures, leading to changes
in the purity or characteristics of that protein or of other
protein products.

Two inactivation methods have been implemented to
decrease the risk of viral transmission through plasma
transfusion. Methylene Blue (MB) plus light has been
used extensively in Europe to inactivate viruses in single-
donor plasma units (8). Solvent/detergent (SfD) treatment
is now licensed in the United States (9). Additional
methods under development for treating whole plasma
include UVC/Rutin (10) and gamma irradiation (11).
These methods will be described later in this article.

DESCRIPTION OF BLOOD-BORNE VIRUSES

Before reviewing any of the viral inactivation technologies
used for blood products, it will be useful to discuss viruses
and their characteristics. The properties of a particular
virus (e.g., size, hardiness, outer coat composition, genome
structure) determine if it can be successfully inactivated
by a given method. A brief review of the pathogenic viruses
that can contaminate human blood will set the stage for
the subsequent overview of inactivation procedures.

There are two classes of pathogenic viruses found in
human blood: enveloped and nonenveloped viruses. In
enveloped viruses, a lipid bilayer envelope acquired by
budding through the host cell lipoprotein membranes
during maturation covers the virions. This envelope is
essential for infectivity. The lipid envelope contributes
a hydrophobic barrier to the entry of water, salts,
and other molecules, thus insulating and protecting the
viral interior. Human immunodeficiency virus (HIV),
hepatitis B virus (HBV) and hepatitis C virus (HCV)
are well-known blood-borne enveloped viruses. HIV is a
retrovirus and is the causative agent of AIDS (acquired
immunodeficiency syndrome). HBV is responsible for the
sometimes fatal hepatitis B. HCV can cause hepatitis C,
a milder disease than hepatitis B. Cytomegalovirus and
Epstein-Barr virus are less well-known enveloped viruses



that can be transmitted in blood. Both viruses can
cause mononucleosis, and Epstein-Barr virus is also
associated with Burkitt's lymphoma and nasopharyngeal
carcinoma.

Nonenveloped viruses are structurally simpler in that
the viral genomes are encapsulated in one or more capsid
proteins. Nonenveloped viruses are generally smaller than
enveloped viruses, and they tend to be very hardy or
rugged. These properties make them quite difficult to
eliminate by either removal or inactivation methods. The
most threatening nonenveloped pathogen is hepatitis A
virus (HAV), a small virus that can transmit hepatitis
A (infectious hepatitis). Smallest and most resistant to
inactivation are the parvoviruses. Human B-19 parvovirus
(HPV) infection has been associated with erythema
infectiosum (commonly called fifth disease). Infection may
be mild or asymptomatic but may result in an intense rash
often accompanied by arthritis. It also leads to a cessation
of red cell production, which can be a severe problem
in anemic or immunocompromised individuals. A few
congenital defects have been associated with intrauterine
parvovirus infection. Because of its resistance to chemical
or physical inactivation methods and its extremely small
size, parvovirus is considered to be the most difficult virus
to eliminate from plasma products.

Some viral pathogens can be grown in cultured cells
and added to (spiked into) starting materials for plasma-
derived products to test the effectiveness of removal or
viral inactivation procedures. These cultivable human
pathogenic viruses include HIV and HAV. However,
most human pathogens are not amenable to laboratory
culture techniques. Removal/inactivation of HBV, HCV,
and HPV, for instance, must be assessed with model
viruses that behave similarly to the human pathogen.
Model viruses are usually animal pathogens of the same
virus family, in which the nucleic acid structure and
physicochemical properties are similar to those of the
human virus of interest. Table 1 details the properties
of the major pathogenic human viruses in blood and
some of the model viruses used in laboratory tests
or validation studies. Pseudorabies virus (PRV) and
vesicular stomatitis virus (VSV) are general models
for enveloped viruses. Bovine viral diarrhea virus
(BVDV) is a model for HCV. Encephalomyocarditis
virus (EMC) is a model for HAV. Simian virus 40
(SV40) is a model for nonenveloped DNA viruses. Two

animal parvoviruses, porcine parvovirus (PPV) and canine
parvovirus (CPV) are the most common models for HPV
and are used in the laboratory to test HPV inactivation
techniques.

PRION DISEASES AND THE BLOOD SUPPLY

Another potential type of blood-borne contaminant is
the agent of Creutzfeldt-Jakob disease (CJD). This
rare, fatal degenerative brain disease is caused by
spontaneous mutation (classical CJD), genetic defect
(familial CJD), or infectious transmission (iatrogenic
CJD). The disease is one of a group of transmissible
spongiform encephalopathies (TSEs) that also include
kuru, bovine spongiform encephalopathy (BSE or mad
cow disease), and sheep scrapie. The TSE diseases are
associated with a novel infectious protein or "prion" that
is an altered conformation of a normal protein present in
essentially all body organs and especially rich in brain
and other neurological tissue. In 1997, Stanley Prusiner
received a Nobel prize for his proposal that prion proteins
are the infectious agents responsible for spreading the
disease (12). Others believe that the infectious agent is a
nucleic acid containing particle such as an extremely small
virus (13). Now it appears that another factor, which may
be a protein, is required for infectivity (14). The appearance
of a new variant of CJD (vCJD) in the United Kingdom,
thought to be caused by eating BSE-infected beef, has
amplified concerns about the possibility of transmission
through transfusion. Although there are no recorded cases
of CJD transmitted to recipients of blood products, there
is apprehension that this may occur with vCJD. A recent
study by Brown et al. (15) suggests that there may be
a potential, albeit minimal, risk of acquiring CJD from
administered plasma protein concentrates. No research
has been reported on the potential for transmitting vCJD
by transfusion.

THE IDEAL VIRAL INACTIVATION METHOD

Before discussing the viral reduction methods in detail, we
consider it instructive to envision the desired properties
against which any method can be evaluated. The ideal
method for eliminating viral infectivity in a therapeutic
product would have the following properties:

Table 1. Properties of Human Pathogens and Model Animal Viruses Commonly Used in Viral Validation
Studies

Virus Name

Human immunodeficiency virus (HIV-I)
Bovine viral diarrhea virus (BVDV)
Pseudorabies virus (PRV)
Vesicular stomatitis virus (VSV)
Encephalomyocarditis virus (EMCV)
Hepatitis A virus (HAV)
Canine parvovirus (CPV)
Porcine parvovirus (PPV)
Simian virus 40 (SV40)

Family

Retro
Toga
Herpes
Rhabdo
Picorna
Picorna
Parvo
Parvo
Papova

Genome

ssRNA (+)
ssRNA (+)
dsDNA
ssRNA
ssRNA (+)
ssRNA(+)
ssDNA
ssDNA
dsDNA

Env.

Yes
Yes
Yes
Yes
No
No
No
No
No

Size (nm)

80-110
40-70

120-200
80-100
22-30
27-33
18-26
20-25
27-32

Relevant virus or Model for

Relevant
HCV
Enveloped DNA virus
Enveloped RNA virus
HAV
Relevant
HPV B19
HPV B19
Nonenveloped DNA virus



1. It would remove or destroy both enveloped and
nonenveloped viruses and would also eliminate the
infectivity of prions.

2. It must preserve the biological activity and function
of the protein product. All proteins can be inactivated
or denatured by extremes in pH, temperature,
or harsh chemicals. Clotting factors are especially
sensitive to environmental stresses.

3. The process should not create new antigenic sites
or expose previously unexposed epitopes through
denaturation or chemical modification of the protein.
Neoantigens can stimulate the recipient's immune
system to produce antibodies to the administered
protein, resulting in accelerated clearance from the
circulation and decreased product efficacy.

4. It would not require addition of toxic chemicals that
would have to be removed by additional process
steps. Any additional steps would increase process
time and expense, decrease product recovery, and
allow for possible reintroduction of bacterial or viral
contaminants. Furthermore, sensitive assays would
have to be used to show that residual chemical agents
were removed to safe levels.

5. There would be no reduction in the yield of the
product. During the treatment of a product on a
large scale, some product is always lost through
handling, and adding the extra viral inactivation
step could increase product losses.

6. The procedure should be robust, meaning that it
would work effectively under all conditions, such as
pH, ionic strength, temperature, and flow rate, that
could occur in large-scale processing.

7. It must be possible to scale up for large-scale
industrial settings, where solution volumes may be
measured in hundreds or thousands of liters.

8. Finally, the ideal process would be simple to use
("idiot-proof), economical, and readily applicable to
a wide diversity of products.

VIRAL INACTIVATION PROCEDURES FOR BLOOD CELLS

Although the risk of transfusion-transmitted viral diseases
that remains after screening and testing is very low,
nonetheless, there is a perceived need to improve the safety
of transfused products. During the last 20 years, several
viral inactivation technologies have been developed and
implemented to make blood cellular components, plasma,
and plasma-derived biological products safer for use in
clinical situations. In this section we briefly describe
progress being made in improving the safety of cellular
components. The increasing use of leukoreduction filters
to remove white cells from whole blood and cellular
components has diminished the residual risk of viral
transmission through transfusion of these products. Blood
cells are extremely sensitive to damage, which severely
limits the choice of physical or chemical treatments that
can be applied to inactivate viruses. The ideal process
designed to treat cellular products will attack nucleic acids
and halt viral replication without damaging cell function
or stability. Red blood cells and platelets are anucleate and

do not contain nucleic acid. Therefore, chemicals targeted
at nucleic acids might be expected to have little impact on
these cells. No procedure has yet been licensed for use in
the United States for treating blood cellular components.

Procedures that look promising for use with cellular
concentrates are reviewed here. Some of these methods
entail adding a chemical that intercalates into the DNA
or RNA helix. It is then activated to form a reactive
species that damages and inactivates the nucleic acid.
With all chemicals that react with nucleic acids, the
possible toxicity or mutagenicity of the reagent is an issue.
Residues of the chemical and any toxic reaction products
must be removed to levels that have been shown to be safe
for the recipient.

Alkylating Agents (Electrostatic)

Positively charged alkylating agents can inactivate viruses
by reacting with nucleic acids to form adducts or
cross-links. An example is ethylenimine, which has
been used for decades to inactivate enveloped and
nonenveloped viruses in animal sera. Although there is
no decrease in the antibody activity of hyperimmune
serum or in the efficacy of the growth-enhancing
action of bovine serum in cell culture, ethylenimine
does react with some proteins. Selectivity for nucleic
acids can be improved by polymerizing ethylenimine
to oligomers, which contain periodic positive charges
that interact electrostatically with nucleic acid (16). The
proprietary compound Inactine™, which has similar
charge properties, inactivated >41og10 of PPV, BVDV,
HIV-I, and VSV in red cell concentrates without increasing
red cell hemolysis over that of control samples during
28 days of storage (17). Four log10 reduction is equal to
104-fold reduction or 0.01% of viral particles remaining.

Dimethylmethylene Blue Plus Light

This photoactivatable phenothiazine compound is 1,9-
dimethylmethylene blue (DMMB), a close relative of the
well-known dye methylene blue (MB), discussed in a later
section of this report. When red cells were treated with
4 |iM DMMB and illuminated with cool-white fluorescent
light, inactivation of four extracellular enveloped viruses
(VSV, PRV, BVDV, and bacteriophage 06) was observed.
Intracellular VSV and PRV were also inactivated. The
nonenveloped bacteriophage Rl7 was inactivated, but
EMC, a nonenveloped model for HAV, was not affected.
Red cell properties were largely maintained by this
treatment (18). Virus inactivation required the presence of
oxygen. The virucidal activity of DMMB was much greater
than that of MB, and dialysis experiments indicate that
its affinity for DNA is tenfold higher than that of MB (19).
A distinct advantage of DMMB over MB is its ability to
enter cells and inactivate intracellular viruses, probably
due to the increased hydrophobicity provided by the two
additional methyl groups (18).

FRALE Compounds

Frangible anchor linker effector (FRALE) compounds
consist of a nucleic acid binding ligand joined by an
alkyl chain to an alkylating agent. They inactivate



viruses by covalently cross-linking their nucleic acids. The
proprietary FRALE compound S-303 has been shown to
inactivate >61og10 of extracellular HIV, duck HBV and
BVDV, as well as >41og10 of two bacteria (Y. enterocolitica
and S. epidermidis) in packed red cells (20,21). In the
treated cells, the levels of red cell hemolysis, ATP, glucose,
and lactate were the same as the untreated controls
throughout 42 days cold storage (20). When treated red
cells were transfused into mice and dogs, red cell life span
was the same as controls, and no evidence of toxicity was
found (21).

Some FRALE compounds such as quinacrine mus-
tard are highly mutagenic at nanomolar concentrations
in water or red cells (22). Quinacrine mustard can be
degraded by prolonged incubation or reduced in concen-
tration by binding to ion-exchange resins or activated
charcoal.

Naphthalene Endoperoxides

Naphthalene endoperoxides (NEs) are prepared by
reacting naphthalene compounds with singlet oxygen
at low temperature. Upon warming to 25-37 0C, NEs
release oxygen, half of which is in the singlet state.
This virucidal singlet oxygen is generated without forming
hydroxyl radicals or superoxide, which can damage cells.
The endoperoxide of iV^V/-di(2,3-dihydroxypropyl)-3,3/-
(1,4-naphthylidene) dipropionamide (DHPNO2) effectively
inactivated extracellular and intracellular HIV and
extracellular poliovirus in red cell suspensions (23). At
7.5 mM concentration, DHPNO2 inactivated 5 log10 of
HIV, but higher concentrations (27.5 mM) were required
to destroy 61og10 of poliovirus. Although the viral
inactivation results are encouraging, these uncharged,
hydrophobic NEs may become attached to cell membranes
and cause unacceptable levels of red cell hemolysis.

Phthalocyanine Plus Light

Phthalocyanines are a class of photoactivable blue dyes
that absorb red light, a color that passes relatively easily
through red cell concentrates. Several of these complex
heterocyclic organic compounds have been applied to
inactivating viruses and parasites in red blood cells. One
analog was shown to inactivate HIV infectivity in red cell
concentrates (24). A related compound, Pc4, inactivated
>4.6 log10 of VSV without damaging red cell circulatory
survival in animal tests (25).

Psoralens/UVA Light

This photochemical treatment is being developed for inac-
tivating of viruses and bacteria in platelet concentrates
and in plasma. The process uses the proprietary psoralen
S-59, a heterocyclic organic compound that intercalates
into nucleic acid helices. Upon irradiation with UVA light
(320-400 nm), the psoralen is photoactivated and causes
cross-linking of the nucleic acid chains (26). When platelet
concentrates were spiked with viruses and treated with
S-59 (150 jiM) and UVA light, inactivation of >6 logio of
three viruses (HIV, duck HBV, BVDV) and two bacteria
were obtained under conditions that maintained several
platelet functional and biochemical parameters (27).

METHODS FOR REMOVING VIRUSES FROM PLASMA
PRODUCTS

Viral reduction technologies can function by one of
two routes: the viruses can be physically removed or
they can be inactivated. Viruses can be removed from
a plasma product by precipitation, chromatography, or
nanofiltration.

Precipitation

Protein isolation methods that entail precipitation can
separate viral contaminants from the product by parti-
tioning them differentially into precipitate or supernatant
compartments. The classic example of this method is the
cold ethanol method for fractionating plasma pioneered by
Drs. E.J. Cohn and J.L. Oncley in the 1940s (4,5). Using
increasing concentrations of ethanol and varying solution
pH and salt content, they established conditions to repro-
ducibly precipitate plasma proteins into several enriched
mixtures, called Cohn fractions I, II, III, IV-I, IV-4 and
V. The largest proteins having the lowest solubility and
the bulk of the viruses tend to precipitate at relatively
low ethanol concentrations (28), leaving the smaller, more
soluble proteins such as serum albumin (Cohn fraction V)
largely free of viral contaminants. This plasma fraction-
ation method and variants of it are still used by most of
the commercial plasma fractionators today (29). Another
precipitating agent used for large-scale plasma protein
purification is polyethylene glycol (PEG) (30).

Chromatography

Chromatographic methods are almost universally used for
protein purification, especially in downstream processing
and polishing of the crude precipitates obtained from
Cohn fractionation. Chromatography can be an effective
approach for physically removing viruses from plasma
protein solutions. However, the effectiveness of viral
removal depends on a number of diverse variables,
including the nature of the chromatographic matrix, the
size and charge of the virus, and the composition of the
protein solution, as well as chromatographic conditions
of temperature, flow rate, pH, and solution composition.
Because of the diversity of possible chromatographic
conditions, every separation procedure must be repeatedly
tested (validated) to determine its ability to clear relevant
model viruses. A virus-contaminated ("spiked") protein
solution is passed through a column (i.e., a vertical
cylinder) filled with a chromatographic matrix, and the
nonbound flow-through solution is collected and saved
for analysis. The column is then washed with several
column volumes of an appropriate aqueous rinsing buffer
to further separate the virus particles from the proteins.
Ideally, the protein of interest binds to the matrix, whereas
viruses pass unhindered through the column and are
further decreased by the rinsing procedure. An elution
buffer is then passed through the column to dissociate
the bound protein, which is recovered in a separate
container. The chromatographic matrix can be an ion-
exchange resin, a size-exclusion matrix, a hydrophobic
resin, an immobilized monoclonal antibody specific for the



protein of interest, or any other type of affinity matrix
that binds the desired protein under the selected binding
conditions and releases it under nondenaturing elution
conditions.

Nanofiltration

Nanofiltration is another viral reduction process that
can be effective for removing some viruses from protein
solutions. Nanofilters are subbacterial filters with pore
diameters of 100 nanometers or less. Bacterial filters have
200-nanometer pore diameters. Large viruses are easily
removed from protein solutions, but small viruses require
pores smaller than the virus but large enough to allow the
protein to pass through. The smallest human pathogenic
virus is HPV, which can be removed only with the smallest
available pore sizes of 15-20-nm niters. If the protein
does not pass unhindered through the nanofilter, protein
recovery is compromised. If the pore size of a nanofilter is
similar to the diameter of the protein being filtered, the
filters can also become clogged, limiting the effectiveness
of the process. Therefore, nanofiltration is most useful
with small proteins.

One or more of the techniques listed previously may
be effective in physically removing viruses during the
initial purification of a protein (e.g., ethanol precipitation)
or during the final purification and processing steps
(chromatography, nanofiltration). The viral load of the
starting material may therefore be significantly reduced
by the cumulative effect of all of the procedures applied.
If the reduction in viral titers is not sufficient to satisfy
requirements for product safety, additional processes must
be implemented to inactivate viral pathogens by methods
such as those described below.

VIRAL INACTIVATION PROCEDURES FOR PLASMA
PRODUCTS

This is a compilation of the major viral inactivation
methods used for plasma-derived protein products. They
are listed alphabetically. Heat and solvent/detergent
treatments are the only ones presently used. The other
technologies are under development.

Critical Fluids

This novel viral inactivation technique uses high pressure
to liquefy gases and force them into the interior
of viruses. Ordinary nontoxic gases such as carbon
dioxide are used. The important property is the ability
to be compressed to a liquid (critical fluid) with

appropriate, achievable pressures. The liquefied gas acts
somewhat like an organic solvent. When the pressure
is rapidly released, the expanding gases destroy the
viral envelope, inactivating the virus. This method is
reported to be effective against enveloped viruses and
many nonenveloped viruses (31).

Gamma Irradiation

Gamma irradiation has long been used to sterilize
food, drugs, medical devices, and tissue culture media.
Sterilization is brought about by placing the target
to be irradiated in the presence of a cobalt-60 or
cesium-137 source for a sufficient time to give the
desired radiation dose. Whole blood and blood cellular
components are commonly irradiated at very low doses of
about 0.025 kiloGray (kGy) to inactivate T lymphocytes,
the causative agent of graft-versus-host disease in
immunocompromised transfusion recipients (32).

There are two types of damage caused by gamma
irradiation. Primary damage by direct hits of the target
is believed to be the major cause of destruction of viruses.
Direct hits on nucleic acids or proteins by gamma rays
can cleave and inactivate these molecules. This damage
depends on the target size — the larger the target, the
greater the damage (33). Secondary damage is caused
by chemically reactive free radicals that are generated
when gamma rays collide with water molecules. The free
radicals can react with and damage proteins or nucleic
acids. Secondary damage is independent of target size.

Early attempts to use gamma irradiation to inactivate
viruses in plasma and factor VIII concentrates gave
mixed results (34,35). Our laboratory has developed a
method to successfully treat the blood clotting protein
fibrinogen (11). When fibrinogen was gamma irradiated at
40 kiloGray (kGy), the dose needed to inactivate PPV, the
fibrinogen was damaged so severely it became insoluble.
Upon irradiation at 40 kGy in the presence of certain
protein stabilizers, the solubility and clotting function of
the fibrinogen were maintained, and viscosity was only
slightly increased (Table 2). The stabilizers only slightly
decreased viral inactivation. When stabilized, freeze-dried
fibrinogen containing PPV was irradiated at 40 kGy, the
viral titer was reduced over 4 logio. BVDV was much more
sensitive, and was completely inactivated at much lower
radiation doses. The added stabilizers are sufficiently
nontoxic that they do not need to be removed from the final
product. Gamma irradiation has two major advantages:
the irradiation procedure can easily be scaled up, and the
method can be carried out on freeze-dried products in the
final sealed containers.

"Clotting time is for diluted fibrinogen samples (0.6 mg/mL) upon addition of thrombin and calcium.

Table 2. PPV Inactivation, Clotting Time, Solubility, and Viscosity of Unstabilized and Stabilized Fibrinogen before and
after Irradiation

Dose (kGy)

0
40

0
40

Stabilizer Present

+
+

Logio PPV Inactivated

0
4.7

Timea to Clot (s)

3.5
Insoluble

3.4
5.4

Time to Dissolve (min)

10.2
Insoluble

9.3
15.0

Viscosity

Acceptable
Insoluble
Acceptable
Acceptable



Heat

Heat can be applied to protein solutions (called "pas-
teurization") or to freeze-dried proteins in their final
sealed vials (termed "dry heat"). Pasteurization, the oldest
method used to destroy microbes in plasma products, is
traditionally performed by heating the product to 600C
and holding it at that temperature for 10 hours. Pas-
teurization has been used for decades to treat human
serum albumin, which must be stabilized by sodium
caprylate and acetyl-dZ-tryptophan to prevent heat denat-
uration and aggregation. Several other plasma deriva-
tives have also been pasteurized, including coagulation
factor VIII (36,37), Cl-inactivator (38) and ai-proteinase
inhibitor (39). A method has also been developed for pas-
teurizing human plasma that results in destroying many
viruses, with over 80% recovery of most clotting factors
and protease inhibitors (40). Pasteurization has the bene-
fit that it can be done with bulk solutions or in final sealed
bottles.

An unusual approach to heating protein solutions is to
heat them to high temperatures for very short times (41).
Short-term heating can be accomplished by applying
microwave technology in systems flowing at up to 80 L/h.
Temperature profiles for inactivation of enveloped and
nonenveloped viruses have been developed (42).

For "dry heat," freeze-dried protein products are heated
under more severe conditions, for example, 72 hours
at 800C. Many commercial plasma derivative processes
utilize this type of heat treatment. Procedures describing
severe dry heating of coagulation factor VIII concentrates
have been reported (43,44).

The use of heat, whether wet or dry, is limited by the
ability of the treated proteins to adequately withstand
the high temperatures required to inactivate viruses.
Protein stabilizers such as sugars, salts, or amino acids
can improve protein recovery, but care must be taken to
ensure that the stabilizer does not protect the virus from
inactivation by the heating procedure.

lnactine

This proprietary, nucleic acid binding compound is being
developed to treat plasma and plasma proteins, as well as
red cells. The antiviral agent is a family of low molecular
weight compounds containing a positively charged nucleic
acid binding domain and a self-activating nucleic acid
modifying domain (45). Binding to DNA or RNA leads to
activation of the modifying group resulting in irreversible
covalent modification of the nucleic acid. Inactivation of
41og10 of BVDV and PPV in immunoglobulin solutions
has been reported, with minimal detectable effect on
protein aggregation or antigen binding (45). Because the
compound reacts with nucleic acids, the potential for
mutagenicity and carcinogenicity must be adequately
addressed.

lodine/Sephadex

Iodine, an element with a long history of use as a
disinfectant, can inactivate all known bacterial and viral
pathogens. In its free form, iodine is a strong oxidizing
agent and can also iodinate proteins, which may be

immunogenic or thyrotoxic in transfused individuals.
Iodine's compatibility with proteins can be improved by
attaching it to a solid support that slowly releases iodine
into aqueous solution (46).

One promising method entails binding molecular
iodine to the chromatographic matrix Sephadex to form
iodine/Sephadex (I2/S). This process was developed in the
authors' laboratory to treat intravenous immunoglobulin
(IVIG), an important therapeutic plasma derivative.
A virus-spiked IVIG solution is pumped through a
chromatographic column containing I2/S, and the column
effluent is then passed immediately through a column
of non-iodinated matrix, which captures free iodine. The
effluent from the capture column is held at 37 °C for up
to 20 hours. During this incubation step, inactivation of
both lipid enveloped and nonenveloped viruses occurs.
After incubation, any residual traces of iodine can be
removed by a diafiltration/dialysis or chromatographic
process. We have documented inactivation of >51og10 of
two enveloped viruses (BVDV, PRV) and two nonenveloped
viruses (EMC and PPV) under conditions that did not
detectably damage IVIG(Il). Antibody titers to three
viral antigens were not affected. The ability of immune
complexes to fix complement and to bind natural killer
cells was unchanged. The protein was not fragmented
or aggregated, and iodination was minimal — under 0.02
molecules of iodine per molecule of immunoglobulin (11).
One of the attractive features of this process is that it can
be easily scaled up for large industrial applications. The
possibility of protein derivatization is its major potential
weakness.

Methylene Blue Plus Light

Methylene blue (MB) is a photoreactive dye that
penetrates viral envelopes and binds to the nucleic acids.
Upon excitation with red light, MB transfers energy to
molecular oxygen and produces reactive oxygen radicals
that modify nucleic acids into nonfunctional species.
MB plus light inactivates enveloped viruses and some
nonenveloped viruses. When MB is used in the presence of
plasma proteins, the damage to proteins is limited by the
lower affinity of the dye for proteins than for the nucleic
acids.

Treatment of fresh frozen plasma with MB and
light (47) resulted in >61og10 inactivation of six enveloped
viruses (HIV, BVDV, VSV, PRV, Sindbis virus, and duck
HBV). However, the method was unreliable in inactivating
nonenveloped virus. Although SV40 was decreased >5
logio, little HAV was inactivated (<llog10). The effect on
plasma proteins was also variable. Recovery of albumin
and seven clotting factors was 90% or greater, but 25%
or more of the fibrinogen and factor VIII was damaged or
destroyed.

Solvent/Detergent

Solvent/detergent (SfD) is a widely used method in which
the protein solution is treated with a mixture of the organic
solvent tri-iV-butyl-phosphate (TNBP) and a nonionic
detergent (48). The S/D combination disrupts the lipid
bilayer coat of enveloped viruses, ruptures the virus



particles, and renders them noninfective. The S/D method
is used worldwide to treat many purified protein products
such as immunoglobulins and coagulation factor VIII.
In 1998, S/D-treated pooled normal human plasma was
licensed in the United States (9). No reports have been
filed of transmission of the enveloped pathogens HIV,
HBV, and HCV in products treated by S/D, indicating that
any naked nucleic acid released into the product does not
transmit disease. S/D is considered to be a very reliable,
robust method for inactivating enveloped viruses. It is the
only method included in this report that has no impact on
nonenveloped viruses such as HAV and HPV.

UVC/Rutin

UVC is short-wavelength ultraviolet light that damages
DNA by exciting electrons within these molecules. The
product to be treated is exposed to light from a low-
pressure mercury lamp that emits 90% of its energy
at 254 nm. Because the absorption maximum of nucleic
acid is at 260 nm and that of proteins is near 280 nm,
nucleic acids adsorb more 254-nm light energy and are
therefore damaged more than proteins. One problem is
that UVC generates reactive oxygen free radicals that
can seriously damage proteins. However if rutin, a plant
flavonol glycoside, is added as a protein stabilizer, it
neutralizes free radicals and limits protein damage but
does not prevent viral inactivation. Because rutin has little
or no toxicity, this inactivation method avoids adding toxic
(carcinogenic or mutagenic) compounds.

The effectiveness of UVC is illustrated by a series
of experiments reported by Chin et al. (49). They illumi-
nated coagulation factor VIII concentrates with varying
intensities of UVC light and found that factor VIII clot-
ting activity decreased to <20% at 0.1 Joules per cm2.
When 0.5 mM rutin was present during exposure, factor
VIII was protected (>90% recovery). Four viruses (HAV,
EMCV, VSV, and PPV) spiked into factor VIII concen-
trates were inactivated >5 logsio at 0.1 Joules per cm2,
with or without rutin. Upon treating plasma in the pres-
ence of rutin, they obtained >51og10 inactivation of four
viruses and recovered >70% of the activity of six plasma
clotting factors. One weakness of this method is that pro-
tein solutions strongly absorb UVC light, and decrease
its intensity. To ensure that the contaminating viruses
receive a lethal light exposure, the protein solution must
be illuminated while flowing through thin transparent
sheets. This limits the ability of the process to be scaledup
for commercial use.

REGULATORY GUIDELINES FOR VIRAL REDUCTION

It is considered impossible to completely eliminate every
viral particle in a product. Regulatory agencies must deter-
mine the level of inactivation acceptable for enveloped
and nonenveloped viruses. The Committee for Proprietary
Medicinal Products (CPMP), a division of the European
Agency for the Evaluation of Medicinal Products, has
established guidelines for viral validation studies (CPMP
268/95) and for production of plasma-derived medicinal
products (CPMP 269/95). CPMP 268/95 states that a

process must result in 4 log10 reduction of a given virus to
be considered effective for that virus. The reduction must
be shown to be reproducible and not influenced by process
variables (i.e., rugged). A step giving only 2 log10 reduction
is not considered effective, although it may contribute to
product safety. CPMP 269/95 recommends the inclusion
of two independent steps that complement one another
in their mode of action, so that any virus that survives
the first step is inactivated or removed by the second.
It is required that one of the steps be effective against
nonenveloped viruses.

The goal of plasma fractionators today is implementa-
tion of two or more independent viral reduction steps for
every plasma-derived product. This can lead to unexpected
complications. For example, when a pasteurization step
was added to a European S/D-treated factor VIII process,
neoantigens were formed, and hemophilic recipients devel-
oped inhibitor antibodies to factor VIII (50). Biochemical
changes occurred with the combination of pasteurization
and S/D that were not seen with either treatment alone.

This illustrates the difficulty facing any manufacturer
who wishes to improve product safety by adding a new
inactivation step or by combining two viral reduction
methods. There are no accepted tests for the presence
of new antigenic determinants. Until such methods are
developed and shown to be reliable, the implementation of
process changes will be hampered by the potential pitfall
of undetected neoantigens.

SUMMARY

We have described numerous technologies that are
available or are being developed to inactivate viruses in
blood components and plasma derivatives. A summary of
these methods and their uses is given in Table 3. With
the exception of heat and solvent/detergent, none of the
methods has been approved for use on clinical products
in the United States. Methylene blue has been used in
Europe to treat single units of plasma. None of the other
methods is yet being used to treat clinical grade material.
As they should be, the demands of regulatory agencies are
rigorous. Not only must the potential viral contaminants
be reduced below critical levels, but the native state
and biological activity of the product must be preserved,
and any toxic reagent chemicals or by-products must be
removed to safe levels. The bottom-line consideration is
the safety of the blood product recipient. Short- or long-
term exposure of a patient to treated protein or to product
additives must not cause harm.

Every viral inactivation method must be tailored to
meet the peculiarities of the specific product being treated.
Proteins differ tremendously in their properties and
stability. Each protein has unique sensitivity or resistance
to solution conditions — pH, ionic strength, temperature,
or organic solvents — or to chemical antiviral agents.
Every treatment and formulation must be chosen to give
the maximum viral inactivation with minimum product
damage. The method must be optimized and validated with
the most relevant model viruses. Whenever possible, the
destruction of the actual human viral pathogen should be
tested. Even that test, however, is complicated by the fact



that laboratory strains of viruses may differ from natural
viruses in important respects that can give misleading
information about viral sensitivity to a given method.

A plasma product manufacturer must address many
process issues when choosing a viral inactivation method.
The inactivation process must be scalable from experi-
mental volumes, usually fractions of a liter, to hundreds
or thousands of liters. Although this may not appear to be
difficult, simply assuring that two large volumes of liquids
are adequately mixed can require complex, sophisticated
test methods. The process should have little impact on
protein quality. Large-scale handling of fragile proteins
can cause unacceptable levels of denaturation or loss. The
addition of a viral inactivation step to a manufacturing
process increases the potential for product loss or damage.
Although including two inactivation steps can increase
viral safety, it can further compromise product recovery
and quality.

A myriad of questions must be answered by a blood
product producer in choosing a new viral inactivation
method. What is the cost in time, labor, and capital? What
is the potential toxicity, mutagenicity, or carcinogenicity
of residual antiviral chemicals? Does the process modify
the protein in any way? What is the mechanism of viral
inactivation? What is the regulatory pathway? Will a large,
expensive clinical trial be required? Must a new product
license application be submitted, or is the amendment
of an existing application sufficient? How much time
will this involve? Answers to these and other questions
will determine which viral inactivation procedure the
manufacturer chooses to implement.

Scientist, clinicians, manufacturers, and regulators
may debate the potential threat of a newly discovered
infectious agent, whether it is a bacterium, a virus, or
a prion. The final judgement as to the seriousness of
the problem resides with the national and international
regulatory agencies. They may demand elimination of
the potential pathogen from clinical products. Conversely,
they may consider that the critical shortages that may
result from recalls of blood products will be more

devastating than the theoretical risk of an unknown
disease agent.
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concern as well because many of the major viral vaccines
are for use in healthy pediatrics. If process economics
are critical for the human vaccine industry, they are
tenfold as important for veterinary vaccines, which suffer
further from the fact that the products are commodities
whose prices are measured in pennies. Because of this
burden, the veterinary vaccine industry is often a closed-
mouth cadre of biotechnologists despite the fact that
they have made many of the major advances in vaccine
production methods. It is difficult to ascertain modern
production methods with a few exceptions. Hence this
article will confine its discussion to human vaccines except
for literature references and a discussion of the history of
the foot-and-mouth disease virus (FMDV) vaccine, which
has had a profound influence on the newer recombinant
protein biotechnology applications of cell culture.

A general overview of the mechanics of production
is given, followed by a discussion of considerations
for cell growth and virus production. This is followed
by individual sections on the major current human
vaccines, FMDV, and potential future cell-culture-derived
vaccines. The view is primarily that of a process
scientist. However, regulatory considerations (1,2) are
also discussed because these have dominated vaccine
development historically and will continue to influence
various aspects of vaccine development and processing via
cell culture technology. The article mainly reflects issues
and practices from North America or Europe because these
geographical areas have contributed most substantially
to recent vaccine development. This article will not
address passive antibody-based immunoprophylactics
or recombinant DNA subunit vaccines such as the
hepatitis B vaccine because the principles of recombinant
protein cell culture are described elsewhere in this
Encyclopedia. It also does not address the interesting but
somewhat arcane applications of cell culture for vaccines
against rickettsia (3,4), parasites (5,6), or pathogens of
fish (7-11).

MECHANICS OF VIRAL VACCINE PRODUCTION

It is useful to understand the general steps involved in
viral vaccine production to appreciate some of the ideas
and concerns mentioned in this article. Figure 1 and the
following sections illustrate these steps.

Viral Seeds

Once basic research virologists have identified the viral
pathogen and host cells that permit its propagation in
vitro, vaccine development begins in earnest. A viral
isolate of interest is grown, screened for adventitious
organisms, and grown further to create a Master
Virus Seed bank. This culture process can be very
straightforward, with the single goal of expanding the
amount of virus. However, in the process, the virus
may be grown in nonhuman host cells, host cells
from a tissue different from the virus' normal target
organ, or in cells under altered conditions, for example,
low temperature (12-16). Such conditions are usually
intended to select for spontaneous viral mutants that
are more suited to in vitro culture in the host/condition
used. In the case of a virus intended for an inactivated-
vaccine approach, the goal may simply be to retain
the immunogenic epitopes of the virus while adapting
it to production conditions for productivity (17-20). In
the case of a virus intended for a live vaccine, the
goal is to derive an "attenuated" virus that retains the
ability to replicate moderately in the host (and thus
produce immunizing antigen in vivo) without causing
clinical disease. Attenuation may alternately be performed
for improved manufacturing or clinical safety, even for
inactivated vaccines, to avoid potential operator or patient
exposure to a pathogen. It is an empirical and uncertain
process to arrive at an attenuated vaccine strain with
acceptable reactogenicity and immunogenicity (21-25).
Because clinical considerations are paramount for the viral

Figure 1. Steps in the production of a typical viral vaccine. The intermediate entities in boxes
are those which are typically subject to quality control testing. Dashed lines indicate optional
steps or alternative paths which are dependent on the particular vaccine. Dotted lines indicate
the processing route for primary cells, that is, no cell banking occurs.
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strain derivation, the process scientist is occasionally given
a virus-host system where the virus is not fully adapted
to the production host cell for optimal productivity, yet the
system cannot be changed for regulatory reasons. Most
often, though, strain derivation and attenuation conditions
adapt the virus toward better replication under production
conditions while still satisfying safety and immunogenic
goals (15,26).

Working Seeds produced from the Master Seed, are
used to manufacture harvested virus bulk lots of vaccine.
This scheme forms the classic "two-tier" banking system
that is common for both virus and cells and is meant to
ensure that the Master Seed lasts for a substantial number
of doses (ca. 100 million or more). With this scheme the
Master Seed is extensively tested to ensure freedom from
adventitious viral contamination (27,28). In the case of
attenuated viruses, the Seed is also extensively tested
to demonstrate in vivo attenuation in a relevant animal
model and is usually clinically tested in humans.

Cell Banks

Like the Virus Seeds, the host-cell substrate for viral
growth is isolated from tissue and then is placed in a
reactor to allow a controlled infection. In the case of
primary cells, the isolated tissue is inoculated directly
into the reactor, allowed to establish itself, and then is
infected with virus. For all other cell types, the cells
are usually grown in a two-tier banking system so that
exhaustive testing can be applied to the Master and
Working Cell Banks. Although attenuation is not an issue
here, cell clones with in vitro growth advantages can be
selected (29). Depending on the cell type, safety assurance
by ascertaining the degree of cell "normalcy" is expected
to be established (30).

Cultivation

A typical vaccine batch begins with initiating a cell growth
train; the biomass is expanded until a sufficient amount
is available to produce a substantial batch of virus. At
infection, the culture conditions may be altered to promote
viral growth rather than cell growth. A portion of the
biomass is set aside as uninfected control cultures which
are kept for several weeks beyond the infection date.
These are examined for cytopathic effect and tested to
ensure that no undetected contaminants were present
which could have been masked by the intentional infection.
Control cells were imperative in the early days of in vitro
cultured viral vaccines when primary cells were employed
and for processes with large numbers of manual aseptic
manipulations where environmental contaminants could
more readily be introduced. As the industry moves into
processes where cells are cultivated from extensively
characterized banks and are propagated exclusively in
sealed bioreactor systems, the relevance of these cultures
may diminish.

Purification

The infected culture is harvested to recover virus,
which then is purified. The degree of purification
varies substantially depending on viral fragility, the

host cell used, and the route of vaccine administration;
general purification methods are widely known and
practiced (31,32), as well as highly specific modern
processes (33-37). The purified vaccine bulk is a typical
holding point before formulation and dispensing into filled
containers to titrate the potency of the bulk vaccine and to
test purity and safety.

Inactivation

For inactivated viral vaccines, the virus may be inacti-
vated either before or after purification by an alkylating
(e.g., jS-propiolactone) or a cross-linking reagent (e.g.,
formaldehyde, UV light) (38,39). Care must be taken not
to overinactivate, or immunogenicity can be lost (40,41).
Provided that there are no substantial process safety
issues, the inactivation is preferably done postpurification
to avoid modifying nonantigenic proteins. Prepurification
inactivation can raise immune responses against the mod-
ified proteins (42) or make further purification difficult.
Although testing is performed to confirm that the batch
has been thoroughly inactivated, due to the statistics of
sampling, the guarantee that inactivation has occurred
relies on extensive process validation, as well as con-
firmation of the kinetics and mechanisms of infectivity
destruction in the inactivation process (43,44).

Finishing

The finishing steps of vaccine production and distribution
are often neglected by those of us who work on the steps
closest to cells and virus. However, finishing losses can be
important determinants of the amount of virus which must
be produced. Beyond creating a purified (inactivated) bulk
vaccine, the virus is formulated into a buffer or "stabilizer"
that promotes infectivity retention upon long-term storage
and dilutes the virus to the appropriate potency for the
vaccine dose. Then the formulated bulk is filled into
containers and lyophilized in many instances. Labels
are applied, and the vaccine is packaged and shipped
to clinics and offices for storage before administration.
The length of time that can elapse and the thermal
conditions under which virus is shipped and stored before
administration can lead to substantial infectious viral loss
for live vaccines and thus filling to levels higher than
the nominal efficacious dose is required. This is not so
much a concern for inactivated viral vaccines which tend
to be more stable. Development of stable vaccines that can
be used in the tropics and less developed countries is a
never-ending challenge for vaccine manufacturers (45,46).

HOST CELL SUBSTRATE AND CELL GROWTH

The starting point for any viral vaccine process is the cell
substrate because the viruses of interest can replicate only
by infecting a eukaryotic host cell. Viral vaccine processing
began with in vivo (47) and in ovo (egg) cultivation,
which are still practiced today for Japanese encephalitis
virus (48), influenza (49), and yellow fever (50) viruses.
In ovo propagation remains a mainstay of veterinary
vaccines (51). However, it has been recognized that
to obtain clean vaccine preparations with superior



immunogenicity, minimum side effects (e.g., reactions due
to nervous system proteins or egg proteins), and the fewest
concerns over adventitious contaminating microorganisms
and viruses, in vitro growth under controlled conditions
is necessary. Safety of the cell substrate has been a
major regulatory concern because most viral vaccines
are purified partially, if at all, to remove host cell
proteins, nucleic acids, and/or any contaminants the cells
may harbor. Numerous examples of cell substrate safety
failures exist (52).

Primary Cells

During its history, the viral vaccine field has progressed
from using whole organisms and organ culture to using
cultures of primary cells harvested from an organ. This
change occurred in the 1950s and early 1960s after the
Enders laboratory's achievement of poliovirus cultivation
in primary cells in the 1940s (53). Primary cells are
cells derived directly from dissociation of an organism
or organ, with minimal or no further propagation. The
cells are typically grown only for a limited number of cell
divisions in culture. The use of primary cells was initially
believed advantageous because they could be cultivated
under controlled conditions and extraneous host organism
material could be dramatically reduced compared to
animal/egg cultures. In addition the process does not grow
the cells much beyond tissue explant compared to diploid
cell strain cultures, ensuring retention of normal genetics
(see below).

Monkey kidney cells and whole chick embryo cells
(commonly termed chick embryo fibroblasts or CEFs)
are examples of ubiquitously used primary cell types.
Sometimes duck (54,55) or quail embryo cells (56,57)
have been used as well. The use of primary monkey
kidney cells has been discontinued by some of the major
poliovirus vaccine manufacturers, in part due to ecological
and ethical issues, but mainly due to the adventitious
viruses often found in wild-caught monkeys (58-63). CEFs
are currently used to produce several vaccines, notably
measles and mumps viruses.

For CEFs, the cells are prepared for culture by
harvesting the embryo from an egg 10 to 12 days
postfertilization, removing the head and feet (and
sometimes viscera), mincing the tissue into small pieces,
dissociating the soft bits enzymatically using a pancreatin
(trypsin) solution, and coarsely filtering out the big and
crunchy bits to yield a disperse suspension of cells (64).
Similar procedures were initially used for monkey kidney
cells, but these gave way to organ perfusion trypsinization
techniques that gave a much greater cell yield and
allowed an order of magnitude reduction in the number
of monkeys used (65-67). The trypsinized suspension is
typically placed directly into a bioreactor and cultured as a
primary culture, although there has been some exploration
of "secondary" and "tertiary" cultures to minimize the
initial tissue needs (68,69). Of interest to the process
scientist is the spectrum of cell types obtained from
this procedure and whether they all retain differentiation
characteristics that permit viral replication (70). Little is
known regarding these areas, although it is reasonable
to expect that because serum is typically employed for

cultivation, rapid loss of cell differentiation and outgrowth
of fibroblasts would occur (as suggested by the popular
name for these cultures). The culture of virus on CEFs in
vitro is not necessarily the same as culture in ovo, in that
viruses injected into the allantoic cavity often replicate in
the cells of the chorioallantoic membrane (71-73), which
is not part of the embryo harvest.

Because primary cells are not banked, the first line
of control for cell properties and contamination is on the
animals producing the cells. As mentioned earlier, the use
of wild animals is slowing; where still employed, monkeys
are quarantined extensively or are captive-bred (69,74,75).
The major requirement for using primary cells in vaccine
manufacture is to ensure freedom from adventitious
agents. For CEFs, the laying flocks are housed specially
to prevent infection from wild birds, and the eggs and
the chickens are verified to be free of certain common
pathogens, hence the term "specific pathogen-free" (SPF)
eggs (54,76). These same flocks are used extensively to
produce influenza viral vaccines in ovo and for safety
testing of all viral vaccines. For production, it is incumbent
on the manufacturer to demonstrate that the cells are
free from adventitious viruses through additional testing
of production cultures and uninfected control cells (see
above) (77,78). The same types of precautions are also
taken for monkeys (79). Oddly enough, in an era when
vaccine manufacturers are trying to move away from
primary cultures as quickly as possible, a transgenic
animal industry is starting up for recombinant protein
manufacture (80,81). This is justifiable only for those
products where the benefits far outweigh the risks of
production in animals and where a feasible alternative
technology does not exist.

Human Diploid Cells

Strains of apparently normal diploid cells propagated for
more than a few doublings of the population were first
practically derived in the early 1960s. These cells from
human embryos were termed human diploid cells (HDCs).
Their use for vaccine production was surrounded in the
early years by vigorous debate over safety because they
departed from the accepted primary cell paradigm of being
close to the tissue explant in the number of cell divisions.
Hence there could be greater opportunity to generate and
propagate abnormal cells. The cells were also primate
and human. Hence they could conceivably harbor hidden
human viruses or be more susceptible to extraneous
human pathogens introduced during production. Indeed,
they have proven very susceptible to infection by many
human and animal viruses and are commonly used in
testing vaccine preparations for freedom from adventitious
viruses. Nevertheless, as issues emerged with primary
primate cells, diploid cells were eventually accepted by
industry and the regulatory community and have been
proven generally safe during the several decades they
have been in use (82). The use of these cells is especially
important for those viruses that cannot be readily removed
from culture and host-cell contaminants.

The major diploid cell strains used for human vaccines
in North America and Europe are the human embryonic
lung strains WI-38 (83) and MRC-5 (84) and the fetal



rhesus lung strain FRhL-2 (85,86). The history of use and
the safety of these particular strains has been accepted to
the extent that the most recent regulatory documents
concerning cell substrate characterization specifically
exempt these cell strains from some of the generally
required safety tests (87,88). In general, diploid cell strains
grow for a finite lifespan of ca. 50-80 doublings of the
population (PDL) before ceasing to divide, a phenomenon
called senescence. (The average number of doublings of a
population of cells is referred to as the Population Doubling
number, or PDL. The doubling number is calculated from
tissue explant. A statement of PDL does not imply that
each cell in the population has undergone the same
number of divisions.) On occasion, mutations occur that
cause a cell to become transformed to an immortal
growth state and even become aneuploid and tumorigenic.
Cells in production are restricted to less than two-
thirds of the senescent PDL to ensure that chromosomal
abnormalities have not accumulated that might cause
such a change to a tumorigenic state. The manufacturer
is obliged to demonstrate that diploid cells senesce, fail
to cause tumors in immunosuppressed rodents, and have
normal karyology at the PDL of use. Manufacturers are
encouraged to develop two-tier banking systems for these
cells to eliminate reliance on the limited National Institute
for Biological Standardization and Control (NIBSC, UK)
and American Type Culture Collection Master Banks of
these cells.

Continuous Cells

Continuous cell line introduction into vaccine use has been
even more controversial than diploid cell introduction, due
to real concerns over potential tumorigenic behavior of
these cells or their nucleic acid, which can be demonstrated
for some continuous cells by injecting the cells or DNA into
test animals (30,89,90). As time has gone by, however,
the dangers of tumorigenic cellular DNA have become
more quantifiable, and it appears that the risk from use
of continuous cells is remote (91). To err on the side of
safety, there is a requirement for clearance of DNA from
the vaccine to a level of typically 100 pg/dose and for
negative tumorigenicity testing to ensure safety (87,88).
Notably, continuous cell lines are employed for human
vaccines, with one exception, for inactivated vaccines
where host-cell nucleic acids are likely to be irreparably
damaged. The lines are, however, ubiquitous in the
recombinant therapeutic protein product area, where
nonhuman, nonprimate species are universally used,
where purification is always stringent, and where the
products are all therapeutics.

The only continuous cell line which has been widely
used for human vaccines to date is the Vero cell
line (92), which possesses anchorage-dependence and no
metastatic tumor-producing potential at the passages
used for vaccine production (93). It is used for polio and
rabies viral production among others. Stocks are held
by the World Health Organization and the American
Type Culture Collection. Human vaccines employing
Madin-Darby canine kidney (MDCK) cells are in
development (20,94,95); this cell line is interesting as
one of the few that polarizes upon contiguous monolayer

formation. It too possesses limited tumorigenic potential
unless mutated (96,97). The BHK21 cell line has been
employed extensively for veterinary FMDV vaccine
since the 1960s (98,99), veterinary rabies vaccine (100),
and more recently, for producing human recombinant
therapeutic proteins such as Factor VIII (101). The use
of this continuous tumorigenic line in a veterinary vaccine
(along with use of the continuous Namalwa cell line for
of-interferon production — this cell line was Epstein -Barr
virus transformed and Sendai virus infected/induced, no
less!) (102) set the stage for the use of continuous cell
lines for human recombinant protein products (103). The
cultivation technology developed for Vero and BHK21-cell-
derived vaccines laid the foundation for the cell cultivation
technology of the therapeutic protein industry (104).

Recombinant Cells

Recombinant cells have not been used for human vaccine
production to date. This has been in part because the
host cells are diploid with finite life spans prior to
senescence, or for Vero, there is a limited number of
passages before the cell line becomes tumorigenic. This
feature precludes the cell-doubling consuming processes
of cloning, expansion into cell banks, and vaccine
production while staying within the PDL/tumorigenicity
limits mentioned before. It has also been due to the
inability to rigorously purify DNA and host protein from
the common enveloped vaccine viruses with good retention
of infectivity. However, engineered cells will eventually
be used if risk-benefit analysis warrants it. Probable
situations will be certain new technology platforms based
on complementing (105-107) or packaging cells (108,109)
for replication-defective virus vectors, or where necessary,
for economic production (e.g., metabolic engineering,
apoptosis inhibitor gene expression). Like continuous
cell use, recombinant cells will incur extra regulatory
scrutiny (90).

Cell Growth Considerations

The objectives of the cell substrate growth process for
viral production are generally twofold. The first objective
is to generate a mass of cells large enough to support
production of the necessary viral quantity. The second is
to have the cells in a physiological state appropriate to
fostering efficient viral propagation.

Culture Hardware. The cell lines employed for human
vaccines to date are exclusively anchorage-dependent,
and the need to generate large masses of adherent cells
has caused a sometimes quixotic quest for the "perfect"
attachment-dependent culture hardware (110,111). This
is due to the fact that the scale of culture is often
in a regime where there is no best choice. If the
production scales were slightly smaller, common lab
technology such as flasks or roller bottles would prevail.
If the scales were very much larger, (microcarrier)
suspension cultures would be almost obligatory. Because
the intermediate scales and viral characteristics favor no
single technology, many alternatives have been developed.
Only a few have survived as widespread practical



(i.e., idiot-resistant) and economical (i.e., fast time to
market and low operating cost) systems for production.
These are the culture flask (112), roller bottle (113),
disk propagator (114), Cell Factory® (115), certain fixed-
bed loop bioreactor systems (116,117), and microcarrier
(118,119) or suspension cell culture (120) in stirred tank
reactors. There is no best culture system, and hardware
selection often depends on the infrastructure and expertise
of the manufacturer.

The desired features for culture technology are
robustness in manufacturing operations, ease of process
development, ease of validation for the system and the
process, and an ability to control the environment of
the cells. For viruses that are unstable in culture and
have rapid replicative cycles, it is sometimes desirable
to avoid bioreactor systems that cultivate cells in three-
dimensional aggregates or as multilayers (68,116,121).
Here, the inner cells have restricted access to the
inoculated virus and thus are not infected in synchrony
with the rest of the population. A last factor to consider
in technology is the virus-host interaction that can
affect the ability to harvest the virus. For viruses that
accumulate intracellularly or on the cell surface, it is
necessary either to lyse or recover the cells (often without
resorting to enzymatic means that can destroy virus) to
access the virus, and this can influence the choice of
bioreactor technology. Some cell lines for future human
vaccines will undoubtedly be adaptable to suspension, like
BHK21 (120). This will enable the use of stirred, sparging-
aerated reactors that will allow, employing standardized
and fairly characterized technology. With respect to
suspension culturing, there is some evidence that the
host-cell growth mode, that is, suspension versus attached,
affects viral replication for continuous cell lines and that
viruses can adapt to the host growth mode to be more
productive (122-126).

Cell Growth up to Infection. Viruses are obligate
parasites that use the host-cell machinery to complete
their replicative strategy. Thus the cell technologist
should seek to elicit a cellular state conducive to viral
synthesis immediately before infection for those elements
that are not rapidly induced or accumulated from the
culture medium. Most viruses have evolved strategies
to divert cellular resources away from the host cell's
natural program and into the viral synthesis pathway
after infection (127). Hence a well-nourished cell with an
appropriate growth and enzymatic state (e.g., actively
synthesizing DNA in the case of some DNA viruses) (128)
and abundant intra- and extracellular substrate pools
generally maximizes viral yields (129-131). Note that for
low multiplicity infections (much less than one virus per
cell), the majority of cells are infected many hours after
culture inoculation with virus.

For the relatively few cell lines already adopted for
vaccine production (CEF, WI-38, MRC-5, Vero, BHK21,
MDCK), their extensive availability and genetic homo-
geneity relative to recombinant lines have made the
optimal nutrient requirements (132-143), feeding regi-
mens (144-150), growth factor requirements (151-155),
serum-free (156-163) and low serum (161,164-166)

media fairly well known. Although most vaccines today
are derived from cells cultivated from animal products
such as serum and trypsin, there is a growing drive to
eliminate animal-sourced raw materials from vaccine pro-
duction, purification, and formulation processes because
of real concerns over viral adventitious agents, sometimes
from quite unexpected sources (167,168). Theoretical con-
cerns over spongiform encephalopathic agents have also
been voiced. In lieu of complete removal, measures are
taken to obtain these culture components from known and
controlled source animals, to handle the tissues appropri-
ately, to screen them thoroughly for agents, and to treat
them before use to inactivate any potentially undetected
agents (169-175).

VIRAL GROWTH

Conceptually, viral growth in culture can be broken into a
set of events: delivery of virus to the cell, attachment
to the cell, penetration into the cytoplasm, uncoating
of the genome and delivery of the nucleic acid to the
site of transcription, transcription and translation of the
genome in one or more cycles of expression, replication
of the genome, final production of virion components,
virion assembly, and egress from the cell. The discussion
following focuses on the principles of the individual events
in replication, followed by considerations and general
approaches that the cell culture technologist can take
to influence the events favorably. The affectors of growth
cited following are not inclusive, and those mentioned
tend to be more universal or interesting. Perusal of
the virological literature will reveal many more effects,
often applicable to only certain virus-host cell systems
or particular mutant viral strains. Many literature
observations are also from contrived situations that are
not relevant to industrial viral propagation; they are often
intended to establish, via an all-or-nothing condition, that
a particular factor plays a role in viral replication. In other
words, virologists are usually interested in "how the virus
does it," not "how much the virus does it."

Transport

Before a virus can attach to a cell, it needs to be close to
the membrane. Hence transport of the virion to the cell
is an issue in viral cultivation. Optimizing viral delivery
minimizes inoculum degradation and ensures that the
infection occurs at a consistent multiple of virions per cell
(known as the multiplicity of infection, or MOI). Viruses
are typically 20-250 nm in size with Stokesian diffusion
coefficients on the order of 10"7 to 10"8 cm2/s (176). Hence
they possess a diffusion time scale (^L2/T>t the diffusion
length scale squared divided by the diffusivity) of hours
for penetration distances of only 100 |im, about the depth
of a typical medium overlay in static culture. Due to this,
the virus transport rate to the cell is usually limited by
diffusion (177-180). It can be calculated that relatively
high shear rates are necessary for convection to dominate
viral transport, levels that are about the highest typically
encountered in routine stirred cell culture (181). Cell
accessibility to a virus is also a consideration for cells



that are cultured as aggregates in suspension (182), as
multilayers (121,147), or on porous growth supports (183).
Because of diffusive transport limitations and blocking by
other cells, infection in these situations is not uniform
and true MOI and its distribution can vary substantially
from theoretical. It is worth noting that not all viruses are
inoculated into a culture as individual virions; for some
herpesviruses where the virus is strongly cell-associated
or labile in the cell-free state, the inoculum can be an
infected cell suspension (184-186), and for these cases
inoculum diffusion is irrelevant, but transport efficiency
of the infected cellular inoculum can still depend on
convective transport and reactor considerations (187,188).

Transport speed can be maximized by concentrating
cells and virus at the point of inoculation, by reducing
the depth of the medium overlay for monolayers,
by introducing convection into the system (189,190), or
by enhancing the transport of the virus to the cell by
other means, for example, centrifugation of virus onto
a monolayer (190). Transport speed and its control is
important when the virus is labile and/or where the
transport phase constitutes a significant portion of the
replicative cycle time.

Attachment

Attachment of virions to the cell surface is mediated by
specific receptors, and this is a major determinant of
tissue tropism of viruses. Receptors can be ubiquitous,
as in the case of sialoglycoproteins, or they can be also
be relatively rare proteins present on only a few cell
types (as in the case of the CD4 receptor for HIV-I) or
certain species (191) and at relatively low densities; the
receptor density can be determined by Scatchard plots
of equilibrium virus binding, usually at low temperatures
that preclude viral internalization. (Quotations of receptor
number are defined by experimental conditions — the
number of viral binding sites measured in an experiment
is relative and should not be equated with the abundance
of receptor molecules.) The rate and equilibrium of viral
binding is directly related to the availability of receptors
and the affinity of the receptor-virus interaction. Several
receptor molecule attachments are usually required to
achieve the binding energy critical for "irreversible"
attachment (192). This is due to low affinity (which does
not imply nonselectivity) of single interactions (193) and
reflects the evolution of selective target cell infection.
For certain viruses, a distinct coreceptor is required after
initial binding (194,195); attachment to the coreceptor is
often coupled with membrane penetration. Irreversible
receptor-virus attachment is not instantaneous. Viral
attachment rates to cells are lower than predicted solely by
transport considerations in many instances (181,196,197),
although attachment rate limitations can be difficult to
detect (198,199).

Attachment can be influenced by parameters that
affect the availability of receptors. It has been shown
experimentally that increasing cell surface receptor
density promotes infection in certain instances (200,201).
Some viral receptors are obliterated by treatment of
the cells with trypsin or other enzymes (202), whereas
viral attachment is enhanced by enzymes in other

instances (203). Enhancement could be due to receptor
modification or to uncovering of receptors made cryptic
by extracellular matrix secretion (204). Receptors can be
localized on certain areas of the cell membrane (205-207)
and hence can be affected by cell polarization in confluent
monolayers of some cell types. Creating artificial binding
sites on the cells or virus via chemical addition, for
example, addition of polycations to the inoculum, has
proven profitable for accelerating infection in many
instances (208-210). The latter must be considered
cautiously, however, as polycation addition can affect cell
health or suppress later replication (211); it may serve to
increase infection speed but can lower total yield per cell.

An issue for the practitioner is ensuring a culture milieu
that promotes virus—receptor interactions. Although pH
optima exist for viral adsorption, with a few exceptions
these are quite broad (in the cell culture context) and
have maxima in the physiological range (212). Tempera-
ture affects binding because it influences cell membrane
fluidity and recruitment of receptors or coreceptors, but the
effects are typically very weak within the typical range of
cell cultivations (213), which can be down to 30 0C for some
cold-adapted viral strains. Divalent cations are required
for attaching certain viruses to receptors (214-219), and
the levels of magnesium and calcium found in typi-
cal culture media are usually sufficient for maximal
attachment. Polyanions, especially sulfated polysaccha-
rides (181,220-222), are notorious for broad antiviral
activity, but Pluronic F68, carboxymethylcellulose (CMC),
and polyvinyl alcohol sometimes used for interfacial and
shear damage protection do not reportedly affect virus
infection. Viscous CMC solutions are sometimes used
in plaque assays as inert, diffusion-preventing overlays.
It should be noted that for semipurified vaccines, any
additives to the culture must be acceptable for clinical
administration.

One mechanism by which viral attachment can be
hampered is the competition of noninfectious virus
particles or viral component proteins in the inoculum
for cellular receptors (203). This is a potential issue when
trying to assess the amount of replication-competent virus
in a semi-inactive preparation where the noninfectious
to infectious particle ratio is very high (41,223). With
careful propagation, the amounts of defective virus or
unassembled components in a typical inoculum should
not be large enough to block attachment, although such
components can interfere with subsequent replicative
steps (224). Viral stocks are typically expanded at low
MOI to avoid accumulation of "defective interfering
particles" that have acquired mutations (225,226); the
mutant viruses cannot grow by themselves, but they can
complement each others' mutations at high MOI (multiple
infections per cell) or be assisted by functional viruses,
leading to packaging and propagation of the defective
genomes.

Viral Penetration and Uncoating

A virus penetrates into a host cell by one of two routes:
direct penetration of or fusion with the plasma membrane
or receptor-mediated endocytosis that leads to penetration
of/fusion with an endosomal vesicle membrane. In



direct fusion, viral binding to enough plasma membrane
receptors or a coreceptor causes a conformational change
in the viral envelope or capsid, which then triggers fusion
of the viral envelope with the membrane or uncoating
of the viral capsid. This spills either a nucleocapsid or
the genome with accessory proteins directly into the
cytoplasm. As might be imagined, when a nonencapsidated
genome is injected into the cytoplasm, this is the site of
viral replication, and the accessory proteins in the virion
are required to initiate the replicative cycle. When a capsid
enters, further events, such as binding of host proteins to
the capsid to cause genome release or trafficking of the
capsid to nuclear pores where the genome is injected into
the nucleus, are often required to initiate replication.

In receptor-mediated endocytosis, the virus and its
receptors are phagocytized in a coated pit to form an
endosome. The endosome undergoes acidification which
triggers conformational change in a viral capsid or
envelope protein, and this causes fusion with the vesicle
membrane. Thus the rate of fusion and entry into the
cytoplasm to begin the intracellular replicative cycle is
dictated by the rates of endocytosis and acidification
of vesicles. Half-lives of vesicle internalization on the
order of 5-30 minutes are common (196,227). As with
direct fusion processes, the initial penetration of virus
can introduce a genome or can be followed by multistep
dismantling and transport of the capsid to the location
for transcription (227). Endocytosis does not lead to
quantitative delivery of virus because errant endosomal
sorting can lead to the destruction of a substantial fraction
of the entering virus (228).

Penetration rates can be affected by some cell culture
conditions. Penetration and uncoating steps are typically
energy-dependent and can be affected by temperature and
variables that affect cell metabolism (229). Depending on
the cell type and its growth state, the rate of endocytosis
can be rapid or slow. Confluent or quiescent primary and
diploid cell monolayers can have lowered rates of endocytic
activity relative to actively growing cells because of low
rates of cellular division and protein synthesis. Endosomal
acidification is affected by millimolar quantities of weak
bases such as ammonia in the medium, and this can
impact fusion and viral replication (230-233) although
the phenomenon is not ubiquitous for viruses that use
endocytic pathways for entry; this may reflect the use of
multiple routes of infection and their predominance in
various cell types, differences in the intrinsic endosomal
pH of different cells, or the pH required for fusion of
different viruses (234-237). The presence of membrane
cholesterol is a well-established prerequisite for virus
fusion by some enveloped viruses (238). Although it has
been suggested that cells cultured under cholesterol-
depleted conditions produce lower virus yields (239,240),
the effect probably does not persist under prolonged
cultivation in these conditions (241). It is probably
due to altered membrane fluidity because infection
permissivity can be enhanced by fluidity modifiers for
many viruses (190,242,243). However, in some instances,
fluidity modification by chemicals such as DMSO may be
making up for defective viral activation or maturation
and/or providing an unnatural infection route of entry.

Considering these data, it is worth adapting cells to serum-
free conditions well before infection, although this has not
been reported in the literature as beneficial to viral culture.

Animal sera can contain antibodies or other components
reactive to viruses (244-248) and can have multiple
effects on viral growth. Antibody neutralization of virus
in many instances is not directed toward inhibition of
receptor-mediated attachment, but toward inhibition of
endocytosis, fusion, or uncoating via interference with
capsid conformation changes or disassembly (249). Serum
also contains complement proteins that can lyse virus
or infected cells, and it neutralizes proteases that are
sometimes necessary for "activation" or "maturation" of
certain viruses (250,251), a prerequisite to penetration
and fusion. Because of its interference properties and
the inability to purify it thoroughly away from many
viruses, serum is usually absent or is employed at the
lowest levels possible during infection. When used during
infection, it is often from fetal sources that have lower
immunoglobulin levels than adult sera and may be either
immunoglobulin-depleted or "heat-inactivated" (typically
56 0C for 30 minutes) to ensure destruction of complement
components (252).

Replication of Viral Components

A detailed treatment of the different strategies for
replicating viral components is not possible in a short
article such as this because of the great diversity of
genomic structures and replicative strategies (253,254)
and the existence of multiple replicative "programs" in
cells, for example, latent or persistent infections. The
technologist is interested only in productive — and most
often lytic—infections for producing vaccine virus, the
basic cycle of which is roughly as follows. The viral genome
is first transcribed and/or at least partially translated to
produce "early" proteins that are necessary to enable one or
more of the activities, further viral transcription, genomic
replication, or interference with host-cell functions. Then
the genome is reproduced, and this event is taken to define
a boundary between "early" and "late" life-cycle events.
The genome is further transcribed/translated to produce
late proteins that incorporate into the virion, chaperone
the assembly of the virion, or interfere with host-cell
processes to allow for either efficient viral replication
or viral egress. Depending on the virus and its genomic
structure, there are one, two, or three sequential cycles
of early and late transcription and translation in all. In
productive infections, the virus immediately initiates its
replicative program upon penetration and uncoating, and
the earliest events are seen within minutes. The entire
replicative program can take from a couple of hours to a
day, and it can produce infectious virions ranging from a
few to tens of thousands per cell.

Depending on the viral family, the viral genome is
translated, transcribed, and replicated in the cytoplasm,
the nucleus, or both. The cytoplasmic replicative strategy
is most often used by RNA viruses that do not generate
DNA and have no need for nuclear involvement. These
viruses encode their own RNA polymerases to enable
genomic replication. DNA viruses replicate the genome in
the nucleus where they have access to cellular machinery,



except for the poxviruses and papovaviruses that replicate
in the cytoplasm and encode their own polymerases.

Assembly of Viral Components

As the components of the virus are replicated, they are
assembled into new virions that may be modified or
"matured" and then egress from the cell. These processes
also take place by divergent mechanisms (255). Because
capsids are composed of several hundred molecules,
capsid assembly for viruses takes place in steps. First,
individual proteins associate to form "capsomeres," which
then are further assembled into more complex structures
or into virions. Chaperone proteins may be transiently
associated with or incorporated into the structures
and then removed at later steps such as genomic
encapsidation. The viral genome may begin encapsidation
during assembly of the capsomeres or during final virion
assembly (255,256), and genomic incorporation relies on
specific nucleotide sequences that code for attachment
either to capsid proteins or to chaperones. Bases such
as polyamines (257-259), histones (260) (or histone-like
molecules) are often present in significant quantity,
ostensibly to neutralize and condense the nucleic acid
and enable packaging it within the confines of the capsid
(261,262). As part of the process of capsid formation or
maturation, the capsid proteins may be modified, for
example, cleaved, to mediate conformational changes that
enable final assembly, stability, or infectivity of the capsid
(251,263,264).

For enveloped viruses, the envelope around the capsid
is acquired via a budding (sometimes a "wrapping") (265)
process where the envelope glycoproteins associate with
each other to form rafts on a cellular membrane and
the capsid is coated in the glycoprotein-lipid envelope as
it penetrates through or "buds" from the membrane. In
some cases a "matrix" protein or tegument is interposed
between the nucleocapsid and the envelope, and these
proteins probably facilitate assembly. Viral acquisition of
an envelope can occur at the endoplasmic reticulum, Golgi,
nuclear, or cytoplasmic membranes (266,267). Acquisition
of cytoplasmic membrane can be localized in polarized
cells (268). For all but cytoplasmic acquisition, the
enveloped virus exits the cell via transport vesicles
and an exocytotic pathway. This does not always imply
secretion of free virus because some viruses remain
associated with the external face of the cytoplasmic
membrane after exocytosis. Envelope lipid composition
reflects the composition of the compartment membrane
through which budding occurs, but host-cell glycoproteins
are excluded from the viral envelope by association of
the envelope proteins with themselves or with scaffolding,
matrix, or tegument proteins. As with capsid proteins
for nonenveloped virus, envelope glycoproteins can be
matured further by proteolytic cleavage to create the
infectious particle (250,269).

Viruses employ varying cellular compartments to
replicate components, assemble the virion, and egress
from the cell. Capsid proteins that are inside another
capsid shell or envelope are non-glycosylated, and are
synthesized in the cytoplasm. This is also true of
outer capsid proteins of nonenveloped, non-glycosylated

viruses. Glycosylated capsid and envelope proteins are
processed through the endoplasmic reticulum (ER) and
Golgi-apparatus-like host proteins and are subsequently
directed to appropriate transport vesicles via a signal on
the protein (270). The same types of post-translational
modifications that occur for host proteins are performed
on either glycosylated or non-glycosylated viral proteins
(e.g., sulfation, carboxylation, phosphorylation, acylation,
cleavage). In addition to structural components of
the viral capsid, transcription factors, host-affecting
proteins, or chaperone proteins that facilitate assembly
are also produced (255), and these can be processed
through different routes per their genetic sequence.
As with viral attachment, egress of virus can take
place through preferential locations on the cytoplasmic
membrane (271,272).

The cell Growth State, lntracellular Replication, and
Assembly. Unlike early infection, owing to the diversity
of replicative strategies and to regulation of the intra-
cellular environment, it is not possible to make many
generalizations regarding the effect of the cell growth
state on replication and assembly. Viruses do certain
common things during in vitro replication that are of inter-
est to the technologist, however. To a greater or lesser
extent, they employ, host-cell machinery for DNA syn-
thesis, transcription, translation, and post-translational
protein modifications. It is reasonable to assume that a
cell that is generally fit and actively conducting these
activities will better replicate virus. The diploid cell types
that are the mainstay of vaccine processing exhibit a wide
range of activity within the limits of in vitro culture con-
ditions; growth can range from rapid cycling to indefinite
existence in the GO state. This is decidedly unlike trans-
formed cells that tend either to unregulated growth at "full
throttle" or apoptosis. Knowing which host macromolec-
ular elements are required for viral synthesis and which
activities are down- or up-regulated in the cells can inform
as to potential effects of the cell state on permissivity and
productivity. For example, promoting cell cycling through
the S phase increases growth for some DNA viruses that
rely on cellular polymerases (273-275). Adding proteolytic
enzymes is a well-known tactic to overcome cellular defi-
ciencies in replicative permissivity or viral maturation
capability (276,277). Also, knowing which elements are
likely to become deficient and limit the host cell's ability to
sustain itself and continue viral production can be poten-
tially useful. Serum and most growth hormones generally
lack effects that are not attributable to host-cell fitness,
under or overdosing relative to typical culture conditions,
or highly virally-specific effects (278-283).

In a productive infection, viruses typically compete for
host-cell resources by shutting off one or more of the
cell's major functions, DNA synthesis, transcription, or
translation (127,284-286). Although viruses starve the
host cell by these strategies, they also murder cells by
inducing apoptosis or torture them by inhibiting apoptosis
as the cells attempt suicide. It has been suggested
that viral apoptosis strategies have evolved either to
maximize productive replication, to enable viral egress,
or to enable persistence (287-289). There are hints that



inhibition of apoptosis can improve component replication
in some virus-host systems (290,291), but utility for
increasing virus yields will be system-dependent and
is relatively unexplored (292-295). To be useful, any
inhibitory strategies (chemical additions, cell or virus
genetic modifications) must meet safety expectations.

Culture Conditions, lntracelluiar Replication, and Assem-
bly. A search of the literature for culture environments or
medium conditions that affect viral replication and assem-
bly turns up interesting effects that are sometimes widely,
sometimes selectively applicable. It should be noted up
front that in studying culture condition effects on viral
replication, the timing of the culture perturbation can be
critical to experimental success and interpretation because
the perturbing agent will often act only on specific steps of
the viral cycle and because cellular accumulation, deple-
tion, or adaptation may also play a role. Perturbative
timing is often used in conjunction with single-step growth
curves (see below) to ferret out the particular replica-
tive step that is being affected. As mentioned in the cell
growth section, maintaining healthy, nourished cells in a
controlled environment (which should be done for any cell
culture process) will foster maximal viral replication. The
conditions mentioned below illustrate the boundaries of
productive culture conditions.

Nutritional Effects. For some robustly growing viruses,
the amount of viral protein expression can be on
the order of 10-20% of the total cell protein and
is achieved in 24-48 hours (296-298). These levels
of replication place a demand on the cell for protein
expression that rivals the best of amplified rDNA protein
constructs, and they often occur in a disintegrating cell.
This emphasizes that the supply of primary building
blocks of virus can play a key role in intensive
culturing (299-301). Deprivation of essential amino
acids ablates viral production in many systems, and
less commonly amino acid increases stimulate viral
production, emphasizing that their levels are important
during infection (130,302-309). The effect of arginine
deprivation is particularly widespread (310-316). It will
be noted that amino acid deprivation does not necessarily
affect polypeptide synthesis because amino acids can be
involved in regulation or other functions necessary for
viral replication (317-320). Despite these phenomena,
however, a few viruses replicate in the absence of common
culture nutrients and add-back at infection does not
improve titers, lending emphasis to the dependence on
intracellular pools and culture state at infection for rapidly
replicating viruses that do not place a high metabolic
demand on the host cell (321-323). Complete deprivation
of energy sources (glutamine, glucose, pyruvate) is
detrimental, although there is little information on levels
below which viral growth is affected. These are likely to be
at or above the levels found for cellular inhibition because
viral infection places increased and shifted metabolic
demands on cells (324-332). Insulin reportedly negatively
influences kinetics (333) or yields (136,334-336) of some
viruses, ostensibly through altering intracellular glucose
levels. Employing energy sources (fructose, galactose,
glutamine) alternative to the lactogenic glucose substrate

can stabilize medium pH better in uncontrolled situations
(encountered in roller bottles, Nunc Cell Factories, etc.)
(149,337-340); this may be beneficial where infection is
affected by pH. Alternatively, buffering can be increased.
Compositions that enhance ammonia production should
be avoided, as noted before. The addition of nucleic acid
bases or nucleosides has reportedly variable effects, either
decreasing (137) or enhancing (136) viral output.

General Culture Condition Effects. The degree of culture
oxygen saturation does not usually have a strong effect
(barring anoxia), although it is generally acknowledged
that adequate oxygen is required for optimal viral
synthesis (341-349). However, viruses sometimes appear
to modulate intracellular redox by promoting reactive
oxygen specie generation (350), so culture redox affectors
that mediate intracellular redox in turn can modulate
some virus-host systems (351,352). Extreme additions
or the absence of antioxidants (vitamins A, C, E,
selenium, pyruvate, glutathione, iV-acetyl cysteine) can
either increase or inhibit viral production (273,353-355);
these phenomena are possibly related to modulation
of the caspase pathway of apoptosis (see above). pH
optima for replication in the physiological regime are
reported for many viruses (356-364). Temperature often
shows an optimum below 37 0C due to more rapid host-
cell or viral degradation at higher temperatures (365)
or cold adaptation of the virus. The latter is an
especially prevalent factor for attenuated vaccine viral
strains (13,366-368).

The ionic composition of the medium (K+, Na+,
HPC>4~, HCO3~, trace metals) does not usually affect
viral replication within the normal range, but some salts
and other additives can be manipulated to advantage.
Calcium is necessary for assembly or capsid stability
for a couple of viral families and should optimally
be present in millimolar quantities (369). Magnesium
sulfate addition of 10—50 mM reportedly enhances viral
replication (56,370,371), and speculation is that the effect
is due either to enhanced protein synthesis and cell
cycling or to enhanced egress. In some cases the effect
may be simply one of medium hypertonicity (372,373)
because it is replicable using sodium sulfate, sodium
chloride, or magnesium chloride (374,375). Hypotonicity is
known to suppress replication of certain viruses (376,377),
although at osmolarities well below what would normally
be used in culture. It is not clear that salts or tonicity
act uniformly on component replication; some of the
effects may be on viral assembly efficiency (378). Dimethyl
sulfoxide addition to cultures reportedly enhances viral
production (and/or plaque assay detection) in many
systems, and effects are ascribed to enhanced cell cycling,
viral or cellular transcriptional activity (379-381), or
viral assembly efficiency (382). Substances that affect
intracellular compartments involved in viral assembly or
maturation can affect productivity by some of the same
mechanisms that poison uncoating (113,383).

Antibiotics were one of the great enabling technologies
for in vitro cultivation of cells for vaccine production.
Without them, currently successful vaccines and biologies
would not be possible. The Enders group's successful
cultivation of poliovirus in nonneural tissue, with which



Sabin had failed a decade earlier (384), was partly
due to their ability to maintain cultures longer in the
presence of the new antibiotics and thus detect delayed
replication (385). Inhibitory effects of aminoglycoside
antibiotics occur at high concentrations in several systems
(386-390), but effects at the levels used for contamination
prophylaxis are not generally documented.

VIRAL PROCESSING

Growth Kinetics and Process Configuration

Without regard to the specifics of viral replication, the
process scientist can make many initial decisions about
the infection process based on a few simple principles
and experiments. Fundamental to the configuration of
an infection process is knowledge of the "one-step
growth curve" (391) of virus in the host cell of interest.
This is illustrated in Figure 2 for a typical lytic viral
infection. In this experiment, virus is added to a
theoretical MOI greater than one, and the culture is
observed for the appearance of new infectious virus
or antigen in the cell and supernate fractions. Virus
initially disappears from the supernate as it attaches
and penetrates the cell. This is followed by the "eclipse"
phase during which the infectious virus reaches a
minimum in the supernate, when the early events of
intracellular replication take place. The infectious virus
increases in the cells and/or supernate as the replicative
cycle is completed; depending on the system, the virus
can be retained in the cell fraction or released to
the supernate. Finally, virus infectivity titers typically
decrease as production ceases and the newly synthesized

virus decays under culture conditions. "Antigen" (virion
structural protein) production accompanies infectivity,
and there is always more antigen produced than assembled
into infectious particles. It is often more stable than
infectivity.

The one-step experiment provides several pieces of
useful information. First, the disappearance rate of the
virus from the supernate indicates the rapidity of viral
transport and attachment. Second, the evolution of either
viral components or infectious particles gives an indication
of the intrinsic length of time required for the various
events in the viral life cycle. Third, the maximum titer
achieved gives an indication of the "burst size" or number
of infectious virus produced per cell under the most
rapid (and presumably most favorable) conditions. Last,
measuring the decay phase gives an indication of the
stability of the virus produced. Using these pieces of
information, infection strategies for production can be
devised. Note that for viruses that are not immediately
lytic to the cells, the maximum titer may be limited not by
cell destruction, but by nutrient depletion or waste product
accumulation. In this instance, medium exchanges and
further monitoring of viral titers in a one-step experiment
give additional information about the intrinsic output and
kinetics of an established infection and the evolution of
the eventual cytopathic effect.

The rate of viral transport gives an indication of the
true MOI and the effectiveness and rate of viral delivery
under production conditions (although viral decay may
need to be taken into account in some instances) and can
guide the researcher as to whether the special measures
to enhance the rate or extent of infection discussed before
should be employed to benefit the process. Maximizing the
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Figure 2. Typical one-step growth curve for a lytic, extracellular, labile virus.
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extent of infection for a given viral input can be important
for viruses with low output to input ratios.

The maximum titer achieved can be combined with the
(effective) MOI to calculate the output to input ratio of a
round of infection. This information is used for a couple of
items of process configuration. The first consideration is
viral supply. As with cell banks, viral stocks for production
are usually laid down as two-tier Master and Working
Seeds. Because of the extensive adventitious viral testing
required of these seeds and the length of time required to
perform these tests (some of which last for months), it is
convenient to have a Working Seed life span of at least a
year in production. To avoid questions of viral mutation
that might occur from switching Master Seeds frequently,
it is preferred that the Master Seed has a life span that
approximates the product's market life span. When the
output to input ratio is small (less than ca. 50:1 total),
it becomes evident that to preserve Master and Working
Seed life spans, a MOI less than one must be used (multiple
infection cycles in a culture), the Working Seed to vaccine
process scale ratio has to be increased so that the fraction
of Working Seed consumed per year is small, or a serial
"hot" passage (i.e., not from a cryopreserved stock) must
be used in the process (186,392,393). Even if the output
to input ratio is very high, it is generally undesirable to
propagate virus at high MOI (>1) for multiple passages to
avoid defective viral generation and propagation.

The replicative and release time cycle and the
maximum viral titer guide the configuration of several
parameters for the infection. Given the constraints on
MOI above, the process will typically need to support one
to three cycles of infection. The total cycle time and the
cell concentration at infection dictate the consumption of
nutrients and accumulation of waste and thereby impose
limits on the maximum profitable cell density for a
batch culture process (300,393) or indicate that feeding
and/or waste removal should occur during the infection
for maximum productivity (117). For low MOI processes,
the initially uninfected cells may continue to grow until
the first virus burst occurs, and this poses an additional
variable to take into account (394). Factored into the
decision to use high cell density and to feed during infection
are the purity and dose requirements for the vaccine. Most
often, uninfected host cells are grown in bovine or equine
serum-containing medium or protein hydrolysates. For
viruses that are secreted or released by lysis into the
medium and are not amenable to purification, a medium
exchange to serum-free culture is mandatory to avoid
allergic reactions (395,396). A medium exchange to low
or zero protein conditions can be required for viruses that
require exogenous proteolytic activation (119,251,397,398)
to avoid neutralization of added enzyme activity. Many
viruses tend to be labile (399-403), especially the
secreted, enveloped viruses, and optimization of the mode
and frequency of feeding needs to take into account
requirements for minimum viral titer (these same viruses
are not readily purified or concentrated and are often
formulated by simple dilution into a stabilizer) (114) and
net culture productivity. Specific experiments independent
of one-step growth curves are often required to accurately
determine decay kinetics.

To complement the empirical efforts that are always
necessary to optimize each new virus-host system, there
have been several recent attempts to model various stages
of viral propagation to refine the conditions for viral growth
(or recombinant protein production from recombinant
systems) (196,394,404-406). These models can provide
good insight into the influence of variables in infections. In
addition, there is a wealth of information on the commonly
used insect cell-baculovirus system that illustrates many
of the concepts for process optimization discussed in the
previous sections (226,299,300,301,407-415).

Viral Assay Considerations

Where viral productivity is reported in the literature,
the measure of infection success is often an in vitro
infectivity assay. For viruses destined for inactivated
vaccines, the output of interest may be a measure of
the antigen. In the days before in vitro culture, virus
was titrated by infecting animals, eggs, or chips of
eggshell/chorioallantoic membrane with serial dilutions
of virus to find a nontoxic end-point dilution. The titration
of animal viruses was vastly improved by Dulbecco's
translation of the bacteriophage plaque assay on bacterial
lawns to the titration of animal viruses on animal cell
monolayers (416). This assay, the tissue culture infectious
dose (TCID50) assay, or indirect immunofluorescence assay
is usually employed to titrate cultures (32,417). The
plaque assay is conducted by infecting a monolayer of
susceptible cells with a dilution of virus sufficient to
produce a small number of infection points. After an
initial adsorption period, the monolayer is usually covered
with a medium containing a gelling polymer to prevent
diffusion of viral progeny; the result is that virus grows
outward from the initial point of infection and develops
a circular "plaque" of cytopathic effect. The plaque can
be visualized by a number of different methods. The
indirect immunofluorescence assay (focus-forming assay)
is a variation of the plaque assay where viral replication
is visualized by an immunostaining method in lieu of the
cytopathic effect. In the TCID50 assay, the virus is serially
diluted and inoculated into a multiwell dish containing
cells. Cell sheet infection in the wells is assessed as +/—
after a period of replication, and the end-point dilution of
virus where 50% of the wells would have been infected
(TCID50) is estimated statistically (418,419). Because of
the Poisson distribution involved in this type of end-point
dilution assay, the concentration of infectious viral units
is TCID50/0.69.

Assays to measure antigenic mass for inactivated
vaccines vary widely. Hemagglutination assays have
been used extensively for influenza (49) and some other
viruses (420) which use receptors on red blood cells (RBCs).
Here virus is serially diluted into a multiwell plate
containing a RBC suspension; at low dilutions, the viruses
will cross-link the RBCs. As the virus is diluted across
the plate, the end-point dilution at which the cells no
longer visibly aggregate can be estimated (as is done for
the TCID50 assay). It is obvious that a hemagglutination
titer obtained by this method does not return the
concentration of viral particles because the viruses act
in mass to cause the aggregation. ELISA assays are useful



to measure antigenic mass and may be related to standard
preparations with a known mass concentration (421).
However, for vaccine quality control, an ELISA using
mono- or polyelonal serum measures antigenicity of
epitopes that may be irrelevant to immunogenicity in
man. Because of this situation, inactivated vaccines have
historically been potency tested using animal models of
immunogenicity (422,423). To employ an ELISA assay,
the antibody(ies) must be carefully selected (424). In the
future, rapid epitope mapping techniques may be used
which may allow eliminating animal potency testing (425).
Clearly, a myriad of other measurements can be applied
to assess the synthesis and stability of individual viral
components (DNA, RNA, proteins, viral particles, and
assembly intermediates), and these are highly useful for
characterizing the viral life cycle and the manufacturing
process, if not directly for the quality control of vaccine.

One main point of mentioning the common assay
methods before is that they, too, are biological processes,
for example, an infectivity assay is another cell culture
process followed by several serial viral infections. Quite
understandably, these assays have variable sensitivity
and are notoriously imprecise if not performed under
strictly controlled conditions and with repetition (419,426).
For these reasons, a good fraction of the virolpgical
literature quotes infectivity titers in log10 units of
virus — modest changes in infectivity (ca. twofold or less)
should be particularly scrutinized. The same is true
of antigenic content; no less than twofold differences
in concentration are often reported. These levels of
imprecision render process development very difficult and
underscore the need for well-controlled and sensitive assay
technology to be successful.

The second main point is that interpretation of bio-
logical assay data is often difficult. In particular, it
should be recognized that an infectivity titer is always
a relative number due to variable assay sensitivity
(269,417,426,427), and it cannot be considered to approxi-
mate the true number of viral particles in a sample unless
confirmed by physical and biochemical measurements of
viral particles or components (177). For some viruses, the
assembly intermediates are infectious to varying degrees,
and this can further complicate interpretation of infectiv-
ity data (428-430). Further, it is often an imponderable
as to how in vitro infectivity, antigenicity, or animal
immunogenicity relates to human in vivo infectivity or
immunogenicity. For adenoviral gene therapies, the U.S.
FDA has requested physical measurement of the total
of viral particles in infectious preparations as the pri-
mary measure for dosing and suggests that infectivity
assays be used only to confirm quality; this perhaps indi-
cates a distrust of the accuracy and precision of infectivity
assays (431).

In summary, the animal cell technologist must read
the literature carefully for the system of interest to divine
phenomena relevant and significant to manufacturing.
Although infectivity and "antigen" are stressed in the
previous discussions, the viral replicative cycle in the
host cell of interest must be understood and characterized
to understand the bottlenecks in viral replication and
to approach optimization rationally. It should not be

taken for granted that the general literature pertains
to large-scale production systems using selected and
sometimes highly altered virus.

VACCINES AND EXAMPLES OF PROCESSES

The following sections give examples of historical and
current vaccine processes that have made significant
contributions to society or to cell culture technology,
are illustrative of the general points in the previous
sections, or have set precedent for regulatory issues. It is
interesting to contrast the different levels of sophistication
for the processes, especially over the course of time as
technology matured and as newer vaccines emanated
from industry, not public laboratories. Unfortunately,
a thorough treatment of all the extant manufacturing
processes is not possible because of the lack of a
comprehensive and clear public record.

Poliovirus Vaccines

Poliovirus is primarily an enteric virus that infects the
intestinal tract via a fecal-oral route. In the process
of intestinal infection, viremia occurs which on occasion
results in nervous system infection and paralysis. Until
the twentieth century, paralytic poliomyelitis disease was
relatively infrequent because infection usually occurred
early in life when maternal antibody was still present.
As sanitation improved, juvenile infections were deferred,
causing severe disease with greater frequency. By the late
1940s, epidemics were becoming increasingly devastating,
and paralysis afflicted 1 in 5,000 people (432). The creation
of a vaccine was enabled by in vitro poliovirus cultivation
in nonneural tissues in the late 1940s (53), a feat that
won Enders, Weller, and Robinson the 1954 Nobel prize
for medicine. Previously, it had been possible only to
propagate the virus in animals or in vitro in nervous
system cells, which were known to be unacceptable as a
vaccine substrate because of neurological complications
which had occurred with myelin protein in brain-derived
inactivated rabies vaccines (47,433). Although smallpox
(vaccinia/cowpox), rabies, and yellow fever viral vaccines
preceded them, polio vaccines were the first biological
products from in vitro animal cell culture to have a large
impact on society and are only the second to drive a human
virus to the edge of extinction. Global extermination of
poliovirus disease is a goal targeted by the WHO for the
year 2000 (434).

The poliovirus has been classified as a picornavirus,
and the polio vaccines are two of four major picornavirus
vaccines. The virus is a small (ca. 28 nm), single-stranded,
(+) sense RNA virus that replicates in the cytoplasm.
Entry is via direct membrane fusion, after which the
RNA genome is translated, replicated, and the structural
proteins and RNA assembled stepwise into icosahedral
particles. The assembled capsid is matured by cleavage of
the VPO capsid protein to VP2 4- VP4, and the virion exits
via cell lysis, which is caused by a combination of host-cell
translation inhibition and viral protein expression. For
production purposes, the viruses replicate rapidly and to
very high levels per cell, so multiplicities of infection are

Next Page



to measure antigenic mass and may be related to standard
preparations with a known mass concentration (421).
However, for vaccine quality control, an ELISA using
mono- or polyelonal serum measures antigenicity of
epitopes that may be irrelevant to immunogenicity in
man. Because of this situation, inactivated vaccines have
historically been potency tested using animal models of
immunogenicity (422,423). To employ an ELISA assay,
the antibody(ies) must be carefully selected (424). In the
future, rapid epitope mapping techniques may be used
which may allow eliminating animal potency testing (425).
Clearly, a myriad of other measurements can be applied
to assess the synthesis and stability of individual viral
components (DNA, RNA, proteins, viral particles, and
assembly intermediates), and these are highly useful for
characterizing the viral life cycle and the manufacturing
process, if not directly for the quality control of vaccine.

One main point of mentioning the common assay
methods before is that they, too, are biological processes,
for example, an infectivity assay is another cell culture
process followed by several serial viral infections. Quite
understandably, these assays have variable sensitivity
and are notoriously imprecise if not performed under
strictly controlled conditions and with repetition (419,426).
For these reasons, a good fraction of the virolpgical
literature quotes infectivity titers in log10 units of
virus — modest changes in infectivity (ca. twofold or less)
should be particularly scrutinized. The same is true
of antigenic content; no less than twofold differences
in concentration are often reported. These levels of
imprecision render process development very difficult and
underscore the need for well-controlled and sensitive assay
technology to be successful.

The second main point is that interpretation of bio-
logical assay data is often difficult. In particular, it
should be recognized that an infectivity titer is always
a relative number due to variable assay sensitivity
(269,417,426,427), and it cannot be considered to approxi-
mate the true number of viral particles in a sample unless
confirmed by physical and biochemical measurements of
viral particles or components (177). For some viruses, the
assembly intermediates are infectious to varying degrees,
and this can further complicate interpretation of infectiv-
ity data (428-430). Further, it is often an imponderable
as to how in vitro infectivity, antigenicity, or animal
immunogenicity relates to human in vivo infectivity or
immunogenicity. For adenoviral gene therapies, the U.S.
FDA has requested physical measurement of the total
of viral particles in infectious preparations as the pri-
mary measure for dosing and suggests that infectivity
assays be used only to confirm quality; this perhaps indi-
cates a distrust of the accuracy and precision of infectivity
assays (431).

In summary, the animal cell technologist must read
the literature carefully for the system of interest to divine
phenomena relevant and significant to manufacturing.
Although infectivity and "antigen" are stressed in the
previous discussions, the viral replicative cycle in the
host cell of interest must be understood and characterized
to understand the bottlenecks in viral replication and
to approach optimization rationally. It should not be

taken for granted that the general literature pertains
to large-scale production systems using selected and
sometimes highly altered virus.
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The following sections give examples of historical and
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are illustrative of the general points in the previous
sections, or have set precedent for regulatory issues. It is
interesting to contrast the different levels of sophistication
for the processes, especially over the course of time as
technology matured and as newer vaccines emanated
from industry, not public laboratories. Unfortunately,
a thorough treatment of all the extant manufacturing
processes is not possible because of the lack of a
comprehensive and clear public record.

Poliovirus Vaccines

Poliovirus is primarily an enteric virus that infects the
intestinal tract via a fecal-oral route. In the process
of intestinal infection, viremia occurs which on occasion
results in nervous system infection and paralysis. Until
the twentieth century, paralytic poliomyelitis disease was
relatively infrequent because infection usually occurred
early in life when maternal antibody was still present.
As sanitation improved, juvenile infections were deferred,
causing severe disease with greater frequency. By the late
1940s, epidemics were becoming increasingly devastating,
and paralysis afflicted 1 in 5,000 people (432). The creation
of a vaccine was enabled by in vitro poliovirus cultivation
in nonneural tissues in the late 1940s (53), a feat that
won Enders, Weller, and Robinson the 1954 Nobel prize
for medicine. Previously, it had been possible only to
propagate the virus in animals or in vitro in nervous
system cells, which were known to be unacceptable as a
vaccine substrate because of neurological complications
which had occurred with myelin protein in brain-derived
inactivated rabies vaccines (47,433). Although smallpox
(vaccinia/cowpox), rabies, and yellow fever viral vaccines
preceded them, polio vaccines were the first biological
products from in vitro animal cell culture to have a large
impact on society and are only the second to drive a human
virus to the edge of extinction. Global extermination of
poliovirus disease is a goal targeted by the WHO for the
year 2000 (434).

The poliovirus has been classified as a picornavirus,
and the polio vaccines are two of four major picornavirus
vaccines. The virus is a small (ca. 28 nm), single-stranded,
(+) sense RNA virus that replicates in the cytoplasm.
Entry is via direct membrane fusion, after which the
RNA genome is translated, replicated, and the structural
proteins and RNA assembled stepwise into icosahedral
particles. The assembled capsid is matured by cleavage of
the VPO capsid protein to VP2 4- VP4, and the virion exits
via cell lysis, which is caused by a combination of host-cell
translation inhibition and viral protein expression. For
production purposes, the viruses replicate rapidly and to
very high levels per cell, so multiplicities of infection are
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low and the output to input ratio is very high. The virus is
released into the culture medium over a period of days, and
this is harvested for the vaccine. For vaccination purposes,
the fully matured form of the virus (the "D antigen") is
infectious and immunogenic and is the desired culture
product; the unmatured provirion is not. The virus has
three major serological types, designated 1, 2, and 3. These
are cultivated individually and combined to construct a
trivalent vaccine.

The inactivated SaIk vaccine was the first to be
introduced in 1955, and only later were the attenuated *
live Sabin vaccine strains developed and introduced in
1962. The polio vaccines broke acres of new ground in
their licensure. Heretofore, there had been no concerns
about cell substrate choice, culture media, in vitro culture
technology, or infection processes — the vaccines of the
time were made by propagating virus on calf hides, in
animal brains, and in eggs. They are distinctly different
vaccines and are discussed separately later.

Inactivated (Killed) Polio Vaccine (IPV/KPV). The SaIk
inactivated polio vaccine was the first to be mass-
produced and was largely responsible for eliminating the
disease from North America and parts of Europe (435).
The main virtue of IPV lies in its proven safety record
during 45 years of use after some initial difficulties with
the formaldehyde viral inactivation step (436) and with
adventitious viruses in the primary monkey kidney cell
substrates (58). The drawback of IPV from a process
perspective is that a relatively large amount of virus
antigen must be injected to induce immunity, thus the
vaccine costs considerably more to manufacture than
the attenuated live vaccine. However, this requirement
for massive and efficient production of antigen on an
anchorage-dependent cell substrate makes IPV processing
fascinating to technologists.

As a consequence of the need for multiple producers to
achieve a large market supply, a number of labs initially
produced virus according to the SaIk process. Primary
human cells were not desirable. So, monkey cells were
employed for virus cultivation because tissues of these
animals were known to be susceptible to the virus. Kidney
cells in particular were adopted because they produced
the highest titers of virus of the various monkey tissues
and were large organs (437,438). The Connaught Medi-
cal Research Laboratories in Canada developed Medium
199 that allowed maintaining these primary cells without
serum for the period of viral infection (439,440). Simple
roller tube or static flasks were used as reactors (438,441).
The viruses used were the Mahoney, MEF-I, and Saukett
strains for types 1, 2, and 3, respectively (441). These
strains had been used in the U.S. field trials and were used
as standards upon for uniformity of immunogenicity. They
are still used today. Because it was known that differences
in strain or in the inactivation procedures resulted in an
unsafe vaccine (436) or altered D antigen immunogenicity,
it was considered imperative early on to fix the strains,
the conditions for vaccine production, and the final prod-
uct potency and safety testing very narrowly (441,442).
The current vaccines contain different amounts of D anti-
gen for the three different virus types (a 40-8-32 unit

formula) to optimize the immune response in reduced dos-
ing regimens, and there are still concerns over the fidelity
of processing, especially in the inactivation step (443).

After the development of diploid cell lines and
continuous cell strains, which were shown to be susceptible
to virus and to have no apparent defects, it no longer
became tenable to produce in primary monkey cells
because of the adventitious agent concerns previously
cited. In particular, it was shown that SV40, a tumorigenic
virus, was able to survive the prescribed polio inactivation
conditions and potentially to contaminate early production
lots (444,445). The fact that it was about the fortieth
simian virus identified gives an indication of the prevailing
situation. The major manufacturers currently produce the
virus by modern technology using Vero or MRC-5 cells.
The ability to propagate these cells allowed much larger
and more economical scales of operation.

Of current manufacturers, the Institute Merieux (now
Pasteur Merieux Connaught, PMC) process is perhaps
the most impressive and well-published modern IPV
process (118,446-449). The PMC process employs Van
Wezel's microcarrier technology (450) at the very large
scale of 1000 L. The process is based upon a similar one
originated by Van Wezel and run by (Rijks Institute Voor
Volksgesondheit en Milieu/Stichting tot bevordering van
de Volksgezondheid en Milieuhygiene) RIVM/SVM (451)
in the Netherlands using primary monkey kidney cells
(66,452,453), which was later converted to use diploid
MRC-5 cells at Connaught Laboratories (454,455). The
process schematic is shown in Figure 3. Cells from a
Working Cell Bank are thawed and propagated in stirred
tank bioreactors in roughly fivefold scale increments. For
passaging, the trypsinized cells are separated from the
used microcarrier beads in a special apparatus (69). At the
1000 L scale, the cells are grown to confluent monolayers
and then inoculated with virus.

There are several noteworthy features of viral propaga-
tion. First, serum is washed from the culture, minimizing
its interference with purification. The inoculation volume
is roughly one-tenth of the tank operating volume to dra-
matically compress adsorption time. The infection is rapid
and lytic; in a 72-hour period, the cells are destroyed and
the culture supernate is harvested; thus the importance
of removing serum becomes apparent. Interestingly, the
infection is conducted at low dissolved oxygen (DO) con-
centration. This is perhaps possible because poliovirus
can replicate anaerobically (456) and does not place large
metabolic demands on the host cell. The low DO may ben-
efit production in that larger scales of operation do not
need intensive aeration and agitation to achieve this DO
level. The sensitivity of microcarrier cultures to intensive
mixing and sparged aeration is wellknown (457). Last, the
production scales are dramatic due to the low productivity
of the bulk process relative to the dose. The net inacti-
vated vaccine bulk productivity for such a process is on
the order of 100 D antigen units/mL of harvested culture
volume (455,458), and as mentioned, the vaccine antigen
is dosed at 8-40 units. Hence the number of doses per
mL of culture is ca. 1-10. For a vaccine of which tens of
millions of doses are distributed annually, this translates
to millions of liters of culture volume produced.



Oral (Live, Attenuated) Polio Vaccine (OPV). The virtue
of Sabin's live polio vaccine lies in its use of the natural
route of infection to elicit long-lasting immunity that
mimics natural disease. The orally dosed, attenuated virus
replicates in the gut, using the body as a bioreactor to
produce more immunizing antigen. As a result of the in
vivo replication, low doses are needed. Hence the vaccine
cost is minimal, and production complexity and scale are
greatly reduced. Whereas Salk's vaccine immunized the
richest countries, the Sabin vaccine is the sine qua non
of global poliomyelitis minimization, if not eradication,
where the poorest countries must have ready vaccine
access (459).

The major issue with the attenuated poliovirus vaccine
has always been and continues to be viral genetic
stability. Sabin's technical triumph was in achieving
reliably attenuated, cloned viral variants by temperature
(34 0C) adaptation in monkey kidney culture, cloning,
and testing for neurovirulence in a monkey model of
disease (14,460-462).

The production of oral poliovirus vaccine is relatively
uncomplicated once the hurdles of cell substrate, substrate
sourcing, and viral strain selection are overcome. Vaccine
was originally made on primary monkey kidney cells, and

it is still produced this way by many manufacturers, but
it is also made on diploid WI-38 or MRC-5 cells, and even
on Vero cells in one very recent case (449). The monkey
kidney cells were obviously chosen because they had
been used to attenuate the virus and because there was
accumulated experience with SaIk vaccine manufacture.
The viral strains used are usually the original Sabin
strains, the pre-Master Seeds of which are now held
in trust by the World Health Organization. Recently,
recombinantly derived Type 3 Master Seeds have been
adopted to give extra assurance of attenuation (20). Viral
cultivation is strictly limited to only a few passages beyond
the WHO Seeds, and stringent tests are applied to ensure
that reversion to virulence does not occur during the
manufacturer's Master Seed, Working Seed, and vaccine
passages (20).

The primary monkey kidney process is known from
the historical literature and also from regulatory docu-
ments (463). From a contemporary viewpoint, it might be
thought curious to have governments spell out the con-
ditions of manufacture for public companies. However,
when the Sabin vaccine was introduced to Western society
in 1962, disease incidence had been greatly reduced by the
SaIk vaccine, and there was less incentive to assume public

Figure 3. Approximation of the Institute Merieux Vero cell process for inactivated poliovirus
vaccine production.

1GrOwIh medium: Eagle's Minimal Essential Medium in Earle's salts, 5% newborn calf serum, 1 g/L
glucose/fructose, 0.2% lactalbumin hydrolyzate, streptomycin, neomycin, polymyxin B Sulfate.
2Trypsin: 0.025% crystalline trypsin in 0.125 M sodium citrate.
3Rinse and infection medium: Medium 199, +1 g/L glucose, streptomycin, neomycin, and polymyxin B sulfate.
* Growth and passaging procedures for the intermediate passages are substantially similar to the first. For
passaging between larger vessels, the cells may be separated from the used microcarriers in a specialized
vibromixed vessel with a retaining screen for the microcarriers.
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risk. In hindsight it seems unlikely that the Sabin vaccine
would have been licensed in the United States and Europe
at all, had the Union Socialist Soviet Republic of Russia not
conducted massive vaccination campaigns which proved
the vaccine's utility and safety beyond doubt (464). It was
known then that monkey kidney cultures could harbor
myriad infectious viruses and that incompletely attenu-
ated virus (caused by extended passaging or incorrect man-
ufacturing conditions) could cause paralytic disease (465).
So it was considered necessary to constrain manufactur-
ing practices as tightly as for the inactivated vaccine, if
not more so. Just as SaIk counseled against alterations of
manufacturing technology for IPV, there was considerable
reluctance to endorse any kinds of manufacturing changes
for oral polio from the original processes and cell substrates
from Sabin and others (79,466,467). With the advent of
modern molecular biological techniques to ferret out even
low levels of virulence-associated mutations, however, pro-
cess modifications can be undertaken more rationally (24).

An approximation of the historical monkey kidney
process (66,79,137,459,468,469) is shown in Figure 4.
The process is obviously simple, a reflection of several
factors. First, the scale of culture is small, which is a
result of the paradigm that only individual kidneys be
cultured in a batch; this minimizes the opportunity for
cross-contamination and product loss. Overall, the scale
of operation is also small because the vaccine bulk is
extremely potent. Where the bulk titers are typically
108 TCID50/mL or higher, the final vaccine follows a
106-105-105 5 TCID50/dose formula, that is, after taking
into account processing losses and overfilling the final
containers to account for degradation during long-term

storage, the number of doses per mL of culture volume is
ca. 10-100, and 10 liters of culture make 105-106 doses!
Note that as a result of the small scale, a high technology
bioreactor is intentionally avoided because it would only
add cost and complexity. Control over the safety of the
process comes in specifying the viral passage limits, the
cultivation temperature, and the time of harvest. All serve
to ensure that the virus goes through only limited rounds
of replication and that replication occurs under conditions
least likely to favor a revert ant virulent strain.

Second, it is immediately obvious that there is no
purification, save a sterile filtration to remove cell debris
and ensure bacterial absence. This is because kids stick
food and far worse things than oral polio in their mouths,
but it is also allowable because the cellular material
they ingest is from primary cells which should not have
oncogenes present. There is a price to pay for the simplicity
of the culturing and purification scheme, however, and
that is eternal vigilance and testing of the primary cell
substrate and the vaccine for adventitious viruses at
multiple points through processing (63,470). The cost and
overall simplicity of the process explains much of the allure
of the Sabin vaccine.

Measles and Mumps Viral Vaccines

"Measles make you mumpy,
Mumps'll make you lumpy,
Chicken pox will make you jump and twitch ... (471)"

Just before and just after poliovirus was successfully
cultivated by Enders, the causative agents of measles

Figure 4. Approximation of the Sabin primary monkey kidney process for live oral poliovirus
manufacture.

lrTrypsin: 0.25% pancreatin in phosphate-buffered saline.
2 Growth medium: Eagle's Basal Medium, Medium 199 or CMRL-1696, ca. 5% fetal bovine serum, neomycin,
strreptomycin, and/or polymyxin B sulfate.
3Infection medium: growth medium sans serum.
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and mumps disease were also successfully cultivated
ex vivo (472,473), which led to vaccines for these diseases.
The clinical signs of measles virus, a highly contagious
virus spread by aerosol, are a high fever and severe
rash. These lead to complications with a fairly high
frequency, and these complications have a slight degree
of associated mortality which is severely exacerbated in
developing countries and populations with underlying
malnutrition and other disease (474). Of note here,
measles is an immunosuppressive virus (475), which is
thought to encourage opportunistic infections during the
disease. Even recently, measles virus is estimated to cause
or contribute to around 1 million deaths per year in
young children (476,477). Mumps virus is also spread
via droplets, and most often causes infectious parotitis,
a fever and swelling of the lower face and jaw. Like
measles, it can also have severe complications involving
many different organs (478). Also of note, mumps virus
can cause aseptic meningitis, as well as other central
nervous system complications; these infrequently lead to
permanent nervous system damage (478,479). Mumps
was the leading viral cause of viral encephalitis in tlie
developed nations until the advent of vaccines against
it (25,476,478).

Measles and mumps are paramyxoviruses, a family
of (—) sense, single-stranded RNA viruses. These are
fairly large viruses, ca. 150-350 nm in diameter, with
lipid envelopes and helical nucleocapsids. As suggested
by the range of sizes, the viruses are pleiomorphic,
that is, they appear in many different forms, usually
spherical variants, but sometimes filamentous. Genomic
entry into the cell is via direct fusion, which is mediated
by the fusion protein on the virus envelope. The (—)
genome is transcribed by a virion RNA polymerase
complex, and the (+) strands are variously used to
synthesize further (—) strands or to be translated into
viral proteins. The genome is present in the cytoplasm as
an encapsidated complex with the viral nucleoprotein, the
"phosphoprotein," and the "large" protein; the "matrix"
protein assists assembly of this capsid with the fusion (F)
and hemagglutinin-neuraminidase (HN) proteins that
have been glycosylated via the Golgi and transported
to the cytoplasmic membrane. Rafts of F and HN wrap
the nucleocapsid to form completed virus that buds from
the membrane of the infected cell. The fusion protein is
matured by cellular protease cleavages during processing
to form the active protein. These budding viruses are
not strongly lytic, possibly due to incomplete host cell
shut-off (480) or the method for assembly/egress which
requires an intact cell. Infected cultures shed virus into
the culture supernate for several days before degenerating.
This allows using for low MOI in propagating the
viruses (481-484), which avoids defective interfering viral
propagation and maximizes titers (365,485,486).

Enders' initial in vitro cultivation of the measles
virus led to the Edmonston strain B which had been
attenuated by passage in human embryonic kidney,
human amnion cells, embryonated eggs, and finally
CEF culture at 36-37 0C (487,488). This was initially
licensed for use with the coadministration of immune
globulin because of its incomplete attenuation and high

incidence of fever. From the Edmonston A and B strains,
further attenuation in CEF cultures at 32 0C resulted
in derivative strains with decreased reactogenicity (489).
Two of these, Schwarz (490) and Moraten (488) (MOre
ATtenuated ENders), licensed in the mid-1960s, are the
most prevalent vaccine strains in North America and
Europe. In addition to the live vaccines, a formaldehyde-
inactivated vaccine was also licensed in the early
1960s (491), but the formaldehyde inactivation conditions
altered the immunogenicity of the F protein. This in turn
led to an imbalanced immune response in some recipients
that caused severe "atypical measles" when the patients
were exposed to the wild virus (476,492). Since the early
strains, other measles virus vaccine strains have been
licensed around the world (493-497). Although many
have also been attenuated via avian embryo fibroblast
culture, production technology is not as uniform as for
the stringently regulated poliovirus vaccines. Because the
Moraten and Schwarz strains had been attenuated by cold
adaptation on CEFs, this was the cell substrate chosen for
production. A particular concern was to ensure that the
chicken flocks used to produce eggs for CEF cultures were
free of the avian leukosis virus family which was known
to contaminate yellow fever virus vaccine preparations
from in ovo culture and which were tumorgenic in infant
monkeys (22,489).

Mumps virus was first cultivated in ovo in 1945,
but it was the third cell cultured vaccine to obtain
licensure, in 1967, in the United States. Like the
measles vaccine strains, avian egg embryo attenuation
was performed for most isolates; there are diverse vaccine
strains in use (25,498-502). Strains are distinct in their
immunogenicity (503) and moreover, in their residual
ability to cause meningitis (504-507). The high prevalence
of meningitis for Urabe Am9 strain mumps compared to
the widely used Jeryl Lynn strain caused withdrawal of the
Urabe-based vaccines from many countries and spurred a
knockoff Jeryl Lynn-based vaccine to replace it (508,509).
As with measles, most mumps vaccines are made in avian
embryo fibroblast culture; however, a more recent trend
has been toward production of mumps and measles in
human diploid cells (502,510,511). Despite the extensive
passaging in and adaptation to CEF cells, it does not
appear that Jeryl Lynn is necessarily as productive in this
host cell as some wild type strains (512).

Of the production processes for measles and mumps
vaccines, the processes of Merck & Co., Inc. are well known
and are fairly representative of primary CEF technology
for vaccine production (114,513-520). Approximations
of these processes are shown in Figure 5. CEF culture
was chosen for these vaccines as opposed to in ovo
culture because the large numbers of embryos needed
for cultivation would make product sterility difficult to
guarantee. Because of the larger cell mass used and
a desire to minimize aseptic manipulations of vessels,
the tissue is placed into a single large reactor rather
than a series of flasks or roller bottles. The importance
of maintaining asepsis will be seen following. Because
a single vessel is employed, better control over the
environment is possible via gas exchange and monitoring.
Also, unlike poliovirus, degeneration of the infected cells



takes place over the course of weeks. This necessitates
refeedingthe cultures but also allows collection of multiple
harvests to maximize productivity. The culture medium
during the infection serves as both a crude serum-free
medium and a virus stabilizer. Frequency of harvest is an
important determinant of culture volumetric productivity
because of the rapid infectivity loss of virus in the
supernate; despite continued cellular production, viral
titer plateaus in long periods between refeeds as a
dynamic equilibrium between production and decay is
established (365,519).

Establishment of maximum titer is important for
these viruses due to two factors. The first factor is
the inability of these fragile viruses to be purified and
concentrated. Because they are too large (0.15-0.35 urn)
to be 0.22-|a,m sterile-filtered without considerable losses
(491,521), the viruses are intentionally made on a cell
substrate acceptable for injection, and all processing is
done aseptically. Only coarse clarification and dilution
are contemplated. Second, bulk culture titers are in
the range of 105-107 TCID50/mL (513), and the vaccine

dose is about 103 and 104 3 TCID50/0.5 mL for measles
and mumps, respectively (522). As with poliovirus, the
theoretical number of doses per milliliter of harvest is
fairly high, about 10-100. However, the viruses are
fairly susceptible to decay even during storage in the
lyophilized state (46,489,521,523). This creates a need
for more concentrated virus in the filled container of
vaccine to ensure that the minimum dose is present at
all times during the product's shelf-life, which reduces
the gap between the titers of the bulk and the initially
filled containers. In addition, the viruses are most often
administered as a trivalent combination measles-mumps-
rubella vaccine in a 0.5 mL or smaller dose. In this
instance, each virus has only a partial share of the 0.5 mL
dose, and thus the vaccine bulk must contain higher virus
titers than usual to enable formulation.

Rubella Viral Vaccines

After the introduction of poliovirus, measles, and mumps
viruses in the 1950s and 1960s made on primary cell

Figure 5. Approximations of the Merck primary CEF processes for Attenuvax Moraten measles
vaccine and Mumpsvax Jeryl Lynn mumps vaccine.

1SuSPeHSiOIi Medium: Medium 199,10% fetal calf serum, neomycin sulfate.
2Growth medium: Medium 199, 2% fetal calf serum, neomycin sulfate.
3Me V infect medium: Medium 199, 2.8 g/L sodium bicarbonate, 2% agamma calf serum, neomycin sulfate.
4Me V maintenance medium: Medium 199, 2.8 g/L sodium bicarbonate, 10% SPGA (sucrose, phosphate,
glutamate, human albumin), neomycin sulfate.
5Mu V infect medium: Medium 199, 2.8 g/L sodium bicarbonate, 25% SPGA (sucrose, phosphate, glutamate,
human albumin), neomycin sulfate.
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culture substrates, a series of vaccines was made on
diploid cells in the late 1960s and the 1970s; these
vaccines have much in common technologically because
of the characteristics of the cell substrate. They differ
mainly in the viral characteristics that affect infection,
harvest, and scale of operation. The latter sometimes
drives the technology employed. Rubella was the first
of the diploid cell vaccines. The serious complication of
rubella viral infection is birth defects caused when a
woman contracts the virus during pregnancy. The vaccine
is universally given to children to provide herd immunity
and to ensure that girls are immunized before their child-
bearing years; this has proven quite successful in reducing
rubella and even eliminating it in some places. The elusive
causative virus was discovered in 1962 (524,525), and
following pandemics in Europe and America from 1963 to
1965 which resulted in tens of thousands of babies with
congenital rubella syndrome (526), vaccines were licensed
soon thereafter. The early live vaccine strains HPV-77
(527-530) and Cendehill (531-533) were attenuated in
primary duck embryo, dog kidney, and rabbit kidney cells,
and vaccines using them were initially licensed. They were
too reactive, however, and caused transient arthritis in
women vaccinated postpartum (534). These early strains
gave way to the ubiquitous RA27/3 strain developed
by Plotkin at the Wistar Institute and attenuated by
adaptation to WI-38 human diploid cells at 300C (535).

The rubella virus is a member of the togavirus
family (the only member of the rubivirus genera), a

single-stranded, (+) sense enveloped RNA virus with
an icosahedral capsid; it is about 70 nm in diameter.
It enters the cell via endosomal transport and fusion.
The genome is uncoated by ribosomal binding to
the capsid and is transcribed into (—) sense, (+)
subgenomic and (+) genomic species, and translated.
The subgenomic specie codes for the virion structural
proteins, and the genomic specie encodes regulatory and
polymerase proteins. The structural protein is produced
as a polyprotein which is proteolytically cleaved to
form the nucleocapsid and envelope proteins; the latter
are extensively post-translationally modified by N-and
O-linked glycosylation, cleavage, and acylation which
mediate transport and assembly (536). The nucleocapsid
assembles around the genomic RNA in the cytoplasm, and
final virus assembly is via budding at the cytoplasmic
membrane. Interestingly, rubella alters the composition
of the host-cell membrane; the significance of this for viral
replication and vaccine production is unknown (537,538).
Rubella virus shares many of the practical culturing
characteristics with measles and mumps viruses. The
virus does not appreciably shut off host-cell protein
synthesis (539,540), is not strongly lytic, and establishes
persistent infections in some cases (541). It can also form
defective interfering particles (542) at high multiplicities.

Propagation of the RA 27/3 strain in diploid cell
culture is straightforward, and a representative process is
illustrated in Figure 6 (114,543,544). In current vaccines,
the virus is made on either MRC-5 or WI-38 cells. The

Figure 6. Representative process for a rubella RA 27/3 vaccine made on human diploid cells.

1GrOWtIi medium: Basal Medium Eagle, 5% calf serum, 1 x amino acids, vitamins, kanamycin, and/or neomycin.
2Infection medium: Basal Medium Eagle, ca. 0.2% gelatin or human serum albumin.
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process is much like the measles and mumps processes
except that a cell number expansion is needed before
reaching the amount of biomass needed for industrial-scale
viral cultivation. Such a process produces rubella titers in
the neighborhood of 105 TCID50AnL of harvest (544); in
this instance, the vaccine strain adapted to the 300C
culture temperature produces a titer virtually identical to
the wild-type parent at 37 0C535. These titers are well in
excess of the typical dose of 103 TCID50 (522). The titer
combined with the multiple harvests and the good stability
of rubella virus (46,545) compared to its measles and
mumps vialmates makes the vaccine relatively economical
to produce. Like oral polio, this can be done using a fairly
small-scale process which does not require high technology
equipment.

Rabies Virus

Rabies is almost uniformly fatal if untreated and was
one of the most feared viral diseases until the twentieth
century. The virus causes encephalitis that has a typical
incubation period of 20-60 days (546); this incubation
allows time for an immune response to be raised upon
therapeutic vaccination with large amounts of antigen.
Pasteur and his colleagues, Chamberland and Roux,
recognized this incubation period and derived a "fixed"
strain of rabies via rabbit intracerebral passage that
had high virulence and shorter incubation time than the
"street" strains. They also realized that rabies-infected
rabbit spinal cords rapidly lost virulence and became
inactivated when air-dried. The fixed rabies virus and the
variably infectious material enabled conception of both
pre- and postexposure prophylactic vaccination. Injecting
preparations of increasing infectivity into dogs either
before or after street viral exposure showed that the
animals could be rendered refractory to disease, and
Pasteur translated this result successfully into humans
in 1885 (433,547).

If measles, mumps, and rubella vaccines are sagas of
viral strain optimization, the history of rabies vaccines is
a tale of cell substrate optimization. As can be imagined
with such a crude manufacturing process, there were
vaccine failures and other drawbacks of the Pasteur
vaccine. It subsequently gave way to other physical
methods of inactivation and to the Fermi (548) (semi-
inactivated) and Semple (549) (inactivated) brain-tissue-
based, phenol chemically inactivated vaccines which
were more reproducible and stable, and thus amenable
to quality control testing. These vaccines were used
for most of the twentieth century. However, residual
myelin basic protein in the preparations induced an
autoimmune response and paralysis in some recipients
(550-552). This led to the development of semipurified
brain-based vaccines (553,554) (which are still used in
many countries) (555), and vaccines based on in ovo duck
embryo culture in the 1950s (556). The duck embryo and
later chick embryo vaccines had poor immunogenicity,
however, because of poor concentration and purity of
the material resulting from poor culture productivity
(557,558), and they also had side-reaction problems
due to large amounts of egg protein present (559,560).
These vaccines were supplanted in developed nations in

the early 1970s by diploid-cell-based vaccines (561-565)
which are more potent and produce fewer side effects
(566,567). They are, however, not especially cost-effective
for less developed countries (568,569), and most recently,
purified and concentrated duck embryo and chick embryo
cell vaccine (PDEV, PCEV or PCEC vaccine) (570-575)
and purified Vero cell rabies vaccine (PVRV) (576-579)
have been devised to provide widely available, effective,
safe, and inexpensive vaccines. The vaccine is primarily
used as a therapeutic vaccine for exposed individuals,
except for prophylaxis for high risk populations such as
rabies vaccine manufacturing personnel and veterinary
and animal control professionals. Accordingly, annual
treatment requirements are fairly small relative to the
vaccines recommended for universal use in children. Total
annual vaccinees in the United States and Europe are in
the hundreds of thousands, although the total number of
doses produced and stockpiled for emergency use is much
greater (569).

Rabies virus is a Rhabdovirus (genera Lyssavirus),
a large ca. 200 nm long, 75 nm in diameter, bullet-
shaped, enveloped, (—) strand RNA virus that replicates
mainly in the cytoplasm of infected cells. Defective
viruses with truncated genomes are common; these
are shorter in length. The virus enters via receptor-
mediated endocytosis, uncoats, and the genome is
transcribed to mRNA in the cytoplasm via a virion
polymerase. The message is subsequently translated
into the virion structural proteins. As new copies of
the (—) RNA, nucleocapsid (N), and phosphoprotein
(P) are made, they are assembled spontaneously into
helical ribonucleoprotein particles. The glycoprotein (G)-
studded viral envelope is acquired at the cytoplasmic
membrane by matrix (M) protein-assisted budding; it
does not induce a rapid cytopathic effect in the host
cell. The glycoprotein is the major antigenic component
of inactivated human vaccines and is the only protein to
induce neutralizing antibodies, although the nucleoprotein
is also immunogenic.

The most advanced, widely licensed of the processes
for producing rabies vaccine for human use is the
PVRV process of PMC, which is illustrated in Figure 7
(449,580,581). This process is nearly identical to the PMC-
inactivated poliovirus process. The main differences are
refinements in the culturing of the earlier polio process
and adaptation of the infection and harvest portions of the
process to the peculiarities of rabies virus. To achieve a
vigorous immune response, large amounts of antigen are
included in each dose, 2.5 International Units (582). This
translates to ca. 1055~7 infectious viruses, or about 1-10
doses per mL of harvest, given typical titers (576—578).
Fortunately, the multiple harvests reduce costs per batch.
However, because the number of doses per medium volume
harvested is still low and economical production for the
intended markets is important, one can see that careful
attention has been paid to minimizing medium costs
by substituting inexpensive veal serum and lactalbumin
hydrolysate for expensive fetal calf serum. (Milk-fed veal
calves are iron-starved (this is what makes veal a light
pink color), and in response they up-regulate serum
transferrin levels. This serum can be backsupplemented



with iron salts to make a reasonable FBS substitute.)
There are also indications that the basal medium has
been extensively optimized as well (580). An outstanding
feature of this versus the previous processes is the /3-
propiolactone inactivation reaction, which is conducted
before purification rather than afterward, as is often the
case. This is done to avoid the exposure of production
technicians to the virus as much as possible. It is facilitated
by the use of the alkylating propiolactone reagent rather
than a cross-linking inactivator such as formaldehyde,
which would tend to create an unpurifiable and potentially
reactogenic product.

Foot-and-Mouth Disease Virus Vaccines

Foot-and-mouth disease virus (FMDV) (583) causes a
highly contagious infection of mucosa and other tissues
and leads to significant mortality and morbidity among
the ruminant animals it infects. Because of the severe
economic consequences of FMDV epidemics, vaccination
of domestic livestock is nearly universal; vaccines are
typically composed of three serotypes, O, A, and C,
although locally prevalent strains are routinely cultured.

The virus is a picornavirus (genus aphthovirus) and shares
many of the characteristics of poliovirus. The virus has
the distinction of being the first recognized filterable
agent by Loeffler and Frosch in 1897, and is one of
the early major advances in the field of virology (584).
The virus was later the subject of some of the earliest
practical in vitro cell culture work by Hugh and Mary
Maitland in the 1920s and 1930s (585,586); the "Maitland
technique" for cultivating chick embryo and guinea pig
tissues later became the fundamental technique for
cultures of monkey kidney tissue for poliovirus vaccine
production (438). Before cell culture technology, vaccines
were manufactured on bovine tongue epithelium tissue,
first in vivo (587) and then later in vitro in the 1940s
using the Frenkel process (588). Because a single tongue
could generate only about 200-300 doses of vaccine by this
process, it is understandable that improved technology
was needed to alleviate tongue shortages (584,589). This
problem was solved in the late 1950s by the rapidly
advancing cell culture field; it was demonstrated that the
continuous, suspension cultivable cell line BHK21, Clone
13, could support growth of the virus (98,590). This led
rapidly to the current BHK-based vaccines.

Figure 7. Approximation of the Pasteur Merieux Connaught Vero cell process for inactivated
rabies viral (purified Vero rabies vaccine) production.

1GrOWtIi Medium: Dulbecco's Modified Eagle's Medium or Iscove's Modified Dulbecco's Medium, 5% "veal
serium," 1 g/L glucose/fructose, 0.2% lactalbumin hydrolyzate, streptomycin, neomycin, polymyxin B sulfate,
HEPES, metal salts.
2Trypsin: 0.025% crystalline trypsin in 0.125 M sodium citrate.
3Maintenance medium: Minimal Essential Medium, 1% "veal serum."
4Infection medium: Minimal Essential Medium, 0.1% human serum albumin.
* Growth and passaging procedures for the intermediate passages are substantially similar to the first.
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The scope of BHK-based FMDV vaccine manufacture
boggles the mind of any biologies developer. Billions of
doses have been produced, and the order of magnitude
of the culture scale and factory throughput is awesome.
A number of processes have been developed for BHK
FMDV vaccine (99,124,591-604), but the groundbreak-
ing, and most interesting is the large-scale deep tank
process developed by the Animal Virus Research Insi-
tute/Wellcome Foundation in England, shown in Figure 8
(104,120,143,150,393,605-619). What is most special is
that to enable this process and its operation on a daily
basis, the technology of suspension culture of animal cells
at very large scales of 3000-8000 L had to be invented and
perfected. This occurred largely in the early 1960s, not very
long after submerged antibiotic fermentation first became
commonplace and well before the biotechnological revolu-
tion. It is the process technology that enabled the recombi-
nant therapeutic protein industry in most respects; the
knowledge gained was later transferred to veterinary
rabies and a-interferon processing (100,102). The features
of the process would be unsurprising today but were pio-
neering then for industrial practice: a continuous, endoge-
nous retrovirus-containing rodent cell line as production
host, cultivated in sparged and stirred suspension culture,
controlled for pH and dissolved oxygen concentration,
using optimized medium containing protein hydrolysate
supplements and Pluronic F68 surfactant to control cell
death, and using cell recycling at a scale to accomplish
refeed and infection. What is perhaps most impressive is
that the process incorporates not just one or two of the
features of advanced, modern recombinant protein pro-
cessing, but most, if not all, of them. It should be noted that

although there is a wealth of information about the gen-
eral features of the AVRI/Wellcome process, the specifics
of the process, for example, the cell expansion train and
manufacturing medium composition, are not clear. As a
consequence, Figure 8 is somewhat speculative. One note-
worthy feature of the process is that to operate at the scales
needed, the amount of virus Stock Seed which would need
to be banked would be rather large; this is addressed by the
use of a "hot" passage of virus, going from a small-scale cry-
opreserved stock through an intermediate passage, which
is then used to infect the final production culture.

Other Vaccines

Other cell culture vaccine processes exist that are either
poorly published or are minor in worldwide public
significance. The former include varicella zoster virus,
hepatitis A virus, and rotavirus vaccines. These are
typically newer vaccines whose viruses are all more
difficult to culture en masse compared to those previously
described, and some were isolated in vitro only recently
compared to the boom of work in the early 1950s. They are
described generally following.

Although not described in this article, there are several
examples of the latter, lesser used cell culture vaccines.
Adenovirus vaccine is a bivalent type 4 and 7 diploid
cell vaccine made in WI-38 cells and is given to military
recruits to avoid acute respiratory disease (620-622). A
second example is vaccinia virus vaccine against smallpox.
Although this vaccine has the greatest claim to fame of the
viral vaccines, having successfully eradicated the disease,
most of the vaccine for this effort was made from calf

Figure 8. Approximation of the Animal Virus Research Institute/Wellcome Foundation BHK21
suspension cell culture process for veterinary FMDV vaccine.

Growth Medium: Glasgow Modified Eagle's Medium, 7.5% adult bovine serum, 4 g/L peptone, Edifas B50,1 g/L
Pluronic F68 Penicillin, streptomycin, neomycin, polymyxin.
2Infection medium: Glasgow MEM, 5% adult bovine serum or horse serum.
^Growth and passaging procedures for the subsequent passages are substantially similar to the first.
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"lymph" or in embryonated eggs (623,624). However, it
was obvious from work early in the history of cell culture
that the virus could be produced in vitro (625-629),
and there were smaller quantities of vaccinia made in
CEF or rabbit kidney primary cell culture toward the
end of the eradication campaign (630-633). Smallpox
vaccine is not generally given today except to scientific
investigators working with vaccinia (634), although there
are renewed efforts to produce a cell-culture-based vaccine
for potential monkeypox outbreaks (633,635,636). Last,
the self-descriptive tick-borne encephalitis (TBE) virus
vaccine is a CEF-cultured vaccine used in parts of eastern
Europe and the former Soviet Union where the disease
is prevalent (637-641), and Japanese encephalitis virus
vaccine is a primary hamster kidney cultured virus used
in the Far East (642).

Varicella Zoster Virus. Varicella zoster virus (643-648)
(VZV) is a herpesvirus that causes the familiar childhood
chickenpox disease. At the initial infection, the virus
moves throughout the body, entering the lungs, moving
to the liver, spleen, and other organs via T-lymphocytes,
and finally to the skin to form vesicular lesions, again
via lymphocytes (649); in the process, it integrates its
dsDNA genome into neural cells and becomes latent;
it can reemerge years later to cause herpes zoster, or
"shingles." Although many view chickenpox as a benign
rite of childhood, adolescent/adult disease is severe. In
addition, pocks are susceptible to secondary bacterial
infections, the virus occasionally causes encephalitis,
and it can cause (fatal) disseminated chickenpox in
immunosuppressed persons. Shingles occasionally causes
a persistent, debilitating irritation termed postherpetic
neuralgia which can linger for months. Varicella infects
about 90% of people in early childhood or adolescence.

Despite early cultivation of the virus by Weller in
1952(650), Takahashi's Oka strain vaccine (651-653)
was licensed for general use in Japan only in 1986,
and the Merck/Oka vaccine achieved licensure for general
use in the United States only in 1995 after extensive
review (654,655). Other Oka strain vaccines have been
licensed around the world as well (112,656). This was
partly due to the nature of herpesviruses and their
propensity to integrate and partly to concerns over
postvaccine epidemiology, but in good measure it was due
to the difficulties inherent in cultivating VZV (651,654).
Infectious virus from in vitro culture is almost exclusively
associated with cellular membranes (657—659), and very
little can be recovered from the culture supernate (660).
The literature is full of attempts to improve culture,
recovery, and preservation of VZV, especially cell-free
virus which would be useful for virological studies
or for vaccination (661-675). Although fine details of
the licensed manufacturing processes have not been
published, one can get a rough picture of the processes from
patent and other literature (112,653,673,674,676-680).
The virus is generally grown on confluent MRC-5 cells
in conventional serum-containing flask or roller bottle
cultures. Infection is in a low-serum medium at low MOI,
ca. 0.01 infected cell/cell, for a period of ca. 2 -3 days. The
inoculum is often an infected cell bank for these vaccines.

At harvest, the cell sheet is washed to remove residual
serum, and the cell sheet is removed either chemically
with EDTA or mechanically by scraping or milling and
recovered into a stabilizing buffer. Then the stabilized
vaccine harvest is sonicated, and the sonicate is clarified
by centrifugation or coarse filtration resulting in the bulk
vaccine. It should be noted that because the virus remains
closely cell-associated during infection, the term "cell-
free virus" applied to the sonicated lysate of the infected
cells refers to virus largely associated with cellular debris
rather than a monodispersed viral solution (661,663,672).
Because of the size of the virus (ca. 200 nm in diameter)
and its associated cell debris, clarification is possible only
via centrifugation or coarse filtration, and all processing
must be conducted aseptically. There is no purification for
the vaccines. The virus is unstable throughout cultivation,
harvesting, and storage, and consequently, all of the
postharvest processing is conducted in stabilizer, and the
final vaccine is lyophilized. Because of the low productivity
of varicella, the resulting large operating scales, and the
need for stringent asepsis, at least one manufacturer has
resorted to robotic technology for manipulating the culture
vessels (681,682).

Hepatitis A Virus. Hepatitis A virus (HAV) infects the
liver and causes a jaundice which is usually mild but can
have serious consequences in a fraction of people (683,684).
The virus is a picornavirus that eluded in vitro cultivation
until the late 1970s because of its peculiarly slow growth
(685-689). It took 15 years from the initial report of
propagation to the licensure of a vaccine. Early attempts
were made to devise attenuated live virus vaccines
(690,691), partly on the belief that it would be extremely
difficult to cultivate the amounts of virus antigen believed
to be required for a multidose inactivated vaccine.
Although China has pursued the live attenuated approach
to licensure (692), it has been possible to devise inactivated
vaccines, and several of these have been licensed.

The main virological characteristic of HAV from a
cultivation standpoint is the lack of cytopathogenicity in
vitro. Unlike the poliovirus and FMDV picornaviruses,
HAV lacks the ability to shut off host-cell DNA,
RNA, or protein synthesis (693), and accumulates only
slowly and mainly intracellularly; infection terms of
weeks are commonly required to accumulate significant
antigen (694). This, it has been suggested, is due
to rapid encapsidation of the RNA genome, leaving
only a small pool available for further replication
(683,686,695). Because of the long cultivation and
intracellular disposition of the virus, culture systems that
are robust for long-term industrial use and are amenable
to recovery of virus from the cell mass are necessary.

Several vaccines are licensed in the United States and
Europe for HAV vaccination (696-698); of these, the Merck
& Co., Inc. process is the best-published (33,116,699-705).
The MRC-5 cell substrate is expanded in Nunc Cell
Factories, and the resulting biomass is planted into Costar
Cell Cube reactors (a fixed-bed polystyrene reactor), which
are at controlled pH and dissolved oxygen at the inlet
to the Cube growth elements. The cells are grown until
sufficient biomass is attained and then are infected at an



MOI of ca. 0.01. The cultures are continuously perfused
to provide nutrients over the long three-week growth
period and to enable good antigen accumulation. Then
the reactors are drained, the cultures rinsed to remove
residual serum, and the intracellular virus is harvested
via detergent lysis. The solubilized virus is then taken
through extensive purification resulting in a purified
bulk virus for inactivation that contains only the virion
proteins in detectable amounts. The virus is inactivated
using formaldehyde and then is adsorbed onto aluminum
hydroxide to result in a final bulk vaccine.

Rotavirus. Rotavirus (706-708) is an enteric virus that
is the most frequent cause of severe dehydrating diarrhea
worldwide; it contributes to millions of infant deaths
annually (709). Virtually all children have had rotavirus
disease by age five. The first commercial oral rotavirus
vaccine from Wyeth Lederle Vaccines (American Home
Products) was licensed only as recently as 1998 in the
United States and 1999 in Europe. This oral vaccine which
uses a quasi-Jennerian approach takes advantage of the
11-segment dsRNA genome of rotavirus. Chimeric viruses
can be created by coinfecting cells with viruses of different
species and then selecting for the desired "reassortant"
via antisera against the undesired chimeras. This allows
creating a virus that has the gene segment that codes for a
human outer capsid antigen mixed in with other segments
derived from an animal, either a rhesus monkey (710) or
a cow (711-713). The reassortant virus can display the
human epitope and induce immunity, but because of the
nonhuman virion and accessory proteins, replicates only
poorly in the human gut and is thus attenuated. The Wyeth
vaccine is a mixture of three rhesus monkey reassortants
of human serotypes Gl, G2, and G4, and a nonreassortant
rhesus rotavirus that shares "G" (glycoprotein) protein
homology with human serotype G3.

The licensed rotavirus vaccine from Wyeth is produced
in a simple FRhL-2 cell, flask-based, fetal bovine serum-
containing process with filtration as the only purification
(714,715). The peculiarity of rotavirus infection is that it
requires trypsin cleavage of the "P" (protease-sensitive)
protein spike on the outer coat to enable membrane fusion
(251,716,717). Until this was discovered, it was not possi-
ble to propagate rotaviruses readily in vitro. Cleavage nor-
mally occurs in vivo during viral passage through the small
intestine. In vitro, trypsin must be provided to enable infec-
tion spread for inoculations at MOI less than 1 virus/cell
(718,719). Thus trypsin is usually provided at a low level
during the infection period, and to avoid neutralization,
serum and other proteins must be absent. Purification is
not required because of both oral vaccine delivery and the
diploid host; the lytic virus destroys the cells in 2 -3 days,
and the whole culture broth can be harvested to give titers
of ca. 105~8 PFU/mL (374,718-720). Thus the vaccine
concentration of 105 PFU/reassortant/dose (714) can be
obtained by simple dilution.

FUTURE VACCINE PROCESSES

Although many of the scourges of man have been
addressed by the cell-culture vaccines of the past forty-five

years, there are more vaccines yet to come. These will arise
from three factors: a desire to replace older vaccines with
a safer, more efficacious or more economical approach,
a refinement of knowledge about existing recalcitrant
pathogens that allows constructing of new vaccines, and
the emergence of new pathogens.

New Approaches to Old Vaccines

New approaches to older vaccines are contemplated where
the existing vaccine has a serious drawback; without
such a driver it is difficult to walk away from years and
millions of doses worth of experience with a vaccine, even
with its known demons, and walk toward a new vaccine
and its unknown new demons which cannot be tested
before licensure to evaluate side effects that will manifest
themselves only in <1 in 10,000 patients. Of the vaccines
previously described there are serious replacement efforts
for only a couple because these vaccines are for the most
part well-established and very safe. Oral poliovirus has
recently been phased out in the United States because
the only cases of poliomyelitis in the United States are
vaccine-induced; the replacement here is IPV/KPV as
opposed to a new process. Now, this potentially more
economical human rabies vaccines are being considered
based on BHK-21 cell culture common to veterinary rabies
production (100,122,721-724).

For vaccines currently made in vivo or in ovo, there
are many replacement efforts underway. Cell, culture-
based flavivirus vaccines against yellow fever (50,725)
and Japanese encephalitis virus (26,642,726-728) are
being investigated to replace the current vaccines still
made in vivo, in ovo, or in primary cells. Serious efforts
at replacing egg-based influenza vaccine are also being
undertaken to enable more rapid and flexible manufacture,
provide a better product, and to expand access to the
vaccine (729-739).

New Vaccines

The list of new vaccine targets is potentially infinite
and is locally dependent. In the early boom years of
virology and viral vaccinology, vaccines were attempted
against practically every agent that could be isolated.
Many of these came to naught because the biological
knowledge was not present or there was not a compelling
medical need nor an economic driver for the vaccine.
Needless to say, knowledge of viruses and the human
immune system has advanced substantially since the
1960s, and this provides new avenues for exploring new
vaccine approaches (740,741). In addition, the health-care
landscape is moving toward managed care, and with this
shift, the role of medical economics is increasing. In the
United States, a committee of the National Academy of
Sciences recently proposed a model to evaluate cost-benefit
for vaccines. The results of the model applied to some
30 potential vaccine targets (not all viral) are shown in
Table 1.

Many of these vaccines are in development, for example,
the influenza vaccines mentioned previously. It will be
noted that HIV-I vaccine is unranked here because the

Next Page



MOI of ca. 0.01. The cultures are continuously perfused
to provide nutrients over the long three-week growth
period and to enable good antigen accumulation. Then
the reactors are drained, the cultures rinsed to remove
residual serum, and the intracellular virus is harvested
via detergent lysis. The solubilized virus is then taken
through extensive purification resulting in a purified
bulk virus for inactivation that contains only the virion
proteins in detectable amounts. The virus is inactivated
using formaldehyde and then is adsorbed onto aluminum
hydroxide to result in a final bulk vaccine.

Rotavirus. Rotavirus (706-708) is an enteric virus that
is the most frequent cause of severe dehydrating diarrhea
worldwide; it contributes to millions of infant deaths
annually (709). Virtually all children have had rotavirus
disease by age five. The first commercial oral rotavirus
vaccine from Wyeth Lederle Vaccines (American Home
Products) was licensed only as recently as 1998 in the
United States and 1999 in Europe. This oral vaccine which
uses a quasi-Jennerian approach takes advantage of the
11-segment dsRNA genome of rotavirus. Chimeric viruses
can be created by coinfecting cells with viruses of different
species and then selecting for the desired "reassortant"
via antisera against the undesired chimeras. This allows
creating a virus that has the gene segment that codes for a
human outer capsid antigen mixed in with other segments
derived from an animal, either a rhesus monkey (710) or
a cow (711-713). The reassortant virus can display the
human epitope and induce immunity, but because of the
nonhuman virion and accessory proteins, replicates only
poorly in the human gut and is thus attenuated. The Wyeth
vaccine is a mixture of three rhesus monkey reassortants
of human serotypes Gl, G2, and G4, and a nonreassortant
rhesus rotavirus that shares "G" (glycoprotein) protein
homology with human serotype G3.

The licensed rotavirus vaccine from Wyeth is produced
in a simple FRhL-2 cell, flask-based, fetal bovine serum-
containing process with filtration as the only purification
(714,715). The peculiarity of rotavirus infection is that it
requires trypsin cleavage of the "P" (protease-sensitive)
protein spike on the outer coat to enable membrane fusion
(251,716,717). Until this was discovered, it was not possi-
ble to propagate rotaviruses readily in vitro. Cleavage nor-
mally occurs in vivo during viral passage through the small
intestine. In vitro, trypsin must be provided to enable infec-
tion spread for inoculations at MOI less than 1 virus/cell
(718,719). Thus trypsin is usually provided at a low level
during the infection period, and to avoid neutralization,
serum and other proteins must be absent. Purification is
not required because of both oral vaccine delivery and the
diploid host; the lytic virus destroys the cells in 2 -3 days,
and the whole culture broth can be harvested to give titers
of ca. 105~8 PFU/mL (374,718-720). Thus the vaccine
concentration of 105 PFU/reassortant/dose (714) can be
obtained by simple dilution.

FUTURE VACCINE PROCESSES

Although many of the scourges of man have been
addressed by the cell-culture vaccines of the past forty-five

years, there are more vaccines yet to come. These will arise
from three factors: a desire to replace older vaccines with
a safer, more efficacious or more economical approach,
a refinement of knowledge about existing recalcitrant
pathogens that allows constructing of new vaccines, and
the emergence of new pathogens.

New Approaches to Old Vaccines

New approaches to older vaccines are contemplated where
the existing vaccine has a serious drawback; without
such a driver it is difficult to walk away from years and
millions of doses worth of experience with a vaccine, even
with its known demons, and walk toward a new vaccine
and its unknown new demons which cannot be tested
before licensure to evaluate side effects that will manifest
themselves only in <1 in 10,000 patients. Of the vaccines
previously described there are serious replacement efforts
for only a couple because these vaccines are for the most
part well-established and very safe. Oral poliovirus has
recently been phased out in the United States because
the only cases of poliomyelitis in the United States are
vaccine-induced; the replacement here is IPV/KPV as
opposed to a new process. Now, this potentially more
economical human rabies vaccines are being considered
based on BHK-21 cell culture common to veterinary rabies
production (100,122,721-724).

For vaccines currently made in vivo or in ovo, there
are many replacement efforts underway. Cell, culture-
based flavivirus vaccines against yellow fever (50,725)
and Japanese encephalitis virus (26,642,726-728) are
being investigated to replace the current vaccines still
made in vivo, in ovo, or in primary cells. Serious efforts
at replacing egg-based influenza vaccine are also being
undertaken to enable more rapid and flexible manufacture,
provide a better product, and to expand access to the
vaccine (729-739).

New Vaccines

The list of new vaccine targets is potentially infinite
and is locally dependent. In the early boom years of
virology and viral vaccinology, vaccines were attempted
against practically every agent that could be isolated.
Many of these came to naught because the biological
knowledge was not present or there was not a compelling
medical need nor an economic driver for the vaccine.
Needless to say, knowledge of viruses and the human
immune system has advanced substantially since the
1960s, and this provides new avenues for exploring new
vaccine approaches (740,741). In addition, the health-care
landscape is moving toward managed care, and with this
shift, the role of medical economics is increasing. In the
United States, a committee of the National Academy of
Sciences recently proposed a model to evaluate cost-benefit
for vaccines. The results of the model applied to some
30 potential vaccine targets (not all viral) are shown in
Table 1.

Many of these vaccines are in development, for example,
the influenza vaccines mentioned previously. It will be
noted that HIV-I vaccine is unranked here because the
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priority of this vaccine was considered unassailable by the
committee.

HIV-I is a good virus to illustrate the cell-culture-
based approaches being applied to new viral vaccinations
because this vaccine is the current subject of every vac-
cine scientist's dreams. Classical vaccination using either
attenuated (742,743) or inactivated (744-746) virus has
been contemplated for this virus. Subunit vaccination
using either gpl20 (envelope) prepared in recombinant
animal cells (747), using fractionated HIV-I virions (748),
or using virus-like particles expressed in a baculovirus
system has also been proposed (749,750). The former are
adjuvanted to enhance the immune response against the
immunity-inducing epitopes, and the latter are an attempt
to make the epitope itself presented as naturally and as
potently as possible. In addition to these relatively simple
approaches, more complex strategies are being developed
based on virally vectored HIV-I genes or combinations
of subunit proteins and virally vectored genes (751-756).
These latter approaches are intended to mimic an HIV
infection as well as possible and to stimulate multiple
arms of the immune system against the virus. Unfortu-
nately, not much information on processing is available
for many of these approaches because they are in the early
stage of development.

CONCLUSIONS

Although often thought of through the 1980s as an intel-
lectual backwater by newcomers to recombinant protein
biotechnology, cell-culture-based vaccine manufacturing
laid the groundwork that enabled those very products. As
the millenium approaches, attention is focusing anew on
viral production for new classical vaccines, gene therapy,
and genetic vaccination. The demand for viruses will likely
be increased dramatically with some of these applications,
and it will require ingenuity to meet the production chal-
lenges. Many of the approaches that rely on more or less
standardized technology, that is, baculovirus production,
recombinant vaccinia, adenovirus, retrovirus, should suc-
cumb to the weight of concerted effort by scientists and
engineers to yield extremely well-characterized processes
that are highly economical. The next 45 years promise to
be as exciting as the first, as sophisticated engineering
and molecular biological and biochemical tools are applied
to the vaccine processes to come.

FURTHER READING

This chapter can address only a few of the issues involved
in viral vaccine production via cell culture technology. The
interested reader is referred to further information on the
general aspects of viruses (757), laboratory production of
viruses (32,758), and the history of their use in vaccines
(759-762). A wonderful illustrated reference to viruses
and their life cycles is available that brings pedantic
written descriptions to life (763). In addition to these
published sources, some superb electronic sources on
viruses and vaccines are readily found (764-766). It is
imperative to understand the regulatory "rules of the road"
from the U.S. Food and Drug Administration (767), the
European Medicines Evaluation Agency (EMEA) (768),
the European Pharmacopoeia (769), and the World
Health Organization (WHO) (770), but inspection of these
documents often does not give clues to the origins of
the specifications. To understand these regulations and
to understand viral vaccines in general, it is highly
instructive to read the historical literature on the earlier
vaccines, especially the poliovirus vaccines. Much relevant
and practically oriented historical literature can be
found in the Developments in Biological Standardization
series published by the International Association for
Biological Standardization and also in the World Health
Organization Technical Report Series.
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continue to represent an important class of cell culture
processes. Indeed, the number of viral-based cell culture
processes is increasing with (2) viral vaccine production
moving from primary cells to continuous cell lines,
(2) increased use of viral biopesticides, (3) increased use
of viral expression systems, and (4) the use of viral gene
therapy vectors. The inherent complexity combined with
the problems of working with human or animal pathogens
has meant that the academic treatment of viral production
kinetics has lagged behind that of other cell culture
systems. The emergence of the baculovirus (an innocuous
insect virus) for protein expression changed this situation,
and baculovirus is used throughout this article to illustrate
how to handle complex viral kinetics. Emphasis is placed
on the development of mathematical models, which are
essential tools when studying viral production kinetics.

HISTORY AND CHALLENGE

From the mid-1950s, when pioneering work of Earle
and colleagues (1) enabled routine cell culture, until the
emergence of commercial hybridoma and recombinant
technologies in the 1980s, cell technology was almost
synonymous with viral vaccine production technology.
Vaccine production posed a number of unique challenges
for research compared to those faced in microbial
fermentation, for example:

• The exclusive use of primary cells/tissue and diploid
human cell strains rather than cell lines in human
vaccine production

• The predominant use of anchorage-dependent cells
• The inherent complexity of cell-virus systems
• The inherent problems of working with human or

animal pathogens

As a result, cell technology research followed a path
divergent to microbial fermentation research, which in
the same period moved towards bioprocess engineering
science, including detailed studies of kinetics. Much work
in cell technology was related to multiple processes ("scale-
out" technology) that is, ways to handle large numbers
of small cultures (e.g., Roux or roller bottles), and the
technology surrounding the fermentation process (medium
preparation, sterile techniques, downstream processing).
Notable exceptions were the development of large-scale
BHK suspension culture for production of foot-and-mouth
and later rabies vaccines (2,3) and the development of
microcarrier technology for large-scale propagation of
anchorage-dependent cells (4).

The 1980s saw the development of large-scale produc-
tion of polio and rabies vaccines in Vero cell microcarrier
cultures and the development of standards for the use of
heteroploid cell lines for human vaccine production (5,6).
Economy of scale, quality control issues, and increasing
reticence against the use of animal-derived tissue have
seen virus production in continuous cell lines move from
being limited to animal vaccines to becoming the pre-
ferred option for new viral-based vaccines. In the past
decade, vaccine production has been joined by protein
and biopesticide production in insect cells and production

of gene therapy vectors as bioprocesses relying on virus
production.

There is still much to be learned about the kinetics of
virus production, even in many of the well-established
production systems. This can partly be attributed to
a relative lack of academic groups working on the
engineering of viral vaccine production and partly due to
the inherent complexity of virus processes. Not surprising,
most progress has been achieved in the baculovirus-insect
cell system, which benefits from baculovirus being
nonpathogenic in humans and animals and from insect
cells being anchorage independent.

Mathematical modeling plays a crucial role in building
an understanding of the kinetics of virus production.
Without models it is practically impossible to unveil
the kinetics underlying the complex, observed dynamics.
Consider a typical production process where cells are
infected at a low multiplicity of infection (MOI), where
initially only a fraction of cells will be infected. In order to
describe the behavior of this process, we need

• A model of noninfected growth
• A model of the physical interaction between virus

and cells (attachment and internalization)
• A model of the infection cycle in individual cells to

account for changes as cells gradually change from
being biomass producers early in the infection cycle
to being virus producers late in the cycle

• A population balance model to take into account that
cells may be infected at different point in time and
thus at any point in time the dynamics of the culture
is the cumulative effect of the kinetics shown by the
cells in various stages of infection

• A mass balance model to take into account the
physical system, for example, describing substrate
consumption in a batch culture or the dilution effect
in a continuous culture

In addition, depending on the actual system studied, it
may be necessary to include

• A model describing genetic stability of the virus, for
example, to account for the accumulation of defective
viruses observed in continuous culture

• A model to describe the effect of multiple infection,
for example, when using multiple virus constructs
for multicomponent virus-like particle production or
packaging of gene therapy vectors

We recently reviewed the kinetic models developed
for baculovirus infection of insect cells (7). Three groups
including ours have developed relatively detailed kinetic
models of the baculovirus system, and by comparing
and contrasting the approaches taken, it is possible to
gain insight into what works and what does not. In the
remainder of this article, we will describe how to develop
kinetic models of virus production using the baculovirus
system as the model system. The emphasis is on how
to link experiments and model development. The first
section provides a brief introduction to baculoviruses. The
second section presents the cell yield concept, a highly



simplified view of viral processes based on a pseudo mass
balance of the process. The cell yield concept provides an
objective for process optimization, but does not provide
the means for designing the process. For this we need
a kinetic model, and this is developed in two stages.
First, a model is developed for synchronous infection,
and this model is then used together with a population
balance model and virus attachment kinetics to formulate
a model for asynchronous infection. The usefulness of the
developed model is illustrated in the final section, where
very low multiplicity of infection is discussed as a possible
production strategy.

BACULOVIRUS

Baculoviruses and their use as expression vectors
have been described in several excellent books and
reviews (8-11). Baculoviruses are rod-shaped viruses with
approximately 130 kb of genetic material located on a
single double-stranded DNA molecule. Baculoviruses have
been isolated from over 500 insect species, mainly of
the order of Lepidoptera. The biology of Autographa
californica nuclear polyhedrosis virus (AcNPV) has been
studied in most detail and forms the basis for most
recombinant expression systems, while Helicoverpa zea
NPV (HzNPV) is produced commercially and H. armigera
NPV (HaNPV) is considered for biopesticide usage.

The individual viruses in NPVs are occluded (embed-
ded) in a paracrystalline matrix composed mainly of
a single protein called polyhedrin. The occlusion body,
called polyhedron, protects the enclosed virus parti-
cles against the environment. Upon digestion by larva,
the polyhedron will dissolve in the alkaline gut juices,

and the released viruses will infect midgut epithelium
cells. During the ensuing infection cycle nonoccluded
viruses (NOV) will be formed in addition to the occluded
form. NOVs bud through the cell membrane into the
haemolymph, where they become responsible for lateral
infection (Fig. 1).

Several cell lines are available for propagating bac-
uloviruses. AcNPV is typically propagated in suspension
cultures of Sf-9 cells, a cell line established from ovar-
ian tissue of S. frugiperda (fall armyworm), while HzNPV
can be propagated in cell lines derived from ovarian tis-
sue of H. zea (cotton bollworm). Propagation relies on
the lateral infection route, that is, via NOV infection.
This is the basis for the baculovirus expression system,
where the highly expressed, but nonessential, polyhedrin
gene is replaced with a gene of interest through homolo-
gous recombination. The model system used by many to
study recombinant expression in baculovirus is that of p-
galactosidase expression. While ideal for gene expression,
the fact that polyhedrin is nonessential for in vitro culture
poses stability problems for biopesticide production, where
occlusion bodies are essential for delivery. Typically, bac-
uloviruses will degenerate to low producers in five to ten
in vitro passages (12), unless a stable isolate has been
found (13).

THE CELL YIELD CONCEPT

Baculovirus production is greatly affected by a number of
process variables, including: the design of the fermentation
system, cell line (14,15), the composition of the medium
used for cell growth (16-20), the age and condition of
the cell population at time of infection (TOI) (21-25), the

Figure 1. Infection cycle of NPV bac-
uloviruses. The open arrows indicate
the virus cycle between larva from
ingestion of polyhedra and midgut
release of virus to the release by lysis
of new polyhedra. The solid arrows
indicate lateral infection through
nonoccluded viruses (NOVs) released
early in the infection cycle.
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multiplicity of infection (26-29), and the passage number
of virus inoculum (30,31). Most of these variables are
set early in process development; for example, we have
chosen batch fermentation in serum-free medium using
the aforementioned cell lines and a low-passage-number
virus stock.

The two remaining parameters, TOI and MOI, are
highly correlated and — combined with the variability
of cultures and the relative inaccurate assays available
for virus determination—it proved to be a nontrivial
task to resolve their effect empirically. Indeed, prior to
the development of kinetic models descriptions of TOI
and MOI effects tended to be inconsistent listings of
individual observations. It was only through working
with a relatively complex model, we finally developed a
conceptual understanding of the system that we termed
the cell yield concept (32). Like any good concept, it is a
simplification with obvious limitations and should only be
regarded as a first handle on the system. Importantly,
however, it does not rely on baculovirus-specific features
and should be applicable to other virus production systems.
The cell yield concept is based on an overall pseudobalance
for the process:

substrate > cells + virus/viral products + waste

The process is catalyzed by cells and — up to a
certain point — the yield of virus will increase nearly
proportionally with cell yield (i.e., the total number of
cells produced in the process). Beyond this point substrate
becomes limiting, and any further yield in cells comes at
the expense of virus and viral product yield. This is another
way of stating that (2) each cell can only support the
production of a limited number of virus particles and (2)
the virus yield per cell is highest at low cell density,
but remains essentially constant up to the point where
substrate becomes limiting.

What is important here is that there is no distinction
made of when the cells were produced: whether they all
were produced prior to infection, as would be the case at
high MOI infection, or whether most were produced in
parallel with the infection process, as would be the case at
very low MOI. In other words, the outcome is ultimately
dictated by the total cell yield in the process, not on
the combination of TOI and MOI used to achieve this
yield. This point is illustrated in Figure 2 for recombinant
baculovirus (a) and for HaNPV production (b). By choosing
the appropriate TOI, it is possible to achieve the optimal
cell yield for whatever MOI is chosen.

At high MOI (>5 infective viruses per cell) essentially
all cells will be infected immediately, and the ensuing
infection process will be synchronous. Cell growth halts
almost immediately, and thus the cell yield is close to the
cell density at TOI. Thus, to achieve optimal production,
cells should be infected at a cell density close to the optimal
cell yield. At lower MOIs, only a fraction of the cells are
initially infected (primary infection). The remainder will
continue to grow as noninfected cells. These cells and their
progeny will first be infected at some later point (secondary
infection) when the cells infected in the primary infection
begin to release progeny virus. Hence, the cell yield may

Final cell yield, 109CeIIs L~1

Figure 2. The cell yield concept, (a) Total /ft-galactosidase yield
for r^gal-AcNPV infections of Sf9 cells in SF900II medium
performed at MOIs of 5 (circle), 0.01 (square), 0.001 (triangle),
and 0.0001 (diamond) in shaker flasks, (b) Polyhedra yield for
HaNPV infections of H. zea cells in SF900II+10% serum medium
performed at MOIs of 0.5 (circle) and 1-2 (square) in shaker
flasks.

be much higher than the cell density at TOI. Thus, to
achieve optimal production when using low MOIs, cells
should be infected at a cell density lower than the optimal
cell yield.

Practically, we obtain the product versus cell yield curve
by performing a series of high-multiplicity infections at
different cell density. For insect cells, we use a bioreactor
for cell growth, harvest 100-mL aliquots into shaker flasks
at 6-12 h intervals, infect at MOI 5-10, incubate on a
shaker, and follow the ensuing infection process (Fig. 3).
Because pH is not a problem in these cultures, the response
curve observed in shaker flasks is valid even for controlled
bioreactors. In many systems, it may be necessary to
perform the infection in bioreactors to match the expected
performance in a controlled system.

In suspension insect cell culture, the limiting substrate
is a nutrient and the maximum reasonably well defined.
In many virus production systems, cells are anchorage
dependent and the limiting substrate will be surface area.
In such systems, the transition could be broader and the
decline is not necessarily linear. In either case, however,
the observed optimum cell yield provides an initial goal
to aim for in optimizing the process. It does not, however,
indicate how to achieve this cell density, if we choose a low
MOI. In order to predict this we need a kinetic model.
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Time, h Cell yield
Figure 3. Generating the product versus cell yield curve. During
a cell-only bioreactor culture, cells are repeatedly harvested
straight into shaker flasks and infected at high MOI and the
ensuing infection followed. Maximum product and cell yield are
used to generate the product versus cell yield curve and the
maximum determined by drawing the supporting lines.

KINETIC MODEL OF VIRAL INFECTION: SYNCHRONOUS
INFECTION

All studies of viral kinetics should commence with a study
of synchronous infection somewhat below the optimal cell
yield. If a batch culture of cells is infected at a high
multiplicity (MOI > 5), the ensuing infection process will
be essentially synchronous; that is, all cells will go through
the infection cycle simultaneously and will — at any given
point—be at the same point in the cycle. Under these
conditions culture dynamics simply reflects the infection
cycle occurring in each cell amplified by the number
of cells.

Synchronous cultures are biphasic in nature. We
distinguish between the noninfected (cell only) phase and
the infection phase. During the noninfected phase, time
is the independent variable. During the infection phase,
we introduce a new independent variable, infection time,
denoted r and measured in hours post infection (hpi). This
terminology can cause some confusion. Infection time does
not automatically follow true time; rather it relates to a
reference infection. The reference infection is typically a
high MOI infection (e.g., MOI = 10) of cells in the early to
midexponential phase (i.e., relatively low cell density) and
in a given medium. When we say that a cell is at 15 hpi,
we are actually not saying that the cell has been infected
for 15 h; rather we are saying that the cell is at the same
point of the infection cycle that a cell would be after 15 h
in the reference system.

Infection time can be slower or faster than true time.
Infection in late exponential phase, for example, often

results in slow progression through the infection cycle
(see later); that is, infection time goes slower than real
time. For some viral systems, the initial viral load per cell
can affect the timing of the infection cycle and in a high
multiplicity of infection, infection time may go faster than
real time. We define the infection velocity, v, as

(D

and note that for the reference system the infection velocity
is one hour of infection time (hpi) per one hour of true
time (h).

Noninfected Cell Growth

Any traditional cell growth model could be used to describe
cell growth prior to infection. Experience tells us, however,
that for most virus production systems cells must be
infected in optimal health (i.e., in the midexponential
phase) in order to achieve a reasonable product yield.
Thus all relevant situations can be modeled with a simple
exponential growth model

(2)

where Nv is the concentration of viable cells, /xmax the
maximum specific growth rate, and k& the specific death
rate. The noninfected cell parameters, /zmax and ko, can be
determined using standard techniques from viable and
dead cell numbers during the exponential phase of a
noninfected culture.

The Infection Cycle — Qualitative Aspects

Typically, the qualitative aspects (e.g., virus attachment
mechanism, molecular biology, and general timing of
events), are well established for commercially relevant
viruses. This information serves as a sound basis on
which mathematical models can be formulated. The
starting point may be a graphical representation of the
infection cycle, as in Figure 4 for recombinant baculovirus
(see also Ref. 33). The first step is virus diffusing to
the surface of the cell (1) and attaching to a specific
receptor (2). Baculovirus enter the cytosol via random
endosomal activity (3) followed by pH-regulated fusion
with the endosomal membrane (4). From the cytosol,
baculovirus is localized to the nucleus (5), where the outer
protein coat dissolves (6). All these processes take place
within the first couple of hours of cells being inoculated
with virus. Hereafter follows the "genetic" part of the
infection, with simultaneous replication of viral DNA (7),
transcription (8), and translation of viral proteins (9).
The infection cycle is "timed" through sequential protein
expression and can be divided into three phases (Ref. 10):

1. Early (0-6 hours post infection). The viral reproduc-
tion apparatus is established and the cellular reproduction
apparatus switched off.

2. Late (8-18 hours post infection). Synthesis of nonoc-
cluded virions, which are coated in protein (10) and are
capable of budding from the cell surface (11).
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Figure 4. The infection cycle in recombinant baculovirus.
1. Diffusion, 2. attachment, 3. internalization, 4. fusion, 5. nu-
clear location, 6. uncoating, 7. replication, 8. transcription,
9. translation, 10. encapsulation, and 11. budding.

3. Very late (20-72 hours post infection). Polyhedrin
or recombinant product is transcribed using a unique,
viral-derived RNA polymerase. In wild-type virus, virions
are embedded in occlusion bodies composed primarily of
polyhedrin.

The Infection Cycle — Modeling

There are two approaches that can be taken to describe
the infection cycle, an unstructured and a structured,
mechanistic approach. In the unstructured approach the
temporal element of the infection cycle is described by
a number of time-varying rates. No attempt is made to
follow the internal events of the cell. The three existing
fall models all employ this approach (29,34,35).

In the structured, mechanistic approach, the infec-
tion cycle is described as closely as possible to the true
mechanism outlined in Figure 4. For example, separate
variables are used to describe virus at the different loca-
tions (free, attached, endosomal, cytosolic, and nuclear),
and rate equations are expressed in terms of these vari-
ables. At present no full mechanistic model exists, though
Shuler's group has outlined a possible structure for such
a model (33) and has developed detailed models covering
up to the point of nuclear location (see later). As a guide
to more fundamental research, the mechanistic models
obviously excel. Ultimately, they will also prove excellent
engineering tools for designing viral production processes.
At present, however, the structured models are too cum-
bersome and require too much effort to develop, and here
we will concentrate on the unstructured models.

The modeling approach to be described has three
important features:

1. Only directly observable state variables are used
2. All parameters are graphically verifiable
3. All parameters are estimated for high multiplicity of

infection

In order to achieve this simplicity, a number of
assumptions have been made. It is assumed that there
is no growth after infection. In our experience, the total
number of cells does increase on average 15% post
infection, suggesting that cells may continue to divide
through the early phase of infection. Accounting for this
growth, however, would involve deciding whether both
daughter cells in a division are infected or only one of them.
It is possible to determine this based on the multiplicity
of infection for individual cells, but introducing this
distinction adds substantially to the numerical effort, and
the simplifying assumption of no post infection growth is
made in most models of infection.

At present, we shall not consider the effects multiple
infection and infection with defective virus particles have
on the infection cycle. We will only consider a "standard"
infection at relatively high MOI (5-10) producing a single
type of infected cells. This corresponds to the approach
taken in our 1994 model to describe ^-galactosidase
production using a recombinant AcNPV to infect Sf9 cells
in suspension culture (34). More advanced models will be
described later. For modeling purposes, the time points of
interest are those linked with readily observable events,
for example:

• Virus release
• Membrane integrity
• /3-Galactosidase production and release

Extracellular virus is not observed in the culture fluid
until around the onset of the very late phase. Electron
microscopy observations (unpublished) have confirmed
that virus progeny is produced from the beginning of
the late phase, TE. The newly produced virus progeny
was observed on the cell surface, and some was observed
to readsorb to the cell of origin. Surface presentation of
nonoccluded virus in the late phase could be the means
by which lateral infection of proximal cells occurs in
the gut cells of insects (8). It is not clear if the release
rather than surface presentation of virus progeny is linked
to the very late phase or simply is a delayed process.
Hence, in all three models of baculvirus kinetics the
commencement of virus release is designated by its own
marker, here designated TVRC- Virus appears to be released
at a relatively constant rate, «VR, and ends after the end of
the very late phase at a point designated, TYRE- Thus the
specific rate equation for virus release, ryR, is

(3)

Since virus binding has finished when virus release is
observed, the virus titre, V, can be described by

(4)

where the second term accounts for degradation of virus,
which is significant for many viruses. Inserting Eq. (3) in



to Eq. (4) and integrating, we find the solution

(5)

where V* is the amount of virus per cell. Equation (5)
can be used to determine the virus concentration at
any given point after infection. For example, when
recombinant /3-gal-AcNPV is used to infect Sf9 cells, virus
release commences at 17 hpi (TVRC) and ends at 88 hpi
(TVRE)- During this period virus is released at a rate of
10 pfu/h/cell. The rate of virus decay is 0.007 1/h (kY) (i.e.,
0.7% of the virus is lost per hour). Inserting these values
in Eq. (5), we find that at 60 hpi, for example, the amount
of virus per cell is

Membrane integrity can be measured by trypan blue
dye exclusion. For noninfected cells, membrane integrity
can be used as an indicator of viability. For infected cells,
however, membrane integrity gradually decreases during
the late part of the infection rather than spontaneously at
the end of infection (29). As virus and recombinant product
are released gradually as well, there is no particular need
for the model to identify the point of death and lysis. The
gradual staining of cells is expressed with an empirically
fitted equation giving the fraction of stained cells as a
function of r

(6)

where ru is time following infection where staining
commences and Pu is the first-order rate of staining
hereafter. Using a similar approach, de Gooijer et al.
employed the gradual visual changes in infected cells
to follow the progression of infection with wild-type
virus (35). Equation (6) is used to determine the fraction of
unstained cells at any point after infection. For example,
when recombinant /3-gal-AcNPV is used to infect Sf9 cells
staining commences at 43 hpi (ru) and occurs at a rate
of 0.08 1/h (Pu) (i.e., 8% of unstained cells become stained
per hour). Inserting these values in Eq. (6), we find that
at 60 hpi, /u (60 hpi) = e~° 08 1 ^ (60 h~43 h) = 25.7% of cells
remain unstained.

In the baculovirus expression vector system, recom-
binant protein is expressed under the control of the
polyhedrin promoter. Thus recombinant protein expres-
sion is directly linked to the expression of the very late
genes commencing at TL and terminating at TVL- The
production rate is assumed constant, app. Both intracel-
lular and extracellular ^-galactosidase can be determined
experimentally. ^-Galactosidase is not a secreted product,
and protein release is assumed to be linked to the leaki-
ness of the membrane, as evidenced by trypan blue uptake.

Thus release is assumed to commence at the same time
as staining, ru. Hereafter, the rate of release is assumed
to be proportional to the intracellular concentration (the
release constant denoted C*PR); that is,

(7a)

where

(7b)

The intracellular concentration, piy is given by

(8a)

where rpp(r) is the specific production rate

(8b)

Solving Eq. (8), the intracellular concentration can be
determined

(9)

The extracellular product concentration is given by

(10)

where the second term accounts for decomposition of
extracellular product.

The number of parameters in the preceding model
may initially seem large. All parameters, however, can
be determined and visually verified using a synchronous
infection of cells in the midexponential phase, and
several are determined independently of other parameters.
Decomposition parameters, ky and kp, are determined
from the exponential decay curves observed in cultures
in which cells are removed after some virus and product
have been produced. The membrane integrity parameters,
ru and Pu, are determined by nonlinear regression from
synchronous culture cell viability data.

The three viral production parameters—<*VR, *VRC,
and TVRE — are obtained by nonlinear regression on
experimental data using Eq. (4), as illustrated in Figure 5.
The timing parameters are visually verifiable, while the
production rate is more difficult to confirm due to the effect
of degradation. The parameters for product formation are
determined in a similar manner.

Substrate Limitation

The simple model outlined previously works well when the
cell yield is below the optimal cell yield defined earlier.
Near the optimal cell yield, however, it is our experience



Hours post infection
Figure 5. Fitting of virus production parameters. Sf9 cells
cultured in serum free Sf900II medium were infected with
recombinant baculovirus at a multiplicity of 10 PFU. The data
points are from three independent experiments and the solid line
represents the model fit to data.

that the infection process slows down and the response is
slower than predicted.

In suspension cultures, the limitation appears to be
related to the depletion of an essential substrate (24,36).
In our 1994 model, we had to overcome several problems
in order to describe substrate limitation (34)

1. Limiting substrate is unknown. The limiting sub-
strate is still to be identified, and the model had to assume
an arbitrary substrate to be present at 1 unit per liter of
fresh medium.

2. Substrate limitation causes complex changes in
kinetics. It has been our experience that substrate
limitation causes a general slow down of the growth and
infection processes, not only a lowering in production rates
as assumed by Licari and Bailey (29). As a simple initial
approach, the model was made a simple depletion model;
that is, all cellular processes were assumed to occur at
maximum rate until depletion of substrate, at which point
all cellular processes would stop.

3. Consumption pattern unknown. The limiting sub-
strate being unknown, it was not possible to formulate a
consumption profile. Instead the specific consumption rate
was assumed constant for noninfected and infected cells.
The concept was that substrate consumption remained
constant while the end product would change from cell
mass to viral products over the infection.

With these simplifying assumptions the resulting sub-
strate limitation model only required a single parameter
to be obtained, namely, the maximum cell density observed
in a noninfected culture, Ys. Mathematically, the model
read

(H )

where the boundary condition accounts for the amount of
nutrients consumed during the cell growth phase.

While this model captures the essence of the cell yield
concept (Fig. 2), the temporal development remains poorly
described around the peak, since the model fails to describe
the slow down in growth and infection when substrate
becomes limiting. Moreover, the assumption of constant
substrate consumption before and after infection—while
fortuitously correct for /3-galactosidase production in Sf9
cells — does not hold for other systems (Table 1) (37). This
flaw, however, can be corrected by introducing a separate
consumption rate after infection, qs ¥" t*/Ys-

One possible solution to address the model's inability
accurately to describe substrate limitation is to make
the maturation velocity, u, a function of substrate
concentration, for example,

(12)

Note that with this definition the "infection time" r
becomes a marker of the progression through the infection
cycle rather than a measure of time. At S = Ks, for
example, the cells progress at v(Ks) = KS/(KS + K8) = 0.5,
that is, half an "infection hour" for each true hour in
culture. If all specific rates also are multiplied with v,
the result is to stretch out the infection cycle at lower
substrate levels without changing the total yields.

If the limiting substrate is available space, Eq. (12) can
be replaced with a spatial saturation model

(13)
as was done by Licari and Bailey (29).

So, if a given surface can support at most 25 million
cells and there is 10 million cells present, the rate of
infection is v = (25 million — 10 million)/25 million = 0.6
"infection hour" per true hour.

The approach argued here, however, differs from that
used by Licari and Bailey, in that they only took the
change in production rate into account, not the prolonging
of the infection cycle. The new approach is yet to be tested.
The constant Ks will have to be a fitted constant, that is,

Table 1. Specific Consumption Rates (mmol per 1012 Cells
per Hour) for Five Amino Acids before and after Infection

Note: The comparison shows that while consumption remains essentially
constant after infection in the SfWrAcNPV system, there is a significant
drop in the H. zea/HaNPV system (from Ref. 37).
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chosen as the value that gives the best description to a
series of high-MOI experiments infected at different initial
cell density.

Multiplicity of Infection

Infected cells continue to bind virus after the initial
infection, yet the proposed model does not take into
account possible differences caused by the multiplicity
of infection for individual cells. Conceptually, an increase
in multiplicity represents an increase in number of viral
templates; hence at least the early stages of infection
should progress faster at high multiplicity. Indeed,
increased rate of RNA synthesis was observed during the
2.5 h after infection when BHK cells were infected with
an increasing number of Semliki Forrest Virus (reported
in Ref. 38). What remains unclear is to what extent this
transient increase affect the overall timing and whether
or not total productivity is affected by the multiplicity.

In our experience, the use of an MOI of 10 versus
an MOI of 5 in suspension culture does not significantly
change the timing of the infection cycle. Furthermore,
experiments using two different viruses suggest that any
additional virus compete with the existing virus within the
cell (Table 2). When recombinant ^-galactosidase AcNPV
and VP7 AcNPV viruses were added simultaneously
(both at an MOI of 5), virus production for each was
approximately 50% of that observed in absence of the
other virus. When one virus was added earlier, it gained
a greater share of the total production at the expense of
the other virus, and with 4 hours difference the titer of
the second virus would only reach ~10% of the normal
level. It follows from these two sets of observations that
when a cell is infected with 10 instead of 5 viruses, the
productivity per virus is essentially halved. Presumably,
there is an upper limit on the copy number during the
infection cycle, and this limit is reached even if a single
virus enters the cell.

Although multiplicity of infection does not appear to
affect timing or outcome significantly for baculovirus,
there may be other systems where this is an important
issue. In particular, timing may be important for viruses
with a much shorter cycle than baculovirus. Hence, it
may be necessary to model the effect of multiplicity. If

Table 2. The Effect of Co-infection

infection occurs over a short period of time (either due
to rapid binding of available virus or due to deliberate
removal of the viral inoculum after a short contact period),
the effect of multiplicity can be accounted for by defining
separate cell populations, N\, N%, etc., and define separate
kinetics for each population. The number of cells in each
population can be determined by assuming that virus
distribute randomly according to the Poisson distribution
with MOI as the parameter (29).

If infection occurs over a longer period of time, it
becomes necessary to take into account that the first virus
bound may have been replicated before later viruses bind.
This situation may occur in a system where binding is
intrinsically slow or during secondary infection in low
MOI infections (see later), where the primary infected
cells continue to release virus gradually throughout the
secondary infection. This situation can only be dealt with
using highly mechanistic models, as we would need to
know not only the amount of DNA/RNA already present
in the infected cell to add the contribution from additional
infections, but also the delay between virus attachment
and release of DNA/RNA into the cytosolic or nuclear pool.

Multiple Virus Infection

The experiment described in Table 2 is an example of
viral production systems in which cells are infected by
several different viruses. Multiple virus infection can be a
deliberate process as in packing of replication-deficient
virus for gene therapy or production of multisubunit
proteins (e.g., virus-like particles). It may, however, also be
the inadvertent outcome of defective virus accumulation.

The latter is an important quality control issue in
most viral production systems and is frequently termed
the passage effect (31), because serial passage at high
multiplicity leads to defective virus accumulation. For
baculovirus, we can consider two types of viruses: normal
infective particles (I-NOVs) and defective interfering
particles that lack about 44% of the virus genome (D-
NOVs). There is a third type that leads to an abortive
infection, but we will ignore this type here for illustration
purposes. With the two virus types, three modes of
infection can be envisaged (35):

1. Correct infection arising from entry of at least one
I-NOV without any D-NOVs. This infection gives rise to
I-NOVs and a small number of D-NOVs.

2. Simultaneous infection of a cell by at least one I-NOV
and at least one D-NOV. The genetic advantage of the D-
NOV results in production of large quantities of D-NOVs
and few I-NOVs.

3. The third mode results from infection of a cell with
a D-NOV in the absence of an I-NOV. Without the helper
effect of the I-NOV, such infections do not produce any
virions.

If we assume that infection occurs over a short period of
time, we can again consider the statistics of random virus
distribution and calculate the probability for each mode of
infection. Because of the vast difference in productivity
(a single D-NOV will make the cell produce almost
exclusively D-NOV progeny), we do not have to consider

Cells were infected with two recombinant AcNPV viruses — one producing
/?-galactosidase and one producing VP7, a blue tongue virus capsid
protein — both at an MOI of 5. The table presents the timing of rVP7-
AcNPV virus addition relative to r/3gal-AcNPV addition and the resulting
virus titers for the two viruses.

Culture 1
Culture 2
Culture 3
Culture 4
Culture 5
Culture 6
Culture 7

Timing VP7
hours

-inf
- 4
- 2

O
2
4

+inf

r£gal-AcNPV
titre 108 pfu/ml

(% max)

0.00 (O)
0.09 (7)
0.22 (18)
0.56 (46)
0.77 (64)
0.68 (56)
1.21 (100)

rVP7-AcNPV
titre 108 pfu/ml

(% max)

0.62 (100)
0.55 (89)
0.58 (94)
0.33 (53)
0.18(29)
0.08 (13)
0.00 (0)



exactly how many viruses of each type attaches. Infection
results in the formation of three populations, Ni Ni+-D,
and ND, and we would define a parameter set for each
population.

In the general case, it would be necessary to subdivide
the Ni+D population into many subpopulations to account
for differences resulting from different initial amount of
the two viruses. In this case, it may again be necessary
to consider a structured modeling approach, now with
separate pools of DNA and RNA representing each virus.
Structured models are also required if the infection process
is not instantaneous.

KINETIC MODEL OF VIRAL INFECTION: ASYNCHRONOUS
INFECTION

Asynchronous infection represents a significantly more
complex problem than synchronous infection. First, it is
necessary at any point in time to keep track of cells at
any point of the infection cycle. Second, understanding
the kinetics of virus attachment and internalization is
paramount in asynchronous cultures, whereas it sufficed
to assume that all cells were infected simultaneously in
the synchronous culture. The complexity of asynchronous
culture dynamics, however, is also the main argument
for modeling: It is practically impossible to comprehend
culture dynamics quantitatively without the aid of a
model. This section outlines how to use the behavior
observed at high-multiplicity infection — together with a
population balance and attachment kinetics — to predict
the behavior in low-multiplicity infections, where the
infection process is asynchronous.

Population Balance for Asynchronous Infection

When cells are infected at an MOI less than 3-5 in a batch
culture, the culture will no longer be synchronous. At any
point in time, the culture will be composed of non-infected
cells and cells at different points in their individual
infection cycle. The culture behavior is the cumulative
behavior of these individual cells. In a continuous culture,
noninfected cells are added continuously, and the culture
will obviously be asynchronously infected.

In order to keep track of the culture, we introduce the
cell density function for infected cells, n(t, r), where t is
true time and x is time since infection. Note that n(t, x)dx
represents the number of cells at true time t that have
been infected for a period between x and x 4- dx hours.
Assuming no postinfection growth (as discussed earlier),
the law of conservation for cell numbers reads

/ change in number \ _ / number of cells \
y of cells in[r, r + dx] J ~ \ entering[r, x H- dx] J

( number of cells \
Y leaving[T, T + dx] J

(14)

Normally, it will be assumed that Ti(O, T) = 0 (i.e., at t = 0
no cells are infected). If, furthermore, the infection rate at
all times t, IR(t) = vn(t, 0), is specified, then Eq. (14) has
a unique solution.

Attachment, Internalization, and Infection

The first event of the infection cycle is the attachment
of virus to the cell. Wickham et al. (39) identified three
modes of viral attachment for a number of different animal
viruses:

Mode 1 Virus attaches to single receptor and is
internalized

Mode 2 Initial attachment to receptor is followed by
reversible attachment to surrounding
receptors and the complex is internalized

Mode 3 As Mode 2, except the number of receptors is
so high that spatial saturation of cell surface
with virus may occur

Some insect cells, such as T. ni cells, do have sufficient
number of binding sites to indicate a possible involvement
of spatial saturation, while for others, such as S.
frugiperda, the number of binding sites is too low (31,40).
Practically, saturation is likely only to be a factor in
low-temperature attachment studies, where very high
virus titers are used and internalization is minimal (41).
Under standard infection conditions, binding is first order
with respect to both virus and receptor number and the
depletion of extracellular virus (V) due to binding is (42)

(15)

where ka is the attachment rate constant and N is the
total number of cells. Dissociation has been neglected, as
it is typically slow relative to multivalent bond formation
(stabilization) and internalization.

The infection rate, IR(t), differs from the attachment
rate in that the former is only concerned with attachment
to previously uninfected cells, Ny9 rather than all cells.
The infection rate is found as

(16)

where the last part is a unit conversion from virus to cells.
For Sf9 cells propagated in serum free SF900II

suspension cultures, we observe attachment rates of
~1.8x 10~8 cm3 cell"1 min"1 (ka); so immediately after
infection at the optimal density, 4 x 106 cells cm"3, and
at an MOI of 5, the infection rate would be: IR(t) = (1.8 x
10-8 cm3 cell"1 min"1) (4 x 106 cells cnT3) (2 x 107 PFU
cm"3) cells/PFU or approximately 1.4 x 106 cells per min.

The interpretation of ka depends on whether attach-
ment is diffusion or reaction limited. The maximum rate
of attachment occurs when attachment is diffusion limited
and every virus collision with the cell surface results in
binding (42). This diffusion limited attachment rate can
be calculated from a modified Scoluchowski equation (43)

(17)



where rcen is cell radius, Dy is the diffusion coefficient
of the virus, and r] is an efficiency factor accounting
for the fact that virus can only attach to the cell
surface where a receptor is present (77 -> 1 as the
number of receptors increases). For binding of AcNPV
to spodoptera cell lines (e.g., Sf9), typical numbers
are rceii = 9 um, Dy = 4 x 10~8 cm2/s (at 28 0C from the
Stokes-Einstein equation corrected for the rod shape of
virus, 40 nm x 300 nm), and rj = 0.5-1 (39,42). Inserting
these values in Eq. (17), the diffusion-limited rate is found
to be ka (diffusion) ~ l - 3 x 10~8 cm3 cell"1 min"1.

When attachment is reaction limited, ka is equal to
kf(aNT), where kf is the intrinsic forward rate constant for
binding of a single viral attachment protein to a receptor,
ot is the number of attachment proteins per virus, and NT

is the average number of receptors per cell.
Equation (16) is for cells in suspension (i.e., spheres)

and the corresponding equation for cells in a monolayer is:
&a (diffusion) = 4rcenAr*7- Assuming limited spreading in the
monolayer and assuming that receptors do not localize on
the exposed surface, the theoretical ratio of Aa^dSSn) ^0

^a (diffusion) *s n' F° r reaction-limited attachment, this ratio
is 4, the ratio between exposed surface area in suspension
and in monolayer. Hence, k^™^ / C ^ S L ) ~ 3 - 4 can
be used as general correlation and a ratio of ~3 is indeed
observed experimentally (42).

The observed attachment rate varies with virus, host,
medium, mode of infection, as well as cell density (or
"health" of cells). For Sf9 cells propagated in serum-
free SF900II suspension cultures, we observe attachment
rates of ~1.8 x 10"8 cm3 cell"1 min"1 (i.e., around the
diffusion limit), up to a cell density of 4 x 106 cells cm"3

(Fig. 6), which corresponds to the optimal cell yield for this
system (43). The attachment rate for the same virus and
cell line in serum containing IPL-41 suspension cultures
is only one-fifth, highlighting the sensitivity of attachment
to medium composition (44).

Attachment continues after the initial infection. For
baculovirus, the attachment rate remains at the nonin-
fected level for 2-4 h, before falling exponentially until it
reaches zero around 15-2Oh post infection (Fig. 7) (43).
The 2-4 h period is consistent with the time it takes for
the virus to internalize and commence transcription (42).
The exponential decline may be attributed to the effect of
natural protein turnover in the absence of new transcrip-
tion and translation (the virus takes control over RNA
and DNA replication, which is ultimately performed by a
virus-specific replication apparatus). Mathematically, we
can describe the infection rate for infected cells by

(18)

where r is a measure of how long cells have been infected,
ka is the uninfected infection rate, $ is the decline rate,
and TIE is the duration of the immediate early period (i.e.,
the period postinfection until cell behavior is affected). The
fit of Eq. (18) to real data is shown in Figure 5.

Internalization follows different routes for differ-
ent viruses. Baculovirus enters cells through receptor-
mediated endocytosis followed by low-pH-mediated fusion

Time, hpi

Figure 7. Attachment rate of AcNPV virus to Sf9 cells in
serum-free medium following infection. Cells were infected at
2.3 x 106 cells mLT1 at an MOI of 5.

of the viral and endosomal membrane (42). A similar mech-
anism is used by orthomyxo- (e.g., influenza), toga- (e.g.,
Semliki Forrest virus, rubella, yellow fever, dengue), and
rhabdovirus (e.g., rabies). Internalization is reasonably
fast (of the same order as or faster than binding) and will
not saturate under normal infection conditions (42). Only
50% of AcNPV virus is effectively internalized, with the
remainder found stuck on the outer membrane (42,43). A

Cell density (Nv), 106 cells cm"3

Figure 6. Attachment rate of recombinant AcNPV virus to SfS
cells in serum-free medium. Suspension cultures were incubated
with ~50-100 radioactive labeled virus particles per cell and the
attachment rate determined from the exponential decline in free
virus concentration.
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similar efficiency has been observed for Semliki Forrest
virus, and it appears to reflect the efficiency of endoso-
mal fusion rather than defective virus (41). Indeed, Dee
and Shuler have presented evidence that low estimates
for infective to total virus particles normally observed for
AcNPV (typically 1 in 100-300) is caused by inadequate
virus assays rather than truly defective viruses (41). It is
possible that all virus particles in a low-passage inoculum
are fully functional, but half gets randomly routed from
endosomes to the lysosomes and released back to the cell
surface following partial degradation.

Accurate virus titers are crucial to predict the behavior
in low-multiplicity infections. While it probably matters
little for kinetics if cells are infected with 5 or 50 infective
viruses (the result is a synchronous infection in both
cases), an infection at 0.01 virus per cell will behave
very differently from an infection with 0.001 virus per cell.
For Eq. (16) to make any sense, V must represent the true
number of infective viruses.

Mass Balances

Mass balances are formed by combining the population
balance model with the virus attachment model and the
infection cycle model. For example, the virus titer in a
batch culture is described by the ordinary differential
equation:

attachment to noninfected
cells

attachment to infected cells

(19)

production

degradation

Where the integrals are used to "sum up" the contribution
to binding and production of cells at different stages of
infection.

Similarly, for substrate the mass balance for a batch
culture is

consumption by noninfected
cells

(20)

: consumption by infected cells

Solving the Model

In order to solve the model, the population balance,
the virus mass balance, and the substrate mass balance
models must be solved simultaneously. If we use a simple
substrate depletion model, the maturation velocity is
constant, v = 1, until depletion, after which all cellular
processes are assumed to cease. Prior to depletion the
model is:

(21a)

(21a)

(21b)

(21c)

(2Id)

(2Ie)

In this case, Eq. (21b) has the simple solution

(22)

that is, the number of cells of infection age r at true
time t is exactly the number of cells infected (t — T) hours
earlier. If we introduce the variable, s = t — r, Eq. (21c) is
converted to

(23)

The integrals on the right-hand side of Eq. (23) can be
calculated in each time point t by numerical integration
using the infection rates IR(s) in previous time points as
nodes. Thus the problem can be solved using a standard
ODE solver. We use a variable step length, an improved
Euler algorithm, and the trapezoidal rule for integration.
It should be stressed that Eq. (22) only holds when the
infection velocity is constant. If we introduce a more
accurate description of infection velocity under substrate
limitation, for example, Eq. (12), the solution is nontrivial,
requiring a numerical method for solving the first-order
partial differential equation and the ODEs simultaneously
(e.g., method of lines).

Figure 8 illustrates the model's ability to predict the
behavior in low-MOI experiments. All parameters were
obtained from high-multiplicity infections in shaker flasks,
yet the model adequately predicts the dynamics of a
culture infected at an MOI four orders of magnitude
lower, in which total infection only occurs after tertiary
infections.

USING THE MODEL

Having introduced this relatively complex modeling
framework, it is important to return to basics: How
does this help us in developing better viral production
processes? This final section will illustrate how we
have used the model to develop very low-MOI infection
processes.

There is substantial commercial incentive to use
very low MOIs. The virus titer for a high-yielding
recombinant baculovirus is ~2 x 1012 PFU/L. Thus, to
achieve synchronous infection (MOI = 5) in a 10,000-L



Time, hpi
Figure 8. Model fit. The model with parameters determined in
high-MOI shaker flask cultures was used to predict the behavior
in a bioreactor cultures, where cells were infected at 0.35 x 106

cells mL"1 at an MOI of 0.0001.

batch culture infected around the optimal cell yield of
4 x 109 cells/L, we would need 100 L virus stock. Due to
the so-called passage effect (31) — serial passage leading
to defective viruses — the virus stock should preferably be
derived directly from a well-characterized master bank.
Assuming that the master virus stock is stored in 10-mL
lots, the 100-L virus inoculum could be produced through
2-3 batch scaleup fermentations. In other words, a process
relying on synchronous infection will consist of two parallel
scaleup processes: one for cells and one for virus.

A more straightforward strategy is to inoculate the
10,000-L batch reactor directly with the 10-mL virus stock.
This would obviously lead to an infection at a very low MOI
and total infection would rely on secondary and tertiary
infections. According to the cell yield concept, if the right
cell density at time of infection is chosen the culture
will reach the optimal cell density and yield the optimal
product titer. That this actually works was illustrated
in Figure 2, where MOIs down to 0.0001 were used.
Figure 2 does not address two important issues concerning
the utility of low-multiplicity infection: dispersion and
reproducibility.

Intuitively, low-MOI infection must lead to dispersion
in product release and, hence, an undesirable increased
exposure of the product to the culture environment
(an important issue with labile viral products). Model
simulations, however, revealed that low-MOI infections
in the baculovirus system do not necessarily result in
significant dispersion. The reason for limited dispersion is
that only a small fraction of cells are involved in building
up the virus titer and that the final surge in virus titer
leading to total infection occurs over a short period of time.
Interestingly, dispersion does not increase with decreasing
MOI. In fact, the highest level of dispersion will occur with
an MOI of ~ 0.7, where half the final cell number is infected
in first round and the other half (after cell growth) in the
second round of infection.

Time, hpi

Figure 9. /S-gal production profiles for the best infections
performed at MOIs of 5 (circle), 0.01 (square), 0.001 (triangle),
0.0001 (diamond) in shaker flasks. The figure shows the total
/3-gal concentration (a) and the ratio of intracellular on total £-gal
concentration (b).

These model predictions were confirmed experimen-
tally (Fig. 9). Except for a delay in the onset of measurable
production, lower MOIs did not alter the /3-galactosidase
concentration profiles [Fig. 9(a)]. For each of the four mul-
tiplicities, the production period lasted approximately 36
h, occurred at an identical rate, and yielded approximately
the same final ^-galactosidase concentration. There is no
apparent difference between infecting cells early at a very
low MOI or late at a high MOI. This suggests that the
final infection in all the experiments infected almost all of
the cells and that this infection occurred over a relatively
short period. For an MOI of 5, the final infection is also
the primary infection and jS-galactosidase production com-
menced at the onset of the very late phase 20-24 hpi. For
an MOI of 0.01, only 1% of the cells is infected in the pri-
mary infection. The secondary and final infection appears
to have occurred around 24 hpi, leaving another 20-24 h
until the commencement of the major release period. Simi-
larly, for MOIs of 0.001 and 0.0001 two and three rounds of
infections, respectively, seems to have preceded the major
final infection. The point is further illustrated by compar-
ing the ratio of intracellular to total /3-galactosidase yield
for the four MOIs [Fig. 9(b)]. In all four cases, the max-
imum intracellular £-gal level was 50-60% of the total
activity obtained at the end of the culture, and the time to
achieve this level was always 24 h after the major onset of
production.

P-
ga

l(1
08U

ni
ts

L-
1)

Un
st

ai
ne

d 
ce

ll 
nu

m
be

r (
10

9 ce
lls

 L
~1)

In
tra

ce
llu

la
r/T

ot
al

 p
-g

al
 y

ie
ld

P-
ga

l, 
10

8U
ni

ts
 L

~1

Time, hpi



The real challenge of performing low-MOI infections is
to ensure that the final infection reproducibly occurs when
the culture has reached the optimal cell yield. In high-MOI
cultures, we can track the cell density all the way and
infect when the culture reaches the optimal cell density.
In contrast, low-MOI cultures must be infected long before
the optimal cell yield, and we rely on virus production
and cell growth to reach the optimal cell density. The
optimal cell density at infection given the MOI can be
predicted using the model, as was done in the preceding
experiments, and the main issue is to ensure reproducible
behavior of the culture. Inherent variability in cell growth
and relatively inaccurate assays makes this a nontrivial
task in the laboratory environment. For example, in our
experience the specific growth rate of SfD cells changes
over their useful culture lifespan from ~0.026 h"1 one
month after thawing to 0.032 h"1 3-5 month later, before
they rapidly degenerate. In an industrial setting, where
cells are taken from a well-characterized master bank,
this should be less of a problem. Similarly, the low virus
inoculum requirement means that virus is taken directly
from a well-characterized master bank, avoiding variation
caused through scaleup processes.

BIBLIOGRAPHY

1. W.R. Earle, J.C. Bryant, and E.L. Schilling, Ann. NY. Acad.
Sci. 58, 1000 (1954).

2. P.J. Radlett, Adv. Biochem. Eng. Biotechnol. 34, 129-146

3. T.W. Pay, A. Boge, F.J. Menard, and P.J. Radlett, Dev. Biol.
Stand. 60, 171-174 (•••).

4. A.L. van Wezel, Nature (London) 216, 64 (1967).
5. B. Montagnon, B. Fanget, and J.C. Vincent-Falquet, Rev.

Infect. Dis. 6(Suppl 2), S341-S344 (1984).
6. B. Dureux et al., Lancet 2, 98 (1986).
7. J.F. Power and L.K. Nielsen, Cytotechnology 20, 209-219

(1996).
8. R.R. Granados and B.A. Federici, eds., The Biology of

Baculoviruses, CRC Press, Boca Raton, FIa., 1986.
9. J.M. Vlak, CD. de Gooijer, J. Tramper, and H.G. Milten-

burger, eds., Insect Cell Culture: Fundamental and Applied
Aspects, Kluwer Academic Publishers, Dordrecht, The
Netherlands, 1996.

10. L.K. Miller, Annu. Rev. Microbiol. 42, 177-199 (1988).
11. F.L.J. van Lier, J.M. Vlak, and J. Tramper, Anim. Cell

Biotechnol. 5, 169-188(1992).
12. KN. Potter, P. Faulkner, and E.A. MacKinnon, J. Virol. 18,

1040-1050(1976).
13. J.M. Slavicek, M.J. Mercer, M.E. Kelly, and N. Hayes-

Plazolles, J. Invertebr. Pathol. 67, 153-160 (1996).
14. W.F. Hink et al., Biotechnol. Prog. 7, 9-14 (1991).
15. J. Wu et al., J. Ferment. Bioeng. 70, 90-93 (1990).
16. G.R. Gardiner and H. Stockdale, J. Invertebr. Pathol 25,

363-370(1975).
17. R.H. Goodwin and J.R. Adams, in Kurstak, Maramorosch,

and Dubendorfer, eds., Invertebrate Systems In Vitro,
Elsevier, Amsterdam, 1980, pp. 493-509.

18. J.L. Vaughn et al., J. Invertebr. Pathol. 58, 279-304 (1991).
19. S.A. Weiss et al., Proc. 9th Aust. Biotechnol. Conf, Queens-

land, Australia, 1990, pp. 220-231.

20. S.A. Weiss, W.G. Whitford, G.P. Godwin, and S. Reid, Work-
shop on Baculovirus and Recombinant Protein Production
Processes, Interlaken, Switzerland, 1992, pp. 306-315.

21. A.W. Caron, J. Archambault, and B. Massie, Biotechnol.
Bioeng. 36, 1133-1140 (1990).

22. W.F. Hink, E.M. Strauss, and W.A. Ramoska, J. Invertebr.
Pathol. 30, 185-191 (1977).

23. KR. Radford, S. Reid, and P.F. Greenfield, in H. Murakami,
S. Shirahata, and H. Tachibana, eds., Animal Cell Technol-
ogy: Basic and Applied Aspects, Kluwer Academic Publishers,
Dordrecht, The Netherlands, 1991, pp. 391-396.

24. S. Reuveny, Y.J. Kim, CW. Kemp, and J. Shiloach, Biotech-
nol. Bioeng. 42, 235-239 (1993).

25. H. Stockdale and G.R. Gardiner, J. Invertebr. Pathol. 30,
330-336 (1977).

26. M. Brown and P. Faulkner, J. Invertebr. Pathol. 26, 251-257
(1975).

27. E.M. Dougherty, R.M. Weiner, J.L. Vaughn, and CF. Reichel-
derfer, Appl. Environ. Microbiol. 41, 1166-1172 (1981).

28. P. Licari and J.E. Bailey, Biotechnol. Bioeng. 37, 238-246
(1991).

29. P. Licari and J.E. Bailey, Biotechnol. Bioeng. 39, 432-441
(1992).

30. M. Kool et al., Virology 183, 739-746 (1991).
31. T.J. Wickham et al., Biotechnol. Lett. 13, 483-488 (1991).
32. KT.K Wong et al., Biotechnol. Bioeng. 49, 659-666 (1996).
33. M.L. Shuler et al., Ann. NY. Acad. Sci. 589, 399-422 (1990).
34. J.F. Power et al., Biotechnol. Bioeng. 44, 710-719 (1994).
35. CD. de Gooijer et al., Biotechnol. Bioeng. 40, 537-548.
36. D.A. Lindsay and M.J. Betenbaugh, Biotechnol. Bioeng. 39,

614-618 (1992).
37. S. Chakraborty, Ph.D. Thesis, Queensland University, Bris-

bane, Australia, 1998.
38. KU. Dee and M.L. Shuler, Biotechnol. Bioeng. 46, 485-496

(1995).
39. T.J. Wickham et a\.,Biophys. J. 58, 1501-1516 (1990).
40. T.J. Wickham et al., J. Gen. Virol 73, 3185-3194 (1992).
41. KU. Dee and M.L. Shuler, Biotechnol Prog. 13,14-24 (1997).
42. KU. Dee and M.L. Shuler, Biotechnol Bioeng. 54, 468-490

(1997).
43. T.K. Wong, Ph.D. Thesis, Queensland University, Brisbane,

Australia, 1997.
44. J.F. Power, S. Reid, P.F. Greenfield, and L.K. Nielsen,

Cytotechnology 21, 155-163 (1996).

See also CELL PRODUCTS—VIRAL GENE THERAPY VECTORS; FLUX

ANALYSIS OF MAMMALIAN CELL CULTURE: METHODS AND

APPLICATIONS.

V I R U S R E M O V A L F R O M P L A N T S

JOHN L. SHERWOOD

University of Georgia
Athens, Georgia

OUTLINE

Introduction
Heat Treatment of Plants



Production of Virus Free Plants through Tissue
Culture
Culture of Meristematic Tissue

Basic Culture Media and Conditions
Amendment of Culture Media with
Chemotherapeutic Compounds
Detection of Viruses in Tissues in Culture

Conclusions
Bibliography

INTRODUCTION

The losses caused by virus diseases, particularly in
vegetatively propagated material, are often not as evident
as those caused by other pathogens of plants. Viruses
will cause a steady decline in vigor and subsequent
loss of yield from the plant. In addition to reductions
of yield and quality in field and row crops, viruses may
adversely affect the ornamental aspects of plants such as
color, shape, and abundance of flowers. The small size of
viruses and the variety in type and degree of symptoms
caused by virus infection makes detection strictly by visual
examination unreliable. Therefore, caution and concern
is often expressed about the exchange of germplasm
and cultivars between geographical areas where a virus
is present in the origin of the material but is absent
in the recipient area (1). The lack of inexpensive and
reliable curative agents for the elimination of viruses
from plants that are growing in the field, orchard, or
landscape has resulted in the development of methods for
producing virus-free plant materials to replace material
that is chronically infected or to assure that newly planted
material or plant material exchanged between locations is
free of virus.

Much like the therapeutic approaches for elimination
of cancerous cells from animals, the approach to remove
viruses from plants is to use a treatment that will
eliminate the virus but not kill the patient, or plant,
in this case. The uneven distribution of virus in plants,
particularly the lack of virus in meristematic tissue, the
totipotency of most plant cells, and the development of
culture media that will result in cellular differentiation
and subsequent plant regeneration, has resulted in the use
of tissue culture in conjunction with therapeutic measures
to develop virus-free plant materials. Unfortunately, the
parameters of the chemical or physical treatment that
eliminate virus or prevent its movement in the plant, and
the specific conditions that result in the selected tissue
explant regenerating into a plant, appear to vary with
the species or cultivar selected. Thus a singular protocol
cannot be developed for virus elimination from plants.
As Asjes (2) concluded in trying to develop a uniform
method for elimination of viruses from bulbous crops, "the
propagation and culture of virus-tested material generally
is unpredictable because of the complexity of the factors
involved."

Paramount to achieving success is having a reliable
way readily to detect the virus. This can range from
the use of biological indicators such as a plant that
produces localized symptoms (e.g., localized necrotic

lesions) when mechanically inoculated with the virus
of concern, serological techniques that detect the viral
coat protein or some other protein produced as a result
of virus infection, or methods directed at detecting the
viral nucleic acid such as hybridization or the polymerase
chain reaction. The integration of detection, treatment,
and tissue culture has resulted in the production of virus-
free plant materials from a vast array of plant species.

HEAT TREATMENT OF PLANTS

Heat treatment, heat therapy, or thermotherapy has long
been used to rid plant material, particularly stock plants
used in propagation of perennials, of infectious agents. A
balance must be struck between conditions that permit
plant growth, but maximize virus elimination, because
all viruses and all plants do not react similarly to heat
treatment. How elevated temperature results in virus
elimination is not understood. The effect may be on
the virus directly, because many viruses are sensitive
to extended periods at elevated temperature, on the
movement of the virus in the plant, or on the replication of
the virus in the plant. The approaches used to apply
heat are an elevated temperature that is maintained
or an elevated temperature that is fluctuated with a
normal growth temperature for the plant. The amount of
temperature elevation, the length of time at the elevated
temperature, the intensity of illumination, and the length
of illumination in a 24-h period are conditions that have
been determined by trial and error to achieve success.

Heat therapy is most routinely applied to whole plants
by growing plants for days to months in an incubator or
growth chamber maintained at 36-38 0C. New growth may
be free of virus; so a newly emerged shoot may be grafted
onto another plant or directly rooted. Alternatively, plants
that have undergone heat treatment may serve as a
source of explants for tissue culture, as will be described
here. Another approach is to subject tissue explants in
culture to elevated temperatures. In doing so, care must
be taken to assure adequate humidity is maintained so
the tissue explant and the media do not dry out. A fairly
comprehensive list has recently been published of genera
where heat therapy has been successful (3).

PRODUCTION OF VIRUS FREE PLANTS THROUGH TISSUE
CULTURE

Although it has been observed for many years that cultures
of tissue from meristematic areas may be free of virus, the
mechanism that results in this condition is not known.
Speculation on the basis of this phenomenon includes the
failure of virus to move into meristematic tissue because
of the lack of vascular differentiation in the meristematic
areas, the elimination of virus from meristematic areas
because virus cannot effectively compete for resources in
actively dividing and growing cells, and the detrimental
effects of the concentration of plant growth regulators
on virus replication in meristematic areas. The optimum
parameters leading to production of virus-free plants
must be independently determined for each virus-host
combination because the specifics of protocols to eliminate



virus from different plants vary (4). Factors that must be
determined are a method to detect the virus, the type
and extent of therapy required to eliminate the virus
and maintain tissue viability, and conditions and media
for plant culture and differentiation. The historical use
of meristem or tip culture to develop virus-free material
recently has been reviewed and includes an extensive list
of viruses and hosts where meristem tip culture has been
used to eliminate virus (5).

The basic facilities and equipment needed for tissue
culture are a laminar flow hood with a heat source
to sterilize instruments (e.g., Bunsen burner or alcohol
lamp), a binocular dissecting microscope (magnification
10-4Ox) with a fluorescent lamp or fiber optics illuminator
to minimize heat to the illuminated area, and instruments
for plant dissection (forceps, hemostats, scalpels, or razor
blades).

CULTURE OF MERISTEMATIC TISSUE

The true meristem consists only of the cells in the apical
dome, and thus from a practical sense it is very difficult
to dissect and regenerate plants from the true meristem.
Meristematic areas, unlike the true meristem, are not
necessarily free of virus. Success of regeneration from
meristematic areas of either apical or lateral buds varies,
as will the minimum size of the explant that can be
successfully cultured. A meristematic tip of 0.5 ± 0.2 mm
is commonly used. Generally, the larger the size of tissue
removed, the greater the success of regeneration. However,
the larger the size of tissue removed, the less the success
of regenerating virus-free plants. In garlic, for example,
sizes smaller than 0.4 mm resulted in reduced success of
regeneration (6). For clover, using shoot tips of 2.4-3 mm
resulted in successfully obtaining virus-free plants, but
the percentage of plants obtained that were virus free was
lower compared to when tips of 0.6 mm were used (7). The
growth stage of the plant, the growing conditions, and
season also influence the success of regeneration. Well-
nourished actively growing shoots are the best sources of
meristematic tissue. Although virus-free plants have been
obtained from callus cultures, the somaclonal variation in
callus makes meristem culture preferable.

Using material from plants grown as cleanly as possible
reduces the likelihood of cultured tissue being contam-
inated. Thus seed germinated under axenic conditions
can be a good source of meristematic tissue. Treatment
of the shoot prior to dissection reduces the possibility of
the meristematic tissue becoming contaminated during
dissection. Meristems are covered by developing leaves,
and leaf primordia therefore have been found to be asep-
tic. The need for surface treatment of the shoot depends
on the contamination of the shoot and the sensitivity of
the tissue. Treatment with 75-95% ethanol or 0.1-0.5%
sodium hypochlorite [both amended with a drop of deter-
gent (e.g., Tween 20) to increase wettability] for a few
seconds to minutes followed by several rinses in sterile
water is generally sufficient. In some cases disinfection by
both treatments in succession may be needed.

Dissection is done in the laminar flow hood with
the aid of the binocular dissecting microscope that has

been wiped with ethanol. Using frequently sterilized
instruments, the outer leaves and leaf primordia are
carefully removed to expose the meristematic area. The
meristematic area is easily injured and quickly desiccates;
so instruments sterilized by flaming must be cool and
the illumination source must not dry out the tissue. The
exposed meristematic area is removed and placed on the
surface of the medium in a culture tube.

Basic Culture Media and Conditions

The meristematic area is differentiated; so what is
required is elongation of the shoot and development of
a root. Each species, and sometimes specific cultivars,
will require the appropriate medium (mineral salts, pH,
vitamins, organics, hormones) and culture conditions
[light (quality and amount), temperature]. There is
a wealth of published material on the culture and
regeneration of many agronomic and horticultural crops
that may provide the necessary infromation on the plant
species or cultivar of interest or serve as a starting point
for developing the appropriate media and conditions.

Amendment of Culture Media with Chemotherapeutic
Compounds

Heat treatment and/or meristem culture alone may
not result in obtaining virus-free plants (8). Many
chemicals have been added to medium to try to
enhance production of virus-free plants. The most
commonly used is l-^-D-lH-ribofuranosyl-l,2,4-triazole-3-
caroboxamide (ribavirin, virazole), which, after steriliza-
tion by filtration, can be added to cooling media before
solidification. Ribavirin is a nucleic acid base analog and
becomes incorporated into nascent viral nucleic acid dur-
ing virus replication, resulting in noninfectious progeny
viral nucleic acid. The reaction of a plant species to
ribavirin and subsequent success in producing virus-free
plants varies. Concentrations ranging from 0 to 100 mg/L
and length of time in culture should be tested. Generally,
as the concentration of ribavirin and length of time in
culture increases, the effectiveness of virus elimination
increases. However, concentrations above 20-50 mg/L
reduce rate of plant growth and can be phytotoxic. Some
other chemicals that have shown utility include flavonoids,
glycyrrhizin, and other nucleic acid base analogs (9-11).

Detection of Viruses in Tissues in Culture

Following the establishment of plants from culture in soil,
they should be tested for virus (12,13). Because plants
may be infected, but assays for virus are negative, some
prefer referring to plants taken through this process as
being virus tested rather than virus free. When a plant
is infected by more than one virus, the plant must be
tested for each suspect virus, as some viruses may be more
readily eliminated than others. In Arachis germplasm,
for example, tomato spotted wilt virus and peanut stripe
virus were more readily eliminated than peanut mottle
virus (14).

An indicator host that produces characteristics symp-
toms after infection by mechanical inoculation can be very



useful, especially if the virus of concern has not been iden-
tified. Light or electron microscopy is useful for looking for
either inclusion bodies produced as a result of virus infec-
tion or for virus particles, respectively. Several types of
serological assays, nucleic acid hybridization, and the poly-
merase chain reaction are used to detect virus components.
Their utility depends on the availability of antiserum,
cloned virus genes to develop probes, or primers for detec-
tion of the specific virus by the polymerase chain reaction.
Although these techniques are very sensitive, virus infec-
tion can be missed. Thus plants should be assayed several
times during growth. It must be remembered that plants
obtained through meristem culture and test as virus free
are not virus resistant. They can become virus infected
as easily as the initial stock plant from whence they orig-
inated. Care must therefore be taken to prevent virus
infection by mechanical means or by vectors.

CONCLUSIONS

Each parameter for sensitivity to thermotherapy, tissue
culture, and chemotherapy may vary with the species
and/or cultivar. Thus a range of possibilities may have
to be examined to obtain success. Plant material taken
through the process of heat therapy, chemotherapy, and/or
meristem tip culture is not necessarily virus free and
should be tested for virus on several subsequent occasions.
A virus-free plant is not virus resistant; so efforts must
be taken to prevent subsequent infection of the newly
produced plants.
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aseptic techniques 123 
classification standards 124t 

Cleaning 140 

Cleaning in place (CIP) methods 139 140 

Cleaning in place (CIP) reagents 141t 

Cl-/HCO3- antiports 64 

Clinical analyzers 958 

Clinical Trial Exemption 873 
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Clinical trials 1053 
ethical issues 697 

ICH GCP guidelines 873 

Clone 9 cells 97t 

Cloning 
animal 382 814 
for cell separation 667 
embryos 382 662 
ethics of human 717 
genes with vectors 738 
hybridomas 86 
immunoregulators 430 
multiple cloning site 742 
c-myc gene 460 

Cobalamin 36 

Codes for Good Manufacturing Practices, See cGMP 

Codons 783 

Cold-inducible RNA-binding protein 62 

Collagenase, for cell detachment 357 360 

Collagens 352 489 667 
distribution in early mouse development 492 

Colony-forming assay 888 

Committed progenitor cells 74 

Competence 15 321 

Competitive chemiluminescence immunoassay 964 

Complementary lines 762 

Compliance, cGMP for production rooms 519 

Computer-assisted bioreactor control 150 

Concentration gradients, in bioreactors 175 185 

Condenser, microscopes 553 

Conditional gene silencing 802 

Conditioned media 1030 
for plant culture 227 

Confocal microscopy 564 

Conformance lots 1055 

Conifer culture 646 

Connections, for bioreactors 157 

Conocephalum conicum 282 
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Conservative substrates 241 

Contact inhibition, loss of in transformed cells 508 514 

Contamination 415 
See also Bacterial contamination; Fungal contamination; Mycoplasma contamination 
aseptic techniques 108 
bacterial and fungi 298 
cell culture decontamination 1119 
cross-, of cell lines 109 285 
detection in animal cell culture 586 
detection in plant cell culture 577 
dicot culture 653 
elimination in cell bank lines 300 302 
elimination in plant cell culture 577 583 
in micropropagation 925 
and sterilization 163 

Continuous cell lines 80 
cell growth kinetics 387 

Continuous plant cell culture 218 

Contraceptive vaccines, ethical issues 710 

Control, See Bioprocess control 

Convolvulus, shoot regeneration 15 

Cooled CCDs 568 

Co-operative Family Registry for Breast Cancer Studies (CFRBCS) 309 

COP I 1083 

COP II 1083 

Coptis japonica, perfusion culture 230 235 

Coriell Cell Repositories 308 

Coriell Institute for Medical Research 308 

Coriell WWW catalogs 310 

Cornea, keratinocyte differentiation 372 

Cornification 370 

COS cell line 749 775 

Cosuppression 790 

Cotransformation 750 

Cotransport 899 

Cotransporters 899 909 

Coulter counter 690 947 

Counterflow centrifugation 671 

CpG islands 460 
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Creutzfeld-Jakob disease (CJD) 109 605 
See also Prions 

CrFK cells 91t 

Crop-oriented micropropagation 925 

Cross contamination 109 285 

Crossover 795 

Cryopreservation 
angiosperms 35 
for cell banks 296 
dicots 654 
for germplasm preservation 823 
hybridoma cells 86 
liquid nitrogen storage 688 
plant cells, tissues, and organs 627 
resuscitation of cryopreserved cells 297 

Cryoprotectants 689 

CTLL cells 107t 

Culture collections, See Cell banks 

Culture indexing 583 

Culture redox potential 56 

Curved-blade disc turbines 274 275 

CV-l/EBNA-1 cells 92t 

CW13.20-3B3 cells 77t 

Cybrids 1094 

Cyclin box 323 

Cyclin E expression factor 333 

Cyclin-dependent kinase inhibitors 326 

Cyclin-dependent kinases (CDKs), See CDKs 

Cyclins 321 323 342 
major complexes 323t 
plant cells 338 

Cystic fibrosis 
ethical issues of gene therapy 713 
transgenic animal studies 807 

Cytogenic analysis, DSMZ cell bank 311 

Cytokine receptors 497 
activation 498 
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Cytokines 
and keratinocyte differentiation 366 371 
synthesis by genetic engineering 738 

Cytokinesis 322 330 

Cytokinins 13 
characteristics of action 19t 20 
and hyperhydricity 931 

Cytopathogenic effect 869 

Cytoplasmic pH 985 

Cytoskeleton 472 
apoptosis alterations 1061 
and cell membrane 893 

Cytosol, transamination pathways 401 

Cytostasis inducers 346 

Cytotechnology 869 

D 
2,4-D resistance 849 

Dark-field microscopy 555 

Daucus carota 651 

DAUDI cells 77t 

De novo biosynthetic pathways 730 754 

Deacetyllanatoside C production, airlift bioreactors 216 

DEAE-dextran (diethylaminoethyl-dextran) transfection 759 

Death domain 1062 

Decimal reduction time 158 

Declaration of Helsinki principles 874 

Decontamination, See Contamination 

Dedifferentiated cells 15 16 

Defense molecules 36 

Del value 159 

Delayed rectifier potassium channel 905 

Dendritic cells 100 

Density gradient electrophoresis 668 

Deoxyribonucleic acid (DNA), See DNA 

Depth filters 1124 

Dermal replacement products 74 

Descriptive ethics 693 
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Desmosomes 484 895 

Development Reports 1046 

Dhfr marker 752t 753t 755 

Diabetes Repository 309 310 

Diaphragm valves 155 

Dicotyledons 651 662 

Differential-interference microscopes 559 

Differentiation, See Cell differentiation 

Diffusion, characteristic time 177t 

Diffusion coefficient 896 

Diffusion potential 901 

Dimethyl sulfoxide (DMSO), See DMSO 

Dimethylmethylene blue 1176 

Dioscoreaceae 934 

Diosgenin production, airlift bioreactors 215 

Diplospory 661 

Direct DNA transfer, See Transfection 

Disaster scenarios, for cell culture 696 

Disc turbines 254 

Discharge, of bioreactors 173 

Discharge coefficients, baffled tanks 176t 

Disease resistance, transgenic plants 655 

Diseases, ethical issues of vaccines 711 

Dished-bottom vessels 185 

Disinfectants 1129 

Dispase, for cell detachment 355 360 

Dissolved oxygen 
animal cell culture effects 51 
control 153 
effects on metabolism 406 
inhomogeneous bioreactors 189 
on-line monitoring 973 
optimization for animal cell culture 54 
perfusion bioreactors 239 
plant cell culture effects 1011 
and product expression 55 
scale-up problems 184 185 
scale-up simulation of gradients 175 176 180 
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Dissolved oxygen (Continued) 
and viral gene therapy vector production 450 
volumetric mass transfer coefficient in airlift bioreactors 206 

Dissolved oxygen probes 152 

DMSO 991 
as cryoprotectant 296 
as G1 phase arrester 346 

DNA 
direct DNA transfer 748 
flow cytometry analysis of nuclear 724 
rate of synthesis, and cell viability 890 
transfer and fate in transduction 740 
uptake into protoplasts 1039 

DNA fingerprinting 289 
of cell bank lines 302 
pattern interpretation 290 

DNA fragmentation, and apoptosis 539 

DNA methylation 460 
and plant adventitious organogenesis 23 
transgenes 790 

DNA probe 33.15 289 290 302 

DNA probes 289 

DNA repair 460 

DNA staining, See Fluorescent DNA staining 

DNA synthesis phase, of cell cycle, See S phase 

DNA viruses 
cell transformation mechanism 509 
transduction with 740 

DNA-binding domains 1142 

DNA-dependent protein kinase 461 

DNA-specific fluorochromes 725 

Dog renal cell lines 91t 

Dolly (cloned sheep) 809 811 

Dome formation 895 

Dominant selectable markers 752 

Doppler-shift microscopy 552 

Dosage effects, in transgene expression 786 789 

DOT probes 152 
checking 170 



1257 
Index terms Links 

 This page has been reformatted by Knovel to provide easier navigation.  

Double minutes 755 

Draft-tube airlift bioreactors 202 210 
tube size effects 205 207 

Draft-tube axial flow impellers 261 

Drosophila enhancer traps 746 

DSMZ (Deutsche Sammlung von Mikrooganismen und Zellkulturen Gmbh)(German 
Collection of Microorganisms and Cell Cultures) 310 

DT40 cells 739 800 

Dual fluorescent staining 888 

Dye exclusion cell viability determination 887 

Dynamic instability, microtubules 475 

Dyneins 475 

E 
EB cells 77t 

Ecdysone-regulatable genetic switch 1156 

EDTA, for cell detachment 358 360 

E2F                     329 

Effluent efficiency 219 

EGTA, for cell detachment 358 360 

EIA assays 879 961 

EL4 cells 107t 

Elastase, for cell detachment 357 

Elastin 490 

Elastomers, for valves and gaskets 155 156t 

Electrofusion 86 378 

Electrogenic transporters 899 

Electron microscopy 552 568 
retrovirus contamination detection 594 

Electronic cell counter 690 

Electronic separation 350 

Electroporation 759 

Elicitors 1017 

ELISA 961 962 
for contamination detection in plant cell culture 581 
with immuno flow injection analysis 879 883 
for off-line analysis 957 

Elutriation 348 671 
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Embryo cloning 382 662 

Embryogenesis, somatic, in angiosperms 661 

Embryogenic callus 663 

Embryogenic cells 662 

Embryogenic competence 662 

Embryogenic tissue 662 

Embryonic stem cells 738 
as target cells for homologous recombination 798 
transgenic mammals from 804 

Embryos 738 
adventitious formation, See Somatic embryogenesis 
cryopreservation 631 
monocots 935 

Endo α-mannosidase 1085 

Endocytosis 1068 

Endogenous gene inhibition 794 

Endogenous inducible promoters 778 

Endogenous markers 752 

Endogenous proteins, targets of genetic engineering 738 

Endoplasmic reticulum 
protein processing in 1075 
protoplasts 30 

Endoproteases 1087 

Endosomes 1072 

Endotoxin detection 603 

Enhancer probe vectors 742 743 

Enhancers 777 

Enrichment techniques, animal cells 665 

Entactin 490 

Enthalpies of formation, selected organic compounds 194t 

Entrapment vectors 742 746 

Environmental scanning electron microscopes 571 

Enzyme immunoassays 879 961 

Enzyme-linked immunosorbent assay (ELISA), See ELISA 

Enzyme-monitored immunotest (EMIT) 961 962 

Enzymes 
for bioconversion in plant cell culture 1020 
for cell detachment 352 
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Enzymes (Continued) 
effects on metabolism 406 
ethical issues 715 
and hyperhydriciry 931 
off-line analysis 956 
price/demand balance 183 

EPDM 156 

Epidermal growth factor receptor 496 497 

Epidermis 366 

Epigenetic transient gene silencing 802 

Epiphylly 13 

Episomal plasmids 743 

Episomal replication 741 

Epstein Barr virus (EBV)-based transformation 304 
hybridomas 84 

Epstein-Barr virus 743 770 
stable transfection using 756 

Equilibrium potential 901 

ERGIC53 1083 

Erythropoietin 74 184 714 

ES cells 811 812 

Escherichia coli, plasmid backbone sequences 742 

Essential amino acids 728 

Establishment License Application 1044 

Estrogens 1097 1098t 

Ethical issues, in cell culture 691 

Ethical systems 694 

Ethylene 
characteristics of action 19t 20 
plant exchange 225 244 

Ethylene oxide, for sterilization 162 1128 

N-ethylmaleimide sensitive factor (NSF) 1083 

European Collection of Cell Cultures (ECACC) 312 
DNA probe 33.15 methodology 289 

European Culture Collection Organization (ECCO) 295 289 

European Society for Animal Cell Technology (ESCAT) 868 

Evaporation, in bioreactors 195 

Ex vitro acclimatization 1 4 
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Exchange 899 

Exogenous cytostasis inducers 346 

Explant sterilization 636 

Expressed sequence tag libraries 382 

Expression, See Gene expression 

Expression immunoassays 962 

External-loop airlift bioreactors 202 211 

Extracellular budded viruses 768 

Extracellular enveloped viruses 776 

Extracellular matrix 481 487 

Extrachromosomal DNA, after transient transfection 748 

Extrinsic membrane proteins 893 

Eyepieces, microscopes 555 

F 
Facilitated diffusion 899 

Fas/Apo-1 receptor 1062 

Fatty acids 
off-line analysis 953 
profiling 582 

Fatty acylation 1087 

Fed-batch culture 
antibody production 415 
cell growth kinetics 390 
immunoregulator production 437 

Fence vaccines 707 710 

Fermentation processes 
heat transfer problems 192 
scale-up 175 183 

Fertilized eggs 738 

Fetal bovine serum 36 

Fetuin media 36 

Fibroblasts 79 367t 

Fibronectin 352 489 667 
distribution in early mouse development 492 

Ficoll 670 

Field emission scanning electron microscopes 571 
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Filtration 1124 
for perfusion bioreactor product separation 236 
for viral inactivation of blood 1178 

Fine chemicals, price/demand balance 183 

Fish hepatic cell lines 97t 

Fittings, for bioreactors 157 

Flagellae 862 

Flanders HEPA filters 116 

Flat-blade paddles 262 

Flip-flop, of phospholipids in membranes 893 

Flow cytometry 
for apoptosis analysis 541 548 
for cell cycle monitoring 331 343 344 
for cell separation 674 
for DNA content determination in transformation studies 508 512 
plant cells 723 

Flow injection analysis (immuno) 878 

Flow-rate sensors 154 

Floxing 800 

FL74-UCD-1 cells 91t 

Fluid transfer, in bioreactors 165 

Fluidized-bed bioreactors, heat transfer 197 

Fluorescein isothiocyanate 560 

Fluorescence immunoassays 963 

Fluorescence microscopy 560 

Fluorescence on-line analysis 971 

Fluorescence ration imaging microscopy (FRIM) 65 

Fluorescent antibody staining 291 

Fluorescent dies 562 

Fluorescent DNA staining 
for apoptosis assays 538 
for cell viability measurement 888 
for mycoplasma testing 300 617 

Fluorescent markers 331 

Fluorochromes, DNA-specific 725 

Flux analysis, mammalian cell culture 726 

Flux-balance models 728 
applications in mammalian cells 733 
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Foaming 
plant cell culture 1012 
in stirred-tank bioreactors 273 

Focal adhesion sites 894 

Focus assay 508 514 

Foldases 1079 

Food and Drug Administration Modernization Act of 1997 1055 

Foot-and-mouth disease viral vaccines 1202 

Foreign DNA 738 

Formaldehyde 
as disinfectant 1129 
for fumigation 1127 

Formulation studies 1047 

Fossombronia alaskana 281 

Fossombronia pusilla 281 

FRALE compounds 1176 

Free-radical scavengers 36 

Freeze fracture 572 

Fructose, uptake in plant cell culture 979 983 

Fumigation 1127 

Funaria hygrometrica 936 

Fungal contamination 
cell line testing for 298 
detection in animal cell culture 602 
micropropagation (positive) effects 9 

Fusion proteins 738 

Fusion transfection 757 

G 
G-401 cells 91t 

G0 phase 321 323 342 
control by cyclins/CDK 324 328 

G1 phase 321 337 339 342 
control by cyclins/CDK 324 

G2 phase 321 322 323 337 
 339 342 

control by cyclins/CDK 324 329 

G1 phase arresters 346 

G2 phase arresters 347 
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G1 postmitotic cells 321 

G1 presynthesis phase cells 321 

GABA receptors 906 

β-Galactosidase 742 744 

Galactosyltransferase 1086 

Gametosomatic hybridization 1094 

Gamma irradiation 1128 
blood products 1178 

Gasket elastomers 155 156t 

Gas-liquid hydrodynamics, stirred-tank bioreactors 273 

Gating 900 

Gating currents 902 

Gelling agents 997 
hyperhydricity after use 931 

Gene amplification 755 

Gene conversion 795 

Gene delivery vectors 745 

Gene expression 
cell-cycle dependent 323 338 
control of 1141 
insertional mutagenesis studies with vectors 738 746 
optimization in genetic engineering 777 
plant adventitious organogenesis 23 
posttranscriptional regulation 1148 
transcription 1141 
translation 1150 

Gene inhibition 739t 
strategies for endogenous genes 794 

Gene inhibition therapy 795 

Gene knock in 795 

Gene knockout 795 

Gene regulation 
foreign genes 332 
transgenic animal studies 807 

Gene silencing 460 
conditional 802 
homology-dependent 790 796 
targeting vector design 796 
using antisense RNA 801 
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Gene silencing (Continued) 
using inhibitory proteins 801 
using oligonucleotides 802 

Gene targeting 740 
homologous recombination for 795 
moss 936 942 
transgenic animals 807 
vectors for 745 

Gene therapy 74 442 738 
and cell cycle 334 
targets for 443 
viral vectors 442 

Gene transfer 738 740 
See also Transfection 

Gene traps 746 

Gene-directed enzyme prodrug therapy 806 

GENEPRINT™ 302 

General transcription factors 1141 

Genes 
identification and cloning with vectors 738 
integration of heterologous in animal cells 462 
replacement of endogenous with vectors by homologous recombination 738 
replication in DNA synthesis phase 321 

Genetic disorders 
and cell cycle control 334 
ethical issues of gene therapy 713 

NIGMS cell culture collection 309 
transgenic animals to study 807 

Genetic engineering 
and cell cycle 333 
“naturalness” of, perceptions about 698 

Genetic engineering of animal cells 737 
See also Transfection; Viral expression vectors 
animal cloning 814 
cells used 739 
direct DNA transfer 748 
ethical issues 703 
gene expression parameters/optimization 777 
gene inhibition strategies (endogenous genes) 794 
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Genetic engineering of animal cells (Continued) 
insertional mutagenesis and entrapment 746 
nuclear transfer technology 809 
overview 738 
plasmid expression vectors 741 
reasons for genetic manipulation 739t 
recombinant methods 738 794 
targeting vectors 745 
transfection methods 757 
transgenic animal applications 806 
transgenic mammals 803 
viral expression vectors 761 
yeast artificial chromosome expression vectors 745 

Genetic engineering of plant cells 1023 

Genetic mapping 382 

Genetic stability 415 459 

Gen-Probe system 602 

German Collection of Microorganisms and Cell Cultures (DSMZ) 310 

Germline alterations 739 

Germplasm banks 820 

Germplasm preservation 
genetic stability in cryopreserved 633 
in vitro plant cell cultures 819 

GFP gene 751t 

Gibberellins 18 19 

Giemsa staining 286 

Classiness 26 

Glial-derived neurotrophic growth factor receptor 496 497 

Globin gene expression 1147 

Glomerular cell cultures 90 

Glucocorticoids 1097 1098t 

Glucose 
off-line analysis 947 
on-line monitoring 975 
uptake in plant cell culture 979 983 
uptake in transformed cells 508 517 
uptake kinetics 403 
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Glucose metabolism 393 
controlling 408 
and glutamine metabolism 404 

Glutamate carriers 909 

Glutamate dehydrogenase pathway 398 

Glutamate receptors 906 

Glutamine, uptake kinetics 403 

Glutamine metabolism 397 
controlling 408 
and glucose metabolism 404 

Glutamine synthetase 403 
myelomoa cells 80 

Glutamine synthetase inhibiting herbicide resistance 847 

Glutaminolysis 194 

Glutaraldehyde, as disinfectant 1129 

Glutathione-S-transferase 744 

Glycine, biosynthesis 393 

Glycine transporters 909 

Glycocalyx 481 

Glycolysis 193 393 
tumor cells 727 

Glycosaminoglycans 487 1087 

Glycosphosphatidylinositol-linked proteins 1082 

Glycosylation 
antibodies 419 
for bioconversion 1021 
in endoplasmic reticulum 1081 
osmolality effects 60 
pH effects 67 

Glycosyl-trimming enzymes 1082 

Glyphosate (Roundup) 846 
resistant plants 849 

Goldan-Hodgkin-Katz equation 901 

Golgi apparatus 
in mitosis 322 
protein processing in 1076 1085 

Golgi α-mannosidase 1085 

Good Laboratory Practices (GLP) 589 1133 
and product development 1046 
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Good Manufacturing Practices (GMP), See cGMP 
gpt marker 753t 

Granulosa-derived ovarian cell cultures 103 105 

Grating coupler technique 884 

Green fluorescent protein 564 

Growth factor tyrosine kinase receptors 496 
activation 498 

Growth factors 
conifer culture 648 
intracellular sorting 1068 
synthesis by genetic engineering 738 
transformed cells 516 

Growth-associated production kinetics 388 

GRP78 1078 

GRP94 1078 

GS marker 753t 

Gutted(gutless) viral vectors 762 

Gynogenesis 663 

H 
H2.35 cells 97t 

Hairy root growth 827 
airlift bioreactors for 212 217 
bioreactors for rapid growth 134 
nutrient mist bioreactors for 226 228 
surfactant effects 991 

Hamster ovarian cell lines 104t 

Hamster renal cell lines 91t 

Haploid plant production 841 
anther culture 841 
ovule culture 841 
pollen culture 841 

Harvesting, from bioreactors 172 

HAT system 380 

HDL 36 

HE2299 cells 80 

Heat exchangers 195 

Heat shock proteins 62 
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Heat transfer 
and bioreactor sterilization 148 
characteristic time 177t 
and mixing 185 

Heating Ventilation and Air Conditioning (HVAC) systems 530 

HEK293 cells 91t 

HeLa cell line  81  863 
contamination by 285 

Helical ribbon impellers 263 

Helper dependent viral vectors 762 

Helper independent viral vectors 762 

Helper viruses 762 

Hemidesmosomes 485 

Hemispherical bottom vessels 185 

Hemocytometer 689 

HEPA 1-6 cells 97t 

HEPA filtration 114 309 682 1124 
hoods and cabinets employing 116 

Heparin, for cell detachment 357 363 

Hepatic cell lines 97t 

Hepatitis A viral vaccines 1204 

Hepatocytes 96 
differentiation 374 

Hep3B cells 97t 

HepG2 cells 97t 

Heptahelical G protein coupled receptors 497 498 
activation 500 

Herbicide resistant plant production 845 

Herbicide tolerance 851 

Herceptin 411 

Herpes virus expression vectors 770 

Heterogeneous elution assays 882 

Heterokaryons 377 

Heterologous proteins 738 

Heteroscyphus planus 282 

Heterotrimeric G protein signaling 504 

Heterotrophic growth 6 

Hexose-monophosphate shunt 393 
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HEY cells 104t 

HF2 x 653 cells 85t 

Hgprt marker 753t 

High density lipoprotein (HDL) 36 

High-efficiency particulate air (HEPA) filtration, See HEPA filtration 
hisD marker 753t 

Histodifferentiation 662 

Histone mRNA 1149 

Histones, cell-cycle dependent expression 338 342 

Hit and run strategy, for introducing mutations 798 

HIV (Human Immunodeficiency Virus). See also AIDS 
vaccine ethics 707 
vaccines 1205 

HK-2 cells 91t 

HL-60 cells 100t 

Hoechst 33342 347 

Hoechst 768159 (HTDCT) 346 

Hoffman modulation-contrast microscopy 557 

Hollow-fiber bioreactors 
antibody production 417 
concentration gradients 175 
heat transfer 197 
for immunoregulator production 436 
scale-up considerations 190 
for viral gene therapy vector production 454 

Homogeneous bioreactors 
concentration gradients 175 
heat transfer 196 
scale-up considerations 175 185 

Homogeneously staining regions 755 

Homokaryons 377 

Homologous recombination 794t 795 
target cells 798 

Homology region 796 

Homology-dependent gene silencing 790 796 

Hormones 
ethical issues in use 713 
plant 18 19t 
synthesis by genetic engineering 738 
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Hornworts 278 

Horse serum 36 

Hot air ovens 1123 
hpt marker 753t 

HS-SULTAN cells 77t 

HSV-1 770 

HTDCT (Hoechst 768159) 346 

Human antibodies 411 

Human B cells 77t 

Human blood products, viral inactivation 1173 

Human cloning, ethics of 717 

Human cytomegalomavirus, promoter/enhancer sequences 743 

Human diploid fibroblasts 79 

Human erythropoietin 74 
ethics of use 714 
market 184 

Human Gene Mutation Database 310 

Human Genetic Mutant Cell Repository 309 310 

Human growth hormone 
deaths from use of pituitary-derived 605 
ethics of use 714 

Human hepatic cell lines 97t 

Human Immunodeficiency Virus, See HIV 

Human monocyte/macrophage cell lines 100t 

Human ovarian cell lines 104t 

Human papilloma viruses, cell transformation mechanism 509 510 

Human renal cell lines 91t 

Human Science Research Resource Bank (HSRRB) 317 

Human serum 36 

Human T lymphocyte cell lines 107t 

Humanized antibodies 412 

Humidity 
ex vitro acclimatization 8 
in vitro acclimatization 6 

HUT-78 cells 107t 

HUT-102 cells 107t 

HVAC systems (Heating Ventilation and Air Conditioning), production room cGMP 
compliance 530 
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Hyaluronic acid 487 

Hybrid cell formation 378 

Hybrid transgenes 792 

Hybrid viral expression vectors 776 

Hybridoma cells 83 864 
cell growth kinetics 384 
cell-cycle and protein production 331 
fusion 85 
metabolic flux analysis 728 
metabolism 393 

Hydrodynamic forces, on cells 42 
energy dissipation to quantify 49 

Hydrofoil impellers 274 275 

Hydroxyurea, as S-phase arrester 347 

Hypaque 670 

Hyperbaric DOT 152 

Hyperhydricity 26 929 
dicot culture 653 
nutrient mist bioreactors for controlling 227 
positive aspects 933 

Hyperosmotic stress 58 

Hyperoxia 54 

Hypochlorite, for sterilization 162 1129 

Hypoxia 55 

I 
ICH GCP guidelines 1044 

for clinical trials 873 

IFO cell bank 315 

IgG                 412 

Ig-like receptors 487 

Illegitimate recombination 794t 

IM-9 cells 77t 

Image processing, in microscopy 567 

Imidazolinone resistance 846 

Immigrant vaccination, ethical issues 705 

Immuno flow injection analysis 878 

Immunoaffmity chromatography 964 
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Immunoassays 879 
offline 959 

Immunochemiluminometric assay 964 

Immunoenzymometric assay (IEMA) 961 

Immunological characterization 285 

Immunophenotyping, DSMZ cell bank 311 

Immunoregulators 73 423 

ImpdH marker 753t 

Impellers 
with airlift bioreactors 212 
for continuous plant cell culture 220 
flow structures associated with 45 
perfusion bioreactors 240 
scale-up considerations 185 186 
shear generation vs. flow capacity 253 
for stirred-tank bioreactors 253 255t 266 272t 

 274 
suspended plant cell culture comparative studies 267t 

IMR90 cells 80 

In vitro acclimatization 1 8 

In vitro assays 595 

In vitro fertilization, ethical issues 717 

In vitro immunization 84 

In vivo assays 597 

In vivo immunization 84 

Inactine 1179 

Incineration 1123 

Incubators 682 

Independent Ethics Committee 875 

Indicator plants 581 

Indole-3-acetic acid (IAA), adventitious organogenesis by 18 21 

Induced embryogenic determined cells 662 

Induction 15 16 

Informed consent 875 

Inhomogeneous bioreactors 
concentration gradients 175 
heat transfer 197 
scale-up considerations 175 189 

Initiator elements 777 
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In-line analysis, See On-line analysis 

Inositol triphosphate 905 

In-out strategy, for introducing mutations 797 

Insect cells 
genetic engineering 739 
for recombinant antibody production 414 

Insect ovarian cell lines 104t 

Insect-resistant plants, ethics 701 

Insertion vectors 762 

Insertional mutagen vectors 738 746 

Insertional mutagenesis studies 739t 

Instrumentation, for bioreactors 150 
checking 169 

Insulin/insulin like growth factor receptor 496 497 

Integral membrane proteins 893 

Integration effects, in transgene expression 789 

Integrins 485 894 

Intensified CCDs 568 

Interference-contrast microscopy 559 

Interferons 73 
production 184 

Interlab Cell Line Collection (ICLC) 313 

Interleukins 73 

Intermediate filament associated proteins 479 

Intermediate filaments 473 478 

Intermig impellers 261 

Internal-loop airlift bioreactors, See Draft-tube airlift bioreactors 

International Air Transport Association (IATA) Regulations, cell culture transport 297 

International Conference for Harmonisation Good Clinical Practice guidelines 1044 
for clinical trials 873 

International Depository Authorities (IDAs) 303 307 

Interphase 320 

Intrabodies 801 

Intracellular energy charge 890 

Intracellular growth factor sorting 1068 

Intracellular organic solutes 59t 

Intracellular signaling 492 
receptors for 1097 
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Intrinsic membrane proteins 893 

Intron sequences 1157 

Intron splicing 781 

Inverse-growth-associated production kinetics 387 390 

Inverted microscopes 688 

Investigational New Drugs 873 1053 

Inward rectifier potassium channel 905 

Iodine/sephadex method 1179 

Iodixanol 670 

Ion channels 506 900 

IRES sequence 1158 

IR983F cells 85t 

Iron homeostatis 1149 

Irradiation gene transfer technique 382 

Isoenzyme analysis 286 
of cell bank lines 302 

Isolation techniques, animal cells 665 

Isoleucine limitation 345 

Isopycnic gradient sedimentation 669 

J 
J774.2 cells 100t 

Jacketed vessels 195 250 

Jamesoniella autumnalis 279 280 

Japanese Collection of Research Bioresources (JCRB Cell Bank) 316 

Jasmonates 19 

JCRB Cell Bank 316 

Journal of Biological Standardization 868 

JTC-12 cells 92t 

JURKAT E6-1 cells 107t 

K 
K+ channels 902 906 

Kaplan turbine 261 

Karotype analysis 508 511 

Karyology 285 

Keratinocytes, differentiation 366 

Kidney 89 
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Kidney cells 89 
selected renal cell lines 91t 

Kinesins 474 

Kinetics 
cell growth 383 
hairy root growth 832 
protein expression in cell culture 383 
seaweed culture 1108 
virus production 1192 1217 

Kinetochores 322 330 

Knockout mice 806 

Kozak consensus sequence 783 1152 

Kyte-Doolittle hydropathy plot 893 

L 
L14 cells 77t 

Laboratory design and techniques 
animal cell culture 680 
plant cell culture 994 

Laboratory-scale culture vessels 684 

Lactate 402 
off-line analysis 954 
on-line monitoring 975 

Lactate dehydrogenase activity determination 889 
off-line 956 
lacZ gene 742 751t 

Lamellipodia 476 

Laminar flow hoods 308 680 
aseptic techniques 116 118 

Laminaria saccharina growth 1109 

Laminin 352 489 667 
distribution in early mouse development 492 

Laser Doppler velocimetry, for agitation studies 47 

Laser tweezers 566 

Lauria Broth 163 

LCL 8664 cells 77t 

LDL 36 

Leak testing, bioreactors 164 



1276 
Index terms Links 

 This page has been reformatted by Knovel to provide easier navigation.  

Leaves 
anatomy of in vitro-grown plants 25 
as tissue source for protoplast isolation 30 

Lectins, affinity binding with 672 

LICR-2 cells 85t 

Lidocaine, for cell detachment 359 

Life, origins of 857 

Ligand-gated ion channels 900 906 

Ligand-induced down-regulation 1068 

Light, effect on plant cell culture 1009 

Light microscopy 552 
for contamination detection in plant cell culture 582 

Lipid cycle 402 

Lipids, off-line analysis 953 

Lipofection 760 

Lipoproteins 36 

Liposome-amplified immunoanalysis 965 

Liposomes 760 

Liquid level sensors 154 

Liquid nitrogen storage 688 

Liver 374 

Liver cells 95 
selected hepatic lines 97t 

Liverworts 278 

Livestock, transgenic 808 

LLC-PK1 cells 92t 

LMH/2A cells 97t 

Locally applied DNA transfection 758 

Low density lipoprotein (LDL) 36 

L-type calcium channel 905 
luc gene 751t 

Luminal membrane 895 

Lymphocytes, See B cells; T lymphocytes 

M 
M phase, See Mitosis 

M-1A cells 92t 

Macrocarrier bioreactors, for viral gene therapy vector production 453 
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α-2-Macroglobulin 36 

Macrophage cell lines 99 

Macrophytic marine algae 1105 

Magnetic cell separation 673 

Magnetic stirrers 265 

Major late promoters 764 

Malate shunt 399 

Malignant transformation 508 
metabolite fluxes in cultured cells 727 

Mammalian cell culture. See also Genetic engineering of animal cells 
flux analysis 726 
genetic engineering 738 739 
growth kinetics 383 
protein expression kinetics 383 
restriction point 321 
selectable markers for transfection 750 752t 
transgenic mammals 803 

Mammalian viruses 743 

Manic depression, cell culture collection 309 

α-Mannosidase II 1086 

Manufacturing standards 589 

Marchantia polymorpha 279 280 

Marker genes 742 744 

Mass transfer 
airlift bioreactors 206 
characteristic time 177t 
and mixing 185 243 
perfusion bioreactors 239 
stirred-tank bioreactors 271 273 

Master cell banks 295 588 

Material Safety Data Sheets 299 

MC/9 cells 97t 

MDCK cells 81 91t 

Measles viral vaccines 1197 

Measurement devices 151t 

Mechanical shear, See Shear 

Mechanically-agitated bioreactors, See Stirred-tank bioreactors 

Mechanically-gated ion channels 900 906 

Media, See Cell culture media 
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Medium conductivity 645 

Membrane filters 1125 

Membrane potential 900 

Membrane stirrers 264 

Membranes, See Cell membranes 

Meristem culture 583 
adventitious 12 
monocots 935 
virus removal 1232 

Meristemoids 29 

Metabolic disorders, as gene therapy target 443 

Metabolic flux-balance models 728 
applications in mammalian cells 733 

Metabolic pathways 393 

Metabolic ratios 404 

Metabolic uncoupling 396 

Metabolism 
animal cells 392 
cell culture dynamics 403 
flux analysis of mammalian cells 726 
and heat transfer in bioreactors 193 
osmolality and temperature effects 61 
pH effects 67 

Metabolite sensing 154 

Metaphase 322 330 

Methocel additives 50 

Methotrexate 346 

Methylation, See DNA methylation 

β-Methyldigitoxin production, airlift bioreactors 215 

Methylmethylene blue 1179 

Metrizamide 670 

MH1C1 cells 97t 

Microbiological culture 
for bacteria/fungi testing 299 
for mycoplasma testing 301 618 

Microbiological safety cabinets (MSCs) 681 
aseptic techniques 116 
testing 119 
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Microcarrier bioreactors 
concentration gradients 175 
scale-up considerations 191 
for viral gene therapy vector production 453 

Microfilaments (actin) 473 476 

Microfuge 688 

Microinjection 1167 
pronuclear 803 
transfection by 741 761 

Micropropagation 916 
and acclimatization 1 
dicots 651 
fungal and bacterial contamination effects 9 
hyperhydricity 26 929 
monocots 935 
nutrient mist bioreactors for 226 227 
photoautotrophic 9 
response to in vitro environment 2 

Microscopes 552 687 

Microscopic cell characterization 551 

Microscopy 552 854 

Microspore (pollen) culture 
haploid plants 841 
monocots 935 

Microtubule associated proteins 476 

Microtubules 322 330 473 474 
and protoplast regeneration 29 

Miller-Urey experiment 857 859 
mIMCD-3 cells 92t 

L-Mimosine 346 

Mineralocorticoids 1097 1098t 

Minerals 
and adventitious organogenesis 21 
conifer culture 647 
and hyperhydricity 931 
off-line analysis 951 

Minimum detectable level, viral contaminants 603 

Minimum essential media 37 

Minipleat HEPA filters 116 
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Mist bioreactors 224 
for hairy root growth 831 

Mitochondria 862 
apoptosis regulation 1063 
fluorescence microscopy 562 
glutamine transport 398 
NADH transport into 394 
transamination pathways 400 

Mitogenic stimulation 84 

Mitosis 320 322 337 339 
 342 

control 323 330 
and gene therapy transfer efficiency 334 

Mitotic detachment 349 

Mitotic index 645 

Mitotic selection technique 360 

Mitotic spindle 322 330 

Mixing 243 
See also Agitation 
airlift bioreactors 204 
characteristic time 177t 
perfusion bioreactors 239 
scale-up considerations 185 189 
stirred-tank bioreactors 270 

Mo-B cells 77t 

Molecular RNA hybridization, for mycoplasma detection 619 

Mollicutes 610 611 

Mololayer cultures, chromosome analysis 286 

MOLT-4 cells 107t 

Monitek probe 153 

Monkey B cells 77t 

Monkey renal cell lines 91t 

Monoclonal antibodies 73 83 411 
bulk culture 87 
cell growth kinetics 384 
ethical issues 712 
production 381 
purification 87 

Monocot cell culture 662 933 
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Monoctye cell lines 99 
selected cell lines 100t 

Monod equation 222 

MOPC 31C cells 77t 

MOPC21 cells 411 

Mosses 278 
phenotypic analysis, molecular tools for 936 

Mouse antibodies 411 

Mouse B cells 77t 

Mouse hepatic cell lines 97t 

Mouse monocyte/macrophage cell lines 100t 

Mouse renal cell lines 92t 

MPC II cells 77t 

5-MPDR assay 314 

MRC-5 cells 80 

Mres marker 753t 
mRNA 1150 

MS medium (Murashige and Skoog) 21 

Mt-1 marker 753t 

MTT assay 291 

Multicycle program 343 

Multidrug transporter 911 

Multilocus DNA fingerprinting 289 

Multiphoton microscopy 565 

Multiple cloning site 742 

Multiple oblique-illumination 3-D microscope 558 

Multiplicity of infection 448 

Multipurpose tower bioreactor 233 

Multispot immunoassays 966 

Multistrain manufacturing facilities 529 

Multiuse manufacturing facilities 529 

Mumps viral vaccines 1197 

Murine hybridomas, large scale cultures 184t 

Murine leukemia virus 590 

Mycoplasma 300 

Mycoplasma contamination 609 
cell line testing for 300 
detection by ECACC cell bank 313 
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Mycoplasma contamination (Continued) 
detection by ICLC cell bank 314 
detection by IFO cell bank 316 
detection by JCRB/HSRRB cell bank 317 
detection by RIKEN cell bank 319 
detection in animal cell culture 600 
detection methods 615 624 
elimination methods 620 
prevention 625 

Myeloma cells 80 
metabolism 393 
selection 85 

Myosin, role in mitosis 322 

N 
Na+ channels 902 

Na+-dependent Cl-/HCO3- antiports 64 

Na+-glucose transporters 909 

Na+/H+ antiports 64 899 

Na+/HCO3- symporter 64 

Na+-independent Cl-/HCO3- antiports 64 

Na+-K+-2Cl- cotransporter 909 

Namalwa cells 77t 81 
large scale cultures 184t 

Na+-myoinositol translocator 909 

Nanofiltration 1178 

Na+-nucleoside translocator 909 

Naphthalene endoperoxides 1177 

National Cancer Institute Co-operative Family Registry for Breast Cancer Studies 
(CFRBCS) 309 

National Institute of General Medical Sciences (NIGMS) 309 

National Vaccine Injury Compensation Program 705 707 

Natural selection 858 

NC-37 cells 77t 

NCTC clone 1469 cells 97t 
neo marker 753t 

Neoplastic transformation 508 
See also Cell transformation; Malignant transformation 

Nephelometric immunoassays 961 
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Nephelometric sensors 971 

Nerve cell growth factor, ethics of use 714 

Neuraminidase activity 956 

Neutral red assay 292 

NFS-70 C10 cells 77t 

Nicotiana tabacum 651 

Nicotinic acetylcholine receptors 906 

NIH:OVCAR 3 cells 104t 

Nitric oxide receptors 1100 
signaling 1100 
and steroid receptors 1101 

Nitric oxide synthase 1100 

Nitrogen, uptake in plant cell culture 980 984 

Nitrotyrosine 1101 

Nitrous oxide, as G2 phase arrester 347 

NO receptors 1100 

Nocodazole, as G2 phase arrester 347 

Nonreplicating vectors 748 

Nonselective cation channels 906 

Normative ethics 693 

Nozzle spargers 265 

NS0 cells 77t 

NS0/1 cells 85t 

NSF (N-ethylmaleimide sensitive factor) 1083 

N-type calcium channel 905 

Nuclear occlusion bodies 768 

Nuclear polyhedrosis viruses 768 

Nuclear stock 580 

Nuclear transfer technology 809 

Nucleoside phosphorylase migration distance, various species 288 

Nucleotide biosynthesis 754 

Nude mice, tumor formation in 508 516 

Nuffield Ethics Committee 708 

Null mice 806 

Nurse cells 1036 

Nutrient mist bioreactors, See Mist bioreactors 

Nutrient sensing 154 

Nutrient-limited cell subculture 344 
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Nycodenz 670 

O 
OAW 42 cells 104t 

Objective lens, microscopes 553 

Oblique illumination 557 558 

Odc marker 753t 

Office of Research Integrity 696 

Off-line analysis 
animal cell culture 945 
carbon dioxide 153 
nutrient/metabolite sensing 154 

Off-line immunoassays, animal cell culture 959 

OK cells 92t 

Oligosaccharyltransferase complex 1082 

Oncogenes 508 
engineered expression 509 

Oncogenic transformation 757 

Oncology, See Cancer 

On-line analysis 
animal cell culture 968 
biomass detection 153 
DOT probes 153 
nutrient/metabolite sensing 154 

Opossum renal cell lines 92t 

Orchids 661 935 

Organic acids, price/demand balance 183 

Organic compounds 
enthalpies of formation of selected 194t 
plant cell culture effects 991 

Organogenesis 12 14 
adventitious organogenesis 12 
anatomy 28 
animals 14 
conifers 648 

Orifice spargers 265 

Origin recognition complex 322 

O-ring elastomers 156t 156 

Orphan vaccines 707 
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Osmolality 
animal cell culture effects 58 
and immunoregulator production 432 
off-line analysis 957 
and perfusion bioreactors 240 
plant cell culture effects 1012 

Osmometer 691 

Osmoprotective compounds 58 

Ovarian cells 102 
selected cell lines 104t 

Ovarian granulosa-derived cell cultures 103 105 

Ovarian surface epithelium-derived cell cultures 103 

Ovarian theca-derived cell cultures 105 

OVCAR 3 cells 104t 

Overexpression vectors 742 

Ovule culture, of haploids 844 

Oxidative burst 658 

Oxidative phosphorylation 193 

Oxygen. See also Dissolved oxygen 
cell requirements 51 
effects on metabolism 406 
plant exchange 225 
transfer in stirred-tank bioreactors 271 

Oxygen uptake rate 603 
p15                      326 
p16                        326 
p21               326 327 328 
p27                      326 327 328 
p53                328 459 1062 
p107 327 329 
p130 327 329 

P 
PA-1 cells 104t 

pac marker 753t 

Packaging lines 762 

Packed cell volume 644 

Packed-bed bioreactors 
concentration gradients 175 
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Packed-bed bioreactors (Continued) 
heat transfer 197 
scale-up considerations 191 

Paclobutrazol, for water stress reduction of plant cells 5 

Paddles 262 

Pantothenate, off-line analysis 952 

Papain, for cell detachment 357 

Particle bombardment, transfection by 761 

Particulate classification 126 

Partition coefficient 896 

Pasteur effect 727 

Patch clamp method 902 903 

Patent depositories 303 
ECACC 312 

Patents 
gene therapy products 446 
genetically-engineered plants 703 

Pathogen-derived plant disease resistance 659 

Pathogenesis-related proteins 658 

PCR 289 
for contamination detection in plant cell culture 582 
for mycoplasma testing 300 619 
use with flow cytometry for plant cells 725 
virus contamination detection 597 

P338.D1 cells 100t 

Pentose phosphate pathway 193 393 

Peptidyl prolyl isomerase 1080 

Percoll gradient fractionation 540 547 
for cell separation 669 

Perforated discs 261 

Perforated pipes 265 

Performance-enhancing agents 714 

Perfusion bioreactors 230 
antibody production 416 

Perfusion culture 184 
cell growth kinetics 390 
for viral gene therapy vector production 452 

Peripheral membrane proteins 893 



1287 
Index terms Links 

 This page has been reformatted by Knovel to provide easier navigation.  

Peristalic pumps 154 
sterile media transfer 167 

Permeability coefficient 896 

Peroxynitrite 1101 

Petri dishes 685 
pH 
animal cell culture effects 63 
and apoptosis 542 
control 152 
effects on metabolism 406 
and immunoregulator production 432 
measurement and control of cytoplasmic 985 
on-line monitoring 973 
plant cell culture effects 1010 
scale-up problems 185 
and viral gene therapy vector production 450 
pH gradients 
in bioreactors 175 176 181 
cell culture systems 64 
tissues 64 
pH homeostasis 63 
pH priming 169 
pH probes 151 
checking 169 

Phase I clinical trials 873 

Phase II clinical trials 873 

Phase III clinical trials 873 

Phase-contrast microscopy 556 

Phenolic disinfectants 1130 

Phenotypic analysis, moss 936 

Phil cells 97t 

Phosphatidylinositide signaling 503 

Phosphofructokinase 407 

Phospholipase C 506 

Phospholipid bilayer 893 
See also Cell membranes 

Phospholipids 858 

Phosphorus, uptake in plant cell culture 980 984 
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Phosphorylation 1087 
and cell cycle regulation 325 327 330 

Photoautotrophic growth 6 
advantages 9 

Photomixotrophic growth 6 

Photosynthesis 
ex vitro acclimatization 8 
in vitro acclimatization 6 

Photosynthetic plant culture 1004 

Photosystem II inhibiting herbicide resistance 848 

Phototropic biomass 219 

Phthalocyanine 1177 

Physcomitrella patens 936 

Physicochemical environment, plant cell culture effects 1009 

Phytoalexins, and plant disease resistance 658 

Pig B cells 77t 

Pig renal cell lines 92t 

Pig viral contaminants 590 
testing for 599 

Pinus radiata 647 

Pipette aid 687 

Placebos 708 
clinical trials 873 

Pianova filter 1124 

Plant cell culture. See also Angiosperms; Haploid plant production; 
Micropropagation 

airlift bioreactors for 202 
anatomy of suspended 30 
bag for 987 
cell aggregate size distribution 270 
cell cycle of suspension cultured cells 336 
cell physiology 979 
conifers 646 
contamination detection 577 
contamination elimination 577 583

continuous bioreactors 218 
culture establishment 635 
dicotyledons 651 662 
environmental heterogeneities 175 
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Plant cell culture (Continued) 
ethical issues 696 699 
extraction systems used 993t 
germplasm preservation of in vitro 819 
hairy root growth 827 
herbicide resistant plants 845 
heterogeneous quality of 130 
hyperhydricity 929 
impellers used in 186 
laboratory techniques 994 
monocots 662 933 
organic compound and surfactant effects 991 
perfusion bioreactors for 231 
photosynthetic plants 1004 
physicochemical environment effects 1009 
plant transformation 1164 
recirculating bioreactors 242 
seaweed culture 1105 
somaclonal variation 1116 
sterilization and decontamination 1119 
stirred-tank bioreactors for 265 
surfactant effects 991 
temperature effects 192t 
toxin resistant plants 1135 
transgenic plant disease resistance 655 
two-phase culture 992 
in vitro vs. ex vitro anatomical differences 25t 

Plant cell products 
bryophyte in vitro culture secondary products 278 
price/demand balance 183 

Plant cells 
anatomy 24 
cell cycle of suspension cultured 336 
cryopreservation 627 
flow cytometry 723 
hydrodynamic sensitivity 243 

Plant diseases 655 
detection and diagnosis 580 
resistance in transgenic plants 655 

Plant foods, genetically engineered, ethics of 700 
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Plant hormones 18 19t 

Plant organs 
adventitious formation 12 
airlift bioreactor modifications for 212 214 
bioreactor culture 129 
cryopreservation 627 
nutrient mist bioreactors for 227 

Plant protoplasts 1034 
anatomy 29 
direct gene transfer to 1166 
fusion 1090 
somaclonal variation 1116 

Plant root culture. See also Hairy root growth 
adventitious formation 15 
airlift bioreactors for 217 
bioreactors for 131 
gas exchange by 225 
germplasm preservation 821 
in vitro environment 3 

Plant secondary products 
accumulation 1015 
screening for 1029 

Plant shoot culture 
adventitious formation 15 
angiosperms 33 
bioreactors for 131 135 
dicots 652 

Plant tissues 
airlift bioreactors for 211t 
contamination management 577 
cryopreservation 627 

Plant-derived infectious agents, ethics 703 

Plants. See also specific Plants 
acclimatization 1 
adventitious organogenesis 12 
gas exchange by 225 
response to in vitro environment 2 
surface sterilization 636 
virus removal 1230 

Plasmid backbone sequences 742 1158 
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Plasmid expression vectors 741 
for insertional mutagenesis and entrapment 746 

Plasmid maintenance sequences 742 743 

Plasmid rescue 747 

Plasmodesmata 30 

Plastids 29 

Platelet-derived growth factor (PDGF), and competence 321 

Platelet-derived growth factor receptor 496 

PLC/PRF/5 cells 97t 

Plug valves 155 

Pluripotency 15 

Pluronic F-68 50 1037 

P3/NS-1/1.Ag4.1 cells 85t 

Pocket protein 327 

Point spargers 265 

Poison sequences 742 

Polarizing microscopy 558 

Polarographic probes 152 

Poliovirus vaccines 587 863 869 
production 1194 

Pollen (microspore) culture 
of haploids 842 
monocots 935 

Pollen movement, ethics of 700 

Pol-Scope 559 

PolyA tail 1148 
and transcription 1148 
and translation 1153 

Polyadenylation 782 

Poly(ADP-ribose) polymerase 460 

Polyamines 19 

Polybrene-mediated transfection 760 

Polycistronic vectors 783 

Polyethylene glycol, for hybridoma production 85 378 

Polyhedrin 768 

Polymerase chain reaction (PCR), See PCR 

Polyomavirus replicons 748 

Polyvinyl alcohol 50 
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Population balances 331 

Porcine B cells 77t 

Porcine renal cell lines 92t 

Porcine viral contaminants 590 
testing for 599 

Position effects, in transgene expression 787 
overcoming 793 

Positive-negative selection 796 

Posttranscriptional regulation 1148 

Potassium channels 902 906 

Potoroo renal cell lines 93t 

Power requirements, airlift bioreactors 209 

Poxvirus expression vectors 775 
pRb                      327 

Preclinical studies 1052 

Preembryogenic determined cells 662 

Preparation, bioreactors 139 

Prerecognition complex 322 

Prescription Drug User Fee Act of 1992 1055 

Pressure rupture disks 144 

Pressure sensors 154 

Pressure testing 164 

Pressure vessels 144 

Primary cells 79 

Primary response genes 1097 

Primordial environment 859 

Primordial germ cells 805 

Prions 587 1120 
and blood supply 1175 
detection in animal cell culture 605 1132 

Process control, See Bioprocess control 

Product development, quality and regulatory issues 1043 

Product License Application 1044 

Product specifications 1050 

Production rooms, cGMP compliance 519 

Progeria, cell culture collection 309 

Progestagens 1097 1098t 

Programmed cell death, See Apoptosis 
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Prokaryotes 862 

Prometaphase 322 330 

Promoter probe vectors 742 743 

Promoters 777 

Pronase E, for cell detachment 357 360 

Pronuclear microinjection 803 

Propellers 254 261 

Prophase 322 330 

Proplastids 29 

Proprotein convertases 785 

Protein disulfide isomerase 1079 

Protein engineering 746 

Protein expression 738 739t 739 
See also Genetic engineering 
in genetic engineering of animal cells 783 
kinetics in cell culture 383 
and osmolality and temperature 60 
production increase by arresting G1 phase 334 

Protein expression vectors 741 

Protein processing 
and endocytosis 1068 
in endoplasmic reticulum 1075 
in Golgi apparatus 1076 1085 
intracellular growth factor sorting 1068 
viral sequences to simplify purification 744 

Protein-free media 38 

Proteinoid spheres 859 

Proteins 
cell-cycle dependent accumulation 331 
ethics of production of animal in plants 702 
extracellular space 489 
membrane transport 893 
off-line analysis 957 
rate of synthesis, and cell viability 890 

Proteoglycans 487 489 1087 

Protofilaments 474 

Proto-oncogenes 460 
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Protoplast fusion 379 760 1090 
angiosperms 34 
monocots 934 

Protoplast-to-plant systems 1038 

Proviruses 762 

Pseudomonas alcaligenes, scale-up of lipase production from 179 

Psoralens 1177 

PSTAIRE motif 338t 340 

PtK1 cells 92t 

P-Type ATPases 910 

Pumps, in cell membranes 899 909 

P3X63Ag8 cells 85t 

P3X63Ag8.653 cells 85t 

Pyroglutamic acid, off-line analysis 956 

Pyruvate 393 402 
off-line analysis 951 

Q 
Quality control 

of cell bank lines 298 303 
at ECACC cell bank 313 
at IFO cell bank 315 
in product development 1043 

Quiescence 321 

R 
R1 cells 97t 

R genes, plant disease resistance from 656 

Rabbit renal cell lines 93t 

Rabies viral vaccines 1201 

Rabs 1083 

Radioactive isotopes, metabolic flux studies 731 

Ras/MAP kinase cascade 501 

Rat B cells 77t 

Rat hepatic cell lines 97t 

Rate, See Kinetics 

Raw 264 cells 100t 

210-RCY3-Ag1.2.3 cells 85t 
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Realization 16 

Recalcitrance 926 

Receptor-mediated transfection 758 761 1068 

Receptors 1097 
See also specific Receptors 

Recirculation bioreactor 242 

Recombinant adeno-associated expression vectors 765 

Recombinant adenovirus expression vectors 764 

Recombinant baculovirus expression vectors 769 

Recombinant cistrons 1154 

Recombinant DNA methods 738 794 
See also Genetic engineering 

Recombinant herpes virus expression vectors 771 

Recombinant products 73 

Recombinant proteins 738 741 
stability 464 

Recombinant retrovirus expression vectors 773 

Recombinant technology 413 

Recombinant vaccinia virus expression vectors 775 

Recombinant vectors 738 

Recombination activation of gene expression (RAGE) 800 

Redox potential, animal cell culture 51 

Reflection coefficient 897 

Reflection-contrast microscopy 560 

Regeneration 12 13 15 
animals 14 

Regime analysis 177 

Regulatory probe vectors 742 

Regulatory processes 697 
in product development 1043 

Relative humidity 
ex vitro acclimatization 8 
in vitro acclimatization 6 

Relaxation times, of processes in bioreactors 177t 

Repeat-induced silencing 790 

Repetitive embryogenesis 663 

Replacement vectors 762 

Replication competent viral vectors 444 762 
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Replication defective viral vectors 762 

Replication licensing factor 322 

Reporter genes 749 751t 1158 

Reporter transgenics 749 

RePro 411 

Reprogramming 813 

Rereplication block 322 

Respiration 396 892 

Resting plasma membrane potential 913 

Restriction point, in G1 phase 321 323 342 

Retinoblastoma tumor suppressor genes 460 

Retinol 36 

Retrofitting 745 

Retrovirus vectors 772 
cell cycle and transfer efficiency 334 

Retroviruses 
cell transformation mechanism 508 
detection in animal cell culture 590 
perfusion culture 453 
transduction with 740 

Reusable glassware 680 

Reverse genetics 795 

Rheogenic transporters 899 

Rhizogenesis 12 

Riboflavin, off-line analysis 953 

Ribonucleotide reductase 1149 

Ribosome inactivating proteins 658 

Ricciocarpos natans 279 282 

RIKEN Cell Bank 318 

RIKEN Gene Bank 318 

Rituxan 411 

RNA, and origins of life 857 860 

RNA pol II 1141 

RNA processing sequences 743 

Rnr marker 753t 

Rockwool 9 

Rodent antibodies 411 

Root culture, See Plant root culture 
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Root (hairy) growth 827 

Root meristems 12 

Roscovitine, as G2 phase arrester 347 

Rotational catalysis 910 

Rotavirus viral vaccines 1205 

Roundup (glyphosate) 846 
resistant plants 849 

Rous sarcoma virus, promoter/enhancer sequences 743 
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