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Dedication

No function of man has so much permanence as virtuous activities - these are thought to be more durable even than
knowledge of the sciences - and of these themsel ves the most val uabl e are mor e dur abl e because those who are happy
spend their lifemost readily and most continuously in these; for this seemsto be the reason why we do not for get them.
The attribute in question, then, will belong to the happy man, and he will be happy throughout his life; for always,
or by preference to everything else, he will be engaged in virtuous action and contemplation, and he will bear the
chances of life most nobly and altogether decorously, if heis ‘truly good’ and ‘foursquare beyond reproach’.

—Aristotle, Nicomachean Ethics, Book 1, 10

Grant me the strength, time and opportunity always to correct what | have acquired, always to extend its domain;
for knowledge isimmense and the spirit of man can extend indefinitely to enrich itself daily with new requirements.

—QOath of Maimonides, 1135-1204

| dedicate this volume to my parents
Phil and Faygie Schwartz
and in honor of my father’s 70" birthday.
A man who is a student of the teachings of both
Aristotle and Maimonides, and lives life guided by the
virtues inspired by those great teachers.
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Foreword

A wholeencyclopediadevoted to knowledge management (KM)! Who would have thought thispossibleafew decades
back when the subject wasfirst devel oped? What agreat distancewehaveall travel ed sincethen. Back thenif someone
would havepredicted such aventurel’ m suremuch laughter would have ensued. |, myself, would have been astounded.
And yet, here we are with just such aventure. | think it can be safely stated that when afield of study reaches a point
when such aproduct is produced, it hastruly arrived and can no longer be thought of asafad or management fashion.
We have reached just this point.

It might be of value to readers of thisforeword to stop for amoment and consider where knowledge management
came from—intellectually and in practice and how it evolved from a collection of disparateinsights and modelsfrom
several disciplines into areasonably coherent subject that can have an entire encyclopedia be devoted to it.

Intherealm of theory therewere several social sciencedisciplinesthat werethefoundation of the subject, economics
may have been the most important of these. Economists had been |ooking at the subject of knowledge aslong ago as
Adam Smithinthe 18" century—thedivision of labor being, after all, aknowledge-based concept. Thegreat Victorian
economist, Alfred Marshall, wroteabout knowledge often being thebasisfor firmlocation and clustering. Morerecently
economists during World War |1 began measuring how long it took to build acombat plane, and then how long it took
to build the second and third plane. This early focus on learning-by-doing proved to have a significant influence on
subsequent knowledge studies. The contemporary emphasis on evolutionary economics, behavioral economics, and
theeconomicsof information, haveall emphasized therol e of knowledge ashas many areas of devel opment economics.

Sociology, too, offered many insights. The current fascination of networksand knowledge derivesfrom sociol ogical
tools developed in the past forty years. Theinterest in communities of practiceis strongly influenced by sociological
analysisand methods. Trust, too, fallsintothe category of sociology andisproving avery durableway of understanding
why knowledge is effective (or not) in organizations and nations. In fact, the whole movement that emphasizes
knowledge as a social phenomenon is a function of much social theory and analysis.

Philosophy has given us at least two critical thinkersfor usto digest and reflect on, Michael Polanyi (originally a
chemist) and Gilbert Ryle. It can even be argued that Aristotle and Plato play behind thefield rolesthat still influence
what we say about knowledge.

Thefieldsof computer sciencehave givenusmuchtothink and work with. Artificial intelligence may not havelived
up to all its hype, but it had a very strong role in stimulating thought on what knowledge can and can not be model ed
that isstill being debated. There are also some applicationsthat can truly said to be knowledge-based. The same can
be said for expert systems. Cognitive science, especially when it isapplied to system thinking, has also proven to be
apowerful stimulant with great potential for understanding and modeling knowledge.

Of course, management and business scholars have often taken thelead in thefield, synthesi zing some of thework
mentioned above, aswell as devel oping theories, cases, approaches, proscriptionsthat can be applied fairly easily by
actual knowledge practitionersat work. Often thiswork wasinfluenced inturn by several earlier management trends,
especially information management, the quality movement, and re-engineering. The need for business schools to
develop cases for teaching the growing number of KM classes has al so spurred practical research into how the theory
looks and works out when actually implemented in an organization.

Reviewing the contents of this encyclopedia, | am struck by the diverse and eclectic nature of thefield aswell as
how much convergence and coherence has emerged in such ashort time. Thisvolume managesto deal with virtually
every aspect of the field without becoming some huge unwieldy black box of athing focused on data, information,
knowledge and everything else under the sun. It is fascinating to see just how much agreement there exists amongst
researchers and practitioners as to what KM is, what are its component pieces and core processes, and what are the
drivers and mechanismsthat makeit work.
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Thereisno doubtinmy mind that knowledgewill only grow in the coming decades asasource of wealth throughout
the world economy. The various forms of knowledge—from an individual speculating at her desk to a patent or
embedded practice—will gain in value and subsequently gain in management attention and focus. More and more
organizations and countries are focusing on knowledge as bedrock of their policy. Thisvolume should provide all of

these pioneers with an essential reference source for ideas asto what needs to be addressed and what we have learned
about the subject over the past few decades.

Laurence Prusak
Distinguished Scholar, Babson College, USA
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Preface:Knowledge Management as a Layered
Multi—-Disciplinary Pursuit

WHY AN ENCYCLOPEDIA OF KNOWLEDGE MANAGEMENT—AND WHY
NOW?

Albert Einstein once said, “Whoever undertakes to set himself up as ajudge of truth and knowledge is shipwrecked
by thelaughter of the Gods.” Fortunately Einstein did not extend that fateto thosewho limit their judgmental activities
to the management of knowledge.

But an encyclopedia? Thevery term bringsto mind images of heavy dusty tomes documenting centuries of study.
Sowhen Mehdi Khosrow-Pour of | Gl approached mewith theideafor an encyclopediaof knowledge management (KM),
my initial reactionwasoneof skepticism. Wouldit not be presumptuous, | thought, totakeafield asyoung asknowledge
management and compile an encyclopedia?

Then| took agood look at what has been going onin KM-related research over the past two decades. Over 15 peer-
reviewed research journal swith major aspectsof KM asaprimary focus(Table 1) producing over 500 articlesper annum
as well as major annual conferences such as KMEurope (http://www.kmeurope.com) and smaller events covering
everything from practical aspectsof knowledge management (http://www.dke.univie.ac.at/pakm2004/) totheknowl-
edgeand argument visualization (http://www.graphicslink.demon.co.uk/I'V05/).

Table 1. KM-focused research journals

# | Journal Title Publisher

1 | Dataand Knowledge Engineering Elsevier Science

2 | DataMining and Knowledge Discovery Springer-Verlag

3 | IEEE Transactions on Knowledge and Data Engineering |EEE Computer Society
4 | Int. J. of Intellectual Property Management Inderscience Publishers
5 | Int.J. of Knowledge and Learning Inderscience Publishers
6 | Int. J. of Knowledge Management Idea Group Publishing
7 | Int. J. of Knowledge Management Studies Inderscience Publishers
8 | Int. J. of Learning and Intellectual Capital Inderscience Publishers
9 | Int. J. of Software Engineering and Knowledge Engineering | World Scientific

10 | Journal of Information and Knowledge Management World Scientific

11 | Journal of Intellectua Capita Emerald Publishers

12 | Journal of Knowledge Acquisition Academic Press

13 | Journal of Knowledge Management Emerald Publishers

14 | Knowledge and Information Systems Springer-Verlag

15 | Knowledge, Technology, and Policy Transaction Publishers
16 | Knowledge-Based Systems Elsevier Science

17 | Organizational Learning Sage Publications

18 | The Knowledge Engineering Review Cambridge University Press
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Burden’s (2000) KM bibliography, which encompasses both research and industry/trade publications, cites over
900 booksand awhopping 8,000 articlesdevotedtothefield. InRollett’s(2003) KM bibliography wearetreated to over
1,000 academicresearch articleson KM.

During the period this volume was being compiled at least two new peer-reviewed KM research journals were
announced:

. International Journal of Knowledge Management Studies (Inderscience Publishers)
. International Journal of Knowledge Management (Idea Group Publishing)

All this, in addition to the established list of more general information systems and information science journals
and conferencevenuesthat serve asaforum knowledge management research. And of course an abundance of industry
magazines and newsl etters dedicated to the understanding, development, and adoption of organizational knowledge
management have been established.

It becameclear that not only isthereaneed to create an authoritativerepository of knowledge management concepts,
issues, and techniques; but an even stronger compelling need to create alogical structure that maps out the field of
knowledge management across its diverse disciplines.

THE SIGNIFICANCE OF ARTICLES IN THE VOLUME

How doesthisdiffer from atraditional encyclopedia? Every scientific and intellectual pursuit presents a spectrum of
knowledge ranging from the speculative to the experimental to the proven to the well-established. An encyclopedia
traditionally presentsdefinitivearticlesthat describewell-established and accepted conceptsor events. Whilewehave
avoided the speculative extreme, thisvolume doesinclude anumber of entriesthat may becloser to the‘ experimental’
end of the spectrum than the ‘well-established’ end. The need to do so isdriven by the youth of the discipline and the
desireto not only document the established, but to provide aresource for those who are pursuing the experimental and
speculative.

Alavi and Leidner, in their oft-cited Review of Knowledge Management and Knowledge Management Systems
(2001) bring three pointed conclusions to the fore:

There is no single clear approach to the development of knowledge management systems—it is a multi-faceted
endeavor.

Knowledge management is a dynamic, continuous organizational phenomenon of interdependent processes with
varying scope and changing characteristics.

Information technology can be used to extend knowledge management beyond traditional storage and retrieval of
coded knowledge.

Not only doesthisencyclopediareinforcethose conclusions, it relishesand thrivesin the complexity and diversity
to which they allude. The systems and technology perspective is but one of many that have been dealt with in this
volume. Whilewedo not wishtolosefocuson our main goal of managing knowledgein organizations, in order to better
achievethat goal it isnecessary to look at areas of study as diverse as epistemol ogy and anthropology in order to map
the future directions of knowledge management.

Withthat goal inmind, awidenet wascastinthe Call for Papersin an attempt to attract researchersfrom many relevant
disciples. Theresulting articlesthat appear inthisvolumewere sel ected through adoubl e-blind review processfollowed
by one or morerounds of revision prior to acceptance. Treatment of certain topicsisnot exclusive accordingtoagiven
school or approach, and youwill find anumber of topicstackled from different perspectiveswith differing approaches.
A field as dynamic as KM needs discussion, disagreement, contradiction—and of course wherever possible,
consensus. But we must not sacrifice any of the former on the altar of the latter.

To that end, each author has provided alist of key terms and definitions deemed essential to the topic of hisor her
article. Rather than aggregate and filter these termsto produce asingle“encyclopedic” definition, we have preferred
instead to let the authors stand by their definition and allow each reader to interpret and understand each article
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according to the specific terminological twist taken by itsauthor(s). The comprehensive Index of Key Termsprovided
at the back of this volume provides pointers to each concept and term in its multiple incarnations.

VOLUME STRUCTURE

The Encyclopedia of Knowledge Management is divided into six logical categories:

Theoretical Aspects of Knowledge Management

Processes of Knowledge Management

Organizational and Social Aspects of Knowledge Management
Managerial Aspects of Knowledge Management
Technological Aspects of Knowledge Management
Application-Specific Knowledge M anagement

o, wWNPE

The Table of Contents by Category will help you find articles based on this logical section structure.

Within each of the six major categories are one or more articles on each of the topics that comprise that category—
often multiple articles on different aspects of a given topic.

Even though the articles appear in alphabetical order based on the title of the article, the Table of Contents by
Category gives our readers a content-oriented logical map to this publication.

PEELING BACK THE LAYERS

Thefirst five sectionsaretheresult of what | would characterize asalayered approach to the discipline of knowledge
management. Itisthislayeredview, asshowninFigurelthat | have soughtto reinforcewiththisencyclopedicvolume.

Consider theview presentedin Figure 1 giving aholistic view of knowledge management and itsfoundations. The
central core of philosophies (the middle) must inform our choice of practical knowledge management processes (the
first ring). These processes must be implemented and adapted to address managerial, social and organizational needs
(the second ring). Finally theimplementation of KM process to meet our organizational needs must be supported by
and implemented through a set of relevant information technologies (the outer ring).

Theprimary processesthat make up knowledge management in practiceshouldideally derivefromthecoretheories.
Figurelillustratesanumber of the phil osopherswhose theories of knowledge, economics, and businessform the core
of knowledge management. Understanding these philosophies is fundamental to our common endeavor. Without
grounding our processesin their theoretical soil we runthevery real risk of simply cobbling together processes on an
opportunisticbasis. Wemust, in adisciplined manner, turnto our theoretical corein determining the essential processes
of KM. Incaseswhere experience begetsaprocessthat hasyet to beidentified with acoretheory one must not belittle
theneedto eventually discover that grounding. Attheend of theday thisiswhat will hel p distinguishfad from enduring
science.

The layer of processes presents one view of the different stages, activities, and cycles that comprise knowledge
management. Processesneed to be pragmatic, intermsof our ability toimplement them, comprehensive so that we can
achieveend-to-end solutions, replicable and generalizabl e so they can be applied acrossawiderange of organi zations.

That isnot to say that these processes should be devoid of organizational context. Onthecontrary, itisthefunction
of thethird layer, that of organizational, social and managerial considerations, to mold, combine, and innovate using
the KM processes in order to meet their well-defined theory-driven goals.

Encasing all is the outer ring—that of the enabling technologies that so often seem to be driving KM rather than
facilitating it. Figure 1 is, of course, representative rather than exhaustive. Additional technologies and new
applications of existing technologieswill continue to expand this layer.

Being driven by technology isnot necessarily negative. Consider how the development of the el ectron microscope
led to the discovery of a plethora of atomic and elemental behaviors. The observation of these behaviors led to the
devel opment of new theories upon which those discoverieswere validated and new discoveries predicated. Sotoothe
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Figure 1. Layer upon layer of knowledge management
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computing, storage, and communications technologies available today are enabling the implementation and study of
new types of knowledge representation, sharing, communications, and interactions.

As the theoreticians among us deepen their understanding of the many diverse technologies that have a positive
impact on KM, they can experimentally apply those technologies more effectively and in innovative ways. As the
technologists among us are enriched with a solid theoretical foundation they can focus their efforts on the most
promising application areas and most difficult theoretical challenges. And our social scientists provide uswith lenses
through which we can view both theory and technology, and perhaps build the bridge between theory and praxis.
Everyone benefits from aricher more constructive research and development environment.

HOW TO USE THIS BOOK

As a Research Reference

The primary purpose of thisvolumeisto serve asaresearch referencework. To that end extensiveindexing has been
undertaken to allow the reader quick accessto primary and secondary entriesrelated to keywords and topics. The six
logical sections and the list of topics provided for each section will enable the reader to locate and delve deeply into
any given area of knowledge management from their desired perspective.



XXVii

As a Course Reference

The sheer comprehensiveness combined with the logical structure of this volume also lends itself towards use as a
reference for knowledge management courses.

Selecting two to three articles from each of the six section results in many possible study sequences for a
comprehensive introductory course in knowledge management. Alternatively, the first five logical sections of this
volumecan beusedindividually asthecurricular foundationfor coursesin: knowledge management theory, designing
KM processes, organizational KM, managing KM, and technologies for knowledge management respectively.

CONCLUSION

The need for an Encyclopedia of Knowledge Management is driven by the tremendous growth and diversity that has
becomeassociated with knowledge management. Whether treated asan emerging discipline (Jennex & Croadsell, 2005;
Schwartz, 2005), or apossibly recycled concept (Spiegler, 2000), knowledge management will continueto makeitsmark
on organizations of all formsand sizes. The need to help organizations manage their knowledge has been extolled in
nearly two decade’ sworth of management literature. Inorder totruly understand and appreciate what goesinto making
knowledge management work, we need to approach it from theoretical, procedural, social, managerial and technical
perspectives. The layered approach can help us achieve those objectives.

The process of editing this encyclopedia has been enlightening. Most enjoyable has been the interaction with the
authors, some of whom have appeared from the most unexpected of places, and others who have come forward from
established bastions of knowledge management research.

It is my sincere hope that this volume serves not only as areference to KM researchers, both novice and veteran,
but also as a resource for those coming from the hundreds of disciplines and organizations upon which knowledge
management has, should, and will have an everlasting impact.
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Anti-Foundational Knowledge Management

Tom Butler
University College Cork, Ireland

INTRODUCTION

Under the influence of Enlightenment epistemol ogical
thought, the social sciences have exhibited a distinct
tendency to prefer deterministict explanations of social
phenomena. In the sociology of knowledge, for ex-
ample, “foundational” researchers seek to arrive at ob-
jective knowledge of social phenomena through the
application of “social scientific methodolog[ies| based
on the eternal truths of human nature, purged of histori-
cal and cultural prejudices” and which also ignore the
subjective intrusions of social actors (Hekman, 1986,
p. 5). Thisarticle argues that “foundationalist” perspec-
tives heavily influence theory and praxis in knowledge
management. “ Foundationalist” thinking is particularly
evident in the posited role of IT in creating, capturing,
and diffusing knowledge in social and organisational
contexts. In order to address what many would consider
to be a deficiency in such thinking, a constructivist
“antifoundationalist” perspective is presented that con-
siders socially constructed knowledge as being simulta-
neously “situated” and “distributed” and which recog-
nizesitsrolein shaping social action within “communi-
ties-of -practice.” In ontological terms, the constructivist
“antifoundational” paradigm posits that realities are
constructed from multiple, intangible mental construc-
tions that are socially and experientially based, local
and specific in nature, and which are dependent on their
form and content on the individual persons or groups
holding the constructions (see Guba & Lincoln, 1994,
Bruner, 1990). One of the central assumptions of this
paradigm is that there exist multiple realities with dif-
ferences among them that cannot be resolved through
rational processes or increased data. Insights drawn
from this short article are addressed to academics and
practitioners in order to illustrate the considerable
difficulties inherent in representing individual knowl-
edge and of the viability of isolating, capturing, and
managing knowledge in organisational contexts with or
without the use of IT.

BACKGROUND: WHAT KNOWLEDGE
IS AND WHAT IT IS NOT?

The point of departure for the present treatise on the
concept of “knowledge” is a definition that is in good
standing within the I Sfield and which is congruent with
extant perspectives across the social sciences (e.g.,
Grant, 1996). In their book Working Knowledge, Dav-
enport and Prusak (1998) posit that:

Knowledge is a fluid mix of framed experience, values,
contextual information, and expert insight that
provides a framework for evaluating and
incorporating new experiences and information. It
originates and is applied in the minds of knowers. In
organisations, it often becomes embedded not only in
documents and repositories but also in organisational
routines, processes, practices, and norms. (p. 3)

While this definition is, on the surface, all-embrac-
ing and without contradiction it does, however, possess
certain weaknesses that can only be illustrated by a
consideration of taken-for-granted issues of ontology.
This involves a description of the relationships that
exist between the individual and his social world; that is
between the knowing social actor and the social group-
ings and contexts in which he or she participates and
exists, and in which knowledge is socially constructed.
In terms of the present analysis, this task begins with a
brief consideration of the constructivist,
“antifoundational” philosophies of Martin Heidegger
and Hans Georg Gadamer in order to sketch out the
ontological basis of knowledge. This undertaking is
particularly timely given the recent emphasis on knowl-
edge management, which is described “[as] an inte-
grated, systematic approach to identifying, managing,
and sharing all of an enterprise’s information assets,
including databases, documents, policies, and proce-
dures, as well as previously unarticulated expertise and
experience held by individual workers.”? Whereas the

Copyright © 2006, |deaGroup Inc., distributing in print or el ectronic formswithout written permission of |Gl isprohibited.



ability of organisations to identify, manage, and share,
databases, documents, and codified proceduresusing I T
is not in question, identifying, managing, and sharing
tacit knowledge using IT is questionable, as the follow-
ing treatise on knowledge illustrates.

An Anti-Foundational Perspective
on Knowledge

Inresponseto the question“What isknowledge and what
isit not?’ we argue that knowledge cannot ever become
“embedded...in documents and repositories [and] also
in organisational routines, processes, practices, and
norms.” Why? Precisely because it is impossible to
isolate and represent objectively “afluid mix of framed
experience, values, contextual information, and expert
insight.” Certainly, as Bruner (1990) points out, a social
actor’s knowledge resides not only in his head, but also
in the notes, underlined book passages, manuals, and
guides he consults, and in the computer-based data he
has access to. This is, in many respects, a shorthand
description by Bruner. Social actors use such sources
because of their inability to recall every source of data
they have interpreted and laid down in memory (see
Goleman, 1996)—hence they are considered sources
of personal information only for the actor who has
painstakingly sought out, collated, and put into context
the data contained in each personal artefact. Accord-
ingly, contextual, temporally based data makes the tran-
sition to knowledge only when an actor interprets (or
subsequently reinterprets) them in order to inform his
or her understanding of some phenomenon or other.
This is a fairly straightforward task for the individual
who has, over time, constructed a personal database of
the type described. However, others who access the
personal “notes, underlined passages, manuals, etc.”
that constitute such databases may interpret their con-
tent differently and not cometo the same understanding,
as they may not have the same pre-existing ground of
understanding and knowledge of the phenomenon in
guestion as the original author®. All thisisindicative of
the“ situated” and“ distributed” and“temporal” nature of
knowledge* (hence the origins of Hermeneutics in bib-
lical studies and philosophy): But how does it relate to
the social context and ground of knowledge?

As part of the interpretive process that characterizes
all understanding, meaning is attributed to data within
the context of the actor’s constantly evolving “lived
experience” and under thesway of a“tradition” (Gadamer,
1975). Heidegger (1976) and Gadamer (1975) illus-
trate that the “lived experience” of social actors arises
out of the web of encounters and dialogues that charac-
terizeindividual existenceor “Being-in-the-world.” The
concept of “lived experience” describes the relation-
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ship between social actors and other beings that popu-
late the tradition or culture in which they are embedded
(in a Heideggerian sense, the term “beings’ refers not
only to other humans but all social phenomena). In
delineating the constitution of “lived experience,”
Heidegger (1976) points out that social actors are
“thrown” into a“life-world” where their existence has,
from the outset, been “tuned” or “situated” to be a
specific existence with other beings, within a specific
“tradition,” and with a specific history. However, in
order to cope with their “throwness” social actors come
ready equipped with a “fore-knowledge” or, in
Gadamerian terms, a “prejudice”-laden “effective-his-
torical consciousness,” that enables them to interpret,
make sense of, and partake in their social world. “ Fore-
knowledge” is, in many ways, knowledge of the “ready-
to-hand” (Zuhanden) that constitutes an actor’'s “life
world.” Thus, the “ready-to-hand” possess a degree of
familiarity that effectively sees them dissolved into the
unreflective background of the actor’s daily existence.
If, however, something happens that resultsin a“break-
down” in understanding, social phenomena become the
object of “theoretical” reasoning and acquire the onto-
logical status of being “present-at-hand” (i.e., a
Vorhanden) until the“ breakdown” hasbeenrepaired. As
Gadamer illustrates, social actors must give recogni-
tion to the influence that “effective-historical con-
sciousness” exerts if they are to work out their “preju-
dices.”

The process of “working out” prejudices and of
repairing breakdowns in understanding is governed by
what Gadamer called the hermeneutic “circle of under-
standing.” Here, the “whole” that constitutes a phenom-
enon is apprehended by the cyclical interpretation of its
constituent “parts” asthey relate to each other and to the
“whole.” In so doing, an actor interpretsrelevant dataas
“present-at-hand” using a form of question and answer
called the dialectic (Socratic, Hegelian, and Analytic-
Reductionist—see Butler, 1998). Thus, the actor’s un-
derstanding of constituent “parts” will be consolidated,
and in so doing the horizons or perspectives of inter-
preter and interpreted will gradually fuse. Thus, in re-
pairing breakdowns, a “fusion of horizons” (of under-
standing) takes place between interpreter and inter-
preted.

The pivotal role of language in the interpretive pro-
cess of understanding hasbeen noted by Gadamer (1975).
Accordingly, Bruner (1990) argues that institutional
contexts are socially constructed through the narratives
of constituent actors. Thus, over time and through highly
complex and ill-defined social processes constituted by
a polyphonic dialectic, there evolves a shared under-
standing that constitutes a culture and tradition. In addi-
tion, it is clear from Gadamer (1975) that the authorita-
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tive impulse to conform, as indicated by the existence of
Heidegger's “das Man,” is testimony to the resilience of
ashared “world view” among actorsin institutional con-
texts and the unwillingness to accept “new” knowledge
(e.g., Leonard-Barton, 1995; Pfeffer & Sutton, 2000).
This brief ontological view of knowledge has profound
implications for those who examine the nature of knowl-
edge and itsdiffusion in institutional contexts, aswill be
seen in the following subsection.

IT AND THE SOCIAL CONSTRUCTION
OF KNOWLEDGE

If the key to understanding social action liesin explicat-
ing the influence of shared “weltanschauungen,” “lived
experience,” and “tradition,” as socially embedded insti-
tutional knowledge, then therepresentation of such knowl-
edge must be the goal of all who propose to manage it.
However, the impossibility of this task is underlined by
Dreyfus (1998), who cites Husserl's exasperation at
trying to give adetailed account of the experience of the
everyday lives of social actors. Husserl (1960) termed
social actors’ representationsof their experiential knowl-
edge the noema. However, after devoting hislife’'s work
toitsdelineation, he concluded in the face of thenoema’s
“huge concreteness” that the “tremendous complica-
tion” in its representation made it an impossible task
(Husserl, 1969, p. 244 and p. 246). Significantly, Minsky
(1981) commented on the enormity of attempting to
represent commonsense experiential knowledge using
computer-based systems. This point is underscored by
Bruner (1990) who argues that:

Information processing cannot deal with anything
beyond well-defined and arbitrary entries that can enter
into specific relationships that are strictly governed by
a program of elementary operations. (p. 5)

Thus, in Bruner's Acts of Meaning, the message is
clear: The experiential knowledge and skills of social
actors cannot readily, if ever, be embedded in IT (see
Boland, 1987). However, thisisnot surprising as Dreyfus
(1998) notes that philosophers from Socrates to Husserl
have wrestled with the problem of knowledge represen-
tation without much success. Nevertheless, additional
arguments are now adduced to convince the skeptical.

The socially constructed nature of knowledge is de-
scribed by Berger and Luckmann (1967) who posit that:

The primary knowledge about institutional order is
knowledge on the pretheoretical level. It is the sum
total of ‘what everyone knows about a social world,
an assemblage of maxims, morals, proverbial nuggets

of wisdom, values and beliefs, myths, and so forth,
the theoretical integration of which requires
considerable intellectual fortitude in itself, as the
long line of heroic integrators from Homer to the
latest sociological system-builders testify. (p. 65)

Thispoint isindicative of the nature of institutional
and organisational reality. For example, it indicates
why there exists a high degree of rigidity in and immu-
tability of the social stock of knowledge, especially if
beliefs are strongly held, or of areligious nature®. This
is why “das Man” exerts such a strong influence in
fostering resistance to the acceptance of new knowl-
edge and understanding and why those who articulate it
often receive the opprobrium of “true believers.”

Berger and Luckmann’sinsights also are congruent
with the perspectives of Heidegger and Gadamer ar-
ticulated previously. Hence, pretheoretical knowledge,
as the articulated (present-at-hand) and unarticulated
(ready-to-hand) components of Aristotelian phronesis
(experiential “self-knowledge’) and techne (“skills-
based” knowledge), plays aformativerolein establish-
ing canonical modes of behaviour (habitualised social
action or organisational routines, if youwill) and in the
transmission of social behaviours among actor net-
works (Gadamer, 1975; Dunne, 1993). To underscore
thepointsmadehere, Dreyfus(1998) turnsto Heidegger
to argue that “the everyday context which forms the
background of communications is not a belief system
or a set of rules or principles...but is rather a set of
social skills, akind of know-how, any aspect of which
makes sense only on the rest of the shared social
background” (p. 285). What then of the IS researchers
and practitioners who assume that it is possible to
describe and codify social contexts as objective facts
and who therefore consider unproblematic the transfer
of knowledge in organisations? Dreyfus (ibid.) again
draws on Heidegger to reject the notion that “ the shared
world presupposed in communication could be repre-
sented as an explicit and formalized set of facts” (p.
283). All thisimplies that social knowledge cannot be
objectified and exist outside the “heads” of knowers
(or the social relationships in which knowledge is
constructed and maintained); furthermore, it renders
fruitless any attempt to codify it objectively. It also
casts doubt on those who speak authoritatively about
knowledge transfer mechanisms and who ignore the
social contexts that gives rise to such knowledge.

The Aristotelian Perspective on
Knowledge

In Book 6 of Nicomachean Ethics, Aristotle focuses
on practical and technical reason—phronesis and
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techne. The importance and relevance of this work to
any treatment of knowledge is underscored by Dunne
(1993). Hence, an understanding of phronesisand techne
is essential to the present project as it brings into sharp
focusthesituated nature of individual knowledgeand, as
Gadamer (1975) illustrates, adds to the ontological
description already offered. To begin, it must be noted
that in reading the Ethics in the context of the Meta-
physics one is led to conclude that both phronesis and
techne are, ultimately, forms of practical knowledge.
However, in the Ethics Aristotle distinguishes between
praxis and poiesis. The conduct of social affairsin a
thoughtful and competent manner Aristotle refers to as
praxis. Thisinvolves the application of phronesis, that
is, a social actor’s experientially based “self-knowl-
edge.” Poiesis, on the other hand, Aristotle involves the
activities of “making” or “production.” Here techne is
the kind of knowledge possessed by the expert crafts-
men and involves the understanding and application of
the principles governing the production of social phe-
nomena—~hoth tangible and intangible. It isimportant to
note that Dunne (1993) in his extensive treatment of the
topic interprets phronesis as being practical knowledge
and techne as being skills-based knowledge. However,
he (ibid.) states, inregard to poiesisand praxis, that: “ To
thesetwo specifically different modes of activity, techne
and phronesis correspond, respectively, as two rational
powers which give us two quite distinct modes of prac-
tical knowledge” (p. 244). Thus, a social actor’s “self-
knowledge” or “practical wisdom” (phronesis) is a syn-
thesis of his temporal experience of social phenomena
with an ability to perform practical actionsin relation to
such phenomena. According to Gadamer’s (1975) inter-
pretation of Aristotle’s phronesis, experiential or “self-
knowledge” cannot be learned or forgotten; it is ethical
and moral in character and, as such, it is the supreme
influenceon anindividual’ sactions. It isclear that skill-
based knowledge (techne) and theoretical knowledge
(as theoria, sophia, or episteme) are informed by the
“self-knowledge” (phronesis) of relevant social actors.
In so doing, self-knowledge embraces, as Gadamer indi-
cates, both the means and ends of social action. Because
of its unique constitution, self-knowledge does not
often lend itself to linguistic expression. The same
could be said of techne, which provides the expert or
craftsman with an understanding of the why and the
wherefore, the how, and with-what of the production
process. Thus, techne, in providing a rational plan of
action, also embraces both the means and ends of pro-
duction activities.
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FUTURE TRENDS: IMPLICATIONS OF
PHRONESIS AND TECHNE FOR
KNOWLEDGE MANAGEMENT

This article argues that an understanding of phronesis
and techne as the two primordial components of indi-
vidual practical knowledge is vital for researchers and
practitioners who involved in creating knowledge man-
agement systems (KMS), yet studies on information
systems development and the field of knowledge man-
agement pay scant attention to the ontological ground of
knowledge. Consider the assertion by Checkland and
Holwell (1998) that “the core concern of the ISfield [is]
the orderly provision of data and information within an
organisational using IT” (p. 39)—clearly this involves
the development of IS and their use.

So what of the posited role for I T in the management
of knowledge? Can phronesis and techne be embedded
in IT? And can such systems account for all contingen-
ciesintheir application? AsOrr (1990) illustrated in his
study of photocopier repair technicians, the attempted
codification of a fairly well defined techne proved a
failure; here phronesis proved the more influential of
thetwo typesof individual knowledge. Why? Because of
the contextual nature of the Heideggerian breakdowns
encountered and the experiential knowledge of the re-
pairmen, some of whichwasvicariously acquired through
the Brunerian narratives they engaged in while con-
structing their “community of knowing.” How then can
IT capture adequately the experiential and interpretive
nature of the phronesis required for this type of prob-
lem-solving? As Dreyfus (1998) concludes, the answer
to this question is “It cannot.”

Consider also the I T-enabled techne of processing a
business transaction. It is evident that the experiential
knowledge of the business person managing the transac-
tion plays a major role in dictating the questions posed
and details taken in efficiently executing a transaction,
irrespective of the routines and activities embedded in
an 1T-based business information system. Why? Be-
cause information systems are “closed” in the sense that
they cannot ever capture all aspects of a business prob-
lem domain. In different spheres of organizational ac-
tivity, the datarequired to resolve abreakdown might be
of amore comprehensive nature (e.g., areport or narra-
tive aimed at informing task-based problem-solving)
while targeting a problem-solving techne. In this sce-
nario, the context-dependent experiential knowledge of
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both the author and the recipient(s) will be of special
import and will depend on the actors' unarticulated,
shared social background. If, for example, the author
and recipient belong to a particular socially constructed
“community-of-practice” (Brown & Duguid, 1991), then
each will participate in a shared tradition with similar
phronetic and technic backgrounds. However, even with
this shared background, Boland and Tenkasi (1995)
indicate that the support available from conventional
systems will be limited to well-defined user needs.
Echoing Boland and Tenkasi (1995), McDermott (1999)
argues that the important “technical challenge is to
design human and information systems that not only
make information available, but help community mem-
bers think together” (p. 116); However, McDermott
(1999) cautions that “[t]he great trap in knowledge
management is using information management tools
and concepts to design knowledge management sys-
tems” (p. 104).

Given all that has been said here, it is doubtful that
the futuristic “electronic communication forums” sug-
gested by Boland and Tenkasi (1995) will be anymore
successful than their data processing predecessors in
supporting knowledge transfer and management within
“communities of knowing,” despite shared phronetic
and technic backgrounds. Echoing Dunne (1993), prac-
tical knowledge (as phronesis and techne) is a fruit that
can grow on the fertile soil of individual experience;
however, experience of theworld occurs within aweb of
social relationships, and individual knowledge develops
within the historical context of a tradition under the
influence of significant others. But what are the impli-
cations in this for the IS field?

Consider, for example, that extant perspectiveson I T
capabilities chiefly operate from resource-based view
of the firm®, which, with certain exceptions, is chiefly
positivist in its orientation and focuses on the outcomes
of the application of capabilities rather than the process
by which they comeinto being (Butler & Murphy, 1999;
cf. Wade & Hulland, 2004). It is clear from the litera-
ture that the resultant applications of this theory of the
firm are not sensitive to the type of ontological issues
described herein and, accordingly, fail to capture the
social and historical nature of knowledge in institu-
tional contexts. On this point, future studies on the
development and application of IT capabilities should,
we believe, take an interpretive stance and focus on how
phronesis and techne are devel oped and applied in insti-
tutional contexts and not just on outcomes of their
application.

CONCLUSION

Thisarticlejoins callswithin the IS field for areassess-
ment of its position on the important topic of knowledge
(see Galliers & Newell, 2001). True, the fundamental
ideas presented herein are not new, but the manner of
their presentation and argument is. In any event, given
the recent feeding frenzy on the topic of knowledge and
the unquestioning acceptance of the nostrums proposed
by some of those championing the cause, a timely
injection of commonsense is called for. To recap, this
article’s main argument is that knowledge of social
phenomena, which is enmeshed in a web of social rela-
tionships and contexts, defies objectification and can-
not be comprehensively and unambiguously represented
due to the uncertainty that arises from interpretations
that are informed by divergent “worldviews” and differ-
ent “horizons of understanding.” Institutional knowl-
edge does not therefore exist as an objective phenom-
enon outside of the heads of the knowers and their
“communities-of -practice,” where it exists primarily in
the intersubjective understandings of social actors.
Having illustrated why knowledge cannot be repre-
sented objectively, aquestionisraised asto the status of
information. Following a constructivist logic, Introna
(1997) points out that information is “hermeneutic
understanding” and is acquired through an interpretive
process by an “already-knowing” individual. Hence, if
information also is abstract and ambiguous in its depic-
tion, data is all that can be represented, stored, trans-
ferred, and manipulated by I T. It must be emphasi zed that
the primary mode of informing is the narrative: Narra-
tives serve to define the canonical, and help construct
and maintain institutionalised patterns of behaviour.
Nevertheless, narratives, written or oral, consist of
data, not knowledge or information—hence, the need
for dialogue and dialectic. Therefore, if information
technology is to be utilized to give voice to organiza-
tional narratives, then it must be recognized that it will
be aconduit for dataonly. And, because gapsin compre-
hension will always exist, no matter how sophisticated
the technology and its power of representation, | T must
enable a dialectic to take place between social actors
and the phenomenathey wish to understand. Thesepoints
are reflected in the capabilities of the latest generation
of Internet/Intranet-enabled knowledge management
tools’. Although the vendors of such products argue that
they are capturing the knowledge of customers, em-
ployees, and domain experts, the inputs to and outputs
from such applications tend to be well-defined and




constitute significant abstractions from the phronesis
and techne of social actors (again in the form of data).
Hence, considerableinterpretationisrequired, and while
knowledge base inference engines are limited in this
respect (Butler, 2003), human beings are well adapted
to this process, even though their interpretations of
phenomena rarely concur with those of other actors,
except in situations where the data in question is well
delimited. That such systems are of limited value in
helping social actors communicate and repair the break-
downs they encounter is not at issue; they do not,
however, help social actors manage knowledge in
organisations.
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KEY TERMS

Das Man: According to Gadamer (1975), “Tradi-
tion” influences a social actor’s attitudes and behaviour
through authority; such authority istransmitted through
time and history via cultural mechanisms. Heidegger
(1976) argues that it is the quiet authority of “das Man”
(roughly translated as“the they” or “the anyone”) which
provides reassurance in the face of existential turbu-
lence.

Effective-Historical Consciousness: In order to
deal with the problems caused by prejudice and the
authority of tradition, Gadamer argues that a“ historical
consciousness” is vital if misunderstood prejudices are
to be understood for what they are. Prejudices need to
beisolated; that is, their validity needsto be suspended.
This, Gadamer (1975) argues, is to be accomplished
through the structure of a question: “The essence of the
guestion is the opening up, and keeping open, of possi-
bilities” (p. 266). It is here that the dialectic comes into
play. However, another concept, that of “effective-his-
torical consciousness,” requires attention. Basically,

effective-historical consciousness is the
acknowledgement of the fact that the effect of histori-
cal events through “lived experience” influences our
interpretation, and hence understanding, of phenomena.
The experience of effective-historical understanding is
achieved when, in questioning phenomena that are
“present-at-hand,” one opens oneself up to tradition and
to what the phenomenon hasto say, in order to allow its
meaning to become evident.

Fusion of Horizons: A “horizon,” for Gadamer
(1975), is simply “the range of vision that includes
everything that can be seen from a particular vantage
point” (p. 269). Horizons have definite boundaries, and
although definable, they are not static. It isthe existence
of “historical consciousness” which keeps the horizon
in motion; “Tradition,” as the horizon of the past, is
constantly in motion with the advance of time. In the
“working out” of prejudices—that is, ininterpreting and
endeavouring to understand some social phenomenon—
two horizons are fused: The “fusion of horizons” is
therefore the culmination of the act of understanding
between interpreter and interpreted, between researcher
and researched.

“Ready-to-Hand” vs. “Present-at-Hand”: In the
everyday nature of a social actor’s existence, the phe-
nomena that constitute his or her “life-world” are
(Zuhanden) and, as such, are not the object of reflection;
the reason for this is that they possess a degree of
familiarity that effectively sees them dissolved into an
actor’s daily existence. From an actor’'s perspective,
such phenomena appear to be perfectly understood, not
requiring interpretation as to their ontological status. If,
however, an event occursthat constitutesabreakdownin
understanding, and that challenges the actor’s concep-
tion of the phenomenon by putting itin adifferent light,
or, indeed, uncoversits ontological status as a phenom-
enon for the first time, then it will require interpretation
so that it may be comprehended. As a consequence of
such breakdowns, a phenomenon thus becomes the ob-
ject of “theoretical” reasoning and acquires the onto-
logical status of being “present-at-hand” (i.e., a
Vorhanden).

Reductionist/Analytical Dialectic: In subjecting
social phenomena to a structural analysis, Ricoeur
(1981) argues that “we proceed from naive interpreta-
tions to critical interpretations, from surface interpre-
tations to depth interpretations” (p. 220). In probing
beneath the surface of social phenomena, a reduction-
ist/analytical dialectic is employed; this involves the
Aristotelian method of divisionor repeated | ogical analy-
sis of genera into species or, in hermeneutic terms, of
deconstructing the “whole” into its component “parts.”




Itisthrough theidentification and analysis of these parts
and their reconstitution into the “whole” that the struc-
tural model of the reductionist/analytic dialectic pro-
ceeds. In the social sciences, this approach allows phe-
nomenato be explainedin structural terms such that they
may be understood.

TheHegelian Dialectic: TheHegeliandialecticcomes
into play when a particular interpretation or thesis is
worked out with acompeting interpretation or antithesis
SO as to arrive at a newer, fuller, and more informed
interpretation or understanding—the Hegelian synthesis
or Gadamarian“fusion of horizons” results. TheHegelian
dialectic involves an interpretive synthesis of expecta-
tion or “pre-understanding” with “objective’ observa-
tions in order to make sense of a phenomenon and thus
attain an understanding of it.

TheHermeneutic“ Circle of Understanding”: Un-
derstanding hasacircular structure. Gadamer (1975) points
out that the whole that is a phenomenon is comprised of
the “parts” or “details” that constitute it; there is, as
Gadamer illustrates, aformal relationship between these
parts (component phenomena), the whol e (as constituted
by its component phenomena), and what he terms the
“subjectivereflex” that an actor adoptstoward aphenom-
enon—that is, the intuitive anticipation of the “whole’
and itssubsequent articulationinthe parts. Gadamer goes
on to stressthat the means of apprehending thisrelation-
ship possesses a circular structure—the hermeneutic
“circle of understanding.” However, the understanding
attained in working out this relationship, in negotiating
the“circle,” isnotinany way perfect; rather, atemporally
based understandingisrealized—the so-called “ fusion of
horizons.” Commencingwith one’ s* pre-understanding”
or prejudice, the interpretation of a phenomenon (the
hermeneutic “whole”) begins by the examination of its
component phenomena (the parts). However, understand-
ing the component phenomenacan only beginwhentheir
relationships to the whole have been determined—the
determination of these contextual relationshipsisitself
guided by an expectation of meaning arising from the
preceding context (i.e., derived from one’s “ Tradition” -
influenced “prejudice”). Cycling through the “circle of
understanding” continues until the breakdown is re-
paired and the phenomenon achievesthe statusof “ready-
to-hand.” It must be noted that because new questions
might arise or “facts” emerge over time, further move-
ments through the circle are necessary.

The Socratic Dialectic: Gadamer (1975) arguesthat
the “logical structure of openness’ isto be found in the
model of the Platonic dialogueor, to be moreaccurate, in
the Socratic dialectic of question and answer. In order to
effect a“fusion of horizons” between the horizon of the
interpreter and the object of hisinterpretation, adialogue
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takes place between the individual and the phenomenon
of interest. However, theinterpreter must be aware of his
or her prejudicesand recognisethat thisknowledgeisnot
absolute but incomplete—he or she must be“ open” tothe
phenomenon.

Traditionand Preudice: Gadamer (1975) significantly
broadens the concept of Heideggerian “ pre-understand-
ing” and “historicality” by introducing the concept of
“Tradition” ; Gadamer, for example, illustratesthat “ Tradi-
tion” shapesan actor’ spre-understanding, or as Gadamer
putsit, his or her prejudices. Here, the concept of “lived
experience” (Erlebnis) describestherel ationship between
actors and the tradition in which they are embedded; as
such, it providesthe contextsfor their understanding and
contributes to the formation of their prejudices. For
Gadamer (ibid.) “aprejudiceisaprovisional legal verdict
beforethefinal verdictisreached” (p. 240). A “prejudice”
may be true or false, accurate or inaccurate—hence, we
might say that there exists legitimate and illegitimate,
visibleandinvisibleprejudice. But, aswiththe“working
out” of Heideggerian “ pre-understanding,” “critical rea-
soning” isrequired to distinguish between legitimateand
illegitimateprejudice.

ENDNOTES

! The Enlightenment is generally characterized by
Rationalism, Empiricism, Determinism, and an
emphasis on logic (for a basic overview see http:/
www.philosopher.org.uk/enl.htm). Tarnas (1991)
highlights the influence of deterministic thinking
and argues man’s “belief in his own rational and
volitional freedom” was attenuated by the “prin-
ciples of determinism—Cartesian, Newtonian,
Darwinian, Marxist, Freudian, behaviorist, genetic,
neurophysiological, [and] sociobiological” (p.
332).

2 Army Knowledge Online—An Intelligent Approach
to Mission Success, U.S. Department of the Army,
Washington, D.C., 1999.

3 The author has some considerable experience in
thisareain his former capacity as a telecommuni-
cations engineer and member of a tightly knit
“community-of-practice” inwhich knowledge shar-
ing was critical to the community’ s organisational
function.

4 Antifoundationalists recognise that knowledge is
socially constructed and therefore distributed
among social actorsin“communities-of-practice.”

5 Remember the neo-Platoni ¢ definition of knowledge
as'justifiedtruebelief’ and Nonakaand Takeuchi’s
(1995) argument that “knowledge, unlikeinforma-
tion, isabout beliefsand commitment” (p. 58).
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6 The resource-based view considers knowledge as
an intangible firm specific asset (see Teece, 2001;
Conway & Sligar, 2002).

7 ServiceWare Inc.’s Enterprise, Microsoft’'s
Sharepoint, PricewaterhouseCoopers' Knowledge
Direct, and KnowledgeCurve tools and KM tools
found in Siemens Learning Valley are examples of
KM technologies.
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Aristotelian View of Knowledge Management

David G. Schwartz
Bar-llan University, Israel

INTRODUCTION

Defining and understanding knowledge is arather broad
and open-ended pursuit. We can narrow it considerably
by stating that we are interested in defining and under-
standing knowledge asit pertainsto knowledge manage-
ment (KM) rather than tackling the entire realm of
epistemology. This article takes the theory of knowl-
edge espoused by Aristotle and viewsit through the lens
of knowledge management.

The writings of Aristotle have proven to be fertile
ground for uncovering the foundations of knowledge
management. Snowden (2006) pointsto Aristotle’ sthree
types of rhetorical proof as a basis for incorporating
narrative in knowledge management. Buchholz (2006)
traces the roots of ontological philosophy forming the
basis of current KM ontology efforts back to Aristotle’s
work. Butler (2006), in hisantifoundational perspectiveon
KM, following Dunne (1993), argues that Aristotle’s
phronésisand téchnéneed to beat the core of knowledge-
management efforts, and while they cannot be directly
applied to IT applications, they must be among the ele-
ments upon which knowledge management is based.

Itisinstructiveto seek theoretical foundationsfor our
treatment of knowledge in organizational settings and
knowledge-management systems. By doing so we in-
creasethelikelihood that our solutions are complete and
that we have considered all relevant forms of knowledge
that we may desire to manage. Rather than start with
modern differentiators of knowledge such as tacit vs.
explicit (Nonaka& Takeuchi, 1995), descriptivevs. proce-
dural (Holsapple& Winston, 1996), local vs. global (Novins
& Armstrong, 1997), and declarative vs. procedural
(Minsky, 1975), wewill takeastep back tofirst principles.

Aristotle (n.d.), in his Nicomachean Ethics, presents
five virtues of thought that can be mapped to levels of
knowledge.

. Epistémé: Factual or scientific knowledge

. Téchné: Skills-based technical and action-ori-
ented knowledge

. Phrénésis: Experiential self-knowledge or prac-
tical wisdom based on experience

. Nods: Intuition

. Sophia: Theoretical knowledge of universal truths
or first principles

Other learned traditions and cultures give us similar
and related elements, such as the Talmudic philosophi-
cal tradition (Luzzatto, 1988; Maimonides, 1966) and
Eastern religion and philosophy (Gier, 2004).

As a starting point, we are concerned with the pro-
cesses shown in the first ring of Figure 1.

1. Knowledge that can be acquired in an organiza-
tional setting
a creation
b. discovery
c. gathering
d. validation
2. Knowledgethat can be organized, categorized, and
stored
a. modeling
b. classification
c. calibration
d. integration
3. Knowledge that can be distributed to some point
of action
a sharing
b. reuse
C. maintenance
d. dissemination

Without the abilities to acquire, represent, store,
retrieve, and apply knowledge in a way that positively
affects the operation of our organizations, we are not
engaging in knowledge management. Conversely, any
form of knowledge to which the af orementioned cannot
be applied, while of theoretical importance and interest,
cannot be managed. True, as argued by Butler (2003,
2006), the knowledge foundations defined by Aristotle
might not be transparently converted into I T-based sys-
tems, but that should not prevent us from designing our
KM systems and processes to support those knowledge
foundations to the greatest extent possible.

Consider the view presented in Figure 1 giving a
holistic view of knowledge management and its founda-
tions. The central core of philosophies (the middle)
must inform our choice of practical knowledge-man-
agement processes (thefirst ring). These processes must
be implemented and adapted to address managerial, so-
cial, and organizational needs (the second ring). Finally,

Copyright © 2006, |deaGroup Inc., distributing in print or el ectronic formswithout written permission of |Gl isprohibited.
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Figure 1. Layer upon layer of knowledge management
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the implementation of KM processesto meet our organi-
zational needs must be supported by and implemented
through a set of relevant information technologies (the
outer ring).

But how do we get from the central core to the first
ring? In this article we will examine the definition and
understanding of knowledge as a meeting between the
Aristotelian classification and the requirements of prac-
tical knowledge-management processes.

BACKGROUND

The KM-process ring of Figure 1 shows the three bases
of acquisition, organization, and distribution (Schwartz,
Divitini, & Brasethvik, 2000), and it is but one of many
viable characterizations of process-oriented knowledge
management. It represents an emphasis on praxis, taking
as a starting point the question, What do we need to do
withknowledgeinorder to makeit viablefor an organiza-
tion to use, reuse, and manage it as a tangible resource,
and apply it toward specific actions?
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By taking thisperspective, weavoidto acertain extent
theknowledge-information-data (K1D) debateregarding
the granularity of knowledge. We argue that the distinc-
tion between data, information, and knowledge can be
conveniently ignored: not treated asirrel evant for aphilo-
sophical debate, mind-body discussion, or a metalevel,
object-level analysis, but not essential to thefundamental
mission of knowledge management.

Arguing that information technologies process data
and not information or knowledge, Galliers and Newell
(2003) seek to refocus the KM-IT effort on the better
management of data. They suggest that since an IT sys-
tem cannot deal with the fundamental elements of truth
and knowledge, it can be counterproductiveto create I T-
centric knowledge-management initiatives. Holsapple
(2002) provides an excellent introduction to different
aspects of knowledge and its attributes, including per-
spectives based on representational issues, knowledge
states, production, and the KID debate as well.

Knowledge management, however, does not need to
get bogged down inthe KID debate. What it doesneed is
to becomeknowledge centric. Becoming knowledge cen-
tric does not necessitate a resolution to the KID debate.

1"




Rather, it meansthat the field of knowledge management
could benefit from taking cues from its philosophical
lineage—the theories of knowledge—and not only from
the praxisthat has driven KM over the past two decades.
The heavily practice-oriented roots of organizational
knowledgemanagement (Davenport & Prusak, 1998; Senge,
1990) havelargely devel oped independent of any relation-
ship to a theory of knowledge. The necessary KM pro-
cesses have not evolved from any declared need to find an
applied outlet for theories of knowledge. Whilethat in no
way invalidates KM processes or practice, it does leave
open avery broad question asto how knowledge manage-
ment relates to its epistemol ogical roots.

Aydede’s (1998) analysis of different possible inter-
pretations of Aristotle’s epistémé and nols provides
some intellectual breathing room to shape our own inter-
pretation of those concepts in directions most amenable
to knowledge management.

Hanley (1998) helps provide insights into the appli-
cability of Aristotle to knowledge management by pre-
senting the work of Heidegger, who takes the basic
Aristotelian approach to knowledge and presentsit from
an applied pragmatic view. WhileHanley’ swork doesnot
explicitly consider the discipline of knowledge manage-
ment, the perspectives drawn from Heidegger's inter-
pretation of Aristotle will appear familiar to knowledge-
management researchers.

L et usbegin by examining each level of knowledge as
envisioned by Aristotle, and see how each relates to
certain elements of knowledge management.

AN ARISTOTELIAN VIEW OF
MANAGING ORGANIZATIONAL
KNOWLEDGE

The Aristotelian virtues are not hierarchical in nature.
They are presented as discrete forms of knowledge in-
tended to cover all possible acts of knowing.

Epistémé: Factual or Scientific
Knowledge

Epistémémay bethemost controversial element of knowl-
edge for knowledge management. It is pure knowledge,
such as that of mathematics or logic. Attempting to pin
down epistéméis the essence of the knowledge-informa-
tion-data debate that we discussed, and chose to dismiss,
earlier. Asscientificknowledge, epistéméismost rel evant
toour pursuit, and it encompasses knowledge of causeand
effect, and deduction (Parry, 2003). A stated goal of infor-
mation technology isto represent thosefactsand rel ation-
shipsknown asepistéméindigital form, and leveragethat
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representation in different applications as declarative
knowledge. In addition, data-mining techniques seek to
help identify epistéméthat isburied within an organiza-
tionand bringittothesurface. Inparallel, I T seekstodo
the same for procedural knowledge, which maps very
well to Aristotle’ s téchné.

Téchné: Skills-Based Technical and
Action-Oriented Knowledge

Téchné deals with things that change rather than the
constant relationships found in epistémé. Harnessing
téchnéis at once one of the most challenging and most
fruitful of knowledge-management pursuits. To begin
with, an organization is the primary place where one
would find the bearer of téchné relevant to that organi-
zation, and it is precisely that knowledge that we seek
to encapsulate and reuse. Téchné reflects the dynamic
nature of knowledge. Furthermore, and perhaps most
difficult in practice, it is the téchné that artificial
intelligence and decision-support systems seek to auto-
mate. So, from that perspective, Aristotlehasgivenusa
clearly defined and delimited type of knowledgethat can
be addressed by information technologies.

Phronésis: Experiential
Self-Knowledge or Practical
Wisdom Based on Experience

Phrénésisispractical knowledgedealing with actionand
getting things done. In Aristotle’s view, phrénésis is
acquired through hands-on training and experiencing
the actions being learned. From alearning-through-ac-
tion perspective, phronésis differsfrom téchnéin terms
of the way each type of knowledge can be shared. The
Aristotelian view would be that téchné can be taught
from practitioner to student, whereasphrénésiscanonly
be shared through actual mutual experience. Interms of
the value of knowledge, Sveiby’s (1997) focus on the
knowledge-action value chain can find relevant rootsin
phrénésis. Intermsof knowledge management, phronésis
leads us in the direction of simulation, rich media, e-
learning, and other formsof theexperiential presentation
of knowledge or immersion in avirtual environment in
whichtheexperienceyielding phronésiscan beachieved.

Nods: Intuition

NodGs is perhaps the least understood of all elements
necessary for knowledge management. Nods not only
embodies the intuitive side of knowledge, it also sub-
sumesalarge part of what wehavecometorefer toastacit
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knowledge (although clearly there can betacit knowledge
of téchnéand phrénésis). Nolsisnot restricted to knowl -
edge of first principles, but is viewed by Aristotle as a
manner inwhich onecan becomeaware of first principles.
Observing therel ationship between nolisand tacit knowl -
edge, we notethat there are two fundamental approaches
to dealing with tacit knowledge in knowledge manage-
ment. The first approach is to attempt to externalize the
tacit knowledge through interventions and representa-
tion methodsin order to create explicit knowledge. This,
in essence, is attempting to transform the noQs into the
epistémé. The second approach is to recognize that the
tacit will and should remain tacit, but that the goal of
knowledge management is to enable the organization to
identify and reach the owner of thetacit—thebearer of the
nols—in an efficient and effective manner. Thisleadsus
to employ information technol ogies to support organiza-
tional communications, forums, communities, relation-
ship networks, and the abundance of Internet-enabled
interactions that have developed over the past decade.

Another interpretation of nolsisthat it emergesfrom
our familiarity with phrénésisand téchné. In other words,
by nurturing our support for phrénésis and téchné, we
strengthen our ability to exhibit nols. Butler (personal
communication, 2005), based on Bruner’s observation
(1962, p. 18) that “the act that produces effective
surprise...[is] the hallmark of the creative enterprise,”
suggests that nols can come about as a result of the
processes in which phrénésis and téchné are applied to
repairing breakdowns (and to a certain extent epistémé
aswell). Inother words, what we know and how weintuit
nols comes about in part from our reflections on téchné
and phrénésis. Therefore, it would appear that support
for the nols within knowledge management may in fact
be derived from our treatment of these two contributing
types of knowledge.

Sophia: Theoretical Knowledge of
Universal Truths or First Principles

We argue that sophia, representing the universal and
necessary characteristics of knowledge, has little place
in understanding knowledge specific to organizational
knowledge management. While universal and necessary
truths are surely important to any analysis and treatment
of knowledge, they are firmly in the domain of the
philosophical and theoretical. Scientific discovery
(which we may wish to manage postdiscovery), argu-
mentation, and proof of theorems are all in the realm of
the sophia, but still not within the knowledge-manage-
ment mandate.

DISCUSSION

The first step in bridging the gap between Aristotle’s
theory of knowledge and knowledge management is to
envision how each Aristotelian virtue can be addressed
in each phase of knowledge management. Table 1 illus-
trates.

We can see that the acquisition, organization, and
distribution process demands of knowledge management
will differ for each of Aristotle’ stypesof knowledge. By
understanding this categorization of knowledge, we can
achieve greater clarity of thought in our attempts to
devel op knowledge-management processes for applica-
tion in organizational settings.

Finally, we can take the analysis one step further by
considering which of the 12 specified processes of
knowledge management can be reasonably performed
on each type of knowledge, as shown in Table 2.

Consider the noQs, for example. We would argue that
while nods cannot be acquired by an IT-based KM sys-
tem, it canin fact be discovered, modeled, and classified
through the use of social network-mapping tools. True,
from a philosophical purist perspective, the noQs itself
will alwaysremainwithinitsbearer; however, thesharing
and dissemination of knowledge within an organization
considersboth knowledge and metaknowledge. Having a
digital representation of where nols can be found and
how it might be applied is asimportant for some aspects
of knowledge management as building alessons-learned
database is for others. Thus, the values for nods shown
in Table 2 relate to a metalevel reference to the noQs.

Knowledge of the types téchné and phronésis, while
they cannot be created through KM processes, can
indeed be discovered, gathered for storage by represen-
tational systems, organized, and distributed. While
phrénésis and téchné may be the core constituents of
practical knowledge (Butler & Murphy, 2006), we can
enhance nods within the organization by increasing ac-
cessibility to téchné and phrénésis, leveraging the rela-
tionship between these different types of knowledge
discussed earlier. Here there would seem to be an impor-
tant role to be played by metaknowledge describing the
téchné and phrénésis within the organization to create
some form of organizational noGs, which may effectuate
tosomedegreeHeidegger’ shermeneutical circle(Sampaio,
1998) or Gadamer’ s(1975) circleof understanding.

With epistéméwe can go astep further and utilizedata
mining, text mining, neural networks, information resource
discovery, and other advanced pattern-recognition tech-
nologies to create new knowledge based on the patterns
of data that exist within our extensive organizational
information systems.
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Table 1. Mapping Aristotle’s knowledge virtues to knowledge management stages

Acquisition Organization Distribution

Epistémé By gathering facts and Knowledge bases, Enabled and enhanced by
relationships known about the | databases, data information technologies and
organizational knowledge warehouses, documents, computer-mediated
domain and its human and diagrams communications
participants

Téchné Through interaction, Extensive cross- Potentially replicated and
interviews, and discussions referencing of skillsand implemented through
with practitioners who have activities across the information technologies,
exhibited acquired téchné organization artificial intelligence, and

decision-support systems.

Phrénésis By recording lessons learned Case books, project Stored, replicated, and delivered
and case studiesin the retrospectives, and through rich media-based
ongoing organizational narratives computer technologies
experience

Nods By determining pathsto those | Social networks guided The network through which noQs
people who have exhibited by metaknowledge is uncovered is enabled by
relevant noQs within the describing participants computer-mediated
organization By increasing and their capabilities communications, forums, and
support for phrénésis and online communities.
téchné

Sophia Not agoal of knowledge Not agoal of knowledge | Not agoa of knowledge
management management management

FUTURE DIRECTIONS

For knowledge management to advance, it must continue
to exploredifferent theories of knowledge and how those
theories will affect both the representation and use of
knowledgein organizations.

Viewing knowledge as something that we want to
manage forces us to narrow down the realm of episte-
mol ogy to something we can handlein an applied manner.
The analysis shown in this article can also be fruitfully
applied to other philosophies of knowledge that differ
fromtheAristotelian view.

The choice of processes presented in Table 2isby no
means definitive: There are many KM frameworks and
models proposing equally attractive alternative sets of
processes. However, weshould seek the broadest possible
matching or coverage between our proposed KM pro-
cessesand the coreknowledgevirtues. Subjectingamodel
of KM processesto someform of “Aristotletest” can help
us evaluate the completeness of that model.

Table 2. Mapping Aristotle’s knowledge virtues to KM processes

Process Nols | Epistémé | Téchné | Phrénéss | Sophia
Acquisition
creation no yes no no n/a
discovery [ yes yes yes yes n/a
gathering no yes yes yes n/a
validation no yes yes yes n/a
Organization
modeling | yes yes yes yes n/a
classification | yes yes yes yes n/a
calibration | yes yes yes yes n/a
integration | yes yes yes yes n/a
Distribution
sharing [ yes yes yes yes n/a
reuse | no yes yes yes n/a
maintenance no yes yes yes n/a
dissemination | yes yes yes yes n/a
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CONCLUSION

Understanding and defining knowledge can lead usto an
open-ended philosophical debate, or it can lead us to a
pragmatic characterization aimed at enabling the orga-
nizational goals of knowledge management. By choos-
ing the latter, we are able to focus on those elements of
knowledge that truly make a difference in practice: in
this case, a mapping of the Aristotelian view to manag-
ing knowledge in organizations.

Knowledge can be debated at an epistemol ogical and
theological level as seen from Aristotle down to
Heidegger and beyond. It can be debated at animplemen-
tation and representational level as seen in the ongoing
knowledge-information-data discussions. We need to
understand and appreciate both debates if we are to
engage in the management of knowledge, but we should
not let the lack of resolution in either debate hinder our
advancement. The pragmatic, process-oriented view of
defining and understanding knowledge is what we need
to embrace, while the insights from both knowledge
debateswill continue to inform our activities and enrich
our understanding. Examining the philosophical bases
of knowledge will enable us to move outward from the
philosophical core of Figure 1, to relevant KM pro-
cesses that can then be moderated by and applied to
organizational settings.

Each type of knowledge has different applied value
and different challenges in acquisition, organization,
and distribution. Aristotle’s five core intellectual vir-
tues or types of knowledge can even today serve as a
base from which we launch our knowledge-management
initiatives, and understanding them will help guide us.
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KEY TERMS

Epistémé: Aristotle’s term for factual or scientific
knowledge. Epistémé deals with real unchanging ob-
jects and what we can know about those objects, their
characteristics, and their interrelationships. Covering
self-evident, axiomatic principles and what can be logi-
cally derived fromthem, epistéméiscentral toadeductive
system of reasoning. Itisunited with nolstoform sophia.

Knowledgel nformation Data(K D) Debate: A discus-
sion (alternatively, the data-information-knowledge de-
bate) that pervades the knowledge-management litera-
ture and attempts to determine at what point, if any, data
becomes information, and information becomes knowl-
edge.

Nods: Aristotle’s term for intuition. NoQs does not
follow particular rules of construction or deduction. It
isviewed asthe human ability to comprehend fundamen-
tal principles without demonstration or proof. It may
emerge from téchné and phrénésis, and is united with
epistémé to form sophia.

Phroénésis: Aristotle’s term for experiential self-
knowledge or practical wisdom based on experience.
The end result, or realization of phrénésis, is action or
praxis. Phrénésis should determine the correct means
to achieve a particular action.

Sophia: Aristotle's term for theoretical knowledge
of universal truths or first principles. Sophiais viewed
as the highest level of knowledge. The end result, or
realization of Sophia, is not to be found in action, but
rather in theory, which can be devel oped by understand-
ing and applying the elements of epistémé and nods.

Téchné: Aristotle’s term for skills-based technical
and action-oriented knowledge: how to perform a spe-
cific task. The end result, or realization of téchné, isthe
production of something.
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INTRODUCTION

Knowledge of past activities, discoveries, and eventsis
applied by businesses to support everyday operationsin
much the same manner that human beings use their
personal memories. But the true nature of organiza-
tional memory (OM) remains obscure, and informa-
tion-systems practitioners have no clear definitional
model of what they are working toward and have been
unable to build a convincing organizational memory
system (Olfman, 1998).

Having apparently reached a dead end, OM studies
have been subsumed into knowledge management (KM)
research as asubsidiary field. OM research is currently
focused on the faculties of an organization that are
capable of storing knowledge perceived or experienced
beyond the duration of the actual event. Researchersand
practitioners in the field use a definitional frameworks
and models of organizational memory derived from
flawed models of aggregate human behavior used in
earlier sociological studies (Frost, 1942; Wilson, 1998).
Models derived from earlier sociological studies rarely
consider the exact nature and sources of commonplace
thinking and memory use, and focus on highly visible
and significant behavior and activities. Rapid theoreti-
cal and technological advances made in psychology
research, brought about by the advent of sophisticated
technological aids, have disparaged and largely dis-
proved many of the naive systemic models of human
cognition developed by earlier social scientists
(Dominowski & Bourne, 1994; Sternberg, 1994) and
were incorporated into information-systems sciences
in the early years.

Before we consign the hope of deeper knowledge of
business memory to the “too hard basket,” it might be
fruitful to examine an alternative path to understanding
the nature of organizational memory and its application:
The impersonal and generalized models of business
activity (and cognitive operations) inherited from so-
cial sciences have not proved fertile, but the individual

and personal models of memory and cognition found in
biological and rel ated sciencesoffer somepromiseinlight
of recent advances.

BACKGROUND

The human mind has always been, and alwayswill be, an
area of great interest to the layperson and scientist alike
(Luria, 1973). The sheer volume, and constancy, of
research attention it receives has inevitably resulted in
aplethora of knowledge that enlightens us about various
aspects of the human mind, but, on the other hand, it has
tended to add a complexity to our view of human cogni-
tive functioning. The modeling theory and conceptual
analysis techniques, however, offer a means whereby
the complexity and controversies of a topic can be
isolated or marginalized in the interest of building a
clear overall pictureof aconcept or phenomenon (Dubin,
1969). This can be particularly valuable in a field of
study like human cognition where scholarly research
has branched into many unreconciled and introverted
schools of thought.

While many gaps still exist in our knowledge of
exactly how humans think and remember (Baddeley,
1998), and the mind is shrouded in scientific (and
nonscientific) controversy and beliefs, many incontro-
vertible aspects and fundamental elements of biological
memory offer a path to aless controversial understand-
ing of what organizational memory might be.

Biological studies offer some clues as to the pur-
pose memory has been put to and the structure of
memory elements (Carlson, 1994). Anthropology of-
fersan indication of how simple behaviors dependent on
memory have evolved over time into sophisticated ac-
tivities of modern man (Hallpike, 1979). Studies of the
psychology of memory provide an increasingly vivid
breakdown of what happens when people remember
(Carter, 1998). Specialist research into cognitive
subelements such as consciousness (Dennett, 1991),
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emotion (Dimasio, 2000), language (Jackendoff, 1992),
and perception (Sowa, 1984) offer insight into the essen-
tial nature of human ideas and at the sametime providea
meansfor isolating many of the complexitiesinvolvedin
understanding the relationship between thinking and
memory. Some of the more interesting ideas that can be
gleaned from these research fields in respect to memory
phenomena, and which could stabilize and enrich our
current model of organization-centered memory, arepre-
sented here.

A BIOLOGICAL MODEL OF MEMORY
Organizational Self

Deutsch’s (1966) central idea in his influential model
of organizational cognition is an “organizational self,”
which, like a personal human self, has a central role in
focusing and directing all organizational behavior. This
ideawas studiously avoided in subsequent OM research
(Stein, 1995) probably because such a concept is prob-
lematic in the context of the shifting (and often private)
constitutional and motivational elements that focus and
direct modern collective business behavior: Deutsch’'s
example was aformally constituted government author-
ity whose purpose and goals were published and gener-
ally unchanging.

KM and OM researchers have recognized the effi-
cacy of personalizing organizational knowledge (e.g.,
Spender, 1995; Tuomi, 1999), but not the power of one
integral element—a person—as an organizing device.
Dimasio’s (2000) work describes how an individual
biological body informs all that organism’s cognitive
function and provides a single point of reference for all
its cognitive artifacts.

Thecritical nature of an executiveinterventioninthe
component processes of memory might be a fruitful
area for further organizational memory systems studies
in view of Dimasio’s (2000) work. An executive that
guides organizational behavior isnot anew concept (see
Corbett, 1997; Middleton, 2002), but its potential as a
unifying element in organizational cognitive behavior is
not fully appreciated.

Ubiquity of Memory Application in
Everyday Operations

Memory function is afaculty inherited by humans from
organisms of amuch lower order of complexity (Monod,
1971/1997), and the advanced nature of human cogni-
tive achievement owes much more to an ability to con-
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sciously hold more than one idea at atime (which lower
organisms seem unableto do) than it doesto any sophis-
tication in the fundamental cognitive equipment used to
perceiveand remember (Dennett, 1991).

Human memory supports seemingly simple opera-
tions as well as complex ones, and in order for an
organism to operate independently from moment to
moment and across space, such services must somehow
be ever present. What we pursue in organizational
memory studies is not necessarily a complex and mys-
terious set of functions and artifacts, but rather a collec-
tion of well-tested and refined things that interact
seamlessly with one another to deliberately preserve
past experiences and make them available to support
subsequent and increasingly sophisticated actions. Pi-
lot studies carried out by the authors to test a biol ogical
model of memory in an organizational setting suggest
that memory of past organizational events may be ap-
plied to many seemingly minor, but possibly essential,
organizational activities given little attention in the
current OM and KM research literature.

OM practitioners recognize the need to support
access to organizational memory via e-mail and the
Internet (Schwartz, Divitini, & Brasethvik, 2000), but
neither the support nor the process is recognized as
worthy of attention at an organizational policy level.
Often we identify the office culture, traditional busi-
ness practices, conscientious employees, and common
sense as coordinators and directors of a relationship
between organizational behavior and the organization’s
best interests without investigating organizational
memory, which underpinsthem. Many seemingly incon-
sequential business behaviors are the foundational sup-
port for ensuring the best interests of the organization
in critical day-to-day operations.

Biological memory offers constant and continual
support for itsowners' endeavors; similar support might
be offered to a wider variety of organizational memory
applications if they were recognized as such.

Memory Ownership

The unifying element in organic memory systemsis the
self: a personal prototype that provides an impetus and
steers the various component operations, giving them a
fundamental associative fulcrum (Dimasio, 2000)—a
fulcrum that might provide the key to the efficiency and
power we admire in memory systems.

With this in mind, it is easier to appreciate the
significance of the personal nature of memory. Each
memory system is inextricably bound to an individual
owner with its own individual history, individual inter-
ests, individual desires, and individual goals, preserving
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itsindividual perceptionsfor itsindividual use. This per-
spective alsoillustrates that knowledge objects that have
not passed through the owner’s cognitive processes can-
not be added to the memory store.

Organi zational memories, if they areto bereal memo-
ries and not simply information, must be consciously
collected and laid down in the store of memories by the
organization itself. Having acquired and laid down the
memories by itsown hand, the organizationisbest placed
to know the contents of its stores and where a particular
memory islikely to be found. Just because adocument or
idea relates to the past events or activities of an organi-
zation, it does not mean that it is accessible for applica-
tion by the organization in subsequent deliberations or
activities (see Wilson, 1997; Y ates, 1990).

Information-systems and information-management
theorists and practitioners generally recognize the value
of information ordering (Simon, 1957), but the relation-
ship between the individual who orders and stores the
information and the individual who uses it may be
underappreciated.

The biological phenomenon memory does not accord
with established concepts of systems and mechanics:
The input plus the process may not fully describe the
product, and vice versa; what goes into memory may not
come out; and the cause or stimulus might not result in
any discernable effect (Haberlandt, 1997). Many inde-
pendent functions might provide services to memory
operation while appearing to provide diverse and valu-
able services in their own right (Chomsky, 1968).

Many established and familiar organizational infor-
mation and knowledge operations and devices might
actually serve essential organizational memory func-
tions. OM researchers risk misidentifying (or ignoring
altogether) memory components by taking a systemic
view of memory. The relationship between alinking and
directing executive and such tasks as the archiving and
summarization of documents, and document search op-
erations might not be fully appreciated, and the potential
in the relationship for ensuring the best interests of the
organization might be overlooked.

Memory psychologist Baddeley (1998) and cogni-
tive scientist Ashcraft (1994) detail a number of sustain-
ing functions and operations supporting memory:

. separate short-term and long-term memory stores
and functions, immediate postperception memory
stores and functions, and separate autobiographical
(sequenced) remembrance stores and functions

. an attention system to monitor prospective sources
of memories, and a sensory-perception system to
search astimulusfor cues and provide raw material
for the subsequent creation of memories

. percept construction systems to associate new
experiences to previous knowledge

. an encoding process that transcribes sensory per-
ception into proprietary physiochemical neural
matter that matches the structure of those previ-
ously stored

The concept of divisions of organizational memory
facultiesisaninteresting one given the diversity of OM
support functions previously identified by KM, OM,
and information-management researchers. Maier
(2002) provides a survey of diverse KM tools and
systems. Middleton (2002) describes a history of in-
formation-management tools and strategies. These
comprehensive lists of technological solutions illus-
trate the diversity of applications that attempt to
operationalise OM functions without an overriding
coordination by the particular organization. They can
be utilized as guides to OM developers when imple-
menting OM solutions. However, this will require a
level of integration across applications to ensure that
the knowledge objects are all robustly related to an
organizational self.

Focusing attention on prospective sources of valu-
able information is not a new idea, but its dependence
on direction and preexisting contents of information
stores is not readily appreciated. In order to attend to
the most appropriate sources in the biological world,
memory owners must give some thought to who and
what arethemost potentially val uable sources (Bergson,
1907/1975, 1896/1996). Constant monitoring of the
environment to discover other better sources of knowl-
edge are readily appreciated everyday tasks of living
things (Sternberg, 1994).

Memory Percepts

Hallpike’'s (1979) investigation into the anthropology
of cognition discovers many simple and universal cog-
nitive operationsin primitive, and comparatively unso-
phisticated, societies. More complex and powerful
cognitive operations, familiar in modern Western cul-
tures and clearly the product of enlightened public
education systems, are possible because of remem-
bered algorithms, strategies, formulas, and models
(made up of afinite set of rules or operations that are
unambiguous) rather than from ambiguous reflection,
contemplation, or remembrance of past events and
facts. Moreover, many of these strategies and models
have been deliberately refined to allow alighter cogni-
tive load: That is, we remember the source of informa-
tion in lieu of carrying the information itself (aides
memoires).
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Current models of organizational memory used in
information-systems sciences presume a file, book, or
document prototypefor memory artifacts(see Ackerman,
1994; Walsh & Ungson, 1990) rather than adiscrete fact
or formula, or discrete pictorial or aural representation.
Neither isthe sourceof information recognized ashaving
avalueequal tothat of awholedocument or compl etefile.

Biological memoriesare based on perceptscreatedin
responseto an eternal stimulusand can best be compared
to the concept of an idea (Baddeley, 1998). Memory
artifacts themselves are not unitary but comprise a net-
work of component mental elements, which together can
evoke amemory. The current concept of awholefile, a
complete document, or awork practice asaunit of orga-
nizational memory isunhelpful to OM researchers:. Stor-
ing whole files, archiving complete documents, and ar-
ticulating a tacit work practice are expensive and time
consuming, and maybestoring, preserving, and articul at-
ing underlying ideas might be more cost effectivein the
long run.

Memory Encoding

The biological model of memory encoding describes
the recording of responses to sensory stimuli in a series
of mental artifacts (Baddeley, 1998) richer than the
mere articulation in language of an idea or perception.
Chomsky (1968) and Jackenoff (1992) have illustrated
how the flexibility of biological memories (they can be
rearranged, reinterpreted, reused, colored, and decom-
posed ad infinitum) may derive from their
insubstantialness beyond the confinement of concrete
or specific language representation.

Whilelanguageisclearly aprimary method whereby
ideas can be organized, categorized, associated, and
communicated, OM theorists' current view of organiza-
tional memories as communicable and substantial lan-
guage-based informational artifacts (Walsh & Ungson,
1991; Yates, 1990) appears restrictive. Memories put
into words are a transfiguration carried out more for
communication with others than for the preservation of
memories themselves, and it necessarily alters the to-
tality of the idea to accord with a set of commonly
shared word concepts and categories. Polanyi’s (1964)
often misconstrued notion of tacit knowledge was a
description of many kinds of knowledge artifacts (re-
membrances) that are inexpressible in words for one
reason or another. OM and KM theorists might consider
his work was a call not necessarily to articulate tacit
knowledge into words, but to consider inexpressible
ideas as equally relevant and often more powerful than
those expressed in language.
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FUTURE TRENDS

The nature and composition of organizational memory
remains obscure, while theoretical models derived from
outmoded psychology, common sense, and social theory
continue to provide a framework for research.

In contrast, the phenomenological model of human
memory (and simpler biological memory systems) of-
fers an easily appreciated and robust representation of
the totality of the processes, components, and functions
that make up memory systems generally.

While it is generally recognized that organizational
memory exists, researchers have been unable to make
unequivocal discovery of it (Walsh & Ungson, 1991). It
appears to be applied in modern business activity, but
the mechanism whereby organizations apply it remains
obscure.

Organizational learning studies, organizational
memory research, and information-systems and infor-
mation-management theories all offer credible and ef-
fective explanations of aspects of organizational cogni-
tive operations, but they are without a consilience of the
various terminologies and conflicting theories across
the different research disciplines. The model of human
memory promisesto providethat if we can reconcilethe
personal aspect of the human organism to the collective
and shared superpersonal nature of the organization.
Maturana (1970) offers some constructive ideas toward
this reconciliation in his description of unity. He sug-
gests that if we distinguish the behavior of an organiza-
tional agent, which isapplied primarily in the service of
a particular organization, from its private behavior, it
becomes easier to distinguish between organizational
memory and private memory. From that point, a dif-
ferentiation of aspects of agent behavior might lead to
an insight about what constitutes organizational-
memory-directed behavior and what does not.

CONCLUSION

The model of memory offered by biological studiesis a
rich one. Many aspects have not been touched here, but
remain to be discovered by researchers provided they
have aflexible but robust definitional framework to base
their investigations on. Biological sciencesindicate to us
that memory is applied in the seemingly trivial activities
of everyday life, and that many of those seemingly com-
monplace activitiessupport more profound actions. While
our current usage of organizational memory might be
supported in respect to major decisions and activities, we
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might question how well it issupported in more mundane,
and quite possibly critical, tasks.

By reconciling the conceptsof organizational memory
systems research to the familiar model of biological hu-
man memory, theorists might offer a reconciliation of
many information-systemsand i nformation-management
concepts based on the idea that the knowledge manage-
ment they areworking toward involvesthe same common
objects.
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KEY TERMS

Aides Memoires: Aids to the memory or mental
artifacts that indicate the sources of information rather
than the information itself.

Autobiographical Memory: That aspect of memory
systems that allows the perception of the historic order
in which experiential remembrances are stored in long-
term memory.

Biological Model: A construct developed from the
observation of biophysical processes of living things.

Cognition: The collection of mental processes and
activities used in perceiving, remembering, thinking,
and understanding, and the act of using those processes.

Consilience: The reconciliation of all knowledge
with the historical and scientific observations of biol-
ogy, chemistry, and physicsinthebelief that thefindings

of those sciences offer a more robust foundation for the
proper investigation of all phenomena.

Encoding: Toinput or takeinto memory, to convertto
ausable mental form, or to storeinto memory.

Memory Owner ship: The proprietorship of memory
faculties or the possession of a set of memories.

Organism: An independent living entity.

Per cept: A mental artifact (in the form of anetwork
of connected neurons) that allows some mental repre-
sentation of adirectly, or indirectly, experienced thing.
Also, it is the “self” mental model of an organism
generated by remembrances of experiential perceptions
made by the organism previously. Dimasio (2000) char-
acterizes the self as a prototype used to test new percep-
tions against the perceived current state of the organ-
ism, and subsequently to generate percepts enriched by
data as to how an idea or event affects the organism
itself.

Sensory Memory: A system, independent of
memory in the beginning, that consists of a series of
stages where sensory signals are transformed into sen-
sory percepts.

Short-Term Memory (STM): The memory compo-
nent where current and recently attended information is
held. It is sometimes |oosely equated with attention and
consciousness (Baddeley, 1998).

Ubiquity (of Memory): Thecapacity of beingevery-
whereat all times.

ENDNOTE

! Not all of these sources are explicitly referenced
in the text, but they are still listed here as relevant
bibliographical material for the purposes of com-
pleteness.
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Capability Maturity

Alfs T. Berztiss
University of Pittsburgh, USA

INTRODUCTION

The dependence of any organization on knowledge man-
agement is clearly understood. Actually, we should
distinguish between knowledge management (KM) and
knowledge engineering (KE): KM isto define and sup-
port organizational structure, allocate personnel to tasks,
and monitor knowledge engineering activities; KE is
concerned with technical matters, such as tools for
knowledge acquisition, knowledge representation, and
data mining. We shall use the designation KMKE for
knowledge management and knowledge engineering
collectively. KM is a very young area—the three ar-
ticles termed “classic works” in Morey, Maybury, and
Thurai singham (2000) date from 1990, 1995, and 1996,
respectively. We could regard 1991 as the start of
institutionalized KM. This is when the Skandia AFS
insurance company appointed a director of intellectual
capital. KE has a longer history—expert systems have
been in place for many years. Because of its recent
origin, KMKE is characterized by rapid change. To deal
with the change, we need to come to a good understand-
ing of the nature of KMKE.

One of the lasting contributions of the business
reengineering movement isthe view that an enterpriseis
to be regarded as a set of well-defined processes (Dav-
enport, 1993; Berztiss, 1996). Thisimplies that KMKE
also should be a process. Implementation of a process
has two aspects: there is need for a procedural defini-
tion, and for an understanding of the resources and
capabilities needed to implement the procedures and
manage the process. Here, we will not be considering
the procedures. Our purpose is to set up a model that
identifies the capabilities needed to define, implement,
and maintain the KMKE process.

The Background section of this article introduces
capability models. In the Focus section, we define a
capability model for KMKE in general termsand look at
the management and engineering sides of this model.
Then, we look into the future and offer a conclusion.

BACKGROUND: CAPABILITY
MATURITY AND SOFTWARE

One areathat has had long experience with processesis
software engineering, and we turn to it for guidance on
how to construct a capability model for KMKE. The
software Capability Maturity Model (CMM-SW) was
introduced by Humphrey (1989) and elaborated by a
team of researchers at the Software Engineering Insti-
tute (1995). A later developmentisCMMI, which stands
for CMM Integration. This is a suite of models where
CMMI-SW (CMMI Product Team, 2002) is the model
for software development. We shall be guided by the
original model for two main reasons: First, there is
greater familiarity with CMM-SW than with CMMI,
second, the original CMM-SW hasinspired a number of
models that address the specific capabilities needed for
specialized applications. Thus, there are CMMs for
reuse (Davis, 1993), formal specification (Fraser &
Vaishnavi, 1997), maintenance (Kajko-Mattson, 2001),
an initial version for KM (Berztiss, 2002a), e-com-
merce (Berztiss, 2002b), and data quality management
(Berztiss, 2004). Aninvestigation of how to adapt CM M-
SW for such nontraditional projects as product-line
development, database devel opment, and schedul e-driven
development also has been undertaken (Johnson &
Brodman, 2000). Considerable evidence exists on the
effectiveness of CMM-SW and CMMI for improving
quality and reducing costs (Goldenson & Gibson, 2003).

TheCMM-SW hasfivematurity levels. Level listhe
base from which an organization moves upward by satis-
fying a set of requirements expressed as key process
areas (KPASs). This level structure with the total of 18
KPAsisshownin Table 1. All KPAsof Level 2 relateto
management, those of Level 3 to management and engi-
neering, and those of Levels 4 and 5 relate primarily to
engineering.

In CMM-SW, the definition of a KPA starts with a
statement of it “goals,” a “commitment to perform,”
which is essentially a policy statement committing the
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Table 1. Key process areas of CMM-SW

Level 3 Level 5
Organizational process focus Defect prevention
Organizational process definition Technology change management
Training program Process change management

Integrated software management
Software product engineering
Intergroup coordination
Peer reviews

Level 2 Level 4

Reguirements management Quantitative process management
Software project planning Software quality management
Software project tracking and
oversight
Software subcontractor
management
Software quality assurance
Software configuration
management

organization to the satisfaction of these goals, and an  « The organization deliverstheright information, to

“ability to perform” statement, which lists the resources the right people, at the right time, with the tools
that have to be allocated. Next comes a list of activities they need to use it.

that need to be performed in order to achieve the goals The perspective of the employees is aligned with
of the KPA. This can be regarded as a requirements that of the customers.

statement that tellswhat isto be done without going into

details of how the activities are to be performed. In Reinhardt’s (2000) key questions of knowledge

addition, there is an indication of what process mea- management were another source of inspiration. The
surements are to be made and to what review procedures  KPAs of CMM-KMKE are intended to establish capa-
the activities of a KPA are to be subjected. Both mea- bilities required to answer his questions:

surements and reviews are important for any CMM.

Only by measuring can we tell what does and what does How can relevant organizational knowledge be

not work, and what is the precise effect of a particular identified and new knowledge be created and uti-
action. The review procedures ensure that the activities lized?
are in fact being performed. . How can a system of knowledge creation and

utilization be designed and organized?
. What measures provide management with infor-

FOCUS: A CAPABILITY mation about the quality of the knowledge man-
MODEL FOR KMKE agement process?

. What methods and tools support the implementa-
Considering that the CMM-SW book (SEI, 1995) is tion of knowledge management?

about 450 pages, the outline of the CMM-KMKE we
present here is very sketchy. The most we can do is
define aset of KPAs and assign them to maturity levels.
In designing CMM-KMKE, we were guided by our ear-
lier work on the dimensions of the knowledge manage- ) ) .
ment process (Berztiss, 2001). Other influences have orientation. Thelevelsof CMM-KMKE areinterleaved:

beenthefour “ successstatements”’ of Smith and Farquhar LeveIs? and 4 emphasize KM.’ Levels3 anq 5 have more
(2000): todowiththe KE aspect. Inthisway, capability maturity

can be achieved for both management and engineering
of the knowledge process in parallel. However, it is
essential to have in place knowledge requirements man-
agement, which is a Level 2 KPA, before any of the
Level 3 KPAs are implemented. This KPA establishes
what the organization aimsto achieve, that is, it draws a

Table 2 shows the KPAs of CMM-KMKE. We have
deviated somewhat from the underlying philosophy of
CMM-SW. There, Levels 2 and 3 have a management
bias, and Levels 4 and 5 have primarily an engineering

. The organization knowswhat it knows and usesit,
and knows what it needs to know and learnsiit.

. For any project, for any customer, the project
team delivers the knowledge of the overall organi-
zation.
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Table 2. Key process areas of CMM-KMKE

Leve 4 Leve 5

External knowledge acquisition
Qualitative cost-benefit analysis

Integrated KMKE process Technology change management

Quantitative cost-benefit anaysis

Level 2 Level 3

Knowledge requirements management
Internal knowledge acquisition

Knowledge representation
Knowledge engineering techniques
Uncertainty awareness User access and profiling

Training

road map for all the knowledge-related activities of the
organization.

Management-Oriented Levels of the
CMM-KMKE

We would need a book, written by a sizable team of
experts in knowledge management and knowledge engi-
neering to define the CMM-KMKE in detail. However,
by listing a few of the activities for each KPA, we hope
at least to suggest the nature and purpose of the KPA. The
outlines of the KPAs follow closely their descriptions
first presented in Berztiss (2002a).
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Knowledge requirements management (Level
2): The purpose of KMKE hasto be clearly under-
stood by the entire organization. The very first step
is to set up a KMKE group (K-group) that is to
determine the knowledge needs of the organization
and to work toward the satisfaction of these needs
by institutionalization of KMKE practices. In a
smaller organization, the “group” can be a single
person. By institutionalization, we mean that the
practices are to be documented. A major purpose
of aCMM isthedistribution of capabilitiesthrough-
out an organization so that the organization is no
longer dependent on single individuals for particu-
lar capabilities. The knowledge needs can be ex-
pressed as requirements, that is, statements of
what is needed without the details of how the needs
are to be satisfied. Considerable literature exists
on requirements gathering and management for
software (for abrief summary, see Berztiss, 2002c).
Animportant part of requirements determination is
theidentification of stakeholders, whointhe KMKE
context include gatherers and organizers of knowl-
edge, expertson privacy laws, and people who will
benefit from the knowledge.

Internal knowledge acquisition (Level 2): We
distinguish between internal and external knowl-

Capability Maturity

edge. The former resides in an organization it-
self, in the form of databases and data ware-
houses, and, most importantly, the skills of
people. External knowledge is gathered via per-
sonal contacts and communication media. After
the knowledge requirements have been deter-
mined, the K-group is to establish a systematic
approach to how the requirements are to be satis-
fied. This means that sources of internal knowl-
edge are to be identified, information gathered
from these sources is to be codified, and access
to this information is to be facilitated. Abecker,
Bernardi, Hinkelmann, Kiihn, and Sintek (1998)
give an overview of an artificial intelligence ap-
proach to the setting up of an organizational
memory; Rus and Lindvall (2002) survey therole
of KM in software engineering—they provide a
very useful list of relevant Web addresses.
Uncertainty awareness (Level 2): All knowl-
edge is subject to uncertainty to a greater or
lesser degree. To begin with, at least the K-group
has to understand the issues relating to this. Spe-
cifically, it should establish guidelines on how to
assign degrees of uncertainty to particular items
of knowledge. Klir and Yuan (1995) is still the
most useful text on uncertainty in general; see
Berztiss (2002d) for a more recent survey.
Training (Level 2): Theinstitutionalization of a
training program is another priority task for the
K-group. Initially, everybody in the organization
is to be informed about the purposes of KMKE
and how the KMKE processes will affect them.
Specialized training needs will become apparent
asthe KMKE program develops, particularly with
respect to KE techniques.

Integrated KMKE process (Level 4): In order
toarriveat anintegration of KM and KE, there has
to be athorough understanding of both of them at
astate-of-the-practice level, and the organization
must make full use of KM techniques. By integra-
tion, we mean that KE is being applied to KM
itself—KM is to manage the KMKE process, and
KE isto look after improvements of this process.
External knowledge acquisition (Level 4): Or-
ganizations do not operate in isolation. They are
embedded in an environment—the environment
isthe context for the operation. It is customary to
denote the context as <w, t>, where w isaslice of
the“world” at timet. Asthe context changes over
time, an organi zation hasto recognize the changes
and hasto respond to them. This, of course, hasto
happen even at Level 1, but thisKPA requiresthat
a thorough analysis is undertaken to determine
how much of w isrelevant, and how this relevant
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component is to influence the operation of the
enterprise.

. Qualitative cost-benefit analysis (Level 4): We
should be able to measure the cost of the KMKE
process, and we also should be aware of improve-
ments (or the lack of them) in the operation of an
organization. But it is difficult to discern cause-
effect relationships, that is, to determine that this
or that benefit arises from a particular expenditure
of resources. The goal of this KPA is to identify
cause-effect relationships. Some techniques for
this have been developed (Pearl, 2000).

Engineering-Oriented Levels of the
CMM-KMKE

. Knowledge representation (Level 3): Various
representations of knowledge have been studied,
particularly in the context of artificial intelli-
gence (Markman, 1999). For example, Bayesian
networks are used to facilitate inferences (Pearl,
2000). A recent trend is the use of ontologies to
organize knowledge. There are numerous defini-
tions of ontology. A useful one can be found in a
survey by Kalfoglou (2002): An ontology is an
explicit representation of a shared understanding
of the important concepts in some domain of
interest.

. Knowledge engineering techniques (Level 3):
These techniques have been devel oped for extract-
ing knowledge from different representations, but
thereis no sharp division between knowledge rep-
resentation and KE techniques. For example, a
Bayesian network represents knowledge, but the
setting up of the network is a KE technique. Spe-
cialized KE techniques include the design of data
warehouses, data mining, data filtering, and the
management of uncertainty. Note that uncertainty
management differs from the Level 2 KPA of
uncertainty awareness: To manage uncertainty
means that attempts are made to estimate uncer-
tainty quantitatively by, for example, statistical
techniques.

. User access and profiling (Level 3): Experi-
ence shows that there can be strong resistance to
the introduction of KMKE (Kay & Cecez-
Kecmanovic, 2000). A common cause of this re-
sistance is that users have to go through complex
access procedures and extensive searches to ar-
rive at items of knowledge they are looking for.
Moreover, personnel may be unaware of the exist-
ence of knowledge useful to them. User profiles
that reflect their interests allow the matching of
knowledge needs and knowledge availability.

. Quantitative cost-benefit analysis (Level 5):
The advance from qualitative to quantitative cost-
benefit analysis requires extensive measurements
relating to the KMKE process. Only experience
will tell what should be measured, which measure-
ments contribute to cost-benefit analysis in par-
ticular instances of benefits, and how a cause-
effect relation is to be expressed in quantitative
terms.

. Technological change management (Level 5):
This is where a transition is made from state-of-
the-practiceto state-of-the-art. New devel opments
arise constantly. For example, data mining, de-
fined as the analysis of data sets to find unsus-
pected relationships and to summarize the data in
novel ways(Hand et al., 2001), isextending to data
mining on the Web. Mining of time series data is
one example. Another development is the real-
time analysis of streaming data, for example, from
cash registers. The K-group must monitor research
developments and be ready to introduce new tech-
niques after a careful cost-benefit analysis.

A LOOK TO THE FUTURE

Much remains to be done in the KMKE area, and we
cannot expect quick results. Within an organization,
even with the best will, the upper levels of aCMM can
take a long time to reach. The practices of the KPAs of
these levels require reference to measurements relating
to the effectiveness of the processes of knowledge
gathering, knowledge representation, and knowledge
use. In more general terms, the biggest challenge arises
from the relative intractability of knowledge. To quote
Davenport (1997), “Knowledge can be embedded in
machines, but it is tough to categorize and retrieve
effectively” (p. 10). We have to find better ways to deal
with this aspect of knowledge, which Polanyi (1958) has
called personal knowledge.

Most of today’ s knowledge workers are not particu-
larly knowledgeable in theoretical areas. Thiswill have
to change. Data mining cannot be undertaken without
statistical skills, and the study of causality is based on
probabilities. Increasingly, knowledgeworkerswill have
to get accustomed to find out about new developments
onthe Web. Aslate as April 2004, the primary source of
information about CMMI was the Web. On the other
hand, the Web contributes to a managerial information
overload (Farhoomand & Drury, 2002). The situation
will not improve unless more effective filters based on
user profiles are developed.

Under CMM-SW, an organization develops a ge-
neric software development process, and this processis
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adapted to the special needs and circumstances of a
software project. The purpose of CMM-KMKE is to
define capabilities that will make an organization more
effective on its projects, but the knowledge process
does not have the same project-dependence as the soft-
ware process. Still, different organizations may have
different needs. Kankanhalli, Tanudidjaja, Sutano, and
Tan (2003) classify organizations as being service-
based or product-based, and, orthogonally, as operating
in a low-volatility or a high-volatility context. Thus,
there are four types of organizations, and their KMKE
needs will differ. The CMM-KMKE as outlined hereis
sufficiently general to meet the needs of all four types
of organizations.

CONCLUSION

CMMs have provided various application areas with
road mapsfor improvement. The effectiveness of CMM-
SW, from which these CMMs derive, is well docu-
mented. A comparatively new area, such as knowledge
management, can derive greatest benefit from a CMM
because a new area is very much in need of guidance
based on what has worked elsewhere. The most that has
been possible here is to sketch an outline of a CMM-
KMKE. $till, the outline should help identify the more
critical capabilities needed for effective knowledge
management.
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KEY TERMS

Capability: Any method, tool, or piece of knowl-
edge that supports the achievement of a goal.

CMM-KMKE: A capability maturity model, based on
the CMM, for knowledge management and knowledge
engineering.

CMM: TheCapability Maturity Model (alsoknownas
CMM-SW), devel oped at the Software Engineering I nsti-
tute of Carnegie-Mellon University, which helps a soft-
ware development organization to identify its strengths
and weaknesses and provides a well-defined plan for
improvement.

CMMI: A suite of models that update and upgrade
the CMM.

Key Process Area: A set of activities that define a
specific capability area; the CMM has 18 Key Process
Areas.

Maturity Level: A level of the CMM reached by the
attainment of a clearly defined set of capabilities, ex-
pressed as key process areas.

Process: A set of linked activities that collectively
realize an objective or policy goal.
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INTRODUCTION

This article looks at the concept of communities of
practice (CoPs) in the workplace. The theories sur-
rounding these types of communities are still very new
and in the process of development. The practice and the
importance of these communities for knowledge trans-
fer are also still to be explored as to the best methods
for establishing such communities and how to support
and encourage them. Below we discuss the background
and main threads of theory that are under development.
This is very much a short introduction to the concept.
Further discussions can be found in Coakes (2004),
Coakes and Clarke (in press), and Lehaney, Clarke,
Coakes, and Jack (2003).

BACKGROUND

Communities of practice are becoming increasingly
important in many organisations. As the APQC (2004)
says:

CoPs are becoming the core knowledge strategy for
global organizations. As groups of people who come
together to share and learn from one another face-to-
face and virtually, communities of practice are held
together by a common interest in a body of knowledge
and are driven by a desire and need to share problems,
experiences, insights, templates, tools, and best
practices.

To define a community of practice, it is worth con-
sidering the words of Etienne Wenger (2001), who is
considered one of the foremost expertsin thisfield. He
says:

[Clommunities of practice are a specific kind of
community. They are focused on a domain of knowledge
and over time accumul ate expertisein thisdomain. They
develop their shared practice by interacting around
problems, sol utions, andinsights, and building acommon
store of knowledge.

Theinitial concept of communities of practice came
out of work by Jean Lave and Etienne Wenger (1991)
relating to situated learning in the workplace and other
communities with related interests. Thus, such commu-
nities are an aggregation of people who are bound (in
their specific context) to accomplish tasks or engage in
sense-making activities (Brown & Duguid, 1991; Lave
& Wenger). Learning, to Lave and Wenger, was the
transformation of practice in situated possibilities.
Newcomers to a group learn from the old participants,
bearing in mind that practices will change over time and
place due to changes in circumstances. In addition,
intergenerational relationships will affect the learning
situation: There may well be afear from the older group
members in transferring knowledge to the younger,
implying aloss of power and importance, or afear from
the new or younger group members of demonstrating
ignorance. So, the social process of knowledge acquisi-
tion affects the practice of knowledge sharing and the
desire for knowledge sharing.

The context or domain for these communities is
related to the subject matter around which they are
formed. Withinthisdomain, communitiesinteract, learn,
and build relationships in order that they may practice
their skills through tools, frameworks, idea sharing,
artefacts, or documents.

In the forthcoming Encyclopedia of Communities of
Practice in Information and Knowledge Management
(Coakes& Clarke, 2006), anumber of particular issuesare
covered in a multilayered form. Here we see that such
communities are governed by internal, informal, and un-
spoken rules dominated by specialised language devel-
opment. Weal so seethat thereareissuesin measuring the
output and val ue of such communitiesfor an organisation,
that strategy needs to be developed uniquely for each
community aswell asfor the organisationingeneral, and
that how or even whether toreward participantsisamatter
of some debate. The psychology of participants and the
difficultieswith creating ashared meaning within acom-
munity can be explored through philosophy and psychol-
ogy as well as organisational studies, and we find that
many perspectivesareavailableto understand communi-
tiesand their actions. Thisbeing the case, many fields of
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study haveaview on how and why communitieswork and
how and why people should or could participate in this
work.

FOCUS ON COMMUNITIES

If we accept that the role of CoPs in the business
environment isto share knowledge and improve the way
the organisation does business whether in the public or
private sector, and that they are community workplaces
where people can shareideas, mentor each other, and tap
into interests (APQC, 2002), each CoP can be afocus of
learning and competence for the organisation. Much of
the organisation’ s work can be facilitated or conversely
frustrated through these communities depending on how
permissive or permitted they are. Organisational cul-
ture, it would seem, plays a great part in communities
and how they operate. The members of a community
need to trust the other members before they are willing
to share their experience and understanding.

The bonds that tie communities together are both
social and professional, and while they can be fostered
and supported by organisations, they are not formed by
them. Convincing people to participate in communities
requiresan ongoing commitment from theleaderswithin
an organisation to permit communities to self-organise
and collaborate as they see fit with suitable encourage-
ment and support. Education plays a part in this encour-
agement, but so too does enthusiasm from amongst the
community’s members, which will come from seeing
the benefits to their own self-knowledge and develop-
ment as well as a business value. Overregulation or
understructuring can lead to a stale community or a
community that fails to develop and thus eventually
fails. Inaddition, dueto the voluntary nature of member-
ship in such acommunity, some are affected when they
becometoo prominent in an organisation and may disap-
pear from view (Gongla & Rizzuto, 2004). This can
happen in anumber of ways. The community may appar-
ently disappear while continuing to operate under the
organisational surface, not wishing to become too obvi-
ous to the formal organisational structure or be bound
by its requirements. Other CoPs stop operating, merge
with other communities, or redefine themselves. CoPs
that become formal organisational structures because
their work becomes necessary to organisational func-
tioning lose much of what makes them a CoP and trans-
form into project teams, and so forth.

Vestal (2003) suggeststhat there are four main types
of communities:

. innovation communities that are cross-functional
towork out new solutions utilising existing knowl-
edge

. helping communities that solve problems

. best-practice communities that attain, validate,
and disseminate information

. knowledge-stewarding communities that connect
people, and collect and organise information and
knowledge across the organisation

Each of these community types will require differ-
ent amounts, levels, and functionality of support. How-
ever, it is unwise for any business to rely on CoPs
performing these tasks continuously or to a set standard
as their voluntary nature means that outside control
should not, or cannot, be exercised directly or they may
cease to comply with the tasks at hand.

BUILDING A COMMUNITY

Communities are easy to destroy but difficult to con-
struct. Membership, and choice, in a community needs
to be voluntary otherwise members may not participate
in the knowledge sharing, which is their raison d’ etre.

McDermott (1999) concludes that there are four
challenges when building communities. These four are
the design of the human and information systemsto help
the community members think together and interact, the
development of communities such that they will share
their knowledge, the creation of an organisational envi-
ronment that values such knowledge, and each commu-
nity member being open and willing to share.

CoPs differ from traditional team-working ap-
proaches in that they are most likely to be cross-func-
tional and multiskilled. They therefore align themselves
closely to the sociotechnical ideals of inclusivity and
having fluid boundaries. CoP members will be drawn
from those who wish to involve themselves and who
desire to share knowledge and learn from others about a
specific topic, wherever in an organisation (and in some
cases, outside the organisation, too) they may be lo-
cated. Functional position is irrelevant; topic knowl-
edgeor interest isall that isnecessary to join aCoP. The
diversity of a CoP’s population may encourage creativ-
ity and problem solving, and linkages to external com-
munities will also enhance their activities. CoPs are the
legitimate places for learning through participation.
They additionally provide an identity for the participator
in terms of social position and knowledge attributes and
ownership. CoPswill have a shared domain and domain
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language, and some members may become apprentices as
they are acculturated into this domain and knowledge
development. It isalso important when establishing CoPs
to think about the embedded habits, assumptions, and
work practices or cultural norms that exist in the
organisation. Communication and how, where, and when
people communicate are extremely important in relation
to information sharing.

Communities (Brown as cited in Ruggles &
Holtshouse, 1999) are also the places that provide us
with different perspectives and lenses through which to
view theworld. Successful communities maintain aclear
purpose and active leadership (McDermott, 2004), and
support innovation and staff creativity through collabo-
ration and collective solutions. CoPs also provide mem-
bers with the ability to self-start and search for informa-
tion and support as required (Heald, 2004), including
extended expertise, that is, expertise outside their im-
mediate work environment.

FUTURE TRENDS

The evidence from the workplace is that |CT-supported
strategies for CoP development are better than ICT-led
strategies (Kling & Courtright, 2003), and that the
sociotechnical approach is valid for CoP development.
ICT has different roles to play as knowledge-manage-
ment systems are established and evolvein organi sations:
It moves from being the underlying infrastructure to the
linking mechanism to the support mechanism (Pan &
Leidner, 2003). Yet, without an understanding of the
underlying work practices and organisational, social, and
cultural aspects, ICT support will not match the specific
elements that make this organisational culture unique
and thus will be ineffective. As Nick Milton (“In the
Know: Expert Perspectives. What is the best software
supplier for communities of Practice?’ 2004) of Knoco
argues:

The best software to use is the one the community is
most familiar with and is most prepared to use. |deally
one they are already using on a routine basis....why
not let the community make the decision?...they can do
much of their business through email alone. Do they
really need anything further?

In addition, in the same article (a collection of com-
ments from an online community), Giles Grant of BNFI
argues, “IT should only be an enabler for sharing and
collaboration. It isn’t the community; the community is
the people.”

The future of CoPs, it would seem therefore, is an
interesting one. There is increasing evidence that they
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are being formalised into organisational structureswith
budgets, resources, and tasks, thus becoming more like
project teamswith an aim and astrategy. As such, those
who saw them as ameans of social support and informal
tacit knowledge sharing may choose to go underground
as discussed above, and the value of such groups to an
organisation may be lost.

CONCLUSION

Thus we see from the discussion above some of the
issues that surround CoPs and their establishment in
the workplace. Too close to the formal structure, and
the community will transform into a project team and
thuslose the learning and voluntary nature of participa-
tion that is so important. Too far from the formal
structure, and the community may not work toward an
organisational goal. There is little agreement about
how to support CoPs through technology or through
organisational means. However, there is much evi-
dence that communities are best left to self-organise
and self-manage, and that any organisational outcomes
are a benefit and not an expectation.

This article is but a brief summary of some of the
more salient pointsrelating to CoPs. It cannot cover all
the issues and indeed is not intended to do so. It is
instead intended to indicate to the reader the issues and
potential areas of study that are related to current
thinking.
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KEY TERMS

Community of Practice: A group of individuals
that may be colocated or distributed, are motivated by a
common set of interests, and are willing to develop and
share tacit and explicit knowledge.

Domain: Scope or range of a subject or sphere of
knowledge.

Domain Language: The language, including spe-
cific technical terms, phrases, and shortcuts or abbre-
viations of speech, that is unique and specific to the
sphere of knowledge.

Sociotechnical: Socio is derived from socius, Latin
for associate or companion, here meaning society and
technology, that is, a solution produced by technologi-
cal means. Technical isderived from technologia, Greek
for systematic treatment.

Sociotechnical thinking isapart of social theory and
of philosophy. Its original emphasis was on
organisational design and changemanagement. Theterm
sociotechnical means a task-design approach that is
intended to optimise both the application and develop-
ment of technology and the application and develop-
ment of human knowledge and skill. The underlying
philosophy of sociotechnical approaches is based es-
sentially on two ideas focusing on the individual and the
organisation. The first is the humanistic-welfare para-
digm, involving the redesign of work for autonomy,
self-actualisation, the use of self-regulating teams, in-
dividual empowerment, and thus stress reduction. Inthis
view, the design of work systems is performed to im-
prove the welfare of employees. The second (and per-
haps contradictory) philosophy is the managerial para-
digm, focusing on improving the performance of the
organisation
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INTRODUCTION

Knowledge management has been proposed as a funda-
mental strategic process and the only sustainable com-
petitive advantage for firms (Grant, 1996; Davenport,
1998). A key to understanding the success and failure of
knowledge management efforts within organizations is
the ability to identify the relevant knowledge to manage
and to extract value out of this knowledge. In the last
decade past research has focused heavily on defining
what knowledgeisand on using different typologies(e.g.,
tacit vs. explicit knowledge, individual vs. collective) to
characterizethedifferent typesof knowledgeavailableto
firms (e.g., Polanyi, 1967; Spender, 1996). In addition,
researchers have described the processes through which
knowledge is created, developed, retained, and trans-
ferred in firms (e.g., Argote, 1999; Nonaka & Takeuchi,
1995), and the role played by leadership (Bryant, 2003;
Vera& Crossan, 2004) and decision-making styles(Kalling,
2003) ininfluencing these processes. Unfortunately, de-
spite the growing interest in knowledge management,
little specific has been said about the mechanisms firms
usetoidentify key knowledge areas and to gain competi-
tive advantage out of knowledge management invest-
ments. The recognition of the important knowledge re-
sourcesfor afirmiscritical, because the effectiveness of
knowledge andlearning can only be assessed onthebasis
of its utility in guiding behavior relative to the firm's
relevant domain (Crossan, Lane, & White, 1999; Cepeda,
Galén, & Leal, 2004; Zack, 1999). Knowledgefor thesake
of knowledge is not useful to firms.

Wedefine knowledge management astheformalized,
integrated approach of managing an enterprise’s articu-
lated and tacit knowledge assets. Knowledge assets in-
clude systems, documents, policies, and procedures, as
well asunarticulated expertise and experience acrossthe
individuals, groups, organizational, and inter-organiza-
tional domains. We discuss how a knowledge manage-
ment infrastructure enables the generation, acquisition,
use, and transfer of knowledge, and mostimportantly, the
identification of the critical knowledge areas for afirm.
Moreover, we argue that competitive advantage consists
of two dimensions: the value created to the customer and
the ability to differentiate (through cost, innovation, or

both) from competitors. Theframework describesspecific
mechanismsthrough which knowledge management con-
tributes to these two processes. Building on aresource-
based view of thefirm (Barney, 1991, 1995, 2001) and the
knowledge management and organizational learning lit-
eratures(Grant, 1996; Hall, 1992, 1993; Spender, 1996), we
develop aframework to address how critical knowledge
areas can enable competitive advantage sources through
customer approach and competitor approach.

This article integrates knowledge management and
strategic management fiel dsby taking afine-grained look
at the connection between knowledge resources and
competitive advantage. We are explicit about how firms
canidentify key knowledgeareasthat impact competitive
advantage, and how they can implement market (value
creation) and competitor (differential capabilities) mecha-
nismsthat are instrumental in obtaining competitive ad-
vantage. Our integrative approach provides a fresh per-
spective on knowledge management from which we gen-
erate important insights for management practice. Only
relevant and available knowledge impacts competitive
advantage, thus top management needs to proactively
engageinidentifyingthisknowledgeand extracting value
out of it.

BACKGROUND

Therelevance and importance of knowledgeisbecoming
increasingly critical in businessaswetransition from an
industrial erainto an information and knowledge era.

Withthearrival of theknowledgeandinformationage
aswell asthe service economy, the importance of effec-
tiveknowledge and management has been emphasi zed by
several scholars and industry analysts (Quinn, 1992;
Toffler, 1990; Nonaka, 1991; Glazer, 1991, L eonard-Barton,
1992; Bohn, 1994; Klein & Prusak, 1994; Winslow &
Bramer, 1994; Davis& Botkin, 1994; Peters, 1992). Drucker
(1994) arguesthat theworld iswitnessing agreat transfor-
mation, which he calls the “post-capitalist society,” in
which the basic economic resourceswill nolonger bethe
traditional production input factors, but that the primary
resource for both organizations and the economy will be
knowledge.

Copyright © 2006, Idea Group Inc., distributing in print or electronic forms without written permission of I1GI is prohibited.
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Organizational knowledge management (KM) as a
source of competitive advantage is now widely recog-
nized (Nonaka, 1991; Bohn, 1994; Davis& Botkin, 1994).
KM holds key implications for virtually all industries.
Research indicates that knowledge and knowledge work
has infiltrated deep into the value chain of most busi-
nesses(Quinn, 1992). Someof thereasonsfor thisinfiltra-
tion, such as product differentiation, creating “best in
class’ capabilities, and setting high entry barriers, pro-
videimportantinsightsintheareaof organizational knowl-
edge and its impact on core business processes and
functions. According to Quinn (1992) the majority of all
public and private organizations are rapidly shifting to
become repositories and coordinators of knowledge-
based activities.

As we transition from an industrial/manufacturing
economy to a more service-driven economy, we see the
emergenceof knowledge-intensiveserviceorganizations
emerging alongsidethe moretraditional capital-intensive
and labor-intensive organizations (Bonora & Revang,
1993). Examplesof knowledge-intensiveserviceorganiza-
tionsinclude consulting, softwareengineering, law firms,
and health care.

Actually, the challenge posed to contemporary busi-
nesses, particularly knowledge-intensive firms, isto re-
main competitive in a highly volatile and competitive
knowledge environment in which markets quickly shift,
technologies rapidly proliferate, competitors multiply,
and products and services become obsol ete almost over-
night. Increasing customer needsand demandsfor imme-
diate high value at low cost mandates the harnessing of
knowledge coupled with the flexibility to meet changing
needs. Achievingthisgoal intheinformationagerequires
theimplementation of different strategiesfromthosethat
were effectiveintheindustrial age. For traditional orga-
nizations, itisnolonger adequateto only achieve produc-
tion and manufacturing efficiency. Knowledge-intensive
firms, as well as traditional organizations, now increas-
ingly compete because of knowledgeandinformation. As
aresult, theissue of ownership and control of knowledge
asasourceof power inbusinesshasal so becomeincreas-
ingly important. Both industry and academiaare looking
for approaches and methods to capture, organize, and
leverage knowledge for increased competitiveness.

A set of publications(Stewart, 1994; Sveiby & Risling,
1987; Sveiby, 1990; Starbuck, 1990) indicatesthat several
organizationsarelearning how to capture, manage, store,
and leverage knowledge, and are making significant in-
vestments in KM. In this way, increasingly, firms are
implementing KM, which isnot surprising, since several
typesof firms, such asconsulting and law firms, have the
primary business of the application of their knowledge.
Some authorsinclude the idea of demonstrating accrued
knowledge and experience in their area of service to

customers, thereby retaining current customersand gain-
ing new business by quickly delivering high-value solu-
tions at low cost (faster, better, cheaper than their com-
petitors). Toleverage knowledge and intellectual capital
in amore cost- and time-efficient manner, the firms de-
velop employee competencies by sharing leading prac-
tices in their service areas, and capture and preserve
knowledge that may be lost as a result of individuals
leavingthefirm.

A review of literature in the area of knowledge and
information management reveal sthat many scholarshave
highlighted theimportance of knowledge andinformation
management.

MAIN FOCUS OF THE ARTICLE

An Organizing Framework Linking KM
and Sustainable Competitive
Advantage

Knowledge and Competitive Advantage

Knowledge activitiesin organizations have increased in
significanceover thepast few years (Davenport & Klahr,
1998). In fact, knowledge has been proposed as the
primary sourceof wealth creation (Col e, 1998), and know!-
edge protection has been suggested as critical to gener-
ate and preserve competitive advantage (Porter-
Liebeskind, 1996). Davenport and Prusak (1998) al so note
that the only sustainable competitive advantage a firm
hascomesfromwhat it collectively knows, how efficiently
it uses what it knows, and how readily it acquires new
knowledge.

Our conceptual development builds on the resource-
based view (RBV) of the firm, an influential theoretical
framework for understanding the creation and
sustainability of competitive advantage (Barney, 1991;
Nelson, 1991; Peteraf, 1993; Teece, Pisano, & Shuen,
1997). In this perspective, firms are conceptualized as
bundles of resources. Resources are heterogeneously
distributed across firms; resource differences might per-
sist over time(Amit & Schoemaker, 1993). Resourcesare
defined as all assets, capabilities, organizational pro-
cesses, or firm attributes which are controlled by afirm,
and which enableit to conceive of and implement strate-
giesthatimproveitsefficiency and effectiveness(Barney,
1991; Daft, 1983). Whentheresourcesarevaluable, rare,
inimitable, and non-substitutable (VRIS), firmscan achieve
sustai nable competitive advantage by implementing strat-
egiesthat |everagetheir resourcesin uniqueways(Dierickx
& Cool, 1989; Barney, 1991; Grant, 1996; Amit &
Schoemaker, 1993).
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One of thefew resourcesthat can passthe VRIStestis
knowledge. Consequently, several authors have argued
for aknowledge-based view (KBV) of thefirm asaspecial -
ized caseof RBV (Conner, 1991; Conner & Prahalad, 1996;
Ghoshal & Moran, 1996; Grant, 1996b). KBV presentsfirms
as social communities (Kogut & Zander, 1992) with the
primary role of integrating the specialist knowledge resi-
dent in individuals into goods and services, so that orga-
nizational capabilitiesarethe manifestation of thisknowl-
edgeintegration (Grant, 1996). Knowledgeisembeddedin
multipleentitieswithinthefirm, such asthe organizational
culture, routines, policies, systems, and documents, as
well asindividualsandteams(Crossanet al., 1999; Nelson
& Winter, 1982; Grant, 1996; Spender, 1996). Knowledge
shapes the firm’'s core competences (Prahalad & Hamel,
1990) andthereforedeterminesval uecreation (Grant, 1996).
Furthermore, tacit knowledge, social knowledge, and com-
plex knowledgearedifficult toimitate (L eonard & Sensiper,
1998; Helfat & Raubitschek, 2000; McEvily & Chakravarthy,
2002). Hence, competences based on thesetypesof knowl-
edge cannot be easily duplicated by competitors, and
strategiesbased on these competencesarelikely tolead to
sustainable competitive advantage.

A contentious aspect of knowledge is its definitional
domain. Researchers have engaged in apassionate debate
about what knowledge isand what forms or typesof it are
available (Collins, 1993; Drucker, 1994). Knowledge has
been defined asinformation whose validity is established
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through test of proof (Porter-Liebskind, 1996), and as
relevant and actionable information based at least par-
tially on experience (Leonard & Sensiper, 1998). While
thepositivist view (“knowledgeasjustified truebelief")
is the predominant one in Western culture and a gener-
ally accepted assumption in organizational theory
(Nonaka & Takeuchi, 1995), it has been increasingly
complemented by authors arguing that knowledge can-
not be conceived independently from action (Blackler,
1995; Cook & Brown, 1999; Polanyi, 1967). Theseviews
shift the notion of knowledge asacommodity that people
acquire to the study of knowing as something that they
do.

For the purpose of thisarticle, we define knowledge
as familiarity with or understanding of a phenomenon.
Knowledge can be contained in subjects such as indi-
viduals, groups, and organizations, and in objects such
as systems, products, and processes. We view knowl-
edge as a higher form of information, which is elevated
by the specific nature and purpose of the organi zation to
provide an opportunity that the firm can exploit for its
advantage (Beckett, Wainwright, & Bance, 2000). Hence,
the challenge for many firmsisto identify that knowl-
edge, which isrelevant to their goals and strategies.

Figure 1 shows interrelationships between knowl-
edge management infrastructure, critical knowledge ar-
eas, and various elements leading to sustainable com-
petitive advantage. These relationships between these

Figure 1. Critical knowledge areas, value creation, capability differentials, sustainable competitive advantage, and

infrastructure elements (people, process, technology)
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elements ensure the leading and enhancing sustainable
competitive advantage. In the next sections, we discuss
the factors that influence the identification of critical
knowledge areas and the mechanisms through which
critical knowledge areas have an impact on competitive
advantage.

Identifying Critical Knowledge Areas

Critical knowledgeareasare specific bodiesof knowledge
or key resource capabilities that are unique to an enter-
prise and reside at the core of their business (Thompsen,
Ibarra, & Center, 1997). Given that “the most important
context for guiding knowledge managementisthefirm’'s
strategy” (Zack, 1999, p. 125), every strategic positionis
linked to some set of intellectual resources and capabili-
ties. In order to implement knowledge management pro-
cesses (e.g., data analysis and information communica-
tion) that support a firm’'s strategy, managers need to
consider several issues. First, they need to assess what
thefirm must doto competeand what thefirm can actually
do (strategic gap) (Zack, 1999). Second, they should
establish what the firm must know to compete and what
the firm actually knows (knowledge gap) (Zack, 1999).
Third, organizationsneed to recognize what their knowl-
edge management infrastructure needs to be and what it
currently is. While the first two issues focus on linking
knowledge management efforts to strategic goals, the
third point acknowledges that knowledge is a path-de-
pendent resource (Teece et al., 1997) and that future
knowledge configurations will be constrained by previ-
ousinvestmentsinaknowledgeinfrastructure. Inthenext
sections we describe in further detail the role of two
tangiblecomponentsof afirm’ sstrategy—itsmissionand
value proposition—and that of the existing knowledge
management infrastructurein hel ping organizationa mem-
bersto identify the firm’scritical knowledge areas.

. Business mission: The starting point for business
strategy is some underlying idea of why the busi-
ness exists; thisistypically comprised in afirm’s
mission, which includes a statement of the
company’s purpose and overarching goal (Grant,
2002). Some mission statements, such as that of
Skandia, are explicit about the role of knowledge.
For example, “ Skandiacreatesuniqueskillsaround
theworld that allow usto providethe best financial
solutionsfor our customers and enduring value for
our shareholders. We build special relationships,
engage the energy of our employees, and transfer
knowledge with pride.” If astatement of corporate
purpose embodies or embraces knowledge, it be-
comesa“knowledgebusinessvision” (Earl, 2001).
Otherwise, when abusiness mission, such asthat of

AmericaOnline(“ Tobuild aglobal mediumascen-
tral to people’s lives as the telephone or
television...andeven morevaluable”) isnot explicit
about knowl edge, thequestion firmsneed to answer
is, what i sthe contribution that knowledge can make
to the attainment of the firm’s purpose?

Because a mission defines the basic functions the
firm has decided to perform in society, it provides
organizational memberswithinitial strategic guide-
lines about the knowledge they require (Bailey &
Clark, 2000; Beckett et al., 2000). Thefirm'sgoals
and purpose create a roadmap that helps the com-
pany to defineitscoreactivitiesand the knowledge
creation and knowledge sharing processes that will
support thoseactivities. For example, inanin-depth
case study at a European Innovation and Technol-
ogy Center, Cepeda et al. (2004) showed that the
preparation of a mission statement—one that em-
phasized the promotion of innovation and research
activitiesamong companiesintheindustry—hel ped
thefirmto guideitsknowledge management efforts.
Giventhat their missionwasthepromotion of inno-
vation efforts, organizational members identified
knowledge areas such astraining and devel opment
and industry social networks as critical for their
suCCess.

Valueproposition: A business' value proposition
is a statement of the fundamental benefits it has
chosen to offer in the marketplace; it answers the
guestion: How does the business intend to attract
customers?(Crossan, Fry, & Killing, 2002). A value
proposition communicates to employees what the
business is trying to do for its customers and, by
inference, the requirements of their particular role.
It represents the attributes that firms provide,
through their products and services, to achieve
satisfaction and build loyalty with their targeted
customers(Thompsen, 1999). Thechoiceof avalue
proposition is perhaps the most obvious way in
which a business attempts to differentiate itself
fromcompetition(Crossanetal., 2002). For example,
Microsoft and Harley-Davidson have a product-
|eadership value proposition; they offer one-of-a-
kind products and services, state-of-the-art fea-
tures, and innovative solutions that customers of -
ten cannot get anywhere else. In contrast, firms
such asBM and Nordstrom have a customer-rel a-
tionship value proposition, choosing to focus on
the quality of their relationships with clients and
offering them “complete solutions.” A third caseis
that of Wal-Mart and Southwest Airlines, which
have an operational-excellence val ue proposition.
Thesefirms opt to excel at attributes such as price,
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quality, on-timedelivery, selection, and availability
that their rivals cannot match.

To deliver avalue proposition, abusiness needsto
make choices about the core activitiesit intends to
perform and theknowledge needed to performthose
activities(Furlong, 2000). Furthermore, by compar-
ing the value proposition to the current perfor-
mance of the company, performance gaps can be
detected (Earl, 2001). There could be quality prob-
lems, customer serviceissues, or adeficitinproduct
innovation efforts. Analyzing the gap between the
current and the desired value proposition is a way
of discoveringthecritical knowledgeneeded. From
this perspective, knowledge management supports
strategy whenit enablesthefirmtoimplement solu-
tions based on the unique needs of the client.

K nowledgemanagementinfrastructure: Toimple-
ment knowledge management successfully, it is
important to understand theinfrastructure required
to support theacquisition, generation, transfer, and
storage of tacit and explicit knowledge resources.
K nowledge management invol vesthe coordination
andintegration of multipleknowledge-based activi-
ties, structures, systems, processes, and individu-
als with diverse roles in the organization. These
elements are frequently grouped into three catego-
ries—people, processes, and technology—and
constitute what scholars call aknowledge manage-
ment infrastructure (Gold, 2001; Muzumdar, 1997).
While knowledge management solutions are aris-
ing phenomenon, many firmsmanageknowledgein
an implicit way and have elements of aknowledge
infrastructure without calling it so. For example,
Volvo has extensive databases and core expertsin
lifecycle analysis; Sony hastraining cellson prod-
uct disassembly and ensures knowledge sharing
with designers; BMW design teams have perma-
nent membersfromtherecycling functionto ensure
lessonsfrom previous experiences be incorporated
into product design. The existence of implicit or
explicit knowledge management elements (peopl e,
processes, and technology) createsawareness about
the importance of knowledge and facilitates the
identificationof critical knowledgeareas(Thompsen,
1999; Muzumdar, 1997; Cepedaet al ., 2004).
Furthermore, an existing knowledgeinfrastructure
affectstheidentification of critical knowledgeareas
because knowledge resources are path dependent,
whichisto say that “afirm’s previousinvestments
and its repertoire of routines (its ‘history’) con-
strainitsfuturebehavior” (Teeceetal., 1997, p. 522).
Resources are specific to afirm, embedded in their
routines or assets, and accumulated over time
(Dierickx & Cool, 1989). Consequently, an existing
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knowledge infrastructure (people, processes, and
technology) may constraint the process of identify-
ing critical knowledge areas. Independent of the
firm’ sstrategy, the current infrastructure elements
might create boundaries and mental modelswithin
whichmanagerswill evaluatetheir knowledgeneeds.
Inthiscircumstance, it may appear faster and easier
todevelop anew strategy that leveragesthe current
knowledge management infrastructurethanit would
be to create a new knowledge infrastructure to
leverage the desired strategy.

Relationship Between Critical Knowledge
Area and Competitive Advantage

Having discussed factorsthat facilitatetheidentification
of the critical knowledge areas that support a firm's
strategy, we now discuss two processes that mediate the
impact of critical knowledge areason competitive advan-
tage: value-creation ways and capability differentials.
Value-creation waysaddresshow knowledge contributes
to competitive advantage through the satisfaction of
customer needs (customer perspective). In contrast, ca-
pability differential saddresshow knowledge contributes
to competitive advantage through differentiation from
competitors (competitor perspective).

Value-creation ways. An emphasis on customer
value and value creation is an intangibl e asset that
has been posited to positively influence business
performance and competitiveadvantage (Narver &
Slater, 1990; Deshpandéet al., 1993; McNaughton,
Osborne, & Imrie, 2002). Theultimatetest of value
creationiswhether customersarewilling to pay for
afirm’s products and services under conditions of
widecompetitivechoicesavailabletothem (Rastogi,
2003).

Knowledgeisat theorigin of mostimprovementsin
customer value(Novo, 2001; Rowley, 2002). Compa-
nies create value by instilling knowledge in prod-
uctsand services (Rastogi, 2003), by applying new
knowledge to old problems (and in the process
displacing existing knowledge), and by synthesiz-
ing discrete kinds of existing knowledge (Hamel,
2000). Another way to create value to customersis
by globalizing deeply embedded local knowledge
(Hamel, 2000). Thisimpliestransferring knowledge
intheformof productsthat areeasily moved world-
wide, but al so the more subtle effort of transferring
knowledgeintheformof services. Inaddition, firms
create value by converting knowledge to strategic
knowledge and enhancing shareholder wealth
(Hamel, 1996, 2000). Because organi zationsgrow or
declineastheir value-creation possibilities expand
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or contract, the richer, wider, and more varied the
knowledge resources, the larger the value-creation
opportunitiesopentothe enterprise (Rastogi, 2003).
Thus, afirm’s capacity for sustained and superior
value-creating ability may liein the richness of its
knowledge.

. Capability differentials: Coyne(1986) identifiesthe

sources of sustainable competitive advantage as
being four types of capability differentials, which
Hall (1992, 1993) |abel sfunctional capabilities, cul-
tural capabilities, positional capabilities, and regu-
latory capabilities. While functional and cultural
capabilities involve competences and processes
such as advertising and manufacturing, positional
and regulatory capabilities refer to assets that the
firm ownssuch asbrandsand reputation. By includ-
ing assets and processes, the notion of capability
differential sencompassesthe conceptsof resources
and capabilitiesasdescribed by RBV (Barney, 1991)
and the dynamic capabilities perspectives(Teeceet
al, 1997; Eisenhardt & Martin, 2000). Becauseknow!-
edge is the cornerstone of resources and capabili-
ties, competitive advantage depends on the speed
at which organizations can generate, capture, and
disseminate knowledge, and use it to develop new
resources and capabilities that competitors cannot
easily imitate (Sharkie, 2003).
Zack (1999) stressestheimportance of concentrat-
ing on the development of unique and valuable
capabilities, rather than exclusively focusing atten-
tion on the production of products and services. A
concentration of products and services can pro-
vide, at best, short-term advantages because, as
Schumpeter (1934) argues, organizations that en-
gage in invention, innovation, and imitation in a
continual basis render current products and ser-
vicesobsolete. Longand Vickers-Koch (1995) also
argue that organizations that wish to improve their
performance need to devel op underlying skillsand
expertise, and channel them into process improve-
ments. These skillsand expertiseinclude capability
differentials such as know-how of employees, sup-
pliers, anddistributors(functional); learning ability
and quality perception (cultural); reputation and
networks (positional); and contracts, licenses, and
trade secrets (regulatory). The building up of these
internal capabilitiesresultsin sustainable competi-
tiveadvantage because of thedifficulty inimitating
competences that are based on knowledge, skills,
and attitudes; built into processes; and devel oped
over timeinaparticular organizational context (Long
& Vickers-Koch, 1995; Quinn, 1992).

FUTURE TRENDS

On the basis of theissuesin thisarticle, specific recom-
mendations are made for further research.

. Multiplecasestudiesare recommended to establish
the basis for cross-case analysis and the potential
for even more compelling evidence and conclu-
sions. Multiple case studies also provide greater
probabilitiesfor external validity and generalizability
of the theory.

. A quantitative study is also recommended. Such a
study could be designed to establish baseline stra-
tegic decisions, measures, and competitive com-
parisons. Other procedures could be designed to
isolate specific decisionsthat incorporate delibera-
tion of the critical knowledge area and to track the
relative measurable impact upon the business re-
sults and competitive position of an enterprise.

. Additional research is recommended to establish
financial valuation measures for a critical knowl-
edge area and the creation of atheoretical founda-
tion for abusinessformulatoidentify ameasurable
returnon critical knowledge.

To summarize, the results of these recommendations
would be expected to build upon the theoretical founda-
tion. This additional research would extend and enrich
thisframework.

CONCLUSION

Several conclusions are derived from the description of
this framework. These are presented as follows.

Theeventual isolation of auniquebody of knowledge,
theidentity of acritical knowledge area can create anew
perspective on the enterprise and how it contributes
value to its customers. The framework can support
management’s intent in creating and using a business
planning framework of competitive analysis, strategy
formation, andidentification of critical successfactorsfor
decision making and measurement. Such abusinessframe-
work is designed to create a managerial mindset that is
predisposed to focus upon certain factors. The practitio-
ners could find this predisposition as a source of diffi-
culty in reframing their perspective of the organization.
These conclusions align with the research of Penrose
(1959), Mahoney (1995), L eonard (1998), and Thompsen
(1999) ontheimpact of mental modelsontheidentification
and selection of key resource-capabilities that can serve
in the best interest of the firm.

A critical knowledge area can be considered as an-
other critical success factor and important for manage-
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ment decision making and the formation of competitive
strategy. By examining the connections between the
critical knowledge area and the points of competitive
differentiation (differential capabilities and value cre-
ationways), specificactionscan beidentifiedtoleverage
those points and enhance competitive advantage. A
critical knowledge area can be a unifying factor in the
development of an integrated strategy for enhancing
competitive advantage. It can also beusedto aligninfra-
structure, policies, practices, systems, and processes to
achievefulfillment of competitive strategies.

Consistent deployment of acritical knowledgeareais
expected to produce positive impact on business results
and relative competitive position. The development of
benchmarking data and subsequent measurement are
required to confirm such results. These findings and
conclusions build on the research of Hall (1993) and
Kamoche (1996), which concluded that resource-capabili-
tieshaveimportant implicationsin management practice.

To summarize, the described framework could be
aligned with the theoretical proposition that theidentifi-
cation of key resource-capabilities, or critical knowledge
areas, in a firm can serve as an important and practical
foundation for management decision making and enhanc-
ing competitive advantage.

The identification of key resource-capabilities or a
critical knowledge area is an essential step in defining
competitive forces and determining strategy. A critical
knowledge areaisanother critical successfactor that can
be used in conducting situational and competitive analy-
sis, formulating differentiating strategies, making strate-
gic decisions, and aligning the organization infrastruc-
turefor strategy fulfillment.

The consideration of a critical knowledge area in
management deliberations in a variety of scenarios can
enhance competitive advantage and the potential for
positive business results. The structure of an organiza-
tion, itsprocesses, systems, policies, and practicescan be
examined and adjusted to achieve greater leverage with
thecritical knowledge area. Some of these processes and
systemsinclude: acquisition/generation, store/retrieval,
transfer, application, and protection.

A critical knowledge area can also used as a
benchmarking measure for comparison of practices. As-
set valuation and ownership policies can be more inten-
tionally appliedtothecritical knowledgearea. All of these
are examplesthat demonstrate waysin which the identi-
fication and measurement of acritical knowledgeareacan
impact management decision making and contribute to
the economic value of afirm.
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KEY TERMS

BusinessMission: A basicroleor functionthat afirm
performsin aspecific environment.

Capability Differentials: Resource and competence
configurations, that isto say, configurationwaystoreach
competitive advantage sources.

CompetitiveAdvantage: A positive, relative position
held by a firm as compared with competitors within a

market or industry. There are two types of competitive
advantage: cost |eadership and differentiation.

Critical KnowledgeAr eas: Specificbodiesof knowl-
edge, or key resource-capabilities, that areuniquetoafirm
and reside at the core of the business mission and value
proposition to its customers.

K nowledge: Referstofamiliarity with something or the
understanding of aphenomenon. Thisimpliesthat it can
be contained in individuals, groups, organizations, sys-
tems, products, processes, and so forth.

K nowledgeM anagement I nfrastructure: Tosuccess-
fully implement knowledge management, itisimportant to
understand the infrastructure required to support the
acquisition, generation, transfer, and storage of tacit and
explicit knowledge resources. Knowledge management
involves the coordination and integration of multiple
knowledge-based activities, structures, systems, pro-
cesses, and individuals with diverse roles in the organi-
zation. These elements are frequently grouped into three
categories—people, processes, and technology.

ValueCreation Ways: Knowledgecreatesvaluewhen
it is incorporated into products and services by, for
example, applyingittoold productsor by developing new
products and services. Knowledge in this context does
not merely imply know-what, know-why, and know-how;
itmoreimportantly impliesafirm’ sability to produceand
deliver customer-valued outcomes. The test of value
creation is whether customers are willing to pay for a
firm’s products and services under conditions of wide
competitive choices open or available to them. Other
modes are: creation value by globalizing deeply embed-
dedlocal knowledgeand converting knowledgeto strate-
gic knowledge to create shareholder wealth. These two
value creation ways focus on a firm's employees and
investors.

Value Proposition: Attributes that supplying enter-
prises provide, through their products and services, to
achieve satisfaction and build loyalty with their targeted
customers.
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INTRODUCTION

Knowledge management (KM) is the process through
which organizational performance is improved through
better management of corporate knowledge. Its goal is
to improve the management of internal knowledge pro-
cesses so that all information required for corporate
decisions can be made available and efficiently used.
Competitive intelligence (Cl) is a process for gathering
usable knowledge about the external business environ-
ment and turning it into the intelligence required for
tactical or strategic decisions. The two are strongly
connected because gathered Cl has no long-term value
unless an effective KM process is in place to turn the
information into something usable. Although most in-
formation collected during a Cl investigation is used in
immediate decision making, it must be integrated into
the internal knowledge systems to provide a long-term
resource when companies attempt to detect trends or
adapt to changes in their environments (Aware, 2004).

Both KM and CI systemsare designed to enhance the
information resources of an enterprise, but often target
different information types and sources. While CI is
concerned with gathering information from the external
environment to enable the company to gain competitive
advantage (Williams, 2002), most investigation into
KM has focused on capturing the knowledge stored
within the minds of individual employees (Nidumolu,
Subramani, & Aldrich, 2001). Bagshaw (2000), Johnson
(2000), Rubenfeld (2001), and Williams (2002) all
focus on the use of KM for collecting, managing, and
sharing internally generated knowledge.

Restricting the focus to internal data severely limits
the potential of KM systems. The vast wealth of knowl-
edge outside the traditional boundaries of the company
may prove just as useful to organizations seeking a
competitiveadvantage (Gold, Malhotra, & Segars, 2001).
Fortunately, some studies indicate an awareness of the
value of external information. Abramson (1999) notes
that KM enables companiesto create and systematically
use the very best internal and external knowledge that
they can obtain. Grzanka (1999) notesthat KM provides
a methodology to leverage and manage all knowledge,

whether external or internal. Other researchers take it a
step further and recognize the synergies between KM
and Cl. Johnson (1999) states that KM and CI are two
parts of the same whole because both are designed to
apply enterprise knowledge of the internal and external
environment for long-term competitive advantage. KM
and Cl “have similar goals and are natural extensions of
one another (e.g., manage information overload and
timely/targeted information delivery, provide tools for
data analysis, identify subject matter experts, enable
collaboration)” (Meta Group, 1998). Davenport (1999)
even goes so far as to take the stance that Cl can be
viewed as a branch or subset of KM.

A major difference between KM and ClI is the much
broader scope of KM compared to the more clearly
focused ClI: rather than applying knowledgeto the entire
firm and its complete set of objectives, Cl focuses on
defending the firm from competitive threats, while at
the same time proactively working to acquire market
share from competitors (Johnson, 1999). Further, while
KM often falls under the purview of the information
technology department, more often than not Cl activi-
ties are found within strategic planning, marketing, or
sales (Fuld, 1998).

While it is difficult to simplify the relationship
between Cl and KM (Johnson, 1999), it is important to
note that the two approaches complement each other.
The goal of both disciplinesisto evaluate current busi-
ness decisions, locate and deliver appropriate knowl-
edge from the environment, and ultimately help to give
it meaning so that decision makers better understand the
options available to them (Johnson, 1999). The syner-
gies between KM and CI indicate that greater conver-
gence between the two approaches is inevitable.

BACKGROUND

Each organization has associated with it a particular
context pertaining to such issues as customer attitudes,
competitors' actions, regulatory patterns, and techno-
logical trends. Environmental scanning tools collect
information from the environment to assist in develop-

Copyright © 2006, |deaGroup Inc., distributing in print or el ectronic formswithout written permission of |Gl isprohibited.
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ing strategies that help the organization formulate re-
sponses to that environment.

Environmental scanning wasfirst defined by Aguilar
(1967) as the process of gathering information about
events and relationships in the organization’s environ-
ment, the knowledge of which assistsin planning future
courses of action. It entails perceiving and interpreting
both the internal and external environment with the
objective of making appropriate operational, tactical,
and strategic decisions that help insure the success of
the firm (Elofson & Konsynski, 1991). Any organiza-
tion that fails to monitor its environment in order to
determine the conditions under which it must operate
courts disaster (Mitroff, 1985). Identification of key
economic, social, and technological issues that affect
the organization, its lifecycle stages, and their rel-
evance to each other helps managers allocate attention
and resourcesto them (McCann & Gomez-Megjia, 1992).
Scanning is a fundamental, early step in the chain of
perceptions and actions that permit an organization to
adapt to its environment (Hambrick, 1981).

Aguilar (1967) stresses the close relationship be-
tween strategic planning and scanning, noting that scan-
ning is the acquisition of external strategic information
that is useful for making decisions about company strat-
egy and long-term plans. The objectives of environmen-
tal scanning vary with the businessstrategy employed by
an organization (Jennings & Lumpkin, 1992). Differen-
tiation strategy is associated with a systematic scanning
activity to alert the organization to market opportunities
as well as indications of innovations (Miller, 1989).
Cost leadership strategy involves scanning for more
efficient methods of production as well as innovations
made by the competition (Miller, 1989). Reactive strat-
egy is associated with scanning the external environ-
ment for problems (Ansoff, 1975), while low-cost strat-
egy directs the scanning effort toward solving specific
problems regarding product cost (Hrebiniak & Joyce,
1985). An organization’s strategy determines whether
environmental scanning is used to search for opportuni-
ties or to forewarn of threats (Snyder, 1981). The goals
of an organi zation are continuously evolving, and asthey
are changing, so too are the pertinent threats and oppor-
tunities that must be monitored (Elofson & Konsynski,
1991). Environmental scanning systems are dependent
on the identification of pertinent factors, both external
and internal, to be scanned.

Many tools can be used to perform environmental
scanning, including ClI, business intelligence, knowl-
edge acquisition, knowledge discovery, knowledge har-
vesting, enumerative description, knowledge engineer-
ing, information retrieval, document management, and
enterprise information portals. This article focuses on
the approach most widely used in business, Cl.

MAIN FOCUS OF THE ARTICLE

Miller (2001) defines Cl as the process of monitoring
the competitive environment. This competitive envi-
ronment includes but is not limited to competitors,
customers, suppliers, technology, political and legal
arenas, and social and cultural changes. Kahaner (1996)
explains that Cl is a systematic and ethical program for
gathering, analyzing, and managing information about
competitors' activities and general business trends that
can affect acompany’ s plans, decisions, and operations.
Note the distinction of CI as an ethical process, unlike
business espionage, which acquiresinformation by ille-
gal means like hacking (Malhotra, 1996). Cl enables
management to make informed decisions about a wide
variety of tactical and strategic issues. Outcomes from
aformal Cl program should enable strategists to antici-
pate changes in the company’s marketplace and actions
of its competitors. Cl should also uncover the existence
of new competitors, new technologies, products, laws,
or regulations that will have an effect on business. ClI
can help a business learn from the successes and fail-
ures of other enterprises, make better mergers and
acquisitions, and enter new business arenas. From an
internal viewpoint, Cl can help acompany assessitsown
business practices from a more open and objective
perspective while helping implement new management
tools (Kahaner, 1996).

The CI process is becoming even more important as
the pace of business both at home and abroad continues
to accelerate. Cl also helps managers deal with therapid
change in the political, legal, and technical environ-
ments (Kahaner, 1996). A key goal of Cl isto provide
early warnings or timely alerts that allow decision mak-
ers to proactively position the company to maintain or
gain acompetitive advantage. Management must be able
to detect changesin the market early enough to place the
company in the most strategically advantageous posi-
tion possible. A key feature of Cl is the analysis pro-
cess, which organizes and interpretsraw datato uncover
underlying patterns, trends, and interrelationships,
thereby converting it into actionable intelligence. Data
thus transformed can be applied to the analytical tasks
and decision making that form the basis for strategic
management (Miller, 2001).

Lackman, Saban, and L anasa (2000) propose amodel
of the CI process that consists of several processes,
including ldentify Users, Assess Intelligence Needs,
Identify Sources of Information, Gather Information,
Interpret Information, and Communicate Intelligence.
In the Interpret Information step, they propose an Intel-
ligence Library that is closely related to KM since the
Library serves as a repository for intelligence and sec-
ondary data with a user-friendly retrieval system de-
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signed to encourage its use. The inputs into the Library
could come from Cl departments and their activities or
from more traditional KM activities designed to capture
and disseminate tacit knowledge as explicit knowledge
regardless of the organizational structure of the busi-
ness. Thismodel of CI thusincorporates features of KM.

The classic intelligence cycle has four stages—col-
lection, processing, analysis/production, and dissemi-
nation—which is closely mirrored by knowledge
management’s four-step cycle of capture, transforma-
tion, communication, and utilization (Nauth, 1999).
Kahaner (1996) describes a four-step Cl cycle consist-
ing of planning and direction, collection activities, analy-
sis, and dissemination, while Miller (2001) adds feed-
back as a fifth step. Planning and direction requires
working with decision makersto discover and hone their
intelligence needs. Based on the vast array of directions
that Cl can take as illustrated above, this is one of the
most difficult and ill-defined tasks, especially for man-
agers not accustomed to using the CI process. Collection
activitiesinvolve the legal and ethical gathering of intel-
ligence from various public and private sources, both
internal and external to the company. Two major ap-
proaches used in information collection are responding
to ad hoc requests and continuously monitoring key
intelligence areas. Proactive requests can be answered
with available data, perhapsin a KM system, whilereac-
tive requests require a search process to uncover perti-
nent intelligence (Breeding, 2000). Several resources
can be searched, including pay-for-use services such as
Dow Jones, Hoover’'s Company Data Bank, Standards &
Poor’s, NewsEdge, as well as free information sources
such as company Web sites, SEC’'s Edgar system, and
corporateinformation.com (Breeding, 2000).

There are also specialized databases from third-party
vendors (Dialog, Lexus/Nexus), press release and
newsfeed collections (WavePhore's Newscast Access
or NewsEdge's NewsObjects), product literature, com-
petitor Web sites, archived design specifications, com-
pany profiles and financial statements, and numerous
other sources that are databased, searchable, and catego-
rized (Johnson, 1998). Monitoring key intelligence ar-
eas falls under the purview of environmental scanning.
While many of the same information sources can be
used, this approach allows critical intelligence to be
pushed directly to the desktops of those decision makers
who most need it without their having to do any searching
through newspapers, Web sites, or other resources on
their own, and it heightens awareness about the compe-
tition, making users aware of the competition in many of
their day-to-day activities (Breeding, 2000). Analysis
involves interpreting data and compiling recommended
actions. The analysis, like the collection process, is
driven by the planning stage to answer specific questions
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or concerns that managers are dealing with at the time.
These questions or concerns will range from very tac-
tical to very strategic in nature.

Dissemination involves presenting the findings to
decision makers. Thisagain is directed by the planning
stage where the question of how to disseminate the
findingsis determined and agreed to prior to the start of
the project. It is important to insure that decision
makers get the types of reports that they want, rather
than what the CI personnel find most interesting. That
means that if the decision maker wantsasimple, direct-
to-the-point report rather than along, involved presen-
tation, then he/she should get it. Feedback involves
soliciting responses from decision makers about the
quality, timeliness, and accuracy of the intelligence
and their needs for continued intelligence reports.
Whether we are contemplating the classic intelligence
cycle, the knowledge management cycle, or the com-
petitive intelligence cycle, the cycle is a circular,
iterative process. Note that unlike internal knowledge
management, Cl’ sfocusison both internal and external
events and trends, with a strong focus on competitors’
and others' activities and likely intentions.

While all phases of the CI cycle may be equally
critical, planning and direction—and the needs identi-
fication process involved therein—are pivotal. No in-
formation-gathering approach can be successful unless
it is provided with an adequate specification of the
variables that need to be monitored. A great deal of
research has been devoted to studying how to look for
information, while overlooking the equally vital issue
of what information to look for. A recent review of
software marketed toward the online intelligence com-
munity clearly illustrates that the ability of most soft-
ware to determine what information to gather is clearly
deficient (Fuld, 2001).

Many tools for gathering intelligence are profile
based, designed to sift information through a profile of
intelligence needs (Berghel, 1997). These profiles are
often made up of a set of topics that describe specific
interests (Foltz & Dumais, 1992), and are developed
early in the Cl cycle and modified throughout the
course of the intelligence operations. Each topic can
be expressed in terms of a keyword or concept. The
primary weakness of this type of approach is its reli-
ance on the completeness and accuracy of a one-di-
mensional or single-class profile. If the profile is
insufficient in any way, the effectiveness of the filter-
ing processis seriously diminished. For example, if the
profile is too narrow in scope or omits critical intelli-
gence topics, the competitive intelligence process will
overlook much of the pertinent available information,
leaving managers unaware of vital facts. Thus, decision
makers may consistently make crucial decisions based
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on faulty information. If, on the other hand, the profile
is too broad or general, the intelligence gathering pro-
cess may be capturing irrelevant information, over-
whelming the decision makers and convincing them that
the CI process is ineffective. In short, the profile of
information needs is the pivotal element in determining
how well the CI process performs.

Needs identification requires a structured approach
that takes into account multiple dimensions, or classes.
Such an approach helps to insure that the process of
identifying an organization’s intelligence needs consid-
ers each of the categories that make up those needs.
Stadnyk and Kass (1992) propose the development of
knowledge bases of description categories over which
individual models of interests can be defined. Herring
(1999) proposes the concept of Key Intelligence Top-
ics (KITs) to help identify intelligence requirements by
considering strategic decisions, early-warning topics,
and key players. Based on Herring's prior work with
both the government and Motorola, the KITs process
helps management to identify and define critical intel-
ligence needs. Cl programs often operate under the
direction of upper management, which generally delin-
eates the objectives or needs that Cl must attempt to
meet.

However, Cl activity should not be restricted to the
upper management level becauseit can assist all organi-
zational levels. Further, Cl needs vary by company and
by project. Therefore, an analysis of the information
needs of an enterprise requires consideration of the
types of information required by decision makers at all
levels of management. Many management models, in-
cluding Anthony’s Managerial Pyramid (1965), repre-
sent organizations as having various levels of decision
making—operational control, tactical control, and stra-
tegic planning—each of which has different informa-
tion needs.

The multi-class interest profile (M-CLIP), first pro-
posed in 2001 (Parker & Nitse, 2001), addresses these
shortcomings. It provides a strategically aligned frame-
work based on the various types of information needsin
order to insure that key items within each critical intel-
ligence area are accounted for. Thorough needs identi-
fication guided by astructured, multi-dimensional frame-
work increases the likelihood of a successful Cl effort.
The classes that make up the M-CLIP were derived by
taking into consideration such information-intensive
activities as project management, strategic planning,
competitive analysis, and environmental analysis, and
then acknowledging the correlation between the infor-
mation needs of those activities and the decision-mak-
ing levels described in the Managerial Pyramid. The
project class consists of interest areas intended to

target the information necessary for the execution of
current projects, including both long-term activities
such as tracking the daily or weekly actions of an over-
seas competitor, as well as shorter-term specialized
projects such as the investigation of a possible acquisi-
tion or alliance prospect. The enterprise class includes
internal and external interest areas, such as technol ogi-
cal factors, investment issues, corporate news, operat-
ing expenses, and so forth, that are necessary for tacti-
cal decision making. Theindustry classtargetsinforma-
tion needs that stem from the type of industry or orga-
nization performing the investigation and helps the ClI
process supply intelligence related to the general exter-
nal environment of the company.

The M-CLIP spans all decision-making levels and
provides a structured, expanded set of intelligence top-
ics. The M-CLIP system also provides specialized tem-
plates to aid in the identification of critical intelligence
needs, an expansion mechanism to help insure that no
key concepts are overlooked, and an adaptive mecha-
nism to handle the removal of unproductive topics auto-
matically.

A complete set of intelligence topics encompasses
a wide spectrum of corporate interests, thus providing
the means to access a greater percentage of relevant
online information. A more complete information set
makesthe analysis and dissemination effortsmorelikely
to succeed, insuring that the CI process provides deci-
sion makers with a more complete set of information,
enabling them to assess domestic and international is-
sues in an efficient, accurate, and timely manner.

FUTURE TRENDS

As noted above, the KM and CI functions complement
each other. Thereisagreat deal of overlap between the
two, and KM systems will become more robust as KM
workers recognize the benefits of adjusting their focus
to include not only internal, but also external sources of
information. At the sametime, Cl effortswill benefit by
making greater use of KM. One statistic indicates that as
much as 80% of the competitive knowledge that a firm
requires to compete successfully is already present
somewhere within the company and can be gathered by
probing internal sources (Johnson, 2001). Competitive
intelligence should be an integral part of knowledge
management, and vice versa. Knowledge management
can beimproved by actively gathering competitiveintel-
ligence, and competitive intelligence can be improved
by accessingtheinternal information gathered by knowl-
edge management. The convergence of these two disci-
plines can be realized only when strategic planners are
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ableto definemore completely therel ationshipsbetween
Cl and KM, and their specific rolein delivering decision
support (Johnson, 1998).

CONCLUSION

Effective ClI requires an effective KM process. Without
KM, gathered CI information is useful for only a brief
period. Cl data is highly time sensitive and is often
usel ess unless acted upon immediately (Johnson, 1998).
However, if Cl isintegrated into the internal knowledge
processes, it will begin to have some long-term value to
afirm (Aware, 2004). Thisintegration will enable com-
panies to detect trends and markets in which competi-
tors act, as well as to identify latent and parallel com-
petitors. This intelligence can then be of long-term use
to decision makers at all levels (Johnson, 1998).

One measure of organizational effectiveness is the
creation and continuance of a measurable competitive
advantage (Gupta & McDaniel, 2002). KM and CI share
that common goal, and a convergence of these two
approaches will enable organizations to use the syner-
gies between the two to take advantage of changes in
both the internal and external environment.
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KEY TERMS

Competitive Intelligence: A systematic and ethi-
cal program for gathering, analyzing, and managing en-
vironmental information that can affectacompany’ splans,
decisions, and operations (http://www.scip.org/ci/).

Environmental Scanning: Thesystematic gathering
of information in order to reduce the randomness of the
information flow into the organization, and to provide
early warningsof changing conditionsin both theexternal
and internal environment.

Intelligence Needs: The topics that an organization
must monitor in order to stay competitive.

Key Intelligence Topics (KITs): A process for
identifying intelligence requirements by considering
strategic decisions, early-warning topics, and key play-
ers.

M-CLIP: A structured, expanded profile of infor-
mation needs, used in conjunction with specialized tem-
plates to aid in the identification of critical intelligence
needs, an expansion mechanism to help insure that no
key conceptsareoverlooked, and an adaptive mechanism
to remove ineffective topics.
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Needs Identification: The process of determining
which topics an organization must monitor in order to
attain or maintain a competitive advantage.

Profile/User Profile: A set of keywords or concepts
describing a user or organization's intelligence needs
throughwhich profile-based intelligence-gathering tools
filterinformation.
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INTRODUCTION

Systematic development of new knowledge is asimpor-
tant in the developing field of knowledge management
(KM) as in other social science and technological do-
mains. Careful research is essential for the develop-
ment of new knowledge in a systematic manner (e.g.,
avoiding the process of trial and error). The problemiis,
throughout the era of modern science, a chasm has
persisted between laboratory and field research that
impedesknowledge devel opment about knowledge man-
agement.

This article combines and builds upon recent results
to describe a research approach that bridges the chasm
between laboratory and field methods in KM: computa-
tional experimentation. As implied by the name, com-
putational experimentsare conducted viacomputer simu-
lation. But such experiments can go beyond most simu-
lations (e.g., incorporating experimental controls, ben-
efiting from external model validation). And they can
offer simultaneously benefits of laboratory methods
(e.g., internal validity, lack of confounding) and field-
work (e.g., external validity, generalizability). Further,
computational experiments can be conducted at a frac-
tion of the cost and time associated with either labora-
tory experiments or field studies. And they provide a
window to view the kinds of meta-knowledge that are
important for understanding knowledge management.
Thus, computational experimentation offers potential
to mitigate many limitations of both laboratory and field
methods and to enhance KM research. We discuss com-
putational modeling and simulation as a complementary
method to bridge the chasm between laboratory and
field methods—not as a replacement for either of these
methods.

BACKGROUND

To appreciate the power of computational experimenta-
tion, we draw heavily from Nissen and Buettner (2004)
in this section, and outline the key relative advantages
and disadvantages of laboratory and field methods. To
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begin, the laboratory provides unparalleled opportunity
for controlled experimentation. Through experimenta-
tion the researcher can manipulate only a few variables
of interest at atime and can minimize the confounding
associated with the myriad factors affecting complex
systems and processes in the field (Box, Hunter, &
Hunter, 1978; Johnson & Wichern, 1992). However,
limitations of laboratory experimentation are known
well (Campbell & Stanley, 1973) and are particularly
severe in the KM domain. In KM experimentation such
limitations center on problems with external validity.
Laboratory conditions can seldom replicate the com-
plexity, scope, and scale of the physical organizations
and systems of interest for research. KM experiments
also include problems with generalizability. Many ex-
periments utilize samples of convenience (esp. univer-
sity students) instead of working professionals. This
practice calls into question how closely the associated
experimental results are representative of KM behavior
in operational organizations.

Alternatively, field research provides unparalleled
opportunity for realism (Denzin & Lincoln, 1994). The
researcher in the field can study full-scale artifacts in
operational environments (Yin, 1994) and can minimize
the abstraction away from working people, systems, and
organizations (Glaser & Strauss, 1967). However, limi-
tations of field research are known well also (Campbell
& Stanley, 1973) and are particularly severein the KM
domain aso. In KM field research such limitations
center on problemswith internal validity. Field research
affords little opportunity for controlled experimenta-
tion (cf. Cook & Campbell, 1979). Also, confounding
results often from the myriad influences on complex
systems and organi zations that cannot be isolated in the
field. This practice makes it difficult to identify and
trace the causes of differential behaviors—better as
well asworse—in KM. In addition, field research can be
very expensive, particularly to support researchers’ ef-
forts to enhance internal validity and ameliorate con-
founding. And many research designs for fieldwork
(e.g., case study, ethnography, natural experiment) re-
quire considerable time for planning and analysis.

Asimplied by the name, computational experiments
are conducted via computer simulation. As such, they

Copyright © 2006, |deaGroup Inc., distributing in print or el ectronic formswithout written permission of |Gl isprohibited.



Figure 1. Bridge method (Adapted from: Nissen and
Buettner, 2004)
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offer all of the cost and time advantages of computa-
tional analysis (see Law & Kelton, 1991). But computa-
tional experiments go beyond most simulations. Rigor-
ous experimental designs are employed to capture the
benefits of laboratory experimentation. The variables
affecting physical systemsand organizationsinthefield
can be isolated and examined under controlled condi-
tions. This also addresses the internal validity and con-
founding limitations of field research. Yet computa-
tional experiments can be conducted at a fraction of the
cost and time required to set up and run experiments
with human subjects in the laboratory. Further, through
external validation, computational models can emulate
key qualitativeand quantitative behaviorsof the physical
systems and organizations they represent with “good”
fidelity (e.g., good enough to have confidence that re-
sults of computational experiments will track those of
physical experiments in the laboratory or field). This
mitigates the problems of external validity and
generalizability noted above.

Figure 1 illustrates the essential elements of com-
putational experimentation as a research method. The
top of the figure includes a shape to depict the bridge
metaphor associated with this method. It spans a wide
gap between laboratory and field methods. From the | eft
side of this “bridge,” two arrows represent inputs to
describe the behaviors of computational models. Orga-
nization theory, which is predicated upon many thou-
sands of studies over the last half century, provides the
basis for most such behaviors. Behaviors pertaining to
organizational factors such as centralization, division
of labor, task interdependence, function, coordination,
formalization, technology, and information processing
are captured from organization theory. Where extant
theory does not address a behavior of interest (e.g.,
knowledge flows) well, ethnographic and similar
immersive field studies (Bernard, 1998) are conducted
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to understand the associated organizational behaviors.
Because organization theory attempts to be general, and
is not based on any single organization, the associated
behaviors have broad applicability across organizations
in practice. This providesin part for the generalizability
attai nabl e through the method of computational experi-
mentation.

From the bottom of the “bridge,” an arrow represents
the use of computer models to represent organizations
and emulate their key behaviors. Some variety existsin
terms of specific implementations. But most computer
models adhere to standards, norms, and conventions
associated with the field of Computational Organization
Theory (COT,; see Carley & Prietula, 1994). The central
goal isto develop computer modelsthat emulate the key
behaviors of organizations and to use such models to
examine alternate methods of organization and coordi-
nation. As such COT shares a focus on many factors of
importance in knowledge management.

From theright side of the “bridge” in the figure, one
arrow represents a requirement in our approach for
model validation. Through validation, the organi zational
behaviors emulated by computer models are examined
and compared with those of operational organizationsin
the field. We view this as an essential step. It provides
confidence that the behaviors emulated by the computer
model have sufficient fidelity to mirror faithfully the
behaviors of the operational organizations they repre-
sent. This provides in part for the external validity
attai nabl e through the method of computational experi-
mentation.

It is important to note, not all COT models are
subjected to such validation. Many researchers use com-
putational models to conduct theorem-proving studies.
Such studies are valuable in their own right to demon-
strate various aspects of organization theory (e.g., see
Carley, 1999). But without thorough validation of rep-
resentation and useful ness(Thomsen, L evitt, Kunz, Nass,
& Fridsma, 1999), such researchers have difficulty
making claims that the theoretical insights derived from
their models mirror the behavior of organizationsin the
field. Hence comprehensive validation represents an
important characteristic to distinguish computational
experimentation as the research method described spe-
cifically in this article from COT in general.

Finally, from the top of the “bridge,” an arrow repre-
sents the use of experimental controls in research.
Following the same rich set of experimental designs
available to laboratory researchers, computational ex-
perimentation as a research method can be used to
control for myriad factors and manipulate just one or a
few variablesat atimeto examine causality. Further, the
same experimental design and setup can be replicated
any number of times, for instance using Monte Carlo
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techniques or other computational approaches to intro-
duce variation. This provides for the internal validity
attai nable through the method of computational experi-
mentation. Combining these “bridge” inputs together—
organization theory and ethnography, computer models,
validation, and control—the method of computational
experimentation can be understood in terms of, and
indeed inherits, the various properties of its constituent
elements.

COMPUTATIONAL
EXPERIMENTATION IN KM

In this section, we draw heavily from Nissen and Levitt
(2004) to summarize our approach to computational
experimentation in KM. We begin by highlighting key
aspects of our research on agent-based modeling and
then illustrate its KM application through an example of
technological development.

Virtual Design Team Research

The Virtual Design Team (VDT) Research Program
(VDT, 2004) reflects the planned accumulation of col-
laborative research over two decades to develop rich,
theory-based models of organizational processes. Using
an agent-based representation (Cohen, 1992; Kunz,
Levitt, & Jin, 1998), micro-level organizational behav-
iors have been researched and formalized to reflect well-
accepted organization theory (Levitt et al., 1999). Ex-
tensive empirical validation projects (e.g., Christiansen,
1993; Thomsen, 1998) have demonstrated representa-
tional fidelity and have shown how the emulated behav-
iors of VDT computational models correspond closely
with a diversity of enterprise processes in practice.

The development and evolution of VDT has been
described in considerable detail elsewhere (e.g., Jin &
Levitt, 1996; VDT, 2004), so we do not repeat such
discussion here. The VDT modeling environment has
been developed directly from Galbraith’s (1977) infor-
mation processing view of organizations. This informa-
tion processing view has two key implications (Jin &
Levitt, 1996). The first is ontological: we model knowl-
edge work through interactions of tasks to be performed,
actors communicating with one another and performing
tasks, and an organization structure that defines actors’
roles and that constrains their behaviors. In essence this
amountsto overlaying the task structure on the organiza-
tion structure and to developing computational agents
with various capabilities to emulate the behaviors of
organizational actors performing work.

The VDT modeling environment benefits from exten-
sive fieldwork in many diverse enterprise domains (e.g.,

power plant construction and offshore drilling, see
Christiansen, 1993; aerospace, see Thomsen, 1998;
software development, see, Nogueira 2000; healthcare,
see Cheng & Levitt, 2001). Through the process of
“backcasting”—predicting known organizational out-
comes using only information that was available at the
beginning of a project—VDT models of operational
enterprises in practice have demonstrated dozens of
times that emulated organizational behaviors and re-
sultscorrespond qualitatively and quantitatively totheir
actual counterparts in the field (Kunz et al., 1998).
ThustheV DT modeling environment hasbeen validated
repeatedly and longitudinally as representative of both
organization theory and enterprises in practice. This
gives us considerable confidence in its results.

Moreover, VDT is designed specifically to model
the kinds of knowledge work and information process-
ing tasks that comprise the bulk of KM processes. In
this sense, the computational model is imbued with
meta-knowledge in terms of the constructs and rela-
tionshipsthat are important to KM. In particular, build-
ing upon emerging knowledge-flow theory (e.g., see
Nissen, 2002)—which describes the dynamics of how
knowledge “moves’ between various people, organiza-
tions, locations, and points in time—we are extending
VDT methods and toolsto reproduce increasingly fine-
grained behaviors of knowledge in motion. This in-
cludes knowledge-flow processes and tools such as
direct experience, formal training, transactive memory,
mentoring, and simulation, in addition to common-
place KM approaches such as Web portals, knowledge
maps, and communities of practice.

VDT Knowledge Management Model

Here we employ the VDT modeling environment to
represent work processes associated with a high-level
technology development project. The key KM question
of interest hereis: To what extent should the organiza-
tion focus on developing specialist knowledge within
itstwo functional areas of design and manufacturing vs.
promoting generalist knowledge across functional ar-
eas? Figure 2 presents a screenshot delineating two
primary tasks (i.e., design and manufacturing), each
performed by a corresponding organizational unit (i.e.,
design actor and manufacturing actor). The two mile-
stonemarkers(“ Start” and“ Finish”) showninthefigure
are used in VDT to denote progress, but such markers
neither represent tasks nor entail effort. The tree struc-
ture shown in the top left of the figure displays several
of the different ontological elements of the VDT model
(e.g., tasks, positions, milestones). The table shown in
the bottom left displays numerous program-level pa-
rameters (e.g., team experience, centralization, for-
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Figure 2. VDT baseline product development model
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malization), which are all set to empirically determined
“normal” values for product development work. Values
for such parameters are held constant (i.e., controlled)
across simulations of alternate cases and scenarios.

To set up a computational experiment, this model is
parameterized to reflect “medium” specialist knowl-
edge and “medium” cross-functional knowledge. The
null hypothesisis: varying therelative levels of special-
ist and cross-functional knowledge has negligible im-
pact on project performance. To test this null, we con-
duct a full-factorial experiment, with knowledge levels
at both “low” and “high” levels for all combinations of
specialist and cross-functional settings. Examining each
case individually provides us with precise control over
which factors can vary and hence excellent insight into
causality. Examining exhaustively all combinations of
specialist and cross-functional knowledge levels pro-
vides us with insight into the entire design space asso-
ciated with these KM variables of interest. Using con-
sistently the output measure project duration enables
us to employ a common metric to assess relative perfor-
mance. These benefits all accrue from our experimental
methods and controls. Moreover, using empirically de-
termined and validated “normal” settings to depict the
behavior of a representative technology project pro-
vides us with confidence that results of our simulations
bear resemblance to those of operational organizational
projectsin the field. This benefit accrues from employ-
ing the general and validated modeling environment
VDT.
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Computational results for the product development
model are summarized in Table 1. The values listed in
the table reflect simulated project duration and are
expressed in workdays. For instance, notice theresult in
the table’s center (highlighted in bold print for empha-
sis): a project staffed with actors possessing medium
levels of manufacturing specialist knowledge (z) and
medium levels of cross-functional knowledge (h) is
projected by the model to require 216 workdays to
complete. This reflects a nominal 200 days of work
specified (i.e., work volume), along with 16 days of
additional problem solving (e.g., internal communica-
tion, delay, and exception handling associated with noise,
uncertainty, and errors). The additional 16 days’ prob-
lem-solving time reflects empirically determined rela-
tionships between model parameters (e.g., levels of z
and h) and organizational performance.

Table 1 reports full-factorial results of nine simula-
tion runs, with boththe z (i.e., specialist knowledge) and

Table 1. Computational model results

Parameter Lowz Mediumz Highz
Highh 226 178 141
Mediumh 264 216 178
Low h 310 264 226

Project Duration in workdays
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h(i.e., cross-functional) parametersvarying acrossthree
levels: low, medium, and high. Notice the simulation
results vary in understandable ways across the three
levels of both specialist and cross-functional knowl-
edge. For instance, holding the parameter h constant at
the medium level of cross-functional knowledge, per-
formance in terms of project duration ranges from 264
days when specialist knowledge is low, to 178 days
when specialist knowledge is high. This indicates the
marginal product of such knowledge is positive (i.e.,
consistent with classical microeconomic theory). This
same monotonic relationship is evident at the other
levels of cross-functional knowledge (i.e., low h, high
h) aswell. Likewise, holding the parameter z constant at
the medium level of specialist knowledge, performance
in terms of project duration ranges symmetrically from
264 days when cross-functional knowledge is low, to
178 dayswhen cross-functional knowledgeishigh. This
is also consistent with classical microeconomic theory
and is evident too at the other levels of specialist
knowledge (i.e., low z, high z).

The symmetry reflected in the results of Table 1
corresponds to the microeconomic case of perfect
knowledge substitution: specialist and cross-functional
knowledge can be substituted—unit for unit—to main-
tain performance at some arbitrary level (e.g., along an
isoguant). For instance, from the table, where specialist
knowledge (z) is low, but cross-functional knowledge
(h) is medium, performance (264 workdays) is the same
as where specialist knowledge (z) is medium (i.e., one
unit higher), but cross-functional knowledge (h) is low
(i.e., one unit lower). Other instances of such substitut-
ability can be identified readily through different com-
binations of knowledgetypesz and h (e.g., low z, highh
<—> high z, low h [226 days]; high z, medium h <—>
medium z, high h [178 days]). With this our computa-
tional model indicates that specialist and cross-func-
tional knowledge represent substitutes for one another.
It isimportant to note here, this result reflecting perfect
substitution reflects an emergent property of the com-
putational model, not an explicit behavior—that is, no-
where in the development of the VDT environment or
this computational project model do we specify behav-
iors of perfect substitution. Rather, the nature of inter-
actions between VDT actors, tasks, organizations, and
environmental settings lead dynamically to this result.
In a sense this provides some additional validation of
VDT (i.e., from classical microeconomics) behaviors.

Clearly thisrelatively simple computational experi-
ment excludes several factors and aspects of the world
that would complicate the analysis and alter the symme-
try of results. For instance, we model the design and
manufacturing tasks as sequential, with littleinteraction
and no rework. However, few contemporary technology

development projects separate design and manufactur-
ing so cleanly. Designers today are required to under-
stand an organization’s manufacturing capabilities, and
manufacturers today need to understand the limitations
of design. In the case, the coordination requirements
associated with concurrency between design and manu-
facturing functional tasks would skew our results in
terms of substitution between specialist and generalist
knowledge. Similarly, few contemporary technology
development projects are devoid of rework between
design and manufacturing tasks. Indeed, a key aspect of
concurrency in fast-track projects involves multiple
prototypes that are developed, evaluated, and reworked
through successive iterations and refinements.

In the case, the rework requirements associated with
iterative prototyping would also skew our results in
terms of substitution between specialist and generalist
knowledge. Other complications (e.g., inclusion of
marketing and service organizations, differential pay
scales, different rates of change pertaining to specialist
and generalist knowledge, different learning ratesamong
actors in the various organizations, different KM tech-
nologies in place) can be modeled and simulated as
well—one at a time—using experimental controls.
Through such computational experimentation, research-
ersand managersalike canlearn much about how knowl-
edge flows in a modeled project organization. Such
knowledge can be used to help researchers focus on the
most sensitive variables to study in future laboratory
and field experiments. It can also be instrumental di-
rectly in enhancing the organization’s KM projects.

FUTURE TRENDS

The kind of computational experimentation illustrated
in the simple example above represents only a modest
beginning to what can be accomplished over time by
exploiting these new tools and techniques. For instance,
as the theoretical basis of KM continues to develop and
accumulate, an increasing number of knowledge-spe-
cific micro-behaviors can be represented and incorpo-
rated into modeling environments such as VDT. This
will enableincreasingly fine-grained and complex analy-
ses to be conducted, with computational experimenta-
tion used to differentiate between closely matched KM
alternatives (e.g., competing organizational designs,
process flows, personnel systems, technological archi-
tectures). In complementary fashion, as computational
models become increasingly sophisticated and based on
KM theory, using such models through experimentation
will enable new KM knowledge to devel op and accumu-
late at an ever faster rate. Hence in amutually reinforc-
ing manner, KM theory can inform and improve upon
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computational experimentation, while computational
experiments can inform and accel erate the development
of KM theory.

Moreover, as computer technology continues to
advance, larger and more complex computational ex-
periments can be conducted in less time. As the ap-
proach of computational experimentation diffuses
through the research and management communities, it
may become increasingly routine to employ this tech-
nique in everyday settings (Schrage, 1999). Today, the
designs of airplanes, bridges, and computers are accom-
plished principally via computational modeling and
analysis. Tomorrow, such modeling and analysis may
become indispensabl e to designing organizations, work
processes, personnel systems, and information tech-
nologies (Levitt, 2004). Before any KM project reaches
a stage of prototyping, much less organizational imple-
mentation, it will have undergone extensive computa-
tional analysis. Thus, the approach of computational
experimentation that we illustrate in this article offers
potential to become a mainstay of KM research and
practice.

CONCLUSION

Systematic development of new knowledgeinthedevel-
oping field of knowledge management (KM) isimpeded
by a chasm between laboratory and field research meth-
ods. This article describes computational experimenta-
tion as a research approach that bridges this chasm and
hence offers potential for understanding KM better.
Examining a high-level project model, weillustrate how
the VDT modeling environment can be employed for
computational experimentation through a full-factorial
design. And we indicate how this approach can be ex-
tended to examine large, complex, and detailed organi-
zations and projects, in addition to adding increasingly
sophisticated and analytically demanding factors to the
models.

More than simply simulating organizational behav-
iors, computational experimentation can facilitate the
development of knowledge about knowledge manage-
ment. In time we may find such experimentation used to
design KM projects and associated organizations in a
manner similar to the use of computational models for
the design of complex physical artifacts such as air-
planes, bridges, and computers. Should this vision ob-
tain, the KM researcher, manager, and practitioner alike
will all be well versed in—and indeed critically depen-
dent upon—computational experimentation. The re-
search described in this article represents a substantial
step toward such vision.
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KEY TERMS

Computational Experimentation: The use of vali-
dated, theory-driven computer models with experimen-
tal methods to assess systematically behaviors associ-
ated with alternate organizational designs.

Coordination: The activity and effort associated
with theinformation processing tasks of an organization.

K nowledge-Flow Theory: Anemerging basisof theory
describing the dynamics of how knowledge “moves’
between various people, organizations, locations, and
pointsintime.

K nowledge: Inthisarticleknowledgeisoperationalized
as the ability to enable action in the organization (e.g.,
good decisions, appropriate behaviors, useful work). As
such it complements information, which provides the
context for and meaning of action (e.g., criteriafor deci-
sions, motivationsfor actions, specificationsfor work), as
well asdata, which supply detail s associated with action
(e.g., facts, observations, measurements).

K nowledgeM anagement: Theuseof knowledge(i.e.,
which enablesdirect action) for capitalization (e.g., com-
petitive advantage, organization, productivity).

Knowledge Substitution: The degree to which one
kind of knowledge (e.g., specialist design knowledge)
can be substituted for another (e.g., generalist technol-
ogy development knowledge) without affecting organi-
zational performance.

Model Validation: lterative testing and refinement
of computational models to ensure the behaviors of
such models mirror faithfully those of the operational
organizations in practice that they represent.

Virtual Design Team: A stream of research fo-
cused on developing computational methods and tools
to enable the design of organizationsinamanner similar
to how complex physical artifacts such as airplanes,
bridges, and computers are designed (i.e., via computer
models).
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INTRODUCTION

Behindtheemergingdigital facade, companieshavestarted
to operate in adistributed fashion. Theintricate connec-
tivity among thesefirmsimpliestheexchangeof valuable
resourceslikeknowledgeandinformation. Such coopera-
tion or collaboration is what enables organizations and
individual sto makedecisionscollectively, learnfromone
another, communicate effectively, and thuscreate knowl-
edge (Brown & Duguid, 1991; Huber, 1991; McDonald,
1995; von Krogh & Roos, 1995).

However, cooperating organizations often simulta-
neously compete (coopetition). While reciprocal knowl-
edge sharing may enhancethetotal and individual added
value, inter-firm knowledge sharing may also affect the
uniqueness and thus competitive contribution of afirm’s
knowledge repository. Opportunistic behavior of coun-
terparts may erode anticipated benefits of cooperation
and result in unevenly distributed value.

The inherent balancing act between cooperation and
competition requires designing and implementing spe-
cific management processes to enable economic value
maximizationfor participatingindividualsandfirms. The
value-driven balancing act isbecoming increasingly rel-
evant in business practice.

This article introduces the scientific literature on
Knowledge Management Under Coopetition and then
describestheconcept of Coopetitive L earning and Knowl-
edge ExchangeNetworks(CoL KENS), their components,
andtheir genericstructure. It reviews CoLKEN fundamen-
talsand components, and suggestsaCoL KEN taxonomy.
Key research questions are followed by generalized key
insightsfrom studying CoL K ENsasthe setting for Knowl-
edge Management Under Coopetition. The article then
examinesthe levers for managing CoLKENS, and closes
with future trends and brief conclusions.

BACKGROUND

The following literature review provides broad defini-
tions and discussions relevant to knowledge manage-
ment under coopetition.

Fundamental Components of
Knowledge Management Under
Coopetition

Knowledgeisacomplex concept and difficult to define,
and when seen from amanagement perspective, it exhibits
unique properties that are distinctly different from the
ones of traditional corporate resources, such as land,
labor, and capital . I ntellectual resourcesarenot naturally
scarce (Suchmann, 1989); knowledge may increase in
value the more it is used, with investment in knowledge
and knowledge-creating capabilitiescharacterized by in-
creasing returns (Teece, 1998). These properties tend to
make knowl edgelessamenabl eto management (Polanyi,
1966; Hedlund, 1994; Nonaka, 1994; Boisot, 1995).

Who are appropriate knowledge agents for Knowl-
edge Management Under Coopetition? Whoisintellectu-
ally capable, theorganization or itsindividual employees?
Does knowledge reside at individual and organi zational
levels? Among others, Drucker (1993) and Grant (1996)
stressthe predominant importance of individuals. Others
(Nonaka& Takeuchi, 1995; Spender, 1996; Boisot, 1998;
Lane & Lubatkin, 1998; Matusik & Hill, 1998; Crossan,
Lane, & White, 1999; Inkpen, 2000) consider organiza-
tional cognition or organizations as cognitive entities a
suitable unit of analysis. In the organization science
literature, organizational learningisacentral tenet (Huber,
1991; Simon, 1991; Argyris& Schon, 1996) andisbelieved
tolead to competitive advantage (Senge, 1990; Moingeon
& Edmondson, 1996). Itisclosely intertwined withinter-
organizational learning (e.g., Larsson, Bengtsson,
Henriksson, & Sparks, 1998), as the learning entitiesin
both conceptspositively affect each other (Doz & Hamel,
1998; Child, 2001; Holmquist, 2003).

Knowledge networks are commonly defined as for-
mally set up mechanisms, structures, and behavioral pat-
terns that connect knowledge agents who were not pre-
viously connected because of functional, hierarchical, or
legal boundaries between organizations. | nter-organiza-
tional knowledge networks (e.g., Mowery, Oxley, &
Silverman, 1996; Klein, 1996) providethesettingfor Knowl-
edge Management Under Coopetition.

Copyright © 2006, Idea Group Inc., distributing in print or electronic forms without written permission of I1GI is prohibited.
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Theoretical Underpinnings of
Knowledge Management Under
Coopetition

The “resource-based view of the firm,” along with its
conceptual predecessor, the “industrial organization
view,” and its extension, the “knowledge-based view of
the firm,” have shed light on the question of why firms
cooperate to learn from one another, share capabilities
and knowl edge, while—at the sametime—manageknowl -
edge as a valuable resource in the competitive environ-
ment.

Until the 1980s, competitivethinking—reflectedinthe
“industrial organizationview”—hasgenerally been seen
focusing on companies’ environments(e.g., Porter, 1980;
Spender, 1996; Teece, Pisano, & Shuen, 1997). Assuch,
it stands for an outward focus. Since the mid-1980s, the
so-called “resource-based approach” (Wernerfelt, 1984;
Rumelt, 1987; Prahalad & Hamel, 1990) haspartially built
on Penrose’' s conception of the firm as a “collection of
productiveresources, both human and material” (Penrose,
1959, p. 31). Theresource-based approach buildson two
basic assumptions: (a) the firm’s ultimate objectiveisto
achieve sustained, above normal returns; and (b) a set of
resourcesand their combinationtransformed into compe-
tencies and capabilities are a precondition for sustained
superior returns (Rugman & Verbeke, 2002). These re-
sourcesareto befirm-specific (i.e., imperfectly mobile),
valuableto customers, non-substitutabl e, difficult toimi-
tate, and differently availabletofirms. Companiesareseen
as heterogeneous with respect to their resource and
capability endowments (Teeceet al., 1997). Assets such
asknowledgearenot readily tradabl e; they cannot equili-
brate through factor input markets. Hence, critical re-
sources can typically not be acquired viathe market and
consequently need to be developed internally. Competi-
tive advantage is associated primarily with heteroge-
neous resource endowments of firms (Wernerfelt, 1984,
Prahalad & Hamel, 1990; Hamel, 1991; Barney, 1991).

Recent extensions of the knowledge-based perspec-
tive (Grant, 1996) are centered around itsapplicationtoa
“network of firms,” rather thananindividual firm (Hamel,
1991; Prahalad & Ramaswamy, 2000; Dyer & Nobeoka,
2000; Gulati, Nohria, & Zaheer, 2000; Doz, Santos, &
Williamson, 2001; Grant & Baden-Fuller, 2004). Asdevel-
oped in the “relational view of the firm,” firms ought to
look at inter-organizational networks as a source of sus-
tainable competitive advantage (Liebeskind, Olivier,
Zucker, & Brewer, 1996; Powell, Kogut, & Smith-Doerr,
1996; Powell, 1998; Dyer & Singh, 1998).

Different scholarshold different viewsonwhat crite-
ria need to be applied to differentiate critical from non-
critical resources. Barney (1991) proposes “value cre-

ationfor thecompany,” “rarity comparedto competition,”
“imitability,” and“ substitutability.” Prahalad and Hamel
(1990) distinguish “core competencies’ from “non-core
competencies’ by outlining core competencies as being
suitablefor application in many different markets, creat-
ing a significant contribution to customer value, and
being difficult for competitorsto imitate.

To specify resourcesthat accommodate thesecriteria
isequally controversial (Priem & Butler, 2001a, 2001b;
Rugman & Verbeke, 2002). Theliteratureoffersaplethora
of phrasessuchas“firmresources” (Barney, 1991, 2001),
“invisibleassets’ (Itami, 1987), or “ dynamic capabilities”
(Teeceetal.,1997).

Roosand Roos(1996) or Drucker (1993) proclaimthat
knowledge, whether referred to asinvisible assets (Itami,
1987), absorptive capacity (Cohen & Levinthal, 1990),
corecompetencies(Prahalad &, Hamel, 1990), corecapa-
bilities(Kogut &, Zander, 1996), or organi zational know|-
edge (Nonaka &, Takeuchi, 1995), can be seen as the
only—or at least an important resource—that fulfils the
foregoing criteria. Teece (1998) even argues that the
essenceof afirmisitsability tocreate, transfer, assemble,
integrate, and exploit knowledge assets.

These lines of thought match the traditional analysis
that both Ricardian and monopoly rent theoristsderivein
large part from intangible assets, with organizational
learning and knowledge being among the most crucial
ones(Penrose, 1959; Liebeskind, 1996; M cGaughey, 2002).
By stressing the outstanding importance of knowledge,
they have given birth to the knowledge-based perspec-
tive as a special form of the resource-based one.

COOPETITIVE LEARNING AND
KNOWLEDGE EXCHANGE
NETWORKS (CoLKENs) AS THE
SETTING FOR KNOWLEDGE
MANAGEMENT UNDER
COOPETITION

As outlined above, knowledge management has been
increasingly considered as a key managerial function
necessary for achieving competitive advantage (Tsang,
2002). Economicthinking leavesno doubt that scarcity is
aprecondition for property and thuscommercial value of
any resource. Consequently, it puts a question mark on
generously sharing knowledge in an economic context.
Thus, inter-organizational knowledge-sharing processes
revolve around aformidable balancing act between bor-
rowing knowledge assetsfrom partners, while protecting
one's own assets (Loebbecke, van Fenema, & Powell,
1999). Thechallengeisto shareenough skillstolearnand
create advantage vis-a-vis companies outside the net-
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work, while preventing an unwanted transfer of corecom-
petenciestoapartner (Hamel, Doz, & Prahalad, 1989). This
challenge is exacerbated when some membersin the net-
work arecompetitors. In such constellations, thedanger of
becoming “ hollowed out” by “predatory” partners (Hamel
et al., 1989; Kogut & Zander, 1996) seems particularly
evident, suggesting that appropriate steps be taken to
ensuremutually beneficial sharing. Neverthel ess, many of
the skillsthat migrate between companiesare not covered
in the formal terms of aknowledge exchange (L oebbecke
& van Fenema, 2000). Often, what gets traded—that is,
what islearned—isdetermined by day-to-day interactions
between engineers, marketers, and product developers
(Hamel etal., 1989).

CoLKEN Fundamental Statements and
Components

Following the above insights, a CoLKEN Construct (see
Figure 1) isbuilt based on seven fundamental statements
(see also L oebbecke & Angehrn, 2003a):

1  Knowledge assets have their foundation not only in
data and in information, but also in collaborative
learning processes.

2 Boththeindividual employee aswell asthe organi-
zation should be seen as knowledge agents capable
of owning and processing knowledge.

3. Knowledge agents exchange knowledge in knowl-
edgenetworkswithin and—inthelight of ubiquitous

Figure 1. CoLKEN construct

Coopetition

information, communication, and mediatechnol o-
gies—increasingly between organizations.

4.  Theincreasing appearance of inter-organizational
networks triggers a focus on learning and knowl-
edge exchange processes between organizations
during coopetition.

5. Cooperation forms the basis for any knowledge
exchange process between organizationsasit sup-
portsthelearning processesthrough which knowl-
edgeiscreated and acquired, aswell asshared and
disseminated.

6. Inthelight of competition, knowledge servesas a
critical resource or asset to achieve competitive
advantage and above normal rents.

7.  Management processesand actively managed stra-
tegic interventions (stimuli) in knowledge ex-
changes allow organizations to create value by
significantly impacting the composition, the ex-
ploitation and exploitability, as well as the busi-
ness results of learning, knowledge, and intellec-
tual assets at large.

The three fundamental components, Knowledge,
Knowledge Agents, and Knowledge Networks (State-
ments 1, 2, and 3) lay the foundations for investigating
inter-organizational learning and knowledge exchange
networks in the context of coopetition (see also ‘Back-
ground’). The CoLKEN focusisrepresented asacentral
platform on which cooperation and competition are per-
formed (Statements 4, 5, and 6). In order to create and
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Figure 2. CoLKEN taxonomy
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extract the maximum economic value, the challengeisto
balance both aspects by designing and implementing
management processes for active strategic interventions
inthe CoLKEN (Statement 7).

CoLKEN Taxonomy

Possibledimensionsfor differentiating CoLKENsarein-
formation, communication, and mediatechnology (ICMT)
usage, governance focus, size, growth pattern, composi-
tion, and degree of internal competition. Selectingthefirst
two dimensions, Figure 2 shows a CoLKEN taxonomy
(adapted from Loebbecke & Angehrn, 2003b).

A cauldron, thelarge kettle or boiler used by witches
mixing and cooking ingredients without a clear pattern,
stands for intra-organizational and low-technology
CoLKENSs. Anagora, theancient Greek marketplace, rep-
resents inter-organizational, low-tech solutions. An e-
hive takes the concept of a hive, a container for housing
honeybees, to the virtual level. It describes abusy intra-
organizational environment without clear pre-arranged
patterns of action or movements. An e-casbah, finally,
transfers the concept of the older, native section of a
north-African city with its busy marketplaces to the e-
world, where it represents inter-organizational settings,
with learning and knowledge exchanges taking place
solely vial CMT infrastructures.

While the basic assumption of coopetition between
organizational unitsrequiressomedegreeof ‘inter’ -orga-
nizational networking, the horizontal axistakesinto ac-
countthemoreor lessoverriding legal structuresthat may
emphasize the ‘intra’ -setting for competing sub-units.

Research Drivers and Key Insights

Research concerning organi zational and social aspectsof
CoLKENS as the setting for Knowledge Management
Under Coopetition investigates initiatives ranging from
local industry clustersto new formsfor organizationswith
globally distributed knowledgeworkersoperating within
Open Source communities. Dominating research drivers
are: (1) themotivation for individual sand for companies
to participate in the networks (e.g., Argote, McEvily, &
Reagans, 2003); (2) issuesof |eadership, coordination and
control strategies, and decision making; (3) the manage-
ment of collaboration, including knowledge creation,
sharing, and management, aswell aslearningandinnova-
tion (e.g., Menon & Pfeffer, 2003); and finally, (4) the
management of the competition dimension. Theseissues
ought to beanalyzed al ong thetraj ectoriesof who (people),
what (topics), and how (processes). Further, various
contingenciesfor inter-organizational knowledgegover-
nance based on dominant knowledge types, the assess-
ment of the ease of knowledge sharing and retention, and
the direction of knowledge flows (unilateral or bi-direc-
tional/reciprocal) play animportant rolefor investigating
Knowledge Management Under Coopetition.

Mainresearchinsightsderived fromtheabovelinesof
analyses can be summarized as follows:

. Individual managers are mostly motivated by op-
portunitiesto engagein new formsof collaborative
|earning and management devel opment. Organiza-
tionsaimto achievetheir objectivesthrough acqui-
sition of knowledge critical to their processes or
strategy.

. Thedominant form of collaborationandlearningis
traditional knowledge transfer, that is, contextsin
which members do not need to engage too person-
ally or do not need to contribute their knowledge at
all. More experiential forms are rare; they emerge
primarily in non-critical domains and after having
succeeded in helping members to develop more
stable relationships and trust (for the impact of
different kinds of interventions, see also Cabrera,
2002).

. The competition dimension limits knowledge ex-
change to pre-defined domains and formats which
are perceived by members as non-competitive in
terms of not releasing much critical knowledge to
potential competitors.

. By better aligning the motivation of their members
and ‘selecting’ them accordingly, CoLKENscould
reduce the negative influence of the competition
dimension. On the other hand, ambitious growth
strategies |lead some CoLKENS to operate less se-
lectively when it comes to assessing and aligning
the motivation of their members.
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Figure 3. Coordination and control mechanisms for knowledge management under coopetition
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. Appropriate coordination and control mechanisms
arecrucial for success; structural and interpersonal
mechanisms outweigh procedural or technical
mechanisms (see Figure 3).

Additionally, for instance, L oebbecke and Angehrn
(20033, 2004), Teigland and Wasko (2003), and L oebbecke
and Angehrn (2004) offer contingency-dependent results
for various settings of Knowledge Management Under
Coopetition.

Levers for Managing CoLKENs

With a significant number of inter-organizational net-
works failing in some sense (Inkpen & Beamish, 1997;
Lam, 1997), there is an established body of literature
investigating factors causing such failures together with
stepsfor improvement (Cohen & Levinthal, 1990; Hamel,
1991; Mowery et al., 1996; Powell et al., 1996; Inkpen &
Beamish, 1997; Lam, 1997; Dyer & Singh, 1998; Kumar &
Nti, 1998; Larsson et al., 1998; Powell, 1998). Possible
management |eversfor dealing withthe paradox of simul-
taneous cooperation and competition have emerged from
this literature. The main factors for discussion are: (1)
factorsinfluencing the extent of learning and knowledge
sharing, (2) factors influencing the stability of the rela-
tionship, and (3) factorsinfluencing theability of COLKEN
partners to collaborate.

As factors influencing the extent of learning and
knowledgesharing, Kogut (1988) and Mowery etal. (1996)
name alliance contracts and governance structures. For
instance, equity joint ventureslead to a higher degree of
knowledge sharing than contract-based alliances. Cohen
and Levinthal (1990), Dyer and Singh (1998), Kumar and
Nti (1998), and Larsson et al. (1998) point to partners’
internal capabilities. Accordingto Hamel (1991), Kumar,
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and Nti (1998), or Larsson et al. (1998), the amount of
learning taking placein the rel ationship depends on each
partner’s collaborative strategy.

As the main factor influencing the stability of the
relationship, Pfeffer and Salancik (1978) rel ateto bargain-
ing power. If collaboration provides access to other
partners' resources (e.g., knowledge and skills), depen-
dencies caused by resource specificity may change or
disappear, and the alliance may be terminated (Inkpen &
Beamish, 1997). Hence partnerswho want to ensure alli-
ance stability should prevent outsidersfromlearning “all
thereistolearn,” create new knowledge, and consider the
track record of their partners.

Finally, factorsinfluencing theability of network part-
ners to collaborate are discussed. For Dyer and Singh
(1998), appropriate management processes and gover-
nance structures are crucial for turning membership into
a source of competitive advantage. They even suggest
protection against: (a) opportunistic behavior in the net-
work, (b) highvolumeof information exchange, (c) knowl-
edge-sharing routines, and al so suggest the development
of self-enforcing safeguards (trust and incentives) for
sharing. The ability to have influence on the network
structureandto occupy aninformation-rich position shall
provide network memberswith promising entrepreneurial
opportunities(Powell etal., 1996).

FUTURE TRENDS

Further researchisneeded to comparetraditional settings
for Knowledge Management Under Coopetition, where
thereisless ICMT usage, with more virtual ones. Addi-
tional insights are to be sought as to the actual and
potential impact of innovative technologies with regard
to managing CoLKENSs. One should investigate and as-
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sess: (a) the real potential of ICMT for the majority of
today’s CoLKENS, (b) the ICMT-related challenges the
organizationsin question arelikely to face, aswell as(c)
the new mindsetsand competencies membersand manag-
ersof suchnetworkswill requirefor taking full advantage
of distributed approaches to learning and knowledge
management.

CONCLUSION

Thefact that motivationsand incentivesfor participation
vary, makes K nowledge Management Under Coopetition
particularly complex. Here CoL KENsassettingsfor Knowl-
edge Management Under Coopetition represent opportu-
nitiesfor individual managersto engage in new forms of
Knowledge Management Under Coopetition: They pro-
vide organizations with opportunities to better achieve
their objectivesthrough acquisition of knowledgecritical
to their processes and strategy, or through collaborative
knowledge exchanges and initiatives.

Nevertheless, competitivelogic can prevent individu-
als as well as organizations from taking advantage of
constructive K nowledge M anagement Under Coopetition.
Thecompetitiondimensioninfluencesthedesign of value-
creation processessuch ascollaborativelearning, knowl-
edge exchange, and derived initiatives.

Toconclude, innovativeformsand settings of Knowl-
edge Management Under Coopetition enable contribu-
tors to benefit from their participation in such inter-
organizational knowledge management initiatives,
whereby members may decisively improvelearning effi-
ciency and cooperative acting while taking into account
competitive positions. To exploit the opportunities de-
rived from K nowledge Management Under Coopetitionto
the fullest, appropriate coordination and control mecha-
nisms, aswell asadeliberate strategic approach towards
Knowledge Management Under Coopetition are indis-
pensable.
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KEY TERMS

CoL KEN: Coopetitive L earning and Knowledge Ex-
changeNetwork, i.e., aspecific setting for inter-organiza-
tional knowledge management initiatives focusing on
issuesrelated to cooperation-competition-dilemmas and
intentional/unintentional knowledge transfer.

CoLKEN Construct: Structureof main CoLKEN com-
ponents. At the base level are knowledge, knowledge
agents, and knowledge networks; at the CoLKEN focus
level, we find the balancing act between cooperation and
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competition, which shouldlead to value maximizationon
the top level.

CoL KEN Taxonomy: Depicting groupsof CoLKENSs
by differentiating the overall variety along at least two
dimensions. For practical and research purposes, the
taxonomy shown in this article differentiates along the
dimensions ‘ICMT usage’ and ‘governance focus'.

Coopetition: Simultaneousexistenceand relevanceof
cooperation and competition.

KnowledgeAgents: Individual sor organi zationsstor-
ing, retrieving, transferring, and applying/exploiting
knowledge resources.
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Knowledge-Based Per spective: Special form of re-
source-based perspective stressing the significance of
knowledge as a scarce resource and organizational
differentiator.

KnowledgeNetwor ks: Formally set-up mechanisms,
structures, and behavioral patterns that connect knowl-
edge agents who were not previously connected because
of functional, hierarchical, or legal boundaries between
organizations.
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INTRODUCTION

An organization is made up of people interacting for
common objectives, in a given structure (may be rather
formal in the case of acompany, an administration, or an
institution, or rather informal in the case of an interest
community or apracticecommunity), inaninternal envi-
ronment, and with an external environment.

Based on definitionsof Grundstein (2004) and O’ Leary
(1998), we define knowledge management (KM) as the
“ management of knowledge resources of an organiza-
tion in order to ease:

. access, sharing, reuse of this knowledge (that can
be explicit or tacit, individual or collective), with
an objective of capitalization;

. creation of new knowledge, with an objective of
innovation.”

Among the various approaches for KM, this article
focuses on those aimed at knowledge capitalization and
sharing. They canrely onthenotion of corporate memory
(or organizational memory (OM)) that, extending van
Heijst’ sdefinition (1996), we define asthe “ explicit and
persistent materialization of crucial knowledgeandinfor-
mation of an organization in order to ease their access,
sharing out and reuse by the members of the organization
intheir individual and collectivetasks” (Dieng-Kuntz et
al.,2001).

Assuchan OM reliesonindividualsinteractinginan
organization, with support of software tools, construc-
tion and management of a corporate memory require a
multidisciplinary approach, taking into account at least
three dimensions: (1) individual (memory must be com-
patiblewith users' cognitive modelsand their work envi-
ronment), (2) organization (memory must be compatible
with culture and strategy of the organization), and (3)
technology (the chosen software tools must be adapted
tothememory objectivesand totheenvironment of future
users).

This article will detail a particular approach of OM
called the “corporate semantic Webs" approach, pro-
posed by the A caciateam whichthe author deeply thanks.

BACKGROUND

From Knowledge-Based Systems to
Knowledge Management

If theneed of KM in enterpriseshaslong been emphasi zed
in management sciences (Grundstein, 2004), this notion
started to be studied thoroughly at the beginning of the
"90s by artificial intelligence researcherswho had previ-
ously worked on expert systems and knowledge-based
systems (KBSs), and had evolved towards knowledge
engineering (KE): Steels (1993) was one of the first re-
searchersin thiscommunity to stressthe notion of corpo-
rate memory in order to promote knowledge growth,
knowledge communication, and knowledge preservation
in an organization; since 1993, the ISMICK conferences
have been dedicated to these topics (Barthés, 1996). In
1996, the KE community emphasi zed theinterest of OM s
anditsdifferenceswithregardsto KBS: definitionswere
proposed (van Heijst, Van der Spek, & Kruizinga, 1996),
aswell as concrete examples (Dieng et al., 1996). Then
several workshops at KAW, ECAI, IJCAI, and AAAI
thoroughly studied methods and tools for building and
using OMs (Dieng & Matta, 2002).

Ontologies and Knowledge
Management

Meanwhile, the KE community was working on ontolo-
gies (Gruber, 1993). The Banff Knowledge Acquisition
workshops (KAW)! enabled a better comprehension of
foundations of ontologies (Guarino & Giaretta, 1995;
Guarino, 1996). Researchers proposed toolsfor collabo-
rative building of ontologies (Farquhar, Fikes, & Rice,
1996; Domingue, 1998; Tennison & Shadbolt, 1996), as
well as concrete, huge ontologies in KM large applica-
tions(Swartout et al ., 1996; Gol ebiowska, Dieng, Corby,
& Mousseau, 2001). Moreover, some researchers on on-
tologies emphasized the interest of ontologies for KM
(Benjamins, Fensel, & Gémez-Pérez, 1998a; Dieng et al,
2001).
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The (KA)?initiative (Benjamins et al., 1998b) was a
significant exampleof collaborativebuilding of anontol-
ogy and of semantic annotationsby theknowledgeacqui-
sitioncommunity.

Knowledge Management Based on
Ontologies and Documents

Theevolutionfrom KBSto KM wasbased ontheideathat
acorporate memory could be naturally materialized in a
knowledgerepository without any reasoning aims; there-
fore ontol ogies seemed to be aquite natural way to make
the conceptual vocabulary shared by an organization
explicit. But thisevolutionledto recognition that themost
frequent knowledge sourcesthat could beintegratedinan
OM were documents. The need for alink between docu-
ments (considered as informal knowledge sources) and
knowledge bases/ontol ogies (expressing formal knowl-
edge) was emphasized by research that associated to a
document a knowledge base aimed at making the under-
lying semanticsof thedocument explicit and atimproving
information retrieval by reasoning on this knowledge
base(Martin, 1997; Euzenat, 1996). Theadvent of XML led
several KM researcherstorely on XML -based formalisms
and on the future semantic Web (Rabarijaona, Dieng,
Corby, & Ouaddari, 2000; Martin & Eklund, 2000). Shoe
(Luke, Spector, Rager, & Hendler, 1997) and Ontobroker
(Fensel, Decker, Erdmann, & Studer, 1998) offered an
ontology-guided informationretrieval approach; commu-
nity semantic portals were developed using such tools
(Staabetal., 2000).

Knowledge Management and the
Semantic Web

Theinterest of the Web for KM and knowledge distribu-
tionover thelnternet, either through anintranet or through
the open Web, was stressed by O’Leary (1997), by the
KAW'’ 98 track on “ Knowledge Management and Distri-
bution over the Internet,”2 aswell as some special issues
of journals(Dieng, 2000) and books (Schwartz, Divitini, &
Brasethvik, 2000).

In 1998, Berners-Lee proposed his vision of the se-
mantic Web:

The Web was designed as an infor mation space, with the
goal that it should be useful not only for human-human
communication, but also that machines would be able to
participate and help. One of the major obstacles to this
has been the fact that most information on the Web is
designed for human consumption, and...that thestructure
of the data is not evident to a robot browsing the Web.
Leaving aside the artificial intelligence problem of
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training machines to behave like people, the Semantic
Web approach instead devel opslanguagesfor expressing
information in a machine processable form.

He gave a roadmap for evolving “from the Web of
today to a Web in which machine reasoning will be
ubiquitous and devastatingly powerful” (Berners-Lee,
1998).

Several research communities (database, intelligent
systems (Schwartz, 2003), knowledge engineering and
knowledgerepresentation, informationretrieval, language
technologies, distributed artificial intelligenceand multi-
agent systems, machine learning, Computer-Supported
Collaborative Work, etc.) recognized in this ambitious
objective a fabulous potential application of their re-
search.

Last, theimportance of social networksinwhichinter-
actions and cooperation could be enhanced through the
Web explainsthe privileged rol e of the semantic Web as
a basis for supporting such networks, in particular with
participants distributed geographically.

European Projects on Knowledge
Management and the Semantic Web

Several collaborative European or national projectsstud-
ied semantic Web approaches for KM:

. The C-WEB?® (Community Webs) project
(Christophidés, 2000) proposed an infrastructure
for Web portalsin user communitiesrequiring effi-
cient query answering using various information
sources. Thisinfrastructure, aimed at semantic por-
tal's, can be seen asan architecture for acommunity
semantic Web.

. The On-to-Knowledge* project (Davies, Fensel, &
van Harmelen, 2002) offered languages—such as
OIL (Fensel et al., 2000), one precursor of OWL—
methods, and tools aimed at applying ontologiesto
electronically available information for improving
KM quality inlarge, distributed organizations.

. The CoOMMA?S® (Corporate Memory Management
through Agents) project (Gandon, Dieng-Kuntz,
Corby, & Giboin, 2002) developed an ontology
(O’'CoMMA), as well as a multi-agent system for
managing adistributed corporate memory material-
ized in a corporate semantic Web, some agents
having machinelearning capabilities.

. TheBritish AKT (Advanced Knowledge Technol o-
gies) project (Shadboldt & O’Hara, 2004) relieson
anintegrated approach, combiningartificial intelli-
gence, psychology, linguistics, multimedia, and In-
ternet technology, for devel oping the next genera-
tion of knowledge technologiesin order to support
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organizational KM, fromacquiring and maintaining
knowledge, to publishing and sharing it.

. OntoWeb® (Ontology-Based I nformation Exchange
for Knowledge Management and Electronic Com-
merce) network studiesthouroughly techniquesand
methodol ogies for building and using ontologiesin
the framework of the semantic Web.

The convergence of all theseresearch topicsledtothe
ideaof the corporate semantic Web, whichthenext section
will explainmoreprecisely.

MAIN FOCUS OF THE ARTICLE

The corporate semantic Web approach proposed by the
Acaciateamreliesontheanal ogy between Web resources
and corporate memory resources. Intranets or I ntrawebs,
based on Web technologies, are a widely used means of
information diffusionaimedatimproving informationand
knowledge sharing out in enterprises. As the Web users,
members of an organization need to access competent
persons, toretrieverelevant information in documents, to
discover useful services, and to communicate or publish
in order to share specific knowledge.

Thesemantic Web aimsat making semantic contents of
Web resources understandable, not only by humans, but
also by programs, for abetter cooperation among humans
and machines, accordingtoBerners-Lee svision (Berners-
Lee, Hendler, & Lassila, 2001). Themost popul ar approach
consists of making semantic annotations on Web re-

Figure 1. Architecture of a corporate semantic Web
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porate Web.
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Figure 2. Method of construction of a corporate semantic Web
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reliability of information sources, a description of more
precise user profiles, and a smaller scale for corporate
documents and for ontologies. But an organization has
security and confidentiality constraints, aswell asaneed
torely on stable tools or standard languages, compatible
with theinternal work environment.

Figure 1 showsthearchitecture of acorporate seman-
ticWeb, and Figure 2 summarizesour method for building
it. Researchers study how to build, represent, use, and
evolve each component of the system and thelinksamong
such components. After stressing theactorsinvolved, we
will analyzethe components of acorporate semantic Web
(resources, ontologies, annotations).

COMPONENTS OF A CORPORATE
SEMANTIC WEB

The Actors
We distinguish several roles among the involved actors:

. Theknowledge holdersor author s of resour ces (for
example, authors of documents, software, or ser-
vices constituting the memory resources).

. The end-users: The objective of annotations is to
allow end-usersto retrieve resources (“pull™) or to
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disseminate these resources towards end-usersin a
proactive way (“push”), in amore precise and rel-
evant way in both cases.

. Theannotators, who can be either knowledge hol d-
ers or mediators (such as documentation centers).
They must annotate resourcesin order to ease their
retrieval by the future memory users. These anno-
tations must thus take into account, on the one
hand, the semantics aimed by the authors, and on
the other hand, the users' needs for search for
information. Objective annotations correspond to
an interpretation common to any user, whereas
subjective annotations are related to interpretation
by a particular reader. As the annotator cannot
guess all possible uses of the resources and all the
future users’ needs, s’he can collect information
about profiles of theintended users and about their
work contexts.

Resources in a Corporate Semantic
Web

One can regard as resource any human, documentary, or
software entity that can possibly be considered as a
knowledge sourcethankstoitsinterpretation by ahuman
accessing this resource. Resources can be documents
withvariousformats(classicformatsor formatsdedicated
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to the Web like XML, HTML), but they can also corre-
spond to people (in the case of amemory aimed at easing
access to knowledge holders), services, software, pro-
grams, databases (DBs), ontologies, knowledge bases
(KB), case bases, and so forth. According to the granu-
larity chosen, the elementary resource enabling accessto
aknowledge element can consist of an entiredocument or
of an element of document, of awhol edatabase or of aDB
record, of awhole KB or of arule, and so forth, provided
that this element isidentifiable and can be referred.

Resources can beinternal or external to the organiza-
tion: for example, in atechnological watch scenario, the
semantic annotations of external resources useful for
some employees can be considered as part of the corpo-
rate semantic Web.

Ontologies in a Corporate Semantic
Web

An ontology is the explicit specification of a
conceptualization according to Gruber (1993), or more
precisely, accordingtoBorst (1997), theformal specifica-
tion of ashared conceptualization. Wecan characterizean
ontology by:

. itsroot concepts, indicating the principal semantic
axes or points of view considered,;
. its concepts: each concept can be characterized by

thetermsenabling to designateit, itsinformal defi-
nition in natural language, its formal definition in
intension in the case of a defined concept, its at-
tributes, and its possible relationships with other
concepts (parents, brothers, or concepts to which
it is connected by arelation);

. the structure of the ontology: subsumption link
enablesthestructuring of aconcept hierarchy (resp.
arelation hierarchy), part-of link enables structur-
ing of a partonomy of concepts;

. possible relations between concepts, with the sig-
natures of these relations;

. the instances of concepts when they play an onto-
logical part (such as, for example, someconstantsin
amathematical or physical field: e.g., &, c, g);

. the axioms on concepts and relations.

Therolesof anontology inan OM arevaried (Gandon,
Dieng-Kuntz, Corby & Giboin, 2002):

. The ontology can be acomponent of the memory, a
component aimed at being browsed by the end-
user: in this case, natural language definitions or
explanatory texts understandable for a human user
must be associated to concepts and relations of the
ontology. Moreover, the ontology contents must

be adapted to users' tasks—at grain level, detail
level, visibility level, and so forth.

. The ontology can be a reference for indexing/
annotating semantically the memory in order to
improveresourceretrieval or informationretrieval
in the memory. In this case, the ontology must
include concepts significant for annotation (e.g.,
User, Competence, Organization, Document, Task,
Project, Domain), so asto enable annotation of the
resources of the memory (e.g., Thisresource is a
document of this type, created by someone having
this competence in this department of the organi-
zation, related to these domain concepts and useful
for thistype of user in the framework of thistaskin
the context of this project), and then reuse these
annotations and the ontology in order to make
inferencesfor informationretrieval.

. Finally, theontology can beabasisfor communica-
tion and exchange of infor mation among programs
or among software agents. In this case, a formal
ontology (with an accurate, non-ambiguous mean-
ing), represented in the formal language of the
messages exchanged by these agents, is needed.
The content of the ontology must correspond to the
needs in messages of the software agents that must
beableto handleit formally.

When the OM ismaterialized in acorporate semantic
Web, the situation corresponds to the second case since
the ontology must at least be used for semantic annota-
tion of memory resources. However, aswestressed in the
previous section, ontologies can also form part of the
memory resources, and they can also be annotated se-
mantically.

In the three cases, it is necessary to choose ontology
contents (i.e., itsdomain and its level of granularity), as
well as its method of construction and evolution. The
following sectionswill study more thoroughly these two
points.

Contents of the Ontology

The applicative objective can help to choose the degree
of granularity of theontology: the contentsof an Automo-
bile ontology intended to be used by a design engineer
workinginthedrawing officeof acar manufacturer will be
different from the Automobile ontology for an
accidentologist analyzing road accidents.

Knowledge on the future users or on applicationsin
which the ontology will be integrated can thus be useful
to determine whether it is relevant to integrate a given
concept, and can help to choose the adequate width and
depth of the ontology.
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If the ontology playstherole of areference for anno-
tating the memory elements semantically, it can be com-
pared with an index on the memory. But, instead of the
termsof anindex or of athesaurus, asemantic annotation
by the ontology allows to associate to an element of the
memory concepts, relations, instances, or particular rela-
tions between instances. Moreover these annotations
canrelateto an elementary resourcewhich can, according
tothecase, consist of an entire document or of an element
of document.

Inthiscase, the criterion to build the ontology will be
the answer to the question: By which concepts/relations/
instances will the annotator need to annotate the re-
sourceinorder to easetheretrieval of thisresourceinthe
most relevant way?

Inthe OM scenario, theintended user typeor eventhe
use context can be helpful for this purpose:

. Inascenario of project memory, conceptsallowing
description of a project and its organization, its
participants, its tasks, problems encountered and
possible solutions, lessons learned in the project,
and conceptsof the project domainwill beuseful to
integrateintheontology. The SAMOV AR applica-
tion (Golebiowska, Dieng, Corby & Mousseau, 2001)
illustrates such ascenario of project memory. Inthis
scenario—in the context of design of new car—an
engineer of a car manufacturer tries to solve a
problem encountered on agiven part of thevehicle
designed, and s/he triesto retrieve in past projects
whether the same problem (or a similar one) oc-
curred, which solutionswere considered, and which
onewasadopted for solvingit. S/hewill thenbeable
either to reuse this solution (perhaps after adapting
it) or, if the change of context makes reuse of this
solution impossible, to study whether one of the
other solutions previously evoked and eliminated
would be convenient to be used or adapted.

. Inascenario of skillsmanagement (Benjaminsetal .,
2002), theontology canincludethe conceptsallow-
ing description of various types of competences
(technical, organizational, social, or relational skills)
andtheir linkswith variousfunctionsor taskswithin
the organization.

. Inascenario of support to a newcomer integration,
the ontology can be based on the needs of a new-
comer andon all theactorslikely tointeract withthis
newcomer; theontology can, for example, describe
the types of documents having to be consulted by
anewcomer or to be used by a mentor/tutor, those
describing the organization, and those useful for
the Human Resources department. The ontology
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will be able to also include some concepts of the
domain (for example, technical conceptsuseful for
the activity of the newcomer or concepts s’he must
learnto master). The CoMMA application (Gandon,
Dieng-Kuntz, Corby & Giboin, 2002) illustratessuch
ascenario.

. Inascenario of e-learning, theontology canrest on
the needs of training for acquiring the competences
required in the various functions of the company,
on the teaching approaches to use, on the profiles
of the students, or of the people/companieslikely to
carry out teaching, ontheavailable e-learning tools,
on the possible uses of the Web as exchange me-
dium, ontheeducational resources. TheMEM ORAE
application (Abel et al., 2004) illustrates this sce-
nario of e-learning.

. In ascenario of watch (i.e., scientific, strategic, or
technological monitoring, business intelligence),
conceptsallowing description of theactorsinvolved
in the watch process of the company, as well as
conceptsontherelevant domainandall thoselikely
to be watch targets, could be included in the ontol -
ogy (Cao, Dieng-Kuntz, & Fiés, 2004). For example,
in a scenario in the pharmacological sector, the
watch department analyzes all documents on pub-
lished patentsof their competitorsinorder to detect
new significant trendsof research (confirmingtheir
own research strategy or totakeinto account inthis

strategy).

The ontology creation depends on the modeling
choices and rests on several actors: ontologist, experts
serving as knowledge sources, experts taking part in the
validation. Somemodeling choiceswill also beinfluenced
by the future application and by the future users of the
ontology (either those who will consult it directly, or
thosewhowill seek resourcesannotated throughit). Thus
the ontology must be viewed as the result of a construc-
tion process, via a negotiation between several actors:
ontologist, experts, and users.

Construction of the Ontology

The ontology construction methodology can be inspired
by manual methods of ontology development from ex-
perts (Gomez-Pérez, Fernandez-L 6pez, & Corcho, 2004;
Uschold & Gruninger, 1996) or by methods based on
corpus analysis (Aussenac, Biébow, & Szulman, 2000;
Bachimont, Isaac, & Troncy, 2002).

Theconstruction of the ontology can be manual, semi-
automatic fromtextual corpora, or semi-automaticfroma
structured database.
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Manual Construction

The method of construction of ontologies proposed in
Gandon (2002) and Gandon et al. (2002) for building an
ontology in the framework of a corporate semantic Web
relies on the following phases:

. collection of data and scenarios, starting from
discussions with some knowledge holders and
through manual analysisof documents provided by
the company, without use of natural language pro-
cessing tools;

. terminological phase, allowing to determineterms
associated with concepts and to solve terminol ogi-
cal conflicts(cf., acasewheredifferent conceptsare
designated by the same terms or a case where
several terms refer to the same concept);

. structuring of the ontol ogy, through specialization
links between concepts or relations;

. validation by experts;

. formalization in an ontology representation lan-
guage (such as the languages recommended by
W3C). Accordingtotheexpressivity degree needed,
onecanuseRDF(S) (Lassila& Swick, 1999) for basic
ontologies, or OWL (Dean & Schreiber, 2004,
McGuinness & van Harmelen, 2004) and one of its
layers, OWL-Lite, OWL-DL,or Full OWL, for more
expressive ontologies.

This method allows development of an ontology by
possibly structuring it in several levels:

. ahighlevel including abstract concepts, very reus-
able but not very usable by end-usersin their daily
work, and thus needing to be hidden when the end-
user browses the ontology;

. an intermediate level comprising concepts useful
for the OM scenario and for thedomain considered,
and thus reusable for these scenarios and similar
domains;

. a specific level including concepts specific to the
company and thus very useful for end-users, but
not very reusable apart from this company.

The O’ CoMMA ontology (Gandon, 2002), dedicated
totwo scenariosof corporatememory (support tointegra-
tion of anew employee at T-Systems Nova, and support
to technological monitoring at CSELT and at CSTB) is
thus structured in three such levels.

Semi-Automatic Construction from Textual
Sources

The methodology of ontology construction from texts
proposed by the TIA group’ and described in Aussenac-
Gilleset al. (2000) consists of the following stages:

. Set up of thetextual cor pus, taking into account the
aims of the application.

. Linguistic analysis, consisting of choosing and
applyingtothistextual corpustheadequatelinguis-
tic tools such as: (a) term extractors allowing to
propose candidate terms, (b) relation extractorsal-
lowing to propose relations between these terms,
(c) synonym managers allowing to detect synonym
terms, and so forth.

. Normalization includes two phases:

e Linguistic normalization: Allows the knowl-
edge engineer to choose among the terms and
lexical relationsextracted previously, thosewhich
will bemodeledintheontology. Theknowledge
engineer will associateto eachterm and relation
kept, adefinitionin natural language, if possible
close to the text in the corpus. If aterm or a
relation hasseveral meaningsinthedomain (i.e.,
polysemy), theknowledgeengineer decideswhich
meanings attested by the corpus will be kept
because of their relevance.

e Conceptual modeling: Semantic concepts and
relations are then defined in anormalized form
using labels of concepts and relations already
defined.

. Formalization consists of ontology construction
and validation. Existing ontologiescan helptobuild
the ontology top level and to structure it through
main sub-domains. Semantic concepts and rela-
tionsarethen formalized and represented in chosen
knowledge representation formalism (for example,
descriptionlogicsor conceptual graphs). If needed,
additional concepts (i.e., structuring concepts, not
necessarily attested by the textual corpus) can be
added to structure the ontology. In a corpus-based
approach, the terminological concepts (attested in
texts) are distinguished from the other concepts
(created by the ontologi st in order to gather, factor-
izeinformation, or structurethe ontology). A com-
plete validation can be carried out as soon as the
ontology reaches a stable state.

This method was, for example, adapted for avehicle
project memory, withintheframework of the SAMOV AR
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project (Gol ebiowska, Dieng, Corby & Mousseau, 2001),
whose obj ectivewasto capitalizeknowledgeon problems
encountered during a vehicle design project.

Semi-Automatic Construction from a
Structured Database

One can also start from a structured database to translate
it into an ontology represented in a standard representa-
tionformalism. Thetranslation algorithm will depend on
the database internal format, but the generic idea of
building an ontology by decoding a database—the prin-
ciple of coding of whichisknown—and to represent this
ontology inastandard knowledge representation formal -
ism, isinteresting for companieshaving DBsfromwhich
they wish to reconstitute an ontology. This semi-auto-
matic construction of ontologiesfrom DBsisillustrated
withtheexampleof theLifeLineproject (Dieng-Kuntz et
al., 2004), aimed at devel oping an organi zational semantic
Web dedicated to amedical community cooperatinginthe
context of ahealthcare network. By using an approach of
“reverse engineering” relying on the analysis of its cod-
ing principle, Nautilus medical database was decoded to
reconstitute a Nautilus ontology represented in RDF(S):
the ontology could then be browsed and validated via a
semantic search engine, and used for annotating and
retrieving documents, and so forth.

Annotations in a Corporate
Semantic Web

The construction of annotations relies on the ontology.
The choice of grain of resource elements depends on the
level to which the user needs to access the OM.

If one compares ontol ogy-based semantic annotation
with traditional indexing in information retrieval, their
roles are similar, but the hierarchy of concepts, the rela-
tions, as well as the presence of axioms, allows several
possihilities of reasoning: ontology-guided information
retrieval enablesretrieval of resourcesinamorerelevant
way (Fensel etal., 1998; Diengetal., 2001; Corby & Faron,
2002; Corby, Dieng-Kuntz, & Faron-Zucker, 2004). An
annotationisinterpreted as: “ Thisresour ce speaksabout
such concept, speaks about such instance of concept,
expresses such relation between such concepts or such
instances of concepts.” One could be more precise and
indicate the nature of annotation relation: some annota-
tions can be viewed as argumentations, exampl es, asser-
tions, and so forth.

For the construction of these annotations, one can
use manual annotation editorsor semi-automatic annota-
tion tools such as those described in Handschuh and
Staab (2003).
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The user can then retrieve resources of the corporate
semantic Web, which offerssemanti ¢ browsing or seman-
tic querying capabilities, based on resource annotations
related to the ontology. There may al so be specific anno-
tations on user profiles and centers of interest if the
ontology comprises concepts describing types of pro-
filesor of interest centers. Semantic search engines such
asOntobroker (Fensel, Decker, Erdmann & Studer, 1998),
WebKB (Martin& Eklund, 2000), or Corese(Corby, Dieng,
& Hébert, 2000; Corby & Faron, 2002; Corby, dieng-Kuntz
& Faron-Zucker, 2004) are useful to carry out such a
search guided by ontologies. Theinterest of the ontol ogy
is to guide reasoning: this reasoning is based either on
concept hierarchy or improvement in answers to users’
queries. For example, for a request to retrieve patients
suffering from a stomach disease, these reasoning capa-
bilities enable a semantic search engine to retrieve a
patient who had a surgery for a stomach cancer.

LANGUAGES AND TOOLS USEFUL
FOR CREATING CORPORATE
SEMANTIC WEBS

For representing semantic annotations of a corporate
semantic Web, one can use RDF (Resource Description
Format), alanguage recommended by the W3C for creat-
ing metadata for describing Web resources (Lassila &
Swick, 1999). For representing ontol ogies, according to
the expressivity level needed, one can use RDF Schema
(RDFS) for simpleontologiesor, for morecompl ex ontol o-
gies, OWL (Ontology Web L anguage) (Dean & Schreiber,
2004; McGuinness& van Harmelen, 2004)—theontol ogy
representation language recommended by W3C and in-
tended for publishing and sharing ontol ogieson the Web.

Several tools can support building, use, and mainte-
nance of a corporate semantic Web:

. Ontology development tools, enabling creation of a
new ontology from scratch or modification of an
existing ontology: e.g., Protégé (Noy, Fegerson, &
Musen, 2000), KAON (Volz, Oberle, Staab, & Motik,
2003), WebODE (Arpirezetal., 2003).

. Annotation tools, enabling manual or semi-auto-
matic semantic annotations on resources (e.g., in-
stancesof conceptsand of relations)—for example,
MnM (Vargas-Vera et al., 2002) or OntoMat-
Annotizer (Handschuh, Staab, & Maedche, 2001).

. Ontology-guided information retrieval tools, al-
lowing retrieval of resources using their ontology-
based annotations. Examples include semantic
search enginessuch asOntobroker (Fensel, Decker,
Erdmann & Studer, 1998) or Corese (Corby et al.,
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2000; Corby & Faron, 2002; Corby et al., 2004), or
semantic browsers such as Magpie (Dzbor,
Domingue, & Motta, 2003).

. Multi-agent platforms, enabling the handling of
distributed corporate semantic Webs—for exampl e,
tools described in Gandon (2002), and van Elst,
Dignum, and Abecker (2003).

The interested reader can find a detailed description
of several of suchtoolsin Gomez-Pérez, Fernandez-L opez
& Corcho (2004).

FUTURE TRENDS

Research needs to be performed on the construction,
management, and evol ution of the different elementsof a
corporate semantic Web. Themost important topi cs seem
to be:

. Maintenanceand dynamicevolution of acorporate
semanticWeb: Morespecifically, how dowetackle
the problems linked to evolution of ontologies, of
resources, and of annotations (Klein, 2004;
Stojanovic, 2004)?

. Validation of knowledgeincludedinaCSW: Integ-
rity and coherence of the corporate semantic Web
(i.e., of the ontology and of the annotations, both
after their creation and when they evolve), human
validation by experts and eval uation by end-users.

. Automationintheconstruction of ontologiesand of
annotations: Progress is needed in ontology and
annotation learning, using machine learning tech-
niques, statistical or linguistic techniques.

. Heterogeneity: Integration of heterogeneous
sourcesin acorporate semantic Web, management
of multipleontol ogiesinasingle organization/com-
munity or in several organizations/communities,
management of multiple, contextual annotations
according to multiple viewpoints, building and
management of i nteroperabl einter-organizationsor
inter-communities semantic Webs.

. Multimediaresour ces: Capability to handle multi-
media resources and to create semi-automatically
semanti c annotationson multimediaresources (im-
ages, sound, video, etc.).

. Distribution: Large, distributed organi zations/com-
munities; intelligent agents, peer-to-peer architec-
tures.

. Semantic Web services: Since Web services can
play the role of resources annotated in a corporate
semantic Web, current research on ontol ogy-guided
description, discovery, and composition of seman-
tic Web servicesis useful.

. Human factors: Participative design of corporate
semantic Webs, taking into account all stakehold-
ers, analysis of social interactions/collaboration
through acorporate semantic Web, personalization
of interfaces to user, support to such interactions.

. Human-machine interaction: Research on ergo-
nomic, intelligent, adaptiveinterfaceswill becrucial
for acceptance and usability of organizational se-
mantic Webs.

. Scalability: Evenifitislesscrucial thanfor theopen
semantic Web, scalability isrequiredfor very large
organizations or for watch scenariosin order to be
able to handle a huge number of resources, huge
ontologies, or huge annotation bases.

. Reasoning and inference capabilities. They may
help offer a better personalization of interaction
with users, according to their profiles.

. Evaluation of acor poratesemantic Web: Knowl-
edge valuation criteria need to be studied thor-
oughly (Giboin, Gandon, Corby, & Dieng, 2002;
O’'Hara& Shadbolt, 2001).

This research will naturally benefit from general re-
search performed by several research communitiesonthe
(open) semantic Web, but it needs to be guided by an
actual understanding of the KM needs of an organization
or acommunity.

CONCLUSION

Thisarticlehasillustrated the“ corporate semantic Web”
approach that enables us to guide information retrieval
from corporate memory by ontologies and annotations.
Thisapproach can beappliedinvariousscenarios: memory
of a team, of a department, or of a project; strategic,
scientific, and technological watch; skills management;
collaborative work in a community of practice or in a
virtual enterprise.

With joint collaboration of all research communities
focusing on the semantic Web, of human factor special-
ists, of researchers in management sciences, instead of
being “yet another technology for KM,” corporate se-
mantic Webs can be a natural and popular approach for
supporting human social Websdynamically createdin (or
between) organizations or communities.
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